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Abstract

Forecasting in computer networks is the process of anticipating future traffic demands
based on present and past data and by analysis of trends. Network providers use forecast-
ing in order to examine whether the traffic is routed efficiently, also they use it for band-
width allocation and congestion control. In this work, we propose an approach, which we
call Farcast, for improving the accuracy of network traffic load forecasting using Software
Defined Networking (SDN) principles. In Farcast, the traffic load predictions for moni-
tored links are sent to an SDN controller. The SDN controller has a global view of the
network and monitors the network state in time frames called inform intervals. In these
intervals, the SDN controller receives messages from network switches, about the cur-
rent traffic flows traversing the network. Then, the SDN controller assesses whether the
predictions will be accurate or not, based on the current traffic demands. If there are im-
minent inaccurate predictions, the controller ensures that the prediction error is reduced,
by re-routing, when possible, the flows in the network accordingly.

Farcast was implemented in a simulated SDN environment. The experiments simu-
late traffic bursts that are difficult to predict with traditional forecasting approaches. We
compare the performance of the AutoRegressive Integrated Moving Average (ARIMA)
forecasting method with Farcast. The results show that Farcast reduces the Mean Ab-
solute Percentage Error (MAPE) of the traffic load predictions, by up to one order of
magnitude, when the goal is to satisfy the predictions for a single link in the network.
Moreover, when adjusting the load of multiple monitored links concurrently, Farcast re-
duces the MAPE by up to 50%. Our approach can be deployed independently of the
machine learning algorithm used for the predictions.

For example, such a approach would be useful in the 40-Gigabit-capable Passive
Optical Network (XG-PON) standard. The PON is composed of Optical Netwok Units
(ONUs) and an Optical Line Terminator (OLT). The ONUs predict the future traffic load
and send bandwidth requests to the OLT, based on their predictions. The OLT performs
the dynamic bandwidth allocation based on the ONUs’ requests. In such schemes, the
dependability on forecasting is critical, as wrong predictions can lead to underutilization
of system resources or traffic congestion.





Περίληψη

Το Forecasting στα δίκτυα υπολογιστών είναι η διαδικασία πρόβλεψης μελλοντι-
κών αιτημάτων κυκλοφορίας με βάση τα υπάρχοντα και τα παρελθόντα δεδομένα και

την ανάλυση των τάσεων. Η πάροχοι δικτύου χρησιμοποιούν το Forecasting ώστε να
εξετάσουν εάν η κίνηση διοχετεύεται αποτελεσματικά, χρησιμοποιούν τις προβλέψεις

για την κατανομή εύρους ζώνης και τον έλεγχο συμφόρησης. Για τέτοιου είδους ε-

φαρμογές, η ακρίβεια των προβλέψεων για την μελλοντικό φόρτο κίνησης, έχει μεγάλη

σημασία για τους παρόχους δικτύου. Στη παρούσα διπλωματική, προτείνουμε μια προ-

σέγγιση, την οποία ονομάζουμε Farcast, για τη βελτίωση της ακρίβειας της πρόβλεψης
της κίνησης του δικτύου χρησιμοποιώντας τις αρχές των Δικτύων Καθοριζόμενων

από Λογισμικό (SDN). Στο Farcast, οι προβλέψεις που έγιναν από τους μεταγωγείς
δικτύου αποστέλλονται σε έναν ελεγκτή SDN. Ο ελεγκτής SDN έχει μια συνολική
εικόνα του δικτύου και είναι σε θέση να παρακολουθεί τη κατάσταση του δικτύου σε

ορισμένα χρονικά πλαίσια που ονομάζονται διαστήματα ενημέρωσης. Σε αυτά τα δια-

στήματα, ο ελεγκτής SDN λαμβάνει μηνύματα από τους μεταγωγείς δικτύου, σχετικά
με τις τρέχουσες ροές κυκλοφορίας που διέρχονται από το δίκτυο. ΄Επειτα, ο ελεγκτής

SDN αξιολογεί εάν οι προβλέψεις των μεταγωγέων πρόκειται να είναι ακριβείς ή όχι,
βασιζόμενος στις τωρινές ανάγκες της κίνησης. Αν υπάρχουν ανακριβείς προβλέψεις

που αναμένονται, εξασφαλίζει ότι το σφάλμα πρόβλεψης για κάθε μεταγωγέα μειώνε-

ται, αναδρομολογώντας, όταν αυτό είναι δυνατόν, τις υπάρχουσες ροές στο δίκτυο

ανάλογα.

Το Farcast υλοποιήθηκε σε ένα περιβάλλον προσομοίωσης SDN. Τα πειράματα προσο-
μειώνουν απότομες μεταβολές της κίνησης, οι οποίες είναι δύσκολο να προβλεφθούν

με τις παραδοσιακές μεθόδους πρόβλεψης. Συγκρίνουμε την απόδοση της μεθόδου

πρόβλεψης Αυτοπαλίδρομου Ολοκληρωμένου Μοντέλου Κινητού Μέσου ARIMA με
το Farcast. Τα αποτελέσματα δείχνουν ότι το Μέσο Απόλυτο Ποσοστιαίο Σφάλ-
μα (MAPE) μπορεί να υποστεί μείωση μιας τάξης μεγέθους όταν ο στόχος είναι να
ικανοποιηθούν οι προβλέψεις μιας σύνδεσης εντός του δικτύου. Επιπλέον, όταν πα-

ρακολουθείται ο φόρτος πολλαπλών συνδέσεων ταυτόχρονα, υπάρχει βελτίωση στο

MAPE, έως 50%. Η μέθοδος μας μπορεί να υλοποιηθεί ανεξαρτήτως του αλγορίθμου
μηχανικής μάθησης που χρησιμοποιείται για την εξαγωγή προβλέψεων.

Για παράδειγμα, μια τέτοια προσέγγιση θα ήταν χρήσιμη στο παθητικό οπτικό δίκτυο

χωρητικότητας 10 Gigabit (XG-PON). Το PON αποτελείται από οπτικές δικτυακές
μονάδες (ONUs) και μια γραμμή οπτικού τερματισμού (OLT). Τα ONUs προβλέπουν
το μελλοντικό φόρτο της κίνησης και στέλνουν αιτήματα εύρους ζώνης στην OLT, τα
οποία βασίζονται στις προβλέψεις τους. Η OLT κατανέμει δυναμικά το εύρος ζώνης
βασιζόμενο στα αιτήματα των ONUs. Σε τέτοια σενάρια, η αξιοπιστία των προβλέψεων
είναι μείζονος σημασίας, καθώς λάθος προβλέψεις μπορεί να οδηγήσουν σε υπολει-

τουργία των πόρων του συστήματος ή σε κυκλοφοριακή συμφόρηση.
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Chapter 1

Introduction

1.1 Motivation

Forecasting is the process of making predictions for the future based on past and present
data and most commonly by analysis of trends. Network traffic analysis and prediction
resembles a proactive approach instead of a reactive approach, where a network is mon-
itored for security breaches or other malicious or out-of-order behaviour [1]. Internet
traffic forecasting can help to detect such misbehaviours of the network traffic, before
they actually occur. Security attacks like Denial-of-Service, viruses, crossfire attacks [2]
or spam could be predicted by comparing the real traffic with the predicted traffic of fore-
casting algorithms [3]. This results in an earlier detection of attacks which can benefit the
quality of service (QoS).

Internet traffic forecasting is of great benefit in areas like bandwidth allocation, network
security, network planning and predictive congestion control [4]. Long-period traffic fore-
casting is used for designing future capacity requirements by Internet-Service-Providers
(ISPs) and permits for better management decisions [5]. With better traffic forecasting,
reliable traffic engineering tools can be made, that adapt to future conditions of the net-
work [6].

On the other hand, short-period prediction could improve the dynamic resource alloca-
tion and can be used to improve the QoS mechanisms [7]. These network schemes help
in distributing the network bandwidth with regard to the predicted traffic [8]. Predictive
bandwidth allocation can be used in data centers in order to improve the link utilization [9]
and in ATM networks [10]. As an example in predictive bandwidth allocation, consider
the 40 Gigabit Passive Optical Network (40G-PON or XG-PON), which is a networking
standard for data links capable of delivering rates up to 40 Gbits/s over existing fibre.
These networks consist of an optical line termination (OLT) and several optical network
units (ONUs), as shown in Figure 1.1. The ONUs send traffic to the OLT, in each time
slot called frame. The OLT provides transmission slots to the ONUs, by performing a
Dynamic Bandwidth Allocation (DBA) algorithm after receiving requests from ONUs.

1



2 CHAPTER 1. INTRODUCTION

Figure 1.1: XG-PON network.
.

Because of the fibre’s differential distance of up to 40 km between the OLT and the
ONU’s, there are high propagation delays which should be taken into consideration. There
are works that develop fair algorithms for bandwidth allocation [11]. Interestingly, there
is recent work in which the authors create a DBA scheme for XG-PON, that relies on fore-
casting the additional arrivals in ONUs during the polling process [12]. By forecasting
the additional arrivals, the additional bandwidth requests are predicted, making improve-
ments to the network performance in latency and jitter.

However, traffic forecasting can be inaccurate. The traffic spikes that may occur are diffi-
cult to detect even when the traffic is directly observed [13], let alone when someone has
to predict them. The traffic spikes have an negative impact in bandwidth applications. For
example in the XG-PON case, traffic spikes will result in poor bandwidth allocation, as
the bandwidth requests are based on the ONUs predictions on their future traffic [14].

1.2 Thesis Contribution

This work proposes an approach, which we call Farcast, to improve the network traffic
forecasting accuracy, independently of the traffic model or the method used for forecast-
ing by the network’s components. Our goal is to improve the Internet traffic forecasting
accuracy, using Software Defined Networks (SDN). The SDN controller is the SDN’s
brain and has a global view of the whole network, therefore it has all the information it
needs about the traffic that traverses the network and the network’s topology. Thus, the
controller is the most suitable candidate for traffic shaping and traffic engineering, which
with a proper scheme, can result to more dependable Internet traffic forecasting.

Farcast is implemented in the OMNeT++ network simulator [15], using the OfOMNeT
framework [16]. We simulate a computer network and make predictions on specific links
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using the Auto Regressive Integrated Moving Average (ARIMA) method [17]. Then, we
simulate traffic bursts by inserting into the network more traffic than the ARIMA antici-
pates or by extracting traffic from the network. In the results we compare the performance
of the ARIMA method with the performance of Farcast. The results show that Farcast can
improve the Mean Absolute Percentage Error (MAPE) by one magnitude of order when
one link is monitored. Furthermore, when several links are monitored and there are no
back-up links to extract or insert traffic, we show that Farcast can improve the MAPE by
50%.

As an example of an application that Farcast could be useful, consider the XG-PON stan-
dard. Farcast can redistribute the existing traffic in order to help the ONUs make more
accurate predictions, by redirecting traffic from an ONU that made a bandwidth request
that is higher than the bandwidth the ONU needs, to an ONU that made a bandwidth re-
quest that is lower than the bandwidth it needs. In this way, the network performance will
be further improved.

1.3 Thesis Outline

The rest of this chapter presents the related work on forecasting. It contains work on im-
proving forecasting accuracy using different machine-learning methods. The rest of this
thesis is written based on the following outline.

Chapter 2 presents the Software Defined Networks and the OpenFlow protocol. Addi-
tionally, it shows the basic principles of time-series forecasting (TSF) using the ARIMA
method. Furthermore, it presents the OMNeT++ simulator and the OfOMNeT framework
which were used at the implementation.

Chapter 3 details the methodology of this work. It explains the intervals used for Farcast
monitoring and the additions that were implemented at the switches and the controller
respectively, in order to support Farcast. Moreover, it explains how the controller makes
its re-routing decisions. Finally, in this Chapter the limitations of Farcast are examined in
detail.

In Chapter 4 the setup used for evaluating Farcast’s performance is shown. A discus-
sion of the results is included.

Finally, the conclusion and future work directions are presented in Chapter 5.

1.4 Related Work

Internet traffic forecasting has been studied thoroughly, because of the topic’s interest and
importance. In [18, 19] the authors show that the ad hoc network traffic and the Ethernet
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traffic, respectively, is self-similar. Particularly, in [18] they validate that the ad hoc net-
work traffic is forcastable, since self-similar time-series can be forecasted. Additionally,
in [20] the authors assess the predictability of network traffic and they conclude that net-
work traffic forecasting shows good potential. This potential is also shown in [21], where
the author focus on the predictability of the TCP/IP end-to-end throughput and latency.

The authors in [3] and [22] compare the ARIMA and Holt-Winters methods with a novel
neural network ensemble approach on the same datasets, to assess which method works
best for different time frames. They concluded that the Holt-Winters is the best option
with the daily forecasts, while the neural ensemble achieved best results for 5 minute and
hourly datasets. Additionally, they show that the neural network ensemble is competitive
compared with the Holt-Winters and the ARIMA.

In [4] the authors experiment with forecasting approaches for Internet traffic and propose
different models and architectures like combining FARIMA and Artificial Neural Net-
works (ANN). They select their model based on the White’s Neural Network test for non-
linearity and compare their hybrid forecasting models with well-known methods, such as
Holt-Winters, ARIMA, and FARIMA. They find that forecasting approaches which take
non-linearity into account lead to better overall forecasts for Internet traffic.

The authors in [8], present a Neural Network method for traffic forcasting for all links
of a backbone network, using both univariate and multivariate strategies. The former uses
only past values of the forecasted link, while the latter combines past values of the fore-
casted link and the past values of the neighbouring links that are expected to affect the
link which traffic is forecasted.

The authors in [23] introduce a multi-resolution finite-impulse-response neural-network-
based learning transform. This learning algorithm employs the analysis of a signal into
wavelet coefficients and scaling coefficients. When this algorithm is applied to network
traffic prediction, the results show that the accuracy of the neural network is improved.

In [5], the authors propose a new method for collecting historical data from Internet data
flows. Furthermore, they present the use of new long-term forecasting models based on
multiple settings of Time-Lagged-Feedforward Networks, which is a static neural net-
work, whose model includes a delay window that works as a short-term memory. Results
show that this approach is a good option for planning network links that transport Internet
traffic.

Additionally, in [24], the authors propose another model for long-term traffic prediction
by dealing with the internal relationship of long time scale network traffic, this paper
combines the regular trend and the smooth or seasonal trend of hours and days, then fits
the dual-related model to predict long time scale traffic. The result indicates that the pro-
posed model effectively identified the correlations of data between days and hours, and is
successful in forecasting approaches.
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In [25], the authors develop a methodology to forecast the fluctuations of Internet traf-
fic in an international IP transit network. If needed, the origin-destination demands are
estimated a posteriori through traffic matrix inference techniques. Their methodology
relies on Principal Component Analysis and Time Series modeling. They show that five
components represent most of the traffic total variance and that these components are quite
stable over time. This stability allows them to develop a method that produces forecasts
automatically without any model to fit.

All previous works mentioned above focus on making the Internet traffic predictions more
accurate by improving the methods or generating new models/techniques that are used for
traffic prediction. Additionally, they compare how different models make predictions in
different situations like short-term, mid-term or long-term predictions to assess which
model is best for each situation. The difference with our work is that it is focused on
making the traffic predictions accurate independently of the prediction algorithm used by
using the Software Defined Network’s global view of the network to reroute flows.

In [7] the authors advocate the use of time series analysis for Web traffic modeling and
forecasting. They show that the number of Web requests handled by a server or the amount
of data retrieved per hour by a server can be accurately modeled with seasonal ARIMA
models. Then, they use these models to make medium-term predictions of client requests
characteristics. The predictions are taken into consideration for dimensioning decisions.

The authors in [26], present a novel network attack diagnostic methodology, based on
the characterizations of the dynamic statistical properties of normal network traffic. They
develop an anomaly-tolerant non-stationary traffic prediction technique and then intro-
duce dynamic thresholds where they define adaptive anomaly violation conditions as a
combined function of magnitude and duration of the traffic deviations. They show that
the approach is efficient and effective under the presence of different attacks such as mail-
bombing attacks and UDP flooding attacks. While this work is mostly statistical, it shows
how powerful the network traffic prediction is for the detection of network attacks.

Adaptive traffic engineering depends on the ability to obtain accurate snapshots of the
network’s state in little time, as well as to react rapidly to state changes. In such traf-
fic engineering methods, a control server periodically measures the traffic load in the
network and dynamically changes the routes so as to minimize the network congestion
[27, 28, 29, 30, 31]. However, traffic engineering using the measured traffic only mit-
igates the observed congestion and never avoids the future congestion. The difference
with our work is that we replace the computer server with a SDN controller. Additionally,
instead of measuring the traffic load and avoiding the congestion, we take into account the
predictions about future traffic and ensure their validity, if they do not lead to congestion.

Predictive traffic engineering has the same goals with the adaptive traffic engineering,
however the server monitors the traffic predictions instead of the actual traffic in the net-
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work. In [6], the authors propose a prediction procedure that consider the short-term and
longer-term future traffic demands, in order to adapt their traffic engineering decisions.
They focus on the results of traffic engineering instead of the accuracy of the predictions,
while we focus on ensuring the prediction’s validity.



Chapter 2

Background

This chapter focuses on the background of this thesis. It contains a description of the
Software Defined Networks architecture, which is used in Farcast for monitoring and re-
routing flows to help the switches make more accurate predictions. In addition, it defines
the time-series forecasting and describes the ARIMA methodology for predicting the next
value in a time-series. Furthermore, it gives a description of the OMNeT++ simulator and
the OfOMNeT framework, which is used for SDN simulations in OMNeT++.

2.1 Software Defined Networks

Traditional enterprise networks are characterized by high design complexity, which gen-
erally leads to a significant amount of administrative manual intervention. The more
complex a network is, the more likely it is to be prone to failures, making it more difficult
to upgrade and manage [32]. To configure the network’s policies, the network operators
need to set the configuration of each network device, separately, using low-level com-
mands [33]. These commands are often vendor specific, making it even harder to set the
network behaviour across different vendor hardware.

In addition, the control plane than manages the forwarding decisions and the data plane
that forwards traffic according to the control plane’s decisions are implemented together
in the networking devices. This reduces flexibility making it harder for the researchers to
make innovations at the networking infrastructure. Because of the network inflexibility,
the Internet architecture is hard to evolve [34].

Software Defined Networking (SDN) is a network approach that allows the network op-
erator to perform the administrative functions of controlling, changing and managing the
network behaviour dynamically, by using open interfaces and abstractions of low-level
functionality. SDN changes the network limitations by separating the network’s control
plane from the data plane. This makes the network switches inexpensive, since they just
become simple forwarding devices, while all the control logic is placed in a centralized
controller [35, 36].

7
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Figure 2.1 shown a simplified view of an SDN architecture. The decoupling of the control
plane and the data plane is shown, as the forwarding devices, e.g. the OpenFlow switches,
are separated from the controller platform. The Southbound APIs are used for the SDN
controller and forwarding devices communications, e.g. the OpenFlow protocol. The
southbound APIs define the way that the SDN controller interacts with the underlying in-
frastructure. Furthermore the northbound APIs are used for the SDN controller to interact
with the services and applications running over the network. This gives the SDN network
programmability. In simple terms, the northbound interface is an interface that allows the
controller to communicate with higher level components, while the southbound interface
allows the controller to communicate with lower-level components.

In SDN the forwarding decisions are flow-based. A flow is defined by a set of packet

Figure 2.1: Simplified view of an SDN architecture. [33].

field values acting as a match criterion and a set of actions on the flow. The matching
criteria group together a set of packets from a source to a destination. On this particular
group, a set of actions, meaning instructions is implemented. Using this approach, the
group of packets will receive similar service from the network regardless of the device
that handles them, since the controller sets the behaviour of all the devices in the net-
work. This flexibility allows for innovation as new protocols can be implemented easily,
as well as, adaptability in situations were different control logic needs to be implemented
by the network operators. Another plus of the SDN architecture is that the controller has a
global view of the network, making it easier to make topology aware forwarding decisions
[37, 38].

All the control logic is moved to an external entity, the SDN controller or Network Op-
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erating System (NOS) [39]. The NOS allows the programming of the forwarding devices
of the network and can be seen as the operating system of the network. On top of the
NOS, several software applications are run. These applications interact with the network
hardware through the logical abstractions and resources provided by NOS.

The limitations of SDN is that with the increasing number of forwarding devices in the
network, the number of messages exchanged between the devices and the controller,
increases. Additionally, the more distant a switch is, the more delay is added to the
controller-switch communication. Moreover, the controller is a single point of failure
in the network, if the controller is compromised by an external malicious entity, the whole
network’s security is also compromised. Finally, the controller’s processing power bounds
the performance of the network. These issues can be solved by having a cluster of con-
trollers manage the network instead of just a single controller. Of course, adding more
controllers raises the cost of deploying such a network.

The OpenFlow standard is managed by the Open Networking Foundation, a user-led or-
ganization dedicated to the promotion of Software Defined Networking. The Openflow is
a communications standard between the control and forwarding layer of the SDN archi-
tecture. OpenFlow allows the direct access and manipulation of the forwarding plane of
network devices and allows switches from different vendors to be managed using a single
open protocol. The OpenFlow is layered on top of the Transmission Control Protocol
(TCP) and controllers listen on TCP port 6653 for switches that want to set up a connec-
tion.

The SDN architecture provides the network operators with flexibility, adaptability and
innovation. SDN is expected to be adopted by a majority of the enterprises and its market
is expected to grow to $12.5 billion by 2020 [40], which is another indicator of its overall
contribution to networks’ performance.

2.2 ARIMA

A time series is an successive order sequence of values of a variable at equally spaced time
intervals [17]. A time series tracks the movement of chosen data points such as the the
amount of traffic forwarded by a switch over a specified period of time with data points
recorded at regular intervals.

Time series analysis can by used to see how a variable changes over time. It can also
be used to examine how the changes are associated with the chosen data compare to shifts
in other variables over the same time period.

Alternative, one can search for patters of seasonality in a time-series to find out if there
is a pattern in situations exhibiting dependency between the data points and the chosen
variable. A time series model assumes that past patterns will occur in the future. Another
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relevant concept is the horizon or lead time, which is defined as the time in advance that a
forecast is issued.

Seasonality, [41], in a time series is a regular pattern of changes that repeats over S time
periods, where S defines the number of time periods until the pattern repeats again. How-
ever non seasonal behaviour will still matter as with seasonal data it is likely that short
run non-seasonal components will still contribute to the model.

Time series forecasting (TSF) uses information regarding historical values and associated
patterns to predict future activity. To make a time series forecast is to infer the probability
distribution of a future observation from the population, given a sample z of past values.
The goal of TSF is to model a black-box predicting the series’ behaviour based on histori-
cal data and not how it works. The performance of a forecasting model is evaluated by an
accuracy measure such as the sum squared error (SSE) and the mean absolute percentage
error (MAPE):

et = yt − ŷt−h (2.1)

SSE =

P+N∑
i=P+1

e2i (2.2)

MAPE =
1

N

P+N∑
P+1

|ei|
yi
× 100% (2.3)

where:

• et denotes the forecasting error at time t.

• yt the desired value.

• ŷt,p the predicted value for period t and computed period p.

• P is the present time.

• N the number of forecasts.

The MAPE is a common metric in forecasting applications [17, 5, 42, 43, 22, 4] and it
measures the proportionality between the forecasting error and the actual value. Reported
disadvantages of MAPE are associated with instabilities, when the original time series
carries small values, and with asymmetrical penalties applied to positive errors compared
to the negative ones [4]. In [44], the authors write that, although the MAPE has become
an industry standard, it is advisable to also consider other summary measures.

Another useful metric in forecasting applications is the SMAPE [45]. This metric is
defined by equation :

SMAPE =
1

n

n∑
t=1

|Ft −At|
(|At|+ |Ft|)/2

(2.4)
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However, in this thesis, only the MAPE will be taken into consideration, as both the
MAPE and SMAPE provide similar results in terms of comparing a network’s predic-
tion accuracy with and without Farcast.

Within the Forecasting community the following forecasting types can be defined, de-
pending on the time scale [46, 22]:

• Long-term forecasting, meaning one to several months of years which is useful for
management and financial decisions.

• Middle-term, typically from one to several days used to plan resources.

• Short-term, from one to several hours, crucial for optimal control or detection of
abnormal situations.

• Real-time, which concerns samples not exceeding a few minutes and requires an
on-line forecasting system.

This thesis will take into consideration only the last case, because of the time required
to simulate the network and the flows traversing through the network. The Autore-
gressive Integrated Moving-Average (ARIMA) is an important forecasting approach that
goes through model identification, parameter estimation and model validation [17, 22].
A model is a description of a system using mathematical concepts and language. The
ARIMA model is based on a linear combination of past values (AR components) and er-
rors (MA components).

The AR part of ARIMA indicates that the evolving variable of interest is regressed on
its own lagged (prior) values. Linear regressions is an approach for modelling the rela-
tionship between a scalar dependent variable and one or more explanatory variables. The
MA part indicates that the regression error is actually a linear combination of error terms
whose values occurred contemporaneously and at various times in the past. The I indi-
cates that that the data values have been replaced with the difference between their values
and the previous values (this differencing may take place multiple times). The purpose of
these features is to make the model fit the data as well as possible.

The non seasonal model is denoted by the form ARIMA (p,d,q), where parameters p,d
and q are non negative numbers. p is the number of time lags of the autoregressive model,
d is the degree of differencing (the number of times the data have had past values sub-
tracted) and q is the order of the moving-average model. The ARIMA model can be
estimated using the Box-Jenkins approach [17]. We denote y the dth difference of Y:

y =


Yt, if d = 0

Yt − Yt−1, if d = 1

(Yt − Yt−1)− (Yt−1 − Yt−2), if d = 2

(2.5)
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The general forecasting equation is:

ŷt = φ1yt−1 + . . .+ φpyt−p − θ1et−p − . . .− θqet−q (2.6)

Where:

• ŷt is the predicted value.

• θ’s and φ’s are estimated.

• e is white noise.

2.3 OMNeT++

OMNeT++ [47, 48, 15] is an object-oriented modular discrete event network simulator
framework. OMNeT++ stands for Objective Modular Network Testbed in C++ and its
architecture is generic and supports multiple problem domains such as:

• protocol modeling

• modeling of wired and wireless communication networks

• multiprocessors and other distributed or parallel systems

• modeling hardware architectures

• any system where the discrete event approach is suitable.

In OMNeT++ each component of a simulated system is implemented in a module. The
modules are reusable (if well-written) and can be combined in various ways to form differ-
ent models. These modules are connected to each other via gates. The can communicate
with each other with the use of messages, meaning the topology is dependent of the way
in which the modules are connected, thus the simulation topology is parametrizable. The
modules pass the messages through the gates and connections, and they can carry arbi-
trary data structures. The module’s behaviour can be parametrized, thus a router module
can be parametrized to simulate different vendor routers.

An OMNeT++ model is consisted of:

• NED language topology descriptions, that describe the network topology using
modules, gates, connections and parameters.

• Message definitions in which different message types are defined.

• Simple module sources, which are C++ files.

The simulation system provides the following components:
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• Simulation kernel: contains the code that manages the simulation. It is written in
C++ and compiled into a shared or static library.

• User interfaces: OMNET++ user interfaces are used in simulation execution to
provide debugging or batch execution of simulation.

A discrete event system is a system where state changes (events) happen at discrete in-
stances in time, and events take zero time to happen. Between two consecutive events
nothing happens, meaning there is no change that takes place in the system between two
consecutive events. This is in contrast to continuous systems where state changes are
continuous. Systems that can be viewed as discrete event systems can be modeled us-
ing discrete event simulation (DES). For example, the computer networks are viewed as
discrete event systems. Take into consideration some events, such as:

• The start of a packet transmission.

• The end of the packet transmission.

• The expiry of a retransmission timeout.

This means that between two events, there is not other interesting event that changes the
system’s state. If we are interested in a single packet transmission, we would only care
about two events, the start of the transmission and the end of the transmission. The time
when events occur is called event timestamp, while in OMNeT++ the term arrival time
is used. Time within the models is termed simulation time, opposed to real time or CPU
time which refer to how long the simulation program has been running and how much
CPU time it has consumed, respectively.

Discrete event simulation maintains a set of future events. The initialization step pro-
duces a set of events that ensure that the simulation starts, then inserts newly spawned
events as the simulation progresses. The events are always processed in timestamp order
to maintain causality, meaning that future events cannot interfere on earlier events. An
event may trigger other events, for example a packet drop event may cause a packet re-
send event.

The simulation stops when there are no more events lefts to process in the simulation or
when the simulation time expires because it reached a certain limit, before the simulation
exits the user has the option to record statistics to output files.

2.3.1 Modeling Concepts

The active modules in OMNeT++ are called simple modules, they are written in C++, us-
ing the OMNeT simulation class library. The simple modules can be grouped together to
form compound modules and, again, the compound modules can be grouped to form other
compound modules, as shown in Figure 2.2. A gate is the input and the output interface
of a module, there are output and input gates and they can be linked with a connection.
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Figure 2.2: Simple and compound modules, [15].

An output gate sends a message and an input gate receives it. The connections can be
created between the submodules of a module, between the module and the submodules
and between the modules. The messages typically travel through a chain of connections
starting and arriving in simple modules. The connections can be parametrized in terms of
propagation delay, data rate and bit error rate. Also, the connection types can be defined
and then reused as many times as necessary in the same or different simulation models.
Furthermore, modules can have parameters which are mainly used to pass configuration
data to simple modules and help in defining the network topology.

Parameters are variables that belong to a module. Parameters can be used in building
the topology and to supply input to the C++ code that implements simple modules and
channels. Parameters can be of type double, int, bool, string and xml. Parameters can get
their values from NED files or from the configuration file (omnetpp.ini).

2.3.2 NED Overview

In OMNeT++, the user describes the simulation model in the Network Description (NED)
language. The user declares simple modules and connects them in NED, he can also label
some compound models as networks. Additionally, channels are a another component
type that can, also, be used in compound modules. NED provides features that let it scale
to large projects:

• Hierarchical: A single entity that is too complex can be broken down to smaller
modules and used as a compound module.

• Component-Based: All modules, both simple and compound are reusable. This
makes the components reusable without making copies of the same code. Addi-
tionally, it allows component libraries such as the INET framework to exist.

• Interfaces: Module and channel interfaces can be used as a placeholder where nor-
mally a module or channel type would be used.
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• Inheritance: Modules and channels can be subclassed. The derived modules and
classes may include new parameters and gates in addition to the inherited ones. It
is also possible to set values to the existing parameters or set the gate size of a gate
vector.

• Packages: The NED language features a Java-like package structure to reduce the
risk of name clashes between different models.

• Inner types: Channel types and module types used locally by a compound module,
can be defined within the module to reduce namespace pollution.

• Metadata annotations: Metadata can be used to carry extra information for various
tools, the runtime environment or even for other modules in the module.

2.3.3 Events

OMNET++ uses messages to represent events. Messages are represented by instances
of the cMessage class and its subclasses. When a message is sent from one module to
another, the place where the event will occur is the destination module of the message and
the event time is the arrival time of the message. When a module wants to set a timeout
expired event, it will send a message to itself. Events are consumed in arrival time order
and more specifically:

• A first-come-first-served policy is follows on the execution of events, meaning that
the earlier a message arrives the earlier it is executed. If two messages’ arrival time
is equal,

• events with the higher scheduling priority is executed, first. If priorities are the
same,

• the message that was scheduled/sent earlier is executed first.

Scheduling priority is a user assigned integer attribute of messages.

2.4 Components, Simple Modules, Channels

OMNeT++ simulation models are composed of modules, that are simple and compound,
and connections which may have associated channel objects. The channels and the mod-
els are programmable in C++ by the user. Modules and channels are represented with the
cModule and cChannel classes, respectively. cModule and cChannel are both derived
from the cComponent class.

The user can define simple module types by subclassing cSimpleModule, while com-
pound modules are established with the cModule, even though the user may override it.
The cChannel’s subclasses include the three build-in channel-types: cIdealChannel,
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cDelayChannel and cDatarateChannel. By subclassing cChannel or any other chan-
nel class, the user can create new channel types. The inheritance relationships between
the modules are shown in Figure 2.3. Simulation signals are emitted by components and

Figure 2.3: Inheritance of component, module and channel classes [15].

and can be used for:

• extracting statistical properties of the model without specifications of whether and
how to record them

• receiving notifications about changes in the simulation model changes and acting
upon them

• introducing a publish-subscribe communication between the modules

• emitting information for purposes like animation effects.

Signals propagate in the module hierarchy up to the root. At any level, the module can
register listeners that will be notified when a signal value is emitted.

Signals are identified by signal names, however for efficiency dynamically assigned iden-
tifiers (IDs) are used. The signals are global, so all modules and channels resolving to a
particular signal will get back the same numeric signal ID.
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2.5 The INET Framework

The INET Framework [49, 16] is an open-source library for the OMNeT++ simulation
environment. It provides protocols, agents and other models for researchers and students
working with communication networks. INET is useful for designing and validating new
protocols, or exploring new scenarios. Several other simulations frameworks take INET
as a base and extend it into specific directions, such as vehicular networks, overlay/peer-
to-peer networks, or long-term-evolution (LTE).

The INET Framework contains implementations of the protocols IPv4, IPv6, TCP, UDP,
SCTP, UDP and several application models for the OMNeT++ simulator. The hosts and
routers in the INET Framework are compound modules, composed of many ingredients.
The ingredients of our interest are:

• Interface Table (InterfaceTable): This module contains the table of the network
interfaces in the host. Interfaces are registered dynamically during the initialization
phase by modules that represent network interface cards.

• Routing Table (IPv4RoutingTable): This module represents the IPv4 routing ta-
ble. It contains member functions for adding, deleting, enumerating and looking up
routes and finding the best matching route for a given destination IPv4 address.

• Network Interfaces: Network interfaces are compound modules composed of a
MAC module and a queue. Some examples are the EthernetInterface and the
WLAN interface.

• Network Layer: The INET Framework provides modules that represent protocols
of the network layers that are usually grouped into a compound layer. IPv4 Network
Layer for IPv4, and IPv6 Network layer for IPv6. The IPv4 Network layer contains
the modules IPv4, ARP , ICMP and ErrorHandling. The IPv4 module per-
forms the IP encapsulation/decapsulation and routing of datagrams, using the IPv4
routing table C++ interface function call. The ARP module is put into the path
of packets leaving the network layer towards the Network Interfaces and performs
address resolution for interfaces like the Ethernet that need it. Finally, ICMP
handles the sending and receiving functions for the ICMP packets.

• Transport Layer protocols: Transport Layer is represented by modules that are con-
nected to the network layer. The INET Framework supports TCP, UDP, SCTP
modules.

• Applications: They typically connect to TCP or UDP and model the user behaviour
and the application program’s behaviour e.g. a browser and an application level
protocol e.g. HTTP. The module StandardHost supports any number of TCP,
UDP and SCTP applications, their types being parametric.

The UDP protocol is a very simple datagram transport protocol which, essentially, con-
nects the network layer to the applications. It performs packet multiplexing and demulti-
plexing to ports and some basic error detection. The frame format is shown in Figure 2.4.
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Figure 2.4: UDP datagram.

The ports represent the communication end points, allocated by the applications that need
to send or receive the datagrams. The "Data" field is the encapsulated payload of the ap-
plications, the "Length" field is the length of the Data and the "Checksum" field is used to
ensure "Data" integrity.

The INET framework contains a UDP module that performs the encapsulation/decapsu-
lation of the application packets, a UDPSocket class provides the application the socket
interface and some sample applications. There are three important applications for this
thesis the UDPSink, the UPDBasicAPP and the UDPBasicBurst.

The UDPsink binds a UDP socket to a given local port and prints the source, desti-
nation and length of each received packet.

The UDPBasicApp sends UDP packets to the IP address given in the destAddresses
parameter. The application sends a message to one of the targets in each sendInterval
interval. Before a packet is sent, it is emitted in the sendPK signal. The application
simply prints the received UDP datagrams. The rcvdPk signal can be used to detect the
received packets. The number of sent and received messages are saved as scalars at the
end of the simulation. The UDPBasicApp has also the starttime and endtime param-
eters that specify the start and the end of the UPD flow’s life.

The UDPBasicBurst module sends UPD packets to the given IP addresses in bursts, or
acts as a packet sink. It is compatible with both IPv4 and IPv6. It contains the following
parameters:

• Addressing: The destaddresses parameters can contain zero, one or more destina-
tion addresses, separated by spaces. If no IP addresses are given, the module will
act as a packet sink. If there are more than one addresses, one of them is randomly
chosen, either for the whole simulation run, or for each burst, or for each packet,
depending on the value of the chooseaddressmode parameter. The destination ad-
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dress RNG parameter controls which random number generator (RNG) is used for
randomized address selection. The self addresses are ignored. The peer can be a
UDPSink or another UPDBasic Burst.

• Bursts: The first burst starts at startT ime. Bursts start by sending a packet, imme-
diately. Following the first packet more packets are sent at sendInterval intervals.
The sendInterval parameter can be a random value. A constant interval with jitter
can be specified. The length of the burst is set using the burstDuration parameter
(if a send interval value is greater than the burst’s duration the burst will consist of
only one packet). The time between two consequent bursts is the sleepDuration
parameter, which can be zero. Finally, the applications stop time is specified by the
stoptime parameter.

• Packets: Packet length is controlled by the messageLength parameter. The mod-
ule adds two parameters to packets before sending. These are the sourceID and
the msgID which is incremented by 1 after any packet is sent.

• Sink Operation: When the destAddresses parameter is empty, the module only
receives packets and makes statistics.

2.6 OfOMNeT

In OfOMNeT [50], the OpenFlow components are integrated in the network simulation
environment OMNeT++. Using the INET Framework, an OpenFlow switch and a basic
controller are developed.

The OfOMNeT is the simulation model of the OpenFlow system in the INET frame-
work for OMNeT++. In OfOMNeT the OpenFlow switch and the OpenFlow controller
nodes are implemented according to the OpenFlow version 1.2 specifications [51]. Farcast
implemented additional functionality in the OpenFlow controller, the OpenFlow switch
modules as well as the OpenFlow controller behaviour application. The changes made to
OfOMNeT for Farcast are discussed in chapter 4.1.

2.6.1 OpenFlow Messages

As shown in Figure 2.5, all the implemented messages are subclasses of theOFP_Header
message, which includes the OpenFlow message header definition and the C++ class,
so the modelisation of the messages is as close to the real messages as possible. The
OFP_Feutures_Request and the OFP_Feature_Reply messages are sent during
the initialization of the OpenFlow channel between the controller and a switch. The
OFPPacketIn message is used to inform the controller about an unmatched incoming
packet or to send a packet to the controller if this is the corresponding action of a match.
The message sent to the controller can either contain the whole encapsulated packet or
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Figure 2.5: Implemented OpenFlow messages [50].

simply the buffer ID of the buffered packet. The OFP_Packet_Out message is sent by
the controller to the switch. Using this message the controller instructs the switch to send
a packet out of a specified switch port. Finally, the controller can modify the switch’s flow
table using the OFP_Flow_Mod message, which include the packet match field and the
corresponding actions.

2.6.2 Openflow Switch

The separation of the data plane and the control plane implemented in OfOMNeT is shown
in Figure 2.6. The data plane consists of an EtherMAC module and an OFP rocessing
module. The EtherMAC module is connected to the outside and receives the incoming
messages on the data plane. The received data frames are passed to the OF_Processing
modules without modifications which implement the OpenFlow switch functionality on
the data plane. This functionality comprises the required flow table lookups for all in-
coming packets, for possible matches or informing the OFA_Switch module on the
control plane about packet-in events of unmatched packets. The OF_Processing mod-
ule considers different complexities to the applied operations by applying a service time
parameter which delays the simulation for a configured amount of time.

For inter-module communication between the data plane and the control plane in the
switch, the OMNeT++ signal is used. The OFA_Switch_Processing module emits
a no-match-found signal and the OFA_Switch module subscribes to this signal. The
OFA_Switch module implements the OpenFlow switch functionality on the control
plane and is responsible for the communication with the controller. On module startup,
the OFA_Switch module establishes a TCP connection to the controller and negotiates
the supported OpenFlow version and capabilities. When a no-match-found event occurs
the OFA_Switch module takes the unmatched packet and sends an OFP_Packet_In
message for the controller. The message can contain either the full payload of the re-
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Figure 2.6: OfOMNeT Switch [50].

ceived packet or the buffer ID of the packet. If only the buffer ID is sent, the Buffer
module stores the packet until the reply from the controller arrives, in this case the reply
will be an OFP_Packet_Out reply. The option of whether the packet is buffered or not
is parametrizable and configured via a parameter in the switch.

The control plane of the OpenFlow switch in OfOMNeT has additional modules that are
part of the TCP/IP stack and are required as theOFA_Switchmodule is modeled as TCP
application because the OpenFlow channel uses a TCP connection (the channel between
the controller and the switch). Through the OpenFlow channel the OFP_Packet_Out
andOFP_Flow_Modmessages are transmitted from the controller. for eachOFP_Flow_Mod
message received, theOFA_Switchmodule extracts the embedded match and action and
adds an entry to the FlowTable module.

Finally, for the received OFP_Packet_Out messages, the OFA_Switch module needs
to emit an event to theOF_Processing module, which will apply the corresponding out-
put action. Specifically, this action can either be a flood-packet or a send-packet action.
Therefore, the OF_Processing module is also subscribed to the associated actions sig-
nal. Again, the event may either contain the complete packet, or just the Buffer ID with
which the packet can be retrieved from the Buffer module.
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2.6.3 Openflow Controller

Figure 2.7 shows the OpenFlow controller architecture in OfOMNeT. The control plane
part consists of TCP/IP applications applications, similar to those of the OpenFlow switch,
responsible for the controller-switch communications.

Figure 2.7: OfOMNeT Controller [50].

It, also, contains theOFA_Controller module that realizes the controller functional-
ity. TheOFA_Controller module contains a service time parameter which simulates the
processing time of real OpenFlow controllers. The OFA_Controller module provides
public methods which can be used to send OFP_Packet_Out and OFP_Flow_Mod
messages the the OpenFlow switch. The controller behaviour is realized in a separate
module called OF_Controller_App. This is a controller module interface that imple-
ments various controller behaviours. This way it is easier to configure the desired con-
troller behaviour, just by altering aOFA_Switch configuration parameter. The packet-in
signal are received from the OFAController module. Depending in the controller’s be-
haviour set the received signal processes different operations and once finished triggers
different public methods at the OFAController module. The authors implemented three
operations for the controller behaviour the Hub, Switch and Forwarding modules.

• Hub and Switch behaviours: They model ordinary Ethernet and switch functional-
ity, implemented as test for the OpenFlow protocol. For example in Figure 2.8(a),
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Figure 2.8: OfOmnet Controller Behaviours [50].

host 1 wants to send a packet to host 2. The packet arrives at the first OpenFlow
switch which does not have an entry to its FlowTable, consequently it sends a
PacketIn message to the OpenFlow controller, which in turn sends a FlowMode
message and then a PacketOut message to the first OpenFlow Switch. Then, the
packet arrives at the second OpenFlow Switch which also does not have an entry
in its FlowTable, therefore the same process is repeated. Afterwards, the packet
arrives at its final destination.

• Forwarding Behaviour: This model has a complete knowledge about the network,
therefore it knows which switches are intermediate between a target and a destina-
tion. It uses this knowledge to setup a path between the transmitter and the receiver.
For example in Figure 2.8(b), when the packet arrives at the first OpenFlow switch,
the controller sends a FlowModmessage to the second OpenFlow switch to setup a
path for the packet, then it sends a FlowModmessage to the first OpenFlow switch.
Finally, the controller sends a PacketOut message to the first switch, in order to
send the first unmatched packet through the path. The second behaviour decreases
the number of messages send from the controller, and when the packet arrives at the
second OpenFlow switch, it is forwarded immediately to it final destination, thus
decreasing delay.
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Chapter 3

Approach

Farcast’s goal is to improve the switches’ forecasting accuracy, using SDN. This chapter
shows the procedure that Farcast uses to help the switches’ predictions be valid, then it
dwells deeper into the changes that need to be made to the controllers and switches in
order for Farcast to be operational. Farcast’s logic could be generalized to include all the
switches in a network.

In order to test Farcast we designed a network, which is shown in Figure 3.1. This net-
work consists of two computer networks (Network 1 and Network 3) multiple OpenFlow
switches and a controller. Network 1 forwards traffic to Network 2, through three access
switches, then through various topologies of OpenFlow switches to a prediction switch.
Afterwards, the prediction switch forwards the traffic to Network 2. The prediction switch
makes predictions about the amount of traffic it will forward to Network 2. The controller
is responsible for making the prediction switch accurate in case it detects an anomaly. In

Figure 3.1: A network using Farcast.
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case the controller estimates that the flows in the network are not sufficient for a switch to
achieve it prediction, it has to reroute the flows in the network, accordingly. Section 3.1
contains a simple example of good Farcast functionality and decisions.

3.1 A Simple Use Case

In this section, a simple case of Farcast functionality is demonstrated by using a simple
example. Figure 3.2 shows a simple network, in which a client sends traffic to a server. In
between the client and the server are 4 switches. The switches forward the traffic towards
the server through the routes established by the SDN controller. The number of different
paths from the server to the controller is 2, while the switches that make the predictions
are the 2 parallel switches in the middle.
For simplicity, we assume that there exist only two flows within the network that have the

Figure 3.2: 2 flows in the network.

same data-rate. These are Flow 1 (red) and Flow 2 (blue) and each one follows a different
path to reach the server. Naturally, the each one of the two switches predicts an x amount
of traffic as the two flows have the same data-rate.

Figure 3.3 shows a change in the state of the flows of the network. Now Flow 2 (blue) is
removed from the network, while Flow 1 remains unchanged. Furthermore, a new flow,
named Flow 3 (purple) is inserted in the same path as Flow 1 (red). For simplicity Flow 3
has the same data-rate as Flow 1.

This scenario makes both of the predictions go wrong, as the switch in the path of Flow 1
has predicted an x amount of traffic but it the traffic amount will, actually, be 2x because
of the new flow inserted in the path. Additionally, the switch below has predicted an x
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Figure 3.3: Flow 2 down and flow 3 inserted.

amount of traffic, while there is no traffic traversing through its path. The controller is
able to fix these predictions by stitching the path of either Flow 1 or Flow 3 to be the
one previously followed by Flow 2. This is shown in Figure 3.4, where Flow 3 (purple)
is reassigned to the s path. Now, both switches will achieve their predictions of x. In

Figure 3.4: Re-routing to aid forecasting.

this example, the accuracy of the prediction will be affected by the reaction time of the
controller, meaning that the sooner the controller realises there is something wrong with
the prediction of the switches, the sooner it will be able to stitch the paths and help them
in their predictions. In the following sections, we show in depth, how Farcast works to
achieve this functionality.
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3.2 Prediction Intervals

The controller has to be in close communication with the switches, in order to be informed
of the switches’ predictions and the flows that traverse through the network. Figure 3.5
shows the time slots in which the controller-switch communications take place. Here, one
prediction interval is shown. This prediction interval is divided into several inform inter-
vals. The prediction intervals denote the times that the switches make predictions for the
future traffic, while the inform intervals denote the time slots, where the switches inform
the controller of the flows that traverse the network and the total amount of traffic that was
forwarded outside the network up to this point. Thus, the prediction interval is the time
between two consecutive predictions, while the inform interval is the time between two
consecutive information slots. In Figure 3.5 the prediction interval is 60 seconds, while
the inform interval is 20 seconds.

Each prediction corresponds to the traffic amount that the switch expects to forward

Figure 3.5: One Farcast Prediction interval.

until the next prediction. Thus, in Figure 3.5 the prediction made in the first prediction
interval corresponds to the traffic load expected until the 60th second. This prediction is
sent to the controller immediately.

The information sent by the switches to the controller in the inform slots, correspond
to the traffic that traversed the network in the previous information interval. Thus, in Fig-
ure 3.5 the information sent to the controller at the 40th second corresponds to the flows
and traffic between the 20th and the 40th second.

Farcast interval’s logic is summarized in Figure 3.6. In each prediction phase the pre-
diction switches make their predictions and send them to the controller. In each inform
phase, the switches send to the controller information about the flows. Then, the controller
makes the necessary corrections to the flows paths, if needed, in the correction phase. This
loop is continued until the end of the prediction phase. Finally, the process starts all over
at the end of the prediction interval, where the switches send their new predictions to
the controller. When the controller receives the information about the traffic, it assesses
whether the prediction made at the start of the prediction interval is correct (more on that
in section 3.5). Afterwards, it reroutes the flows if needed to help the switch achieve its
prediction. This procedure is followed in each inform interval.
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Figure 3.6: Farcast phases.

3.3 Farcast Flowchart

Figure 3.7 shows the flowchart of the controller’s logic in Farcast. The initial state, de-
noted with the double circle, is when a new prediction arrives at the controller. The
controller saves this prediction and goes to the next state where it checks whether the
prediction interval has ended. As we are following the example of Figure 3.5 and the
prediction has just arrived, it goes to the next step which is checking whether the In-
form interval has started. The controller switches back and forth, between these two steps
named the intervals ending check loop, until the Inform Interval Start occurs. When that
happens, the controller receives the flow updates from the switches. Having this infor-
mation, the controller can now assess whether the switch’s prediction is accurate. If the
prediction is accurate or if the prediction is not accurate but the controller does not have
the necessary flows to help the switches, the controller returns to the intervals ending
check loop. Otherwise the controller reroutes the suitable flows and returns to the in-
tervals ending check loop. When the prediction interval reaches its end, the controller
reroutes the flows it has already rerouted in this prediction interval, because if it did not
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reroute them, these flows would make the next switch prediction inaccurate. Additionally,
the controller sends a message to the switch to inform it about the amount of help it gave
it to reach the predicted traffic amount. Otherwise, the switch would assume that it was
right about its prediction and continue making wrong predictions until the link becomes
empty or overloaded.

In the rest of this chapter, we discuss in depth about the switches and the controller’s

Figure 3.7: Farcast logic flowchart.

behaviour, the Farcast’s limitations and the changes made to OfOMNeT to support Far-
cast.

3.4 Switch Functionality

In Farcast, the OpenFlow switch functionality is extended, as the switches at the end of
the network predict the future amount of traffic, forwarded outside the network. This is
the first alteration of the OpenFlow switches functionality, however this alteration triggers
other changes that need to be made in order for Farcast to work as expected.

Initially, the OpenFlow switches sample at each time interval called prediction interval
as mentioned in section 3.2, the amount of traffic they forward outside of the network.
The prediction intervals are set at the initialization of the OpenFlow switches and do not
change afterwards. The prediction interval times do not change, since the time-series
forecast algorithms require samples at the same time intervals to predict the amount of
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traffic of the next interval. After gaining a satisfying number of samples, the switches
start making predictions on the future amount of traffic. The prediction is made using the
ARIMA time-series forecast algorithm, section 2.2, then it is sent to the controller. The
controller ensures that the switch’s prediction will come true.

There are two cases, where the switch may make a wrong prediction. First, if it pre-
dicts a higher amount of traffic than the real amount of traffic and second, if it predicts a
lower amount of traffic than the real. In both cases, the controller has to make sure that
the switch learns that it made a wrong prediction. Otherwise, if the switch believes that
it makes good predictions by seeing its predictions are accurate, it will continue making
wrong predictions, as it will continue to predict higher and higher or lower and lower
amounts of traffic, respectively. However, the switch needs to know the amount of help it
received from the controller and subtract it from the amount of traffic it forwarded. Only
then, the switch will continue making accurate predictions. Consequently, the switch must
receive a message from the controller that informs it about the amount of traffic it received
from the controller, at some point before the next prediction.

Additionally, the controller has to have knowledge of the network’s traffic characteris-
tics, in order to help the switch’s prediction come true. Specifically, it needs to know each
flow’s bit rate, as, ultimately, the controller will alter the paths of specific flows to add or
subtract traffic from a specific prediction switch. A simple approach to the problem of in-
forming the controller about each flow’s rate would be the switches at the entrance of the
network to inform the controller about the flows they forward, just before the controller is
about to make an assessment on whether the prediction switches are right or wrong, more
on that in section 3.5. The intervals in which the controller makes these assessments are
called inform intervals, as already mentioned in 3.2. In order to make an approximation
of each flow’s rate, the switches count the number of bytes of each flow from the first
encounter of the flow inside an inform interval, until the end of the interval, afterwards
the total number of bytes of the flow is divided by the time it is present in the switch.

Finally, the controller needs to know each prediction switch’s amount of traffic forwarded
at each inform interval. The controller receives the flow rates from the switches at the net-
work’s entrance, as well as, the amount of traffic forwarded to the server, at each inform
interval. Only then, the controller will have enough knowledge to make an assessment
whether the prediction for each switch was right or wrong in each inform interval.

3.5 Controller Functionality

In Farcast, the controller has to implement additional functionality apart from its Open-
Flow feoatures. Its job is to make sure that the switches achieve their predictions regarding
the future traffic they forward outside of the network. As mentioned in section 3.4, the
controller receives messages from both the switches at the entry and at the exit of the
network, in order to be informed for the flows that exist in the network and the predic-
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tions of the switches, respectively. These messages are exchanged after each inform and
prediction interval, respectively. For simplicity, assume that the controller monitors only
one switch.

After each inform interval the controller has knowledge of both the switch’s predictions
and of the flows that traverse the network and their bit rate. Then, the controller needs
to make an assessment of whether the switch has made a right prediction or not by mak-
ing its own prediction for the future traffic of the switch. The formula for the controller
prediction in each interval is given in equation 3.1.

P =

N∑
x=1

f(x)Tnext (3.1)

Where:

• P is the controller’s prediction about the switch’s amount of traffic.

• N is the number of flows assigned to the given switch.

• Tnext is the time that remains until the next prediction interval.

• f(x) is the bit rate of the xth flow.

After making its own prediction, the controller checks if the controller’s prediction is
close to the switch’s prediction, equation 3.2, if not the controller needs to reassign flows
in order to make the switch achieve its prediction.

(1− p)S ≤ P ≤ (1 + p)S (3.2)

Where:

• S is the switch’s prediction.

• P is the controller’s prediction.

• p is a pre-set variable and 0 < p < 1.

Variable p is used to adjust the percentage of prediction error that is tolerable in Farcast.
If P is not within these bounds, the controller starts adjusting flow paths to achieve the
switch’s prediction. Say that D denotes the difference between the switch’s prediction
and the controller’s prediction, equation 3.3, and P does not satisfy the equation 3.2.

D = S − P (3.3)

Then, the controller has to add or remove flows from the switch to achieve the switch’s
prediction. The controller has available a number of flows that can be rerouted. The next
step is the calculation of which is the best combination of flows that needs to be rerouted,
to achieve the switch’s prediction. This is known as the knapsack problem. A simple
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solution would be to sort the flows by data rate then start adding/removing flows until no
more flows are needed to be added/removed [52].

Thus, the controller decides which flow’s paths to modify by sorting the flows starting
from the flow with the smaller bit rate, then adding or removing flows using the equation
3.4.

X =

{∑k
x=1,x 6∈A f(x)Tnext, if D > 0∑k
x=1,x∈A f(x)Tnext, otherwise

(3.4)

Where:

• X denotes the sum of the controller’s help to the switch. X cannot be greater than
|D|.

• A is the set of flows assigned to the switch.

• k is the last flow for which the condition X < |D| stands, after the flows are sorted.

• Tnext is the time that remains until the next prediction interval.

• f(x) is the bit rate of the xth flow.

This procedure summarizes the help given by the controller to the switch it monitors.
Additionally, the controller makes sure that the switch is not misled into believing it has
made right predictions, as it would affect its next predictions. Consequently, the controller
reroutes the changed flows at the end of the prediction interval and informs the switch
about the amount of help it received from the controller. This ensures the correctness of
the next switch’s predictions.

3.6 Optimal Calculation of Path Load

In this section Farcast is generalized to monitor all the prediction switches at the end of
the network. This stage receives as inputs the current traffic matrix and a set of possible
paths connecting each node pair in the network. It then produces the optimal aggregate
load that each network path should carry. This problem can be formulated as a Linear
Program (LP) as follows.

Let Me,e′ be the current traffic matrix containing the data rates between any two nodes
e and e′. Let the triplet 〈e, e′, k〉 , k = 1 . . .K index each of the K-paths that can con-
nect the entities e, e′. Furthermore, let f〈e,e′,k〉 represent the fraction of Me,e′ over path
〈e, e′, k〉. The objective of stage 1 is then achieved as follows [? ]:

minimize: U
subject to:
∀e,e′ :

∑
∀k f〈e,e′,k〉 = 1

∀〈e,e′,k〉,∀l∈〈e,e′,k〉:
∑
∀e,e′ Me,e′f〈e,e′,k〉 ≤ U · Cl

(3.5)
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where Cl is the nominal capacity of link l and U ∈ [0, 1] a helper variable. The first
condition expresses the conservation of the traffic load, while the second one ensures that
the load of each link is within its capacity constraint.

In the farcast case, we monitor, forecast and regulate the traffic over a set of network
links L. At each minor time-tick, we derive a traffic rate that each link should carry in
order to meet the forecasting quotas. At a given time-tick, let these traffic rate values be:

ρl · Cl, l ∈ L, ρl ∈ [0, 1] (3.6)

These required traffic rate values can be treated as extra restrictions. In other words, the
second restriction of eq. (3.5) now takes the following form:

∀〈e,e′,k〉,∀l∈〈e,e′,k〉, l/∈L:
∑
∀e,e′ Me,e′f〈e,e′,k〉 ≤ U · Cl

∀l ∈ L :
∑
∀e,e′ Me,e′f〈e,e′,k〉 = ρl · Cl

(3.7)

Equation (3.5) can now be solved with any Linear Program solver, deriving the f〈e,e′,k〉
values, i.e., the aggregate traffic that each network path should carry.

There is a case where eq. (3.5) may be insolvable, since there may be insufficient traffic
in the network to support the data rates of relation (3.6). In this case, the administrator
must first prioritize the links in the L set. The link with the least priority is removed from
the L set, and we attempt to solve eq. (3.5) anew. If the equation remains insolvable,
we proceed to remove the least prioritized link from L iteratively. If the set L becomes
empty, we conclude that the farcast process cannot run in the given network conditions.

Mapping of entity pairs to paths. Given the current traffic matrix Me,f , the current
flow-to-path map and the current flow rates, this stage maps flows 〈e, e′〉 to paths 〈e, e′, k〉
in order to match the optimal f〈e,e′,k〉 values produced in stage 1. We proceed to update
the Farcasting logistics, as well as keep an updated track of the original path of each
moved flow (i.e., as it was at major time-ticks), exactly as in the one-link farcasting case.
The mapping is heuristic each time, we seek to move the least number of flows from their
paths, in order to meet the optimal f〈e,e′,k〉 values produced in stage 1, using equation 3.4.

3.7 Farcast Limitations

In order for Farcast to function as expected, the following cases should be taken into con-
sideration.

First, if the switch has made a prediction and the amount of traffic it expects is lower than
the actual amount of traffic assigned to it, the controller will assign a number of flows to
the switch to make up for this wrong prediction at some inform interval. However, since
the internet flows are bursty, the flows could terminate after the controller assigns them to
the switch and before the next inform interval. This means that the controller has helped
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the switch less than the controller expected. Moreover, at the start of the next prediction
interval the controller will give false information to the switch, regarding the amount of
help that the switch received from the controller. As a result, the switch will have stored
wrong measurements regarding the amount of traffic that flows through it. This scenario
affects negatively the next prediction of the switch.

This problem can be mitigated by altering the paths of the flows that have large durations.
This scenario is feasible, since it is observed that in the Internet there are dragonflies and
tortoises [53, 54, 55, 56], meaning there exist many short-lived and a smaller number of
long-lived flows. Specifically, there is a 20% percentage of flows that have larger dura-
tion than the typical short-lived flows, some of these long-lived flows have a lifespan that
ranges from 10 minutes to even weeks. Examples of long-lived flows are the flows that are
associated with video/audio applications, torrents, games or network monitoring tools. It
is also important to note that the flow duration is not necessarily associated with the flow
size.

Another argument that supports this scenario is that there has been extensive work over
the years on flow classification [57], either port forwarding based [58, 59, 60] which
is less reliable than the packet payload inspection for specific string patterns of known
applications [61, 58, 62, 63, 59]. Furthermore, additional work has shown that even
the packet payload inspection methods are not necessary, as flow classification can be
realised by taking advantage of the social interaction of hosts [62, 64, 60] or flow fea-
ture extraction, such as flow duration, number and size of packets and interarrival times,
[65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75].

These arguments indicate that Farcast can become more reliable by altering the paths
of the flows that have the largest lifespans, because it is less likely for these flows to ter-
minate in an information interval. The controller could distinguish the long-lived flows
using the flow classification techniques mentioned above and then stitch their paths ac-
cordingly. The implementation of the flow classification methods is out of the scope of
this thesis and will not be further discussed. However, the fraction of long lived/short
lived flows is something that requires further testing.

Second, in case the switch has made a prediction and the amount of traffic it expects is
higher than the actual amount of traffic assigned to it, the controller will assign a number
of flows from the switch to different switches to make up for the wrong prediction. Since,
the internet flows are bursty, the flows could be terminated after the controller assigns
them to the other switches and before the next inform interval. As in the first case the
controller has helped the switch less that it expected, meaning it will give false informa-
tion to the switch and affect the switch’s next prediction, negatively. Again this problem
can be mitigated by altering the paths of the most long-lived flows.

Third, as mentioned in 3.4, after each inform interval, the access switches send the con-
troller information regarding the current flows. Also, the server switch informs the con-
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troller regarding the total amount of traffic it forwarded, so far, towards the server. Then,
the controller makes an estimation to assess whether the switch is right about its predic-
tion or not (see section 3.5). If the controller decides that the switch is wrong, it alternates
the paths of the flows, that if they are removed from/assigned to the switch can make
the prediction true. Then, the controller sends the FlowMod messages to the switches to
stitch the new paths. The controller’s reaction time, Ts, is the time it takes the controller
to follow the procedure described above. If the controller’s reaction time is not faster than
the inform interval time, the controller will not be able to help the switch, since the con-
troller will not be able to affect much the traffic that traverses the switch in each inform
interval. This problem could be solved by taking measurements of the controller’s reac-
tion time and ensuring that it is always significantly smaller than the information interval.
The relation of the controller’s reaction time and the information interval could be found
experimentally.

Fourth, if the unexpected traffic behaviour takes place at the last inform interval, the con-
troller will be unaware of the traffic state and will not be able to help the switch. This blind
spot does not affect much Farcast’s performance, since the blind spot’s time duration can
be decreased by choosing the inform intervals appropriately. For example if the prediction
interval is 60 seconds while the inform interval is 10 seconds, then then blind spot time
duration is 10 seconds, meaning 1

6

th of the prediction interval. The inform interval can
be decreased to further decrease this fraction of time, however care should be taken as
calibration is needed to find the balance between the third and the fourth limitation.

Finally, the controller should always take care that the total throughput in each avail-
able path does not exceed the path’s maximum capacity. This problem can be solved just
by the controller knowing each path’s limit and taking care not to exceed it and will not
be further discussed in this thesis.



Chapter 4

Evaluation

4.1 Benchmark

Farcast was implemented in OfOmnet (for a description of OfOMNeT, refer to section
2.6). Our aim was to simulate a network consisting of a set of OpenFlow switches that
forward the Internet traffic to the outside world. To accomplish this aim, a network was
developed, using the NED language, supported by the OMNeT++. The scenario is shown
in Figure 4.1.

Figure 4.1: Farcast test scenario.

In this scenario, the client, shown in Figure 4.1, forwards the packets of each UDP [76]
flow towards the server. The server is only responsible for consuming the data sent by
the client, it does not send acknowledgements to the client. The only response that the
server has to send back to the client is the ARP reply as specified by the ARP protocol
[77]. We chose this approach, since the UDP protocol is more predictable than the TCP
[78], as TCP operates using the mechanism known as congestion control. Furthermore,

37
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we wanted to avoid the overhead of the server acknowledgements in our simulations.

Figure 4.1 shows one access switch that forwards to client’s packets into the network and
one server switch that forwards the packets from the network to the server. The network
is consisted of 4 layers of switches. Each layer consists of 3 switches. Each switch in the
network is connected to all the switches of the next and previous levels. The controller is
connected to all the switches and is responsible for stitching each flow’s path to its final
destination, the server. Each link’s capacity is 100 Mbps.

In section 3.5, the controller’s functionality is described. In this paragraph we describe,
in short, the changes that were introduced in OfOMNeT to accomplish this functional-
ity. The controller module has to be able to monitor the current network’s state in each
prediction and inform interval (for a description of the intervals, refer to the introductory
parts of chapter 3). The state of the network that the controller has to have knowledge
of, consists of each flow’s characteristics (port destination and rate in MB/s) and each
OpenFlow switch’s prediction (only the switches that connect to the server switch make
predictions for the future traffic). Therefore, the controller module under Farcast is able to
receive information from the switches regarding the state of the network, then it can make
an assessment whether each switch that made a prediction is right or wrong. Moreover,
an algorithm to address the knapsack problem was introduced, as described in section 3.5.
Additionally, a depth-first-search algorithm (DFS) [52] was implemented, in order for the
controller to find all the paths from the switch, that sends the PacketIn to the controller, to
server. The DFS finds all possible paths, however the controller chooses only the shortest
and link disjoint paths. Since, there are only three OpenFlow switches at each side of the
network, the controller chooses, always, three unique shortest disjoint paths. Only these
paths are used for the path stitching. Finally, the controller is able to send information
about how much help each switch received to the switches that made the predictions.

As stated in section 3.4, in each predict interval, the OpenFlow switches that connect
directly with the server switch (purple switches in Figure 4.1) need to record the amount
of traffic sent to the server switch. Using these recordings they call the ARIMA algorithm,
implemented in Python, in order to predict the amount of traffic at the next prediction in-
terval. Following the prediction, the OpenFlow switches need to send the prediction to
the controller, as the controller is responsible for monitoring the network and helping the
OpenFlow switches achieve their prediction in each interval. Furthermore, in each pre-
dict interval, the OpenFlow switches that are directly connected with the server switch
have to accept an inform message from the controller. The inform message contains the
amount of help received by the controller. The amount of help received by the controller
is then subtracted from the amount of traffic that passed from the OpenFlow switch to the
server switch, since the real traffic if not for the controller’s help, would be the sum of the
controller’s help and the traffic that went through the switch. Additionally, the OpenFlow
switches that directly connect with the access switch, meaning the entrance to the network
(red switches in Figure 4.1), need to send each flow’s rate to the controller, to assist the
controller’s estimation of the predictions success or failure.
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The number of extra messages used by Farcast to monitor the network are given by the
following equation:

N = SI + P (I + 2) (4.1)

Where:

• N is the number of extra monitoring messages.

• P is the number of monitored prediction switches.

• I is the number of inform intervals.

• S is the number of access switches that inform the controller about the flows.

4.2 ARIMA Implementation

In this work we used the ARIMA model implemented in the class statsmodels [79] for
python. The ARIMA model was trained on real-world data obtained from the Department
of Information Systems [80]. We trained the ARIMA on real world data, because the ob-
jective of this thesis is to improve a forecasting method’s prediction validity, using SDN.
Therefore the training of the machine learning algorithm for each simulation was out of
the scope of this thesis and too time consuming for our simulations.

The ARIMA method was called by the monitored switches at each time interval of 1 min-
utes, and provided the prediction of the traffic amount of traffic for the next time interval.
The inform intervals lasted for 10 seconds each.

4.3 One Switch Results

In this section, the performance of Farcast is examined if only one switch is monitored.
The controller receives the predictions of one switch and then reroutes the flows, accord-
ingly, to make the monitored switch achieve its prediction.

The network forwards 30 UDP flows from the client to the server and the controller at
first distributes these flows to the three disjoint paths, one of which contains the moni-
tored switch. Afterwards, an elephant flow, meaning a flow that equals 10 UDP flows is
inserted to each inform interval for the first experiment and removed for the second ex-
periment, to assess the accuracy of the predictions with and without Farcast.

In Figure 4.2 an elephant flow is inserted to the network at the monitored switch’s path,
at each inform interval. This experiment was repeated 50 times for each inform interval,
meaning that in order to provide results, 250 simulations were run. The MAPE shown in
Figure 4.2 is the average MAPE of 50 times of simulation for each inform interval.
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We expect that the accuracy of the ARIMA predictor to fall, since it predicts much lower
traffic than the real, that actually traverses through the network.

Moreover, we expect Farcast to remove flows from the monitored switches path and be
closer to the initial prediction of the switch. Since, the implementation of the flow re-
routing is heuristic, we expect that the number of the transmitted messages, M , that the
controller uses to reroute the flows is:

M = 2 ∗K ∗ P (4.2)

Where:

• M is the number of transmitted messages.

• P is each path’s length, 5 in this test’s case. The final switch does not count, as it
always forwards the traffic towards the server and the controller does not need to
send it re-routing messages.

• K is the number of flows that need to be rerouted, which is 10 in this test’s case,
since the flows that need to be rerouted are the 10 smaller flows that already exist
in the monitored switch’s path, before the elephant is inserted into this path.

• The number of transmitted messages are multiplied by 2, since the flows need to be
re-routed at their initial paths, at the end of the prediction interval.

Figure 4.2 shows the MAPE, when inserting an elephant into the monitored switch’s
path, in random moments within each inform interval. The blue line corresponds to the
ARIMA predictor without the controller’s help. The MAPE in this case is at 200%, if the
elephant is inserted in the first inform interval and falls to 40% if the elephant is inserted
at the final inform interval. This is expected, since the sooner the elephant is inserted to
the path after the prediction, the more erroneous the prediction will be, as more data will
be transmitted within the prediction interval.

The red line corresponds to the Farcast’s MAPE, which is significantly lower than the
ARIMA predictor alone and is always stable at 20%. Therefore, Farcast can help the
switch come closer to achieving, its prediction. In this case, using 100 re-routing mes-
sages for removing flows from the monitored switch to the other switches, plus the 26
messages used for monitoring the network.
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Figure 4.2: Inserting an elephant flow in each inform interval.

Figure 4.3: Subtracting an elephant flow in each time slot.
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In the second experiment 30 flows were shared across the three paths, however this
time an elephant was inserted to the monitored switch’s path at the start of the simulation.
Therefore, the ARIMA predictor expects and predicts the traffic of both the 10 mice flows
and the 1 elephant’s flow for the monitored switch.

Figure 4.3 shows the performance of an ARIMA predictor in comparison to the per-
formance of the Farcast predictor, when an elephant is subtracted from the monitored
switch’s path in a random moment within each inform interval. The experiment was re-
peated 50 times for each inform interval.

The blue line corresponds to the ARIMA MAPE and shows the accuracy of a predic-
tor of an unexpected event without using Farcast. The MAPE starts at 52% if the elephant
is subtracted at the first inform interval and gradually falls for each inform interval, until
it reaches 11% at the final inform interval.

The red line shows the Farcast’s performance in this case, which is again lower than the
ARIMA predictor’s alone and stable around 9%. Ten flows are removed by the controller
from the other switches to make the monitored switch achieve its prediction, therefore the
number of exchanged messages is 100 for the re-routing, plus 26 for the monitoring. The
MAPE here is lower than the MAPE in the previous experiment, since the MAPE metric
favours predictions that are too low.

Figure 4.4: Inserting/Subtracting an elephant flow in each time slot.
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In the third experiment each path is given 10 flows at first. Then, an elephant is in-
serted at a random moment in each inform interval, finally it is removed from the network
at the inform intervals end. This reflects a bursty behaviour of a network, where a large
amount of traffic is inserted to the monitored switch’s path for a small amount of time.
Each simulation was repeated 50 times for each inform interval.

Figure 4.4 shows the MAPE of the ARIMA predictor and Farcast for this situation. The
blue line corresponds to the ARIMA predictors accuracy, which is stable at 18% for each
inform interval. This is expected, as we insert the same amount of traffic in each inform
interval, therefore the MAPE should be the same, independent of the inform interval. The
red line corresponds to Farcast’s MAPE, which is significantly lower than the ARIMA
predictor’s alone, at 1%. The number of the exchanged messages is again 100 for the
re-routing and 26 for the monitoring messages.

In each experiment, it is shown that for one monitored switch, Farcast lowers the MAPE
significantly, therefore Farcast can be used for improving the predictor’s performance. In
the next section, the results of Farcast, when monitoring all the prediction switches at the
end of the network are shown.

4.4 Three Switches Results

In this section, we study the performance of Farcast, when all the prediction switches are
monitored by the controller. The main difference with the previous section is that now,
the controller receives prediction messages from all the prediction switches and tries to
minimize all of the predictions MAPE.

The limitation of Farcast is that the controller cannot create or terminate flows that al-
ready exist in the network. In order to minimize the MAPE error, the controller needs to
reassign flows that already exist to the prediction switches path. Therefore, when the con-
troller estimates that only one switch has made an erroneous prediction about the load of
traffic it expects in the future, it has to make a decision. In Farcast, the prediction switches
are prioritized, meaning that the controller tries to fix some predictions in expense of other
predictions.

At the initialization stage, the controller sets a percentage of error that the network can
tolerate for each switch. This is of course, a choice of the user that implements Farcast
and can be set to zero for each switch. However, if this percentage is set to zero, then the
controller will not be able to fix predictions for cases where only one prediction switch
is wrong on its prediction. Do not confuse the percentage error that Farcast tolerates for
each switch with the MAPE extracted after the simulation is finished.

Farcast works best in scenarios where the traffic is bursty for more than one prediction
switch. Ideally, when one switch predicts lower traffic than the actual, while another pre-
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dicts higher traffic than the actual. In these cases Farcast can reassign flows from the
second switch to the first and minimize both switches’ MAPE.

This is shown in Figure 4.5, where while the switch predicts higher traffic than the actual
while the rest of the prediction switches forecast lower traffic than the actual, meaning
that Farcast can make their erroneous predictions cancel out.

In Figure 4.5, switch 10 makes a prediction and then an elephant comes through its path
in the next prediction interval. This sets its prediction MAPE error 65%. However, switch
11 and 12 predict an amount of traffic when suddenly 5 flows are removed from each
one’s paths. This event makes their MAPE error 32% and 32%, respectively. The con-
troller intervenes and flows from the switch 10 are stitched to the other two paths making
the MAPE errors go down to 14%, 10% and 17%, respectively. For this scenario, the

Figure 4.5: Inserting an elephant flow when monitoring all switches.

average number of transmitted messages is 136, meaning an average 100 messages for re-
routing and 36 standard messages for monitoring. We know that the number of extra flows
removed from switch 10 is 2 since the number of the re-routing messages is 120, and Far-
cast sends 10 re-routing messages for each re-assigned flow, 5 for the initial path stitching
and 5 at the end of the prediction interval where the flows are rerouted to their initial paths.

The opposite scenario is shown in Figure 4.6, where this time, the elephant is removed
from switch 10, while 5 flows are assigned to each of switch 11 and 12. The controller
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assigns the extra flows of switch 11 and 12 to switch 10, lowering the MAPE error of all
the switches.

Figure 4.6: Subtracting an elephant flow when monitoring all switches.

In this case the MAPE error without using Farcast is 53%, 30% and 30% for switches
10, 11 and 12, respectively. The number of exchanged messages is 136 again, as the
scenario is very similar to the previous one. In both simulations, the MAPE of switch 12
is always higher than the MAPE of switch 11, since switch 12’s predictions has been set
be of lower importance to the controller.
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Chapter 5

Conclusions and Future Work

In this thesis, an approach named Farcast was designed and evaluated for improving
forecasting accuracy via SDN. The methodology covers all steps from the moment the
switches make the predictions about the amount of future traffic and send them to the
controller, to the monitoring of the network’s state and the re-routing of flows. In the ex-
periments we examined how much Farcast can improve the forecasting accuracy in each
time slot an anomaly happens. Moreover, we examined how much it can improve the
forecasting accuracy, when three links are monitored and there is no backup link to accept
extra traffic in case of a traffic burst.

Farcast showed that it is capable of improving the forecasting accuracy, in some instances
as high as by one magnitude of order compared to simple forecasting. Additionally, we
showed that the number of extra messages sent is a function of the path length and the
number of monitored switches. Furthermore, Farcast improves the forecasting perfor-
mance independently of the forecasting method used. Therefore, in a network monitored
by Farcast, the forecasting method can be improved independently.

The next step could be implementing Farcast and evaluating its performance under heavy
loads of traffic used in XG-PON networks, to assess whether it can be used for improving
the XGPON’s bandwidth assignment. In the XG-PON standard different ASNs should
cooperate to take full advantage of Farcast. This means that the ASNs should be inter-
connected and connected to a central controller, which will be able to redirect the flows
amongst them. However, further experimentation is needed to prove that Farcast will be
useful in XG-PON networks, as Farcast must adapt in the very fast Internet speeds of
XG-PON.

Another step should be experimenting with the prediction intervals and the inform in-
tervals length and finding the best lengths for forecasting accuracy improvement. The
inform interval length is very important for Farcast, as the shorter the length of the in-
terval, the faster the controller will be able to determine and eliminate possible outliers.
However, the length of the interval should be long enough for the controller to be able to
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react to the outliers. Experimentation is needed in order to find the best prediction-inform
intervals ratio in order to maximize the efficiency of Farcast.

Moreover, in the current version of Farcast, the network components clocks were consid-
ered to be synchronized, meaning that the monitoring messages were sent by the switches
at the start of the inform intervals without a prior request from the controller. Farcast
needs all the monitoring messages at the start of the inform interval before making reas-
signment decisions. In a real world scenario, the controller should request the switches’
predictions and monitoring messages, since in the real world it is not safe to assume that
all the network components are fully synchronized.

Finally, a method for determining which flows are long lived and which are not should
be implemented and attached to the controller, in order for the controller to make better
reassigning decisions. The long-lived flows are safer for improving the switches’ fore-
casting accuracy, since they are more likely to continue to exist within an inform interval
in which they are reassigned. The reassignment of long-lived flows will make Farcast
more dependable.
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