MANEMIZTHHIO  KPHTHZ

UNIVERSITY OF CRETE
DEPARTMENT OF MATHEMATICS AND
APPLIED MATHEMATICS

PuD THESIS IN APPLIED MATHEMATICS

Imaging multiple reflectors in
strongly scattering media.

Michael 1. Apostolopoulos

supervised by
Prof. Chrysoula TSOGKA

Doctoral Committee:

Nikolaos K. Efremidis, Associate Professor
Evangelos A. Harmandaris, Assistant Professor
Dr. Nikolaos A. Kampanis, Research Director
Dimitrios A. Mitsoudis, Assistant Professor
Michael Plexousakis, Assistant Professor
Michael I. Taroudakis, Professor

Chrysoula Tsogka, Professor

June 28, 2016



Acknowledgments

I would first like to give a big Thank You to my supervisor professor Chrysoula
Tsogka for being a big encouragement along the way and throughout the course of
this work since without her this dissertation would not have been possible. Also I
would like to thank all the members of the dissertation committee for the feedback
and review that helped to produce this document.

On a personal note, I would like to thank my family including my parents, my wife
Iokasti and my little son Yiannis. You always see the potential in others. Thank
you for helping me to achieve mine.

Michael Apostolopoulos
June 28, 2016



Contents

Introduction!

(1 The wave equation|
L1 Overviewl. . . . . . . . . . e e e
(1.2 The acoustic wave equation| . . . . . . . ... .. ... ... ....
(.3 The Green’s function - time domainl . . . . . . . . ... .. .. ...

(1.4 The Green’s function - frequency domain| . . . . . . . . . ... ...

2 Imaging problem and numerical setup|
RI _Overviewl. . . . . . . . .
[2.2  Formulation of imaging problem|. . . . . . .. .. ... ... .. ..
[2.3  Setup of numerical simulations|. . . . . . ... ...

[3 Time-frequency window selection methods|
B.1 Overviewl. . . . . . . . . ..
[3.2  KM-based time-frequency window selection|. . . . . . . . ... ...
[3.3  LC'T-based time-frequency window selection . . . . . . . . ... ..
3.4 Rank One Projection (ROP) filter{ . . . . . . . ... ... ... ...
[3.5 ROP-DORT based time-frequency window selection| . . . . . . . ..

4 Numerical results|
4.1 Overviewl. . . . . . . . ... e
[4.2  Results with the KM-based time-tfrequency window selection| . . . .
4.3 Results using the ROP filter| . . . . . ... ... ... ... .. ...

Conlcusionsl

i

10
10
10
11

14
14
15
17
20
22

24
24
24
26

41



List of Figures

Typical configuration of active array imaging using a linear array

of transducers. On the left the data acquisition setup is illustrated.

On the right we show an example of an imaging domain. An image

1S created by associating a value of an 1maging functional to each

point V.| . . ... L

BT T i hedded o1l Hit ] ] T l

Isotropic on the left, layered in the center and combined on the

right.). . . . .

12

B

KM 1mages for one and two reflectors in strong clutter. From left

to right, 1sotropic, layered and combined medium. Top row: one

reflector. Bottom row: Two reflectors. The 1mages are obtained

using the raw data as recorded on the array. The scattering media

are the ones illustrated in Figure 2.1} . . . . . . ... ... ... ..

16

B2

[llustration of the time windowing segmentations of the array data

traces at different tree levels indexed by [ . . . . . . . ... .. ..

19

B3

Array imaging illustration of a reflector located at ¥ = (y, L, + n).

= =3 5 5 5 =
X, is a source and X, is a receiver on the array. The point y, =

(0, L,) denotes the test point at which we back-propagate the data.

The array aperture a is small compared to the range L,.| . . . . ..

4.1

The estimator p’% (o) (blue) of the image the probability density

function is compared with the Rayleigh law (light green) for the

three cluttered mediald . . . . . . . . ...

A2

One reflector case. KM images obtained by using the selected win-

dows and bandwidths depicted in Table|d.2l| . . . ... ... .. ..

4.3

Two reflectors case. KM images obtained by using the selected

windows and bandwidths reported i Table|d.2| . . . . . .. .. ..

1l



.4  (Incident Field): Estimators prop(c) are compared to the theoret-
| ical curves (black curves). On the left and center plots, the blue
| curves correspond to the estimators computed after keeping only |

one element in four of the filtered matrix (to remove residual corre-
lations in the data), are compared to the Hankel law py (o) (black
curve). On the right plot the corresponding estimator prop(o) is
compared to the Toeplitz distribution law pr(o) (black curve)| . . . 28
4.5 (Incident Field). The distribution functions F;"“" (o) (blue curves), |
obtained for the three different media. The red vertical lines repre-
sent the detection thresholds o'°" shown on Table [4.3| for a prob-
| ability of error v =0.001.f. . . . . . . . ... ... L. 28

1.6 (Total Field). Top : The KM images obtained using the SSF fil- |
| ] ] o T hondoidihs o Toblo 3 |
| Bottom : The KM images obtained using the ROP filter combined |
I bleld3ll . . . . . . 30

4.7 Combined medium. 'The top 10 singular values as tunctions of |
| frequency. We illustrate the time windows at level 4 indexed by |
| 7 = 5,06, 7. Each eigenvalue 1s plotted with a different color.|. . . . . 31

4.8 Combined medium. On the lett, we see the LCT selection criterion
| A4 as function of the window index j = 0,...,2* — 1. On the right
| we see the top 10 singular values with respect to the frequency in |
| the selected window 7. . . . . . . . . ... ... ... ... 31

4.9 Combined medium (Total Field). Left: The KM image of the data
| obtained using the ROP filter combined with DORT at the selected
| ] Tndeidils Toble 3 Middle: The KM |
age obtained using the data at the selected window and bandwidth
provided by the LCT-based algorithm, j; = 7 and B = [0, 4.8] MHz.
| Right: ROP filter is combined with LCT.|. . . . . . ... ... . .. 32

[4.10 Isotropic medium. On the left, we see the LCT selection criterion
| A*J as function of the window index j = 0,...,2* — 1. On the right
| we see the top 10 singular values with respect to the frequency in |
| the selected window 7. . . . . . . . . . . ... ... 33

.11 Isotropic medium (Total Field). From left to right: The KM image |
| of the data while using the ROP filter combined with DOR" at the |
selected windows and bandwidths shown on Table 4.3 LCT and |
LCT-+ROP image using j; =7 and B = [0,30]MHz.|. . . . . . . .. 33




[4.12 Layered medium. On the left, we see the LCT selection criterion
| A\ as function of the window index j = 0,...,2* — 1. On the right
| we see the top 10 singular values with respect to the frequency in |
| the selected window 6. . . . . . . . . ... 34

.13 Layered medium (Total Field). From left to right: The KM image |
| of data while using the ROP filter combined with DORT at the |

selected windows and bandwidths shown on Table 4.3, LCT and |
LCT+ROP using j: =6 and B=[0,3]MHz.| . . . ... ... .. .. 34
[4.14 Combined medium. On the left we plot the selection criterion that |
| suggests that we have two targets one located at window 7 and one |
| at window 9. On the center and right plots we plot the singular |
| values 1n the selected windows 7 and 9, respectively,|. . . . . . . .. 35
.15 Combined medium (Total Field). Top: LCT image at j; = 7,9,
respectively, and bandwidth B = |0, 4.8]MHz, the ROP filter com-
bined with DORT at the selected windows and bandwidths shown
| on Table 4.3 Bottom: The LCT+ROP images|. . . . . .. .. .. 36

[4.16 Isotropic medium. On the left we see the selection criterion that |
| suggests that we have two targets one located at window 7 and one |
| at window 8. On the center and right plots we see the singular |
| values in the selected windows 7 and 8 respectively.| . . . . . . . .. 37

.17 Tsotropic medium (Total Field). Top: LCT image at j; = 7,8,
| respectlvely, and bandwidth B = [0 30|MHz, the ROP filter com-

| on Table [4.3] Bottom The LCT+ROP 1mages.| ........... 38

[4.18 Layered medium. On the left we plot the selection criterion that |
| suggests that we have two targets one located at window 6 and one |
| at window 8. On the center and right plots we plot the singular |
| values 1n the selected windows 6 and 8 respectively,| . . . . . . . .. 39

.19 Layered medium (Total Field). Top: LCT image at j; = 6,8, re-
| spectively, and bandwidth B = |0, 3]MHz, the ROP filter combined
| L DORT ] ] od handwidiis 5 To |
| ble|4.3l Bottom: The LCT+ROP images.| . . . .. ... ... ... 40




List of Tables

[4.1  Summary table of detection thresholds tor the KM-based time fre- |
| quency window selection.| . . . . . . ... ... oL 25
[4.2  One reflector: Summary table of selected windows and bandwidths, |
I based on the KM detection criterion . . . . . . . . . .. ... ... 25
4.3 T'wo reflectors: Summary table of selected windows and bandwidths, |
| based on the KM detection criterion) . . . . . .. ... ... . ... 26
#.4 (Incident Field): Summary table of detection thresholds for the |
[ ROPAilter). . . . ... .. 29
1.5 (Incident Field): Summary table of detection thresholds for the SSF |
I filter . . . . . . . 29
4.6  One reflector: Summary table of the selected windows and band- |
| widths, based on the detection criterion of ROP combined with |
I DORT. . . . 29
[4.7  One reflector: Summary table of the selected windows and band- |
| widths, based on the detection criterion of SSF.| . . . . . . ... .. 29
4.8 Two reflectors: Summary table of the selected windows and band- |
| widths, based on the detection criterion of ROP combined with |
I DORT. . . . . 35

vi



Abstract

We consider the problem of imaging small defects embedded in strongly scattering
media, often called clutter, using an active array of transducers that can play the
dual role of emitters and receivers. Our data is the array response matrix collected
by sending short pulses from each source and recording the response at all array
elements. Imaging in strong clutter is quite challenging because the array data are
dominated by noise due to the multiple scattering of the waves with the medium
heterogeneities. To successfully image in this regime using simple coherent imaging
functionals we follow the methodology of coherent signal enhancement through
data filtering. In particular we consider the approach of [14] and seek to select
time-frequency windows that contain the coherent echoes from the reflectors we
wish to image using the Local Cosine Transform (LCT'). The selection is performed
by detecting a pattern disruption in the behavior of the singular values of the
local-cosine coefficients transformed matrix. Following [2], we also consider two
random matrix theory based selection procedures. The first one is image based
and selects time-frequency windows using a criterion that examines the maximum
of an appropriately normalized migration image. The second one uses a filter
[15] to exclude multiple scattering contributions from the data and then selects
the time-frequency windows for which the defect is detectable by looking at the
largest singular value of the filtered response matrix. The filter proposed in [15] is a
rank one projection (ROP) that is very simple to implement and can be combined
with the LCT filter. We study the performance of the different approaches with
extensive numerical simulations, carried out in a non-destructive testing setup.
Our simulations suggest that the combination of the LCT with the ROP filter
gives the best results.



Introduction

Overview

In this thesis, we address the problem of detecting and imaging defects in strongly
scattering media, a situation that appears in applications such as non-destructive
evaluation of concrete [5]. We illustrate in Figure [l a typical configuration for
active array imaging using a linear array of transducers. Our data is the array
response matrix P(t) = P(t,X,,X;), for r,s = 1,..., N, measured in the time
interval ¢ € [0, T, using an array of transducers that can act both as sources and
receivers. The acoustic signal P(t,X,,X,) corresponds to the total pressure field
recorded on the r** transducer located at X, when a pulse f() is sent from the
array element located at X;. In some situations, we might also have data for the
incident field, i.e., the pressure field recorded on the array in the absence of the
reflector.

Data acquisition Image

_A! array of transducers
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Figure 1: Typical configuration of active array imaging using a linear array of
transducers. On the left the data acquisition setup is illustrated. On the right
we show an example of an imaging domain. An image is created by associating a
value of an imaging functional to each point y*.

The simplest coherent imaging method that one can use to locate reflectors



embedded in homogeneous or weakly heterogeneous media is Kirchhoff Migration
(KM). KM has found applications in non-destructive testing [20} 29] 3], optical
coherent tomography [28], 27], seismology [11], 31, 10], ultrasonic imaging [26, [33],
or in radar [19, 16, B9]. In time domain, KM consists in creating an image by
associating the value of the following functional at each point y* in the search
domain,

I (¥ ZZP (X, ¥°) + 7(¥°, %), %, %) - (1)

r=1 s=1
This simply consists in evaluating the array data P (,X,,X,) at time equal to the
sum of the travel times from the source to the search point 7(Xs, ¥*) and then from
the search point to the receiver 7(¥°,X,). The travel times are computed using a
model for the background medium. Alternatively, the frequency domain analogue

of (] is

L) = 30 [ doPlo g R)eapl-in(r(®5) + 72D @)

r=1 s=1

where P(w,%,,%,) is the Fourier transform of P (¢,%,,%,). KM transforms the
array data to an image Ik )/ (y*®) by summing over the array elements the back-
propagated data from the receiver to the image search point y* and then back to
the source. The point y* spans the image domain D, as depicted in Figure [} The
back-propagation is performed in using only the phase of the Green’s function,
however, the amplitude can also be taken into account as is often done in seismic
applications [I1]. The maxima of the imaging function Ix); give estimates as to
the location of the reflectors while the image resolution depends on the array size,
the distance between the reflectors and the array, the central frequency and the
bandwidth of the pulse [11]. KM gives very nice results in smooth media and is
very robust to additive noise. In strongly scattering media, however, the coherent
echoes from the reflector that we wish to image are overwhelmed by the incoherent
field due to the inhomogeneities of the surrounding medium. Consequently, KM
produces images that are heavily speckled and peak at unpredictable locations.
In order to produce reliable, statistically stable results in clutter, coherent inter-
ferometric imaging methods have been established [12| 13|, 22]. Nonetheless, this
methodology also fails when the target to be imaged is at distance from the array
that exceeds one transport mean free path of the scattering medium [36, [13].

We consider here three recently developed filtering methods for successfully
imaging in strongly scattering media: (i) the adaptive time-frequency LCT based
filter [14], (ii) the rank one projection (ROP) filtering technique [15], which is
an alternative to the single scattering filter (SSF) [2], and (iii) a simpler filter
that detects the time-frequency windows of interest by defining an image based



criterion such as the maximum of the image normalized by its Lo-norm as presented
in [2] 4] 25].

The LCT-based approach proposed in [14] consists in windowing the data in
time-frequency windows using the local cosine transform (LCT). Then the window
that contains the coherent echoes from the reflectors we wish to image are identified
by examining the behavior of the largest singular values of the matrix of the LC
coefficients across frequencies. More presicely, in windows that contain clutter
echoes only, the singular values are clustered together, whereas, in windows that
contain coherent echoes and for a particular frequency range of interest (usually
the lower frequencies) the top singular values behave differently. The filter consists
in zeroing the LC coeflicients in all other windows and in projecting the matrix
of LC coeflicients on the subspace corresponding to the top singular values in the
selected windows and for the selected frequency range. This method is therefore
a time-frequency selection procedure that is adaptive and data driven.

The method proposed by Aubry et al. in [2] projects the response matrix
on the subspace corresponding to the top singular value, but after applying the
single scattering filter (SSF) which is a projection of the data on the subspace that
contains single scattering contributions. This approach uses random matrix theory
tools to identify the time-frequency windows for which the reflector is detectable.
In particular, the probability density function of the largest singular value of the
SSF filtered matrix is estimated from the incident field. The ROP filter [I5] is
an alternative to SSF [2]. The idea is the same, however the projection to the
single scattering sub-space is performed in a different way as explained in [15].
From a practical point of view, the procedure followed in SSF is less efficient
because half of the array data is disregarded, and that is why we prefer to use
the ROP filter. Note that in [I5] an additional filter that selects the direction of
arrival of the coherent echoes is proposed. Although it significantly improves the
results, we do not consider this filter here as we want to focus our attention on the
time-frequency selection and compare the results obtained using either the random
matrix theory methodology or the LCT-based approach. The direction of arrival
selection could be added as the last step on any of the approaches discussed here
to further improve the results.

Random matrix theory is used following the approach proposed in [2]. Given
data for the incident field, a time-frequency decomposition is performed. The size
of the time window is mainly computed so as all the array data from a hypothetical
reflector in our search domain can fit in one window in time. The ROP filter is
then applied and the largest singular value of the filtered matrix is computed for all
windows and frequencies. From these data the power spectral density of the largest
singular value is estimated as well as its primitive. Subsequently a probability of
false alarm is fixed and this implies a threshold value for the largest singular value.



The procedure of time-frequency decomposition and filtering is repeated on the
total field, and time-frequency windows are selected for which the largest singular
value is above the threshold set in the previous step. We should note here that,
although we mention that the incident field is needed in the random matrix theory
approach, it is not needed in the usual sense used in inverse scattering problems
but in a rather weaker sense. Instead, what is needed is the incident field for one
realization of the cluttered medium, and, in fact not necessarily the same one for
which the total field is obtained. This is easier to obtain in practice which makes
this approach attractive for non-destructive testing applications.

The dissertation is organized as follows: In Chapter 1 we review some basic
facts for the wave equation. In Chapter 2 we formulate the array imaging problem
and present the setup for our numerical simulations. All filtering methods used for
detection and imaging in strongly back-scattering media are described in Chapter
3. In Chapter 4, we assess the performance of the different filtering techniques
with numerical simulations carried out in a non-destructive testing setup. We end
with a summary and conclusions.



Chapter 1

The wave equation

1.1 Overview

We present here a few basic facts on the wave equation. We begin with the scalar
(acoustic) wave equation in Section 1. We use this equation in the next chapter
to write the mathematical model for the data. The pressure field at the sensors is
the time convolution of the source excitation and the Green’s function described
briefly in Section 2. An easy way to deal with convolutions is to work in the Fourier
frequency domain, where the wave equation reduces to the Helmholtz equation,
as explained in Section 3. We describe there a few important properties of the
Green’s function and give explicit formulas for the case of homogeneous media.

1.2 The acoustic wave equation

The propagation of sound waves is modeled by a first order system of equations
driven by a force F(t,X) exerted by an acoustic source. The pressure field p(¢,X)
and the particle velocity v (¢, X) satisfy the equations of conservation of momentum

ov(t. X -
(@R | G 2) = F,%), (L)
and conservation of mass
oplt,x) (ati X K@)V 9LE) =0, (1.2)

where ¢ > 0 and X € R™. The bulk modulus is indicated by K(X) and the mass



density of the medium is given by o(X). The source F(t,X) is causal supported at
t > 0 and for ¢t < 0 the medium is in its equilibrium state where,

p(t, %) = 0,%(t, %) = 0. (1.3)

We take the time derivative in (1.2]) and substituting (1.1]) in order to reduce the
first order system (|1.1H1.2)) to a second order equation for the pressure field. The
pressure field p(t, X) satisfies

AT v TEE a9 (T

where t > 0 and X € R™. The initial conditions are given by

. op(0,X
p(0,X) = % = 0. (1.5)
The wave equation takes the canonical form by
1 9%p(t,X)
" — Ap(t,X) = F(t,X 1.

for t > 0 and X € R™, where the wave speed is

KR
o) = [ K, (17)
0
and the source density is
F(t,%) = -V - F(t,%), (1.8)

assuming that p is constant.

1.3 The Green’s function - time domain

In order to introduce the mathematical model for the array measurements we
need an explicit relation between the pressure field p(¢,X) and the acoustic source
F(t,X). Explicitly, we need to invert the wave operator in ((1.6)), which we denote
by L. It is a linear operator defined on the vector space of twice continuously
differentiable functions of ¢ and X, which vanish together with their time derivative
at t = 0. Equation becomes Lp = F' and has the unique solution

6



p=L"'F. (1.9)

The inverse L™! is an integral operator with kernel given by the causal Green’s
function G(t,X,y) and (1.9) is given by the explicit form

t
ptx) = [ ds [ d9F(s.9G( - 5.5.%) (1.10)
0 n

which is the Duhamel’s principle. The causal Green’s function satisfies

1 G(t%,¥)
2X) o

- AxG(LXy) = dX—-y)it), X yeR" >0,

GtRY) = 0, t<o0, (1.11)

in the sense of distributions, where Ay is the Laplace operator in the X variable,
and ¢ is the Dirac distribution. Note that since both the source and Green’s
function are causal (supported at positive time), we have

t
[ dsF(5.9)60 - 5.%.5) = F(1.5) % G0.%.9), (1.12)
0
and then eq. (1.10)) is rewritten as a time convolution

Pt %) = / AFF(1,5) % G5 %), (1.13)
1.4 The Green’s function - frequency domain

We define the Fourier transform as

ﬁ(w,i):/ dip(t, %)e™" (1.14)

[e.9]

and the corresponding inverse Fourier transform is

pt%) = [ Fhw e (1.15)

oo 2T

7



In the transformations ((1.1441.15)) above, w indicates the angular frequency - mea-
sured in radians per second - and the relation between the angular frequency and
the frequency v (measured in Hz) is given by

w = 27v. (1.16)

Moreover, the relation between the frequency w, the wavenumber k& and the wave-
length A is described by

h=2=T 0 A=2 (1.17)
Co

where ¢y denotes the reference wave speed. In the Fourier (frequency) domain
convolutions become products, so then the wave field of ((1.13) becomes

B, %) = / 457 E(w, )0, 7, %), (1.18)

where G(w, ¥,X) is the Fourier transform of the causal Green’s function. This is
the same as the outgoing Green’s function of the Helmholtz equation given by

(UQ

*(X)

1G(w,¥,%) = —6(X —¥). (1.19)

Note that if we started directly with (1.19]), we would have to use the Sommerfeld
radiation condition to specify the outgoing Green’s function. The Sommerfeld
radiation condition is

K-y T 26wz ) o (1.20)

lim — —
X — ¥ Co

|X—¥|—00

Two important properties of the Green’s function are: the reciprocity and the
Kirchhoff-Helmholtz asymptotic identity. The latter identity, is used for example
in resolution analysis and studies of imaging with ambient noise sources [21]. The
reciprocity identity,

N

Gw,X,¥) = G(w,y.%), (1.21)

suggests that the wave field at X due to a point source at y is the same as the
wave field at ¥, due to a point source at X . This statement permits us to switch
the role of sources and receivers in the analysis of imaging functions.



The Green’s function in 2D and 3D

In three dimensions the Green’s function Gg(w,fé, ¥) in homogeneous media is
expressed by

Co(w,,§) = 1.22
o(w,X,y) = m (1.22)
The two-dimensional Green’s function is given by
A ¢ P
Golw, %.5) =  Hy" (k5 — 1), (1.23)

where the H(()l) is the zero order Hankel function of the first kind. If we take
into account the asymptotic approximation of the Ho(l) at large arguments the

expression of ((1.23]) becomes

/ i L
G X, V)~ = | ——— kR 1.24
O(wvxay) 9 27Tk‘)_(’—}_;’6 ( )

It should be noted that in both two and three dimensions the Green’s function éo
is the product of a smooth amplitude multiplied by the oscillatory

>
—_

exp(ik|X — ¥|) = exp(iwT(X,¥)) (1.25)

The amplitude of Gy is independent of the frequency in three dimensions, but not
in two dimensions.



Chapter 2

Imaging problem and numerical
setup

2.1 Overview

In this chapter we describe the problem of active array imaging and we present
the setup used in our numerical simulations.

2.2 Formulation of imaging problem

We consider the problem of array imaging in strongly back-scattering media, in
which the reflections from the object to be imaged are corrupted by the noisy back-
scattered field due to the medium heterogeneities. Our data is the array response
matrix P(t) obtained by sending pulses f(t) from each array transducer X, and
recording the echoes at all receiver elements X,.. Wave propagation is governed by
the acoustic wave equation,

1 0%p(t,X) . L. .
’Uz()_f) 12 - Ap(t,X) = f(t)é(x - Xs)a VXxe Q: > Oa
p(0,%) =0, 8]9((;)7; X) _ 0, vzeo (2.1)

in an open and unbounded domain Q C R2. We assume a broadband pulse

f(t) = e fg, (1)

10



with Fourier transform

[e.9]

Flay = [ et )it = oy (= o) 22)
supported in the frequency interval centered at wy with bandwidth By. The
wave speed v(X) is described by

1 1 r z
S Lz % 2.3
v3(X)  A(X) ( ten (6’ @) + V(X)) (2.3)
where X = (z, z). In (2.3]), ¢(X) is the smooth part of the velocity. For simplicity

we assume, in what follows, that ¢(X) = ¢y. The z-axis indicates the direction of
propagation, also called range, and the z-axis is the cross-range direction. In ([2.3)),

1 (%, f), is a random function that we use to model the medium inhomogeneities.

The length scales ¢ and ¢, denote the correlation lengths in the cross-range and
range directions, while the parameter ¢ is the strength of the fluctuations. The
term v(X) is the reflectivity of the object that we wish to image. We assume that
v(X) has compact support and our objective in the imaging problem is to find
the support of v(X) from the given data matrix P(¢). Alternatively, a reflector
can be also modeled as an impenetrable scattering body. This is what we will do
in our numerical simulations where the reflector is modeled as a soft scatterer by
imposing to the pressure field to be zero on its boundary.

2.3 Setup of numerical simulations

We will consider either one or two reflectors embedded in three different types
of clutter: isotropic, layered and combined (see Figure . In all cases, the
smooth part of the velocity is constant ¢(X) = ¢y = lkm/s, and the fluctuations
are generated with random Fourier series. We select, appropriately, the numerical
parameters so as to be in a regime that is typically encountered in ultrasonic non-
destructive testing experiments [3]. In the isotropic medium we have, u;(X) =
1(%, %), with correlation function

—

. N X — X =1
B} = (1+ 72 )

and standard deviation €; = 0.1. In the layered medium, 4(X) = p(F) with
correlation function

|21 — 2|

E{pu(z1)m(z2)} = (1 * L.

) = 0 = 2o /50,

11



and ¢; = 0.17. In the combined medium, the fluctuations are given by the combi-
nation

S 1 4 q
lX) = —= (W (X) + (X

) = () + ()

with €. = 0.1. We considered here this combination to give the same weight in the

isotropic and layered fluctuations while keeping the std of u. equal to one. Any
other combination of isotropic and anisotropic fluctuations can be also considered.

Isotropic Layered Combined

anay
XXX XXRRXK
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0 10 2 3 4 5 60 70 80 0 10 20 3 40 50 6 70 8 0 10 2 3 4 5 60 70 80
x x

Figure 2.1: The two reflectors embedded in three different cluttered media.
Isotropic on the left, layered in the center and combined on the right.

Our array is composed by N = 80 elements located at (z,,z) = (24X¢ + (r —
1)%, 2Xo), 7 =1,..., N. To obtain the array response matrix we solve numerically
the wave equation in the heterogeneous medium with velocity v(X). The pulse
f(t) is a Ricker wavelet, a first derivative of a Gaussian, with central frequency
fo = 10MHz and supported in a large bandwidth [0, 30]MHz.

Each reflector is a small disk of diameter \y and is modelled as a soft scatterer,
i.e., the acoustic field is zero at its boundary. The reflectors that we wish to image
are located at y7 = (37\o,65)0), ¥5 = (37, 72)), for all cluttered media, as
shown in Figure above. From the detection and imaging point of view, this
configuration is quite challenging due to the fact that the second reflector y% is
relatively hidden behind the first one ¥} with respect to the array elements. In
this thesis, we will show results either for two reflectors, or for only one, in which
case we consider the first reflector yj located closer to the array of transducers.
Length is measured in units of the central wavelength A\g = 0.1mm.

The numerical method that we use is based on a first order in time formula-
tion of the wave equation with unknowns the velocity (the time derivative of the
displacement) and the pressure field. A leap-frog finite difference scheme is used
for the discretization in time and mixed-finite elements for the discretization in
space. Specifically, the velocity is discretized with piecewise linear basis functions
and the pressure field by piecewise constants. The convergence analysis of the
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finite element method is carried out in [0, [7]. To model wave propagation in un-
bounded domains we follow the perfectly matched absorbing layer technique [9].
The methodology is presented in the case of elastic wave propagation in [8] and
its generalization to visco-acoustic wave propagation is considered in [24].
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Chapter 3

Time-frequency window selection
methods

3.1 Overview

In this chapter, we present three newly established filtering methodologies that
select time-frequency windows which contain the coherent echoes from the reflec-
tors we wish to image. The first one is a quite simple idea that relies on the
values of the imaging functional obtained by backpropagating the windowed data.
More precisely a time-frequency window is retained when the maximum value
of the image obtained, normalized by its Lo-norm, is above a certain threshold.
The important quantity is the value of the threshold which can be determined by
studying the statistical distribution of the image values in background media with
the same scattering properties in the absence of the reflectors. This method was
first proposed in [2] and is also considered in [4, 25]. We describe it briefly in
Section [3.2] The second method instead of looking at the corresponding images,
selects the appropriate time-frequency windows focusing only on the data, exploit-
ing their singular value decomposition and using ideas from pattern recognition.
This method is therefore an adaptive and data driven procedure which segments
the data in time-frequency windows using the local cosine transform (LCT). The
method was first proposed in [14] and theoretically analyzed in the case of random
layered media in [I]. We present its basic steps in Section . The last method
that we call the rank one projection (ROP) filter, is described in Section . This
is a filter that seeks to select the single scattering component of the scattered
field. The idea was first developed by Aubry et al. in [2] in the form of the single
scattering filter (SSF). ROP is an alternative to SSF, the goal is the same but the
procedure for extracting the single scattering component of the data is different
and as our numerical results suggest ROP is more efficient than SSF. ROP can
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be either applied as an additional filter to the time-frequency windows selected by
the LCT-based approach or it can be used together with random matrix theory
ideas for selecting the appropriate time-frequency windows. In the latter case, the
singular value decomposition of the filtered windowed data is computed and a win-
dow is retained when the value of the largest singular value (the singular values
are normalized by their quadratic mean) exceeds a certain threshold. Again, it
is the value of the threshold that is the critical parameter that determines which
windows are selected/rejected. As for the first method the value of the threshold
is obtained using statistical properties of the scattered field from the background
medium in the absence of reflectors. In this case, the relevant quantity is the sta-
tistical distribution of the largest singular value (normalized as mentioned above)
of the filtered data. A detailed comparison between the three approaches which
summarizes the results of this thesis is presented in [37].

The aim of all these filtering techniques is to enhance the signal to noise ratio of
the coherent reflections so as to increase the efficiency and robustness of coherent
imaging in strongly scattering media. In order to persuade the reader for the
necessity of such filtering, we plot in Figure the KM results obtained using
the raw data as recorded on the array for the simulation setup shown in Figure
2.1l The images look extremely noisy and unreliable for both the layered and the
combined media. In the isotropic clutter, the KM image finds the first reflector
but not the second one which is lost in the noise. Our objective is to study the
performance of different techniques that enhance the coherent signal received from
the reflectors and improve these results.

3.2 KM-based time-frequency window selection

Motivated by the detection criterion based on the peak of the echographic image
obtained with focused beamforming (FB) [2] 4], we investigate first how the KM
imaging results can be improved by exploiting the knowledge of the incident field
in connection with random matrix theory ideas. In this case we need data not
only for the total field, but also for the incident field. These can be computed
by solving the wave equation as described in Section above, for the scattering
medium of interest, except that the reflectors are being removed. Note that we do
not need the incident field for the exact same realization of the random medium:
we can use any realization of the random process p with the same characteristics,
i.e., correlation function and strength of fluctuations.

We decompose the data in time-frequency windows using the LCT window seg-
mentation procedure [I18] 30, 14]. It should be noted, that the LCT decomposes
the traces in orthonormal bases constructed with smooth time windows modulated
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Isotropic Layered Combined

Figure 3.1: KM images for one and two reflectors in strong clutter. From left to
right, isotropic, layered and combined medium. Top row: one reflector. Bottom
row: Two reflectors. The images are obtained using the raw data as recorded on
the array. The scattering media are the ones illustrated in Figure [2.1]

by cosines [18] 30, [14]. The smooth windows avoid the appearance of artificial dis-
continuities in the transformed signals, which generate large amplitude coefficients
at high frequencies. The LCT is efficient for detection and filtering, because we
can use the well-established fast algorithms for its implementation [I8] 30, [14].
This procedure constructs a binary tree and at each level, [, of the tree the data
are decomposed into 2 windows. The level and window of the tree is chosen adap-
tively following the algorithm proposed in [14]. We present briefly the main steps
of this algorithm in Section [3.3]

Here we prefer to select the level of the tree by fixing the size of the window to
the smallest possible, so as to keep all the array data from a hypothetical reflector
in our search domain in the same window. For our setup this corresponds to
level | = 4 and dividing the data in 16 windows. In each window, we compute
the Fourier transform of the data and the image Ik for each frequency w. This
means that we construct a set of images Iy = Ik (j,w) parametrized by the
time window j and the frequency w. It should be noted, that the discretization of
the image domain should be selected appropriately so that the value at each pixel
is independent. To achieve this we chose a discretization that is of the order of
the array resolution, in our case this corresponds to a pixel size \g X Ag. We can
therefore assume that each image has ) independent coordinates ¢ = 1,---,Q
and following [2], 3, 4. 25] we normalize them by their quadratic mean (Lg-norm),
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The next step consists in estimating pIK M(7) the image probability density func-
tion, by computing a histogram of the normalized images and averaging over all
time-frequency couples [2, 3, [4, 25]. From the theoretical point of view, in the
case of strong clutter, the normalized image value TKM( J,w)lq| is expected to be
the modulus of a gaussian complex random variable with zero mean and variance
unity and therefore the corresponding probability density function is given by the
Rayleigh law [38] 23],

IKM jv

L qg=1,2,...Q. (3.1)

pr(0) = 20 exp(—o?). (3.2)
However, in practice we prefer to compute the probability density function directly
from the data rather than rely on this expression. For the KM image, the variable
of interest is the maximum of the image. The distribution function FIme=(g) of

the maximum of the image, Imax( max [IKM] ), is defined by the Q™ power of

the distribution function FIxM (o) of its image coordinate, computed by,

Frens () = /0 " e (2) (3.3)

In general for a given probability of error ~, a detection threshold can be obtained
from,

a=F11-7). (3.4)
Therefore, given a probability of error v, we compute a threshold axy using

the distribution function EF'me=(g) calculated for the incident field and then we
select the windows j and frequencies w so that,

Tonaz(j,w) > axu. (3.5)

The detection criterion suggests that for a given time window 7 and frequency
w, the reflector is detectable with the given probability of error ~ if the maximum
of the image at time window j and frequency w is larger then the threshold aky.
These are the time-frequency couples (j,,w,) that the algorithm selects. Finally,
the KM image is built by using the data for the selected time-window(s) j, and
frequency bandwidth(s) Bj,.

3.3 LCT-based time-frequency window selection

We briefly review here the LCT-based time-frequency window selection algorithm
proposed in [I4]. The input of the algorithm is the array response matrix P(t), for
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time ¢t € [0, 7] sampled on a mesh with Ny = 2™ points. We also need to specify
the maximum level of the tree, D < m, to be used in the LCT. This is chosen
so that we have enough samples of the signal at each level of the tree. The LCT
decomposition is performed on a binary tree that has 2 windows at each level .
For each node (j,1) of the tree, corresponding to window j at tree level [, the local
cosine transform of the response matrix is computed.

D4l Iy P4l Iz 2
Pt wh) = {P (tj,wn,xr,xs)} ,

r,s=1,....,IN
with
Pl W R i’):/TdtP(tfc’ e 2 (P costut t— 1)
]7 n? T S 0 9 T S Atl Atl n i
where
T 1/2
tg.:jAtl:]z_l, j=0,1,....2 andw;:ﬂ%tl/), ne N,

for frequency indices so that w! belongs in the available bandwidth B
N'={n=0,1,....,Np/2' =1, st. !, € B}. (3.6)

We show in Figure 3.2 an illustration of the binary tree used in the time-frequency
decomposition of the array data. Level [ = 0 corresponds to one window that
contains the data traces over the entire duration of the recording. At level [ = 1,
the data are segmented in two time windows indexed by 7 = 0 and j = 1. At level
[ = 2, the data are segmented in four time windows indexed by 7 = 0,1,2 and 3,
etc.

The detection criterion of the algorithm in [I4] relies on the singular value
decomposition of the local cosine matrices of coefficients. For each [ and t; we

compute the SVD of Pt wl), frequency by frequency. Let us denote by o7 (w!
31 %n q

n
the singular values, for ¢ = 1,..., N. We then form the matrices of the first Ngy

normalized singular values,
Li(, )l
L ~li iy % (wn)
where ¢,7(w;,) = T
max,, o4’ (w',)

Sh = {5k (wh)} (3.7)

1<q<Ngv,neN}’

over the restricted set of frequency indices
t={n=0,1,...,Np/2' =1, st. ) € Bs}.

The number of the singular values Ngy and the selected frequency bandwidth Bg
depend on the data and have to be chosen appropriately. Typically we should have
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Figure 3.2: Illustration of the time windowing segmentations of the array data
traces at different tree levels indexed by [.
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2M < Ngy < N with M the number of scatterers we are searching for, and N the
dimension of the response matrix. The bandwidth Bg is the part of the frequency
spectrum on which the scatterers are detectable. This depends on the clutter and
is very different, for example, in isotropic and finely layered random media, but
we do not need to know it in advance, it can be determined directly from the data.

The algorithm next adaptively selects the level of the tree and the windows
that contain coherent echoes. The distinction is based on a break of a pattern
recognition idea that is carried out as follows. Compute the first two singular
values of the matrices S%/ and form their ratio,

NI =57 /o), (38)
’yé’j , ¢ = 1,2, being the first and the second singular values of S“/, respectively.
At each level [, the window that contains the coherent echoes is selected by looking
at the maxima of \"/. Adaptive refinement until the finest tree level at which the
maximum persists is performed, and the optimal couples (j*,1*) are determined.
Finally the array data are filtered by zeroing the LCT coefficients in all other
windows that have not been selected and by projecting the LCT matrix on the
subspace corresponding to the top singular values in the selected windows. The
algorithm’s output is the filtered response matrix that will be denoted here P,
More information about the adaptive LCT-based filtering algorithm can be found
in [14].

3.4 Rank One Projection (ROP) filter

In this section we describe a filtering algorithm that aims at separating the single
scattered echoes of the reflectors from the multiple scattered field from the back-
ground. This algorithm has been proposed in [I5] and is an alternative to the
SSF filter of Aubry et al. [2 B]. We do not consider here the direction of arrival
selection proposed in [15], and focus only on the first three steps of the algorithm
described in Section 4.2 of [I5]. These are the following: Given the data P,(t)
filtered in a time window of interest centered at time ¢,, selected for example with
the LCT-based algorithm described in the previous section, we first compute the
Fourier transform of the data,

o0

f’o(w):/_ P,(t)e™ dt.

Then we back-propagate the data to a test point y, = (0, L,) located at the
range L, = t,/(2¢y), co being the smooth part of the velocity assumed here to be
constant. This step is performed so as to remove the fast oscillatory phase from
the data corresponding to the range difference between the array and the reflector,
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PP (w, %), R,) = Py(w, %y, &, )e @ Toke) 47 50).

Here 7(X,¥) denotes the travel time between points X and y, which in the case
of a constant velocity ¢ is simply the distance between the two points divided by
the velocity.

X
N

¥ =y, Lytn)

Figure 3.3: Array imaging illustration of a reflector located at y = (y, L, +17). X,
is a source and X, is a receiver on the array. The point y, = (0, L,) denotes the
test point at which we back-propagate the data. The array aperture a is small
compared to the range L,.

Assuming the reflector is far enough from the array and in a small cross-range
distance from the array center, so that the paraxial approximation is valid, the
phase of the back-propagated response matrix corresponding to a reflector located
at ¥ = (y, L, +n) which is at the vicinity of ¥, (see Figure for a schematic)

reduces to ) . .
w X, + Xg) -
w (277_'_ M _ ( ) y) (3.9)

Co Lo Lo
and is independent of the difference X, — X,.

Exploiting this remark, the next step of ROP consists in rotating the back-
propagated data by 90 degrees. This corresponds to a change of variables from
(X5, X,) to (Xys, Xy5) defined by X, = ’?S%’_“T and X,; = X, — X,. For an array with
N elements, the rotated matrix has dimensions (2N — 1) x (2N — 1) and is zero
outside a thombus structure. If we denote KK = PBP(w, :,:) we define the rotated
matrix KR as

KRli+j—1,i—j— (1 =N)+1]=KK[,j], Vi=1,...,N;j=1,...,N.
Recalling now ([3.9)), since the phase of the coherent part of PBP ig independent of

X5, the matrix KR should be independent of its column index. This is what the
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ROP filter enforces by averaging over x,s the rotated matrix,

1
KA[i,j]:n—mZKR[i,k], Vi=1,...,2N—-1,j=1,...,2N—1
k

where n[i] is the number of non-zero elements of the i-th row of the matrix KR
precomputed in advance. The matrix KA computed as described above is the
matrix with identical columns that best approximates KR with respect to the
Frobenius norm, taken in the space of matrices with the same rhombus support
as KR (see also Section 4.2 in [I5]). The next step of ROP consists in rotating
back the matrix to its physical coordinates and by removing the zero elements
introduced during the rotation step. Let us denote P!(w, :,:) the resulting matrix
of dimensions N x N (for each frequency).

The last step of the ROP filter is undoing the back-propagation to the test

point ¥,,

pROP 2. %) =D 2 2\ Hiw(T(ForRs)+T(Xr,Fo
PROP(y %, %,) = P'(w,X,, X, )et(TFeXa)+7(Xn5o)

As mentioned above the ROP filter can be viewed as an alternative of the SSF
filter [2]. The difference between the two filters is in the way the rotation and
projection steps are performed, while both ROP and SSF exploit the same idea
that the coherent reflected field should be independent of the difference variable x,.
In connection to random matrix theory, and assuming knowledge of the incident
field, ROP can be used for selecting the time-frequency windows at which the
reflectors are detectable. The approach is similar to the one described in [2], and
we review it in the next section. Alternatively ROP can be applied just as an
additional filter after selecting the time-frequency windows with the LCT-based
algorithm presented in Section [3.3, We will call this approach LCT+ROP.

3.5 ROP-DORT based time-frequency window
selection

The idea is to decompose the data in time-frequency windows, apply the ROP
filter for each window and frequency, and base the selection on whether the largest
singular value of the filtered response matrix is above a certain threshold deter-
mined using the data for the incident field. Therefore, as in Section 3.2, we assume
the incident field is known, and we decompose the data in time windows by select-
ing the size of the window to be the smallest possible so as to keep all the array
data from a hypothetical reflector in the search domain inside the same window.
For our setup this corresponds to level [ = 4 and dividing the data in N; = 16
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windows. We denote At the window size and assuming that the data are available
in the time window [fpegin, tend], We define T}, as

E:tbegin+(j_1)AT for jzl,...,Nl.

The central time for each window is Tji/, = %, j =1,...,N;. For the
incident field, we compute, for the data restricted in each window j = 1,..., N,
the SVD of the filtered by ROP response matrix, frequency by frequency. The
ROP filter is applied as descibed in the previous section and the only parameter
that is changing is the test point ¥/ that depends on the window j, 2 = (0, Lj;1/2)
with Ljy1/2 = §Tj41/2-

Denoting by Ny the number of frequencies we have N; x Ny x N singular values
ag(wn), j=1,...,N,n=1,...,N;and ¢ =1,...,N. Then the singular values,
at each window j and frequency w,, are normalized by their quadratic mean,

ol (wy,
ol (wn) ( ) (3.10)
\/ N p= 1 Up Wn))z
and the first singular value, denoted oX°P(j, w,) is obtained. Given a probability

of error v we estimate the threshold aROP from the primitive FIOF (a) of pfOF (o),

the probability density function of the largest singular value of°P. This is the
first important step. Next using this threshold, we can select the time-frequency
windows of interest by choosing the couples (j,w,) for which the largest singular
value of the filtered by ROP data for the total field is above this threshold.

For the total field, we compute, in the same way as for the incident field, the
filtered response matrix and its first singular value as a function of frequency w,
and window j. We denote this as ot°*¥!(, w,,). Using the threshold a®°F computed,
we chose the windows j and frequencies w,, for which

ot (5 w,) > oOF (3.11)

The result is the selection of one (or more) time windows and a corresponding
frequency range of interest. The final image is computed using the filtered data
in the selected window(s) and frequency range after applying DORT [34], 35], that
is after projecting the filtered data on the subspace corresponding to the largest
singular value. We will call this approach ROP+DORT and compare it with the
LCT+ROP approach in the next chapter.
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Chapter 4

Numerical results

4.1 Overview

In this chapter we compare how the different time-frequency selection procedures
described in the previous chapter perform using our simulated data.

4.2 Results with the KM-based time-frequency
window selection

We start with the KM-based time-frequency window selection procedure. The esti-
mator p' () of the image probability density function compared to the Rayleigh
law pgr(0), is displayed in Figure {.1}

isotropic layered combined

Figure 4.1: The estimator pYKM (o) (blue) of the image the probability density
function is compared with the Rayleigh law (light green) for the three cluttered
media.

For a probability of error v = 0.001 (we will use this value throughout the
dissertation), the corresponding numerical values of the detection threshold are
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summarized in Table 4.2

Isotropic | Layered | Combined
a=91 | a=160| a=11.8

Table 4.1: Summary table of detection thresholds for the KM-based time frequency
window selection.

After calculating the detection thresholds, we can go further and perform the
KM-based detection test in order to select the time-frequency windows of interest.
We first consider the data for one reflector. The detection criterion of eq.
provides, after application of the detection thresholds indicated in Table 4.2] that
the target can be detected at the selected time-windows j, and frequency ranges
B;, shown in Table

Medium | Detection criterion | Selected windows | Selected bandwidths
Isotropic Lnaz(J,w) > 9.1 Je=17,8 B; =[1.7,6.6] MHz
Bs =[1.7,10.0] MHz
Layered Inaz(J,w) > 16.0 Je=6,7 Bs = [1.7,3.2] MHz
B; =[1.7,3.9] MHz
Combined | L. (j,w) > 11.8 Je=1,8 B; =[1.7,5.9] MHz
Bs = [1.6,5.9] MHz

Table 4.2: One reflector: Summary table of selected windows and bandwidths,
based on the KM detection criterion.

We remark that the bandwidths selected do not contain the lower part of the
frequency spectrum below 1.5MHz and are confined below the central frequency
of 10MHz. Especially for the layered medium, the selected frequencies are below
4MHz. This is in agreement with the theory that suggests that in layered clutter
only the lower frequencies can penetrate deep enough in the medium and see the
reflector. The amplitude of the coherent field decays exponentially with w? and
therefore the higher frequencies cannot be used for imaging [I].

We next compute the KM images obtained by using the selected windows and
bandwidths depicted in Table [£.2] The results are significantly better than the
KM images obtained with the raw data shown in Figure[3.1} We next consider the
case of two reflectors. The selected time-frequency windows are given in Table [4.2]
The corresponding images are shown in Figure 4.3l The results are not very good:
This method does not succeed in selecting only the windows that contain echoes
from the reflectors and although the first reflector can be successfully imaged, the
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second one is lost in the noisy reverberations. As we will see next, better results can
be obtained with the other two time-frequency window selection methodologies.

Isotropic Layered Combined

Figure 4.2: One reflector case. KM images obtained by using the selected windows
and bandwidths depicted in Table [1.2]

Medium | Detection criterion | Selected windows | Selected bandwidths

Isotropic Lae(j,w) > 9.1 Jx=17,8,9,10 | By =[1.7,6.6] MHz

B = [1.7,11.4] MHz
By = [1.7,11.7] MHz,
BlO == [17,88] MHz

Layered Lnae(j,w) > 16.0 Jje=16,7,8 Bs = [1.7,3.2] MHz
By = [1.7,3.4] MHz

By = [1.7,3.5] MHz

Combined | Lnae(j,w) > 11.8 j.=17.8,9 | By =[1.7,6.0] MHz
By = [1.7,6.0] MHz

By = [1.6,6.0] MHz

Table 4.3: Two reflectors: Summary table of selected windows and bandwidths,
based on the KM detection criterion.

4.3 Results using the ROP filter

We compare here the results obtained using the ROP filter either combined with
random matrix theory and DORT, or with the LCT-based methodology for se-
lecting the time-frequency windows that contain the coherent echoes from the
reflectors that we wish to image. We also show in the one reflector case the results
obtained by the SSF approach which is less efficient due to the fact that half of
the array data is disregarded (the results are similar for the two reflectors).
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Isotropic Layered Combined

Figure 4.3: Two reflectors case. KM images obtained by using the selected windows
and bandwidths reported in Table |4.2]

We will first compute the probability density function pR°F (o) of the singular
values of the filtered response matrix. To do so we use the histogram H(o),
computed as follows: The bins of the histogram are the intervals [m w, (m + 1)w],
with w the width of the bin and m non-negative integers. The value of H(o) is
the number of normalized singular values Eg(wn) contained in the same bin as o,
for all time window indices j = 1,...,V;, the Ny frequency indices n = 1,..., Ny,

and the N singular value indices ¢ = 1,..., N. Consequently, the estimator of the
probability density function of the singular values is given by
. H(o)
- NS 4.1
prop(0) wN; N, N (4.1)

We show in Figure [4.4] the estimators prop(c) for the filtered data after keeping
only one element in four of the filtered matrix so as to remove residual correla-
tions in the data. The filtered matrix is expected to be a random Hankel matrix
and therefore we compare the estimators to the Hankel law, py (o) [17], i.e., the
probability density function of Hankel matrices of the same size as our matrix.
The estimation of the Hankel law py (o) is performed numerically since up to
now no analytical expression has been recorded in the literature. As we can see,
the agreement between the theory and the experiments is almost perfect for the
isotropic and the combined medium (recall that we have kept only one out of four
elements of the filtered response matrix). In the layered case, the invariance in the
cross-range direction of the medium yields a Toeplitz matrix P(t) characterized
by persistent correlations [I4]. That is why on the right plot of Figure [4.4] the
experimental distribution of the singular values of the filtered data for the layered
medium is compared to the filtered Toeplitz law pr(o) [I7, B2]. The distribution
of singular values of a filtered random Toeplitz matrix is also generated numeri-
cally. As we observe in the right plot in Figure [4.4] the agreement between the
two curves is quite satisfactory, except the region of values where o < 0.5.
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Combined Isotropic Layered

Figure 4.4: (Incident Field): Estimators prop(c) are compared to the theoretical
curves (black curves). On the left and center plots, the blue curves correspond
to the estimators computed after keeping only one element in four of the filtered
matrix (to remove residual correlations in the data), are compared to the Hankel
law pg (o) (black curve). On the right plot the corresponding estimator prop(o)
is compared to the Toeplitz distribution law pr(o) (black curve).

We show in Figurethe distribution functions F¥°% () for the three cluttered
media. The detection thresholds are represented with red vertical lines where the
admitted probability error v has been set to 0.001. The corresponding numerical
values of the detection thresholds for the ROP method, are summarized in Table
4.9l

Combined Isotropic Layered
‘

Figure 4.5: (Incident Field). The distribution functions F¥9F (o) (blue curves),
obtained for the three different media. The red vertical lines represent the detection
thresholds o*°P shown on Table [4.3] for a probability of error v = 0.001.

In Table[d.3], the detection thresholds for the SSF technique, are also presented.
Recall that the response matrix filtered by SSF is of dimension N = 39 because
of half of the data is disregarded through the SSF rotation procedure.

After calculating the detection thresholds, we can go further and select the
time-frequency windows for which the reflectors are detectable. The results for
the combined medium are given in Tables and [4.3] respectively, for both the
ROP and the SSF techniques.
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Scattering medium | Combined Isotropic Layered
Detection threshold | a®%F = 6.6 | af°F = 6.3 | of°F = 8.1

Table 4.4: (Incident Field): Summary table of detection thresholds for the ROP
filter.

Scattering medium | Combined | Isotropic Layered
Detection threshold | ™" = 5.5 [ a®F =51 | o™F = 5.3

Table 4.5: (Incident Field): Summary table of detection thresholds for the SSF
filter.

Medium | Detection criterion | Selected windows | Selected bandwidths
Combined | ot°*(j w,) > 6.6 Ja=T1,8 B; =[1.8,8.1] MHz
Bs =[1.8,8.1] MHz
Isotropic | ot°t?l(5 w,) > 6.3 j =18 = [1.7,7.6] MHz
= [2.3,7.4] MHz
Layered | ot%l(j w,) > 8.1 Jr=06,7 = [1.4,3.3] MHz
= [1.4,3.5] MHz

Table 4.6: One reflector: Summary table of the selected windows and bandwidths,
based on the detection criterion of ROP combined with DORT.

Medium | Detection criterion | Selected windows | Selected bandwidths
Combined | ot°*l(j w,) > 5.5 Jr=1,8 B7 [1.6,6.0] MHz
= [1.7,6.0] MHz
Isotropic | ot°?l(j, w,) > 5.1 jr=18 B7 = [1.8,6.1] MHz
= [1.9,5.8] MHz
Layered | ot%l(j w,) > 5.3 Jjr=6,7 = [1.2,3.2] MHz
= [1.2,3.2] MHz

Table 4.7: One reflector: Summary table of the selected windows and bandwidths,
based on the detection criterion of SSF.

At the top row of Figure 4.6, we present the KM images obtained using the SSF
filter at the selected windows and bandwidths shown on Table [£.3] while at the
bottom row the KM images obtained using the ROP filter combined with DORT
at the selected windows and bandwidths shown on Table [1.3] are illustrated. We
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observe that the results provided by the SSF approach are less precise and more
noisy.

Combined Isotropic Layered

Figure 4.6: (Total Field). Top : The KM images obtained using the SSF filter at
the selected windows and bandwidths shown on Table Bottom : The KM im-
ages obtained using the ROP filter combined with DORT at the selected windows
and bandwidths shown on Table [4.3]

It should be noted here, that the LCT selection algorithm is based on the
behavior of the larger singular values of the LCT of the response matrix P(t),
across frequencies. In particular, we seek to identify a break in the pattern among
the singular values as they vary over frequency. The idea is that, if only echoes
from the cluttered background medium are present in a window, the larger singular
values of the LCT in this window should all look alike and have a similar behavior
across frequencies [14]. On the other hand, we expect at least one singular value
with different behavior when echoes from a detectable object are present in the
time window.

We plot in Figure the singular values in three windows at level [ = 4.
Starting with the window indexed by j = 5, we note that the singular values
remain tightly clustered (especially in the lower part of the bandwidth below 5Hz),
until we reach the index 7 = 7. This is the window that contains the coherent
echoes from the reflector, and it is distinguished from the others by an anomalous
singular value (here we observe two) at the lower frequencies. This anomaly in the
behavior also appears for the other cluttered media considered in our simulations.
The frequency range over which the coherent echoes are detectable depends on the
characteristics of the background medium. In the layered case the reflector can
be detected only for the lower frequencies because higher frequencies are strongly
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attenuated by scattering as shown in [I]. A similar behavior is observed in the

combined medium while in the isotropic clutter the reflectors are detectable across
the whole frequency bandwidth (see Figure [4.10)).

Figure 4.7: Combined medium. The top 10 singular values as functions of fre-
quency. We illustrate the time windows at level 4 indexed by 7 = 5,6,7. Each
eigenvalue is plotted with a different color.

On the left plot of Figure , the LCT selection criterion (see Section ,
[14]) for the combined medium, is depicted. It suggests that we have one reflector
located at window 7, at level 4 of the binary tree. The plot has a clear local
maximum in the desired time window of the reflector. On the right plot, we
illustrate the behavior of the top 10 singular values as a function of the frequency
in the selected time-window. We observe an anomalous behavior for the first

singular value (probably the second one), at the lower frequencies. The selected
frequency bandwidth is B = [0, 4.8] MHz.

selection criterium

2 4 6 8 10 12 14

Figure 4.8: Combined medium. On the left, we see the LCT selection criterion
%7 as function of the window index j = 0, ...,2* — 1. On the right we see the top
10 singular values with respect to the frequency in the selected window 7.

The imaging results using the different approaches in the combined medium
are summarized in Figure [£.9] We observe that the LCT+ROP image is less noisy
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in the cross-range direction compared to the LCT image. We also find the image
produced by LCT+ROP better than the ROP+DORT image. Similar results have
been obtained for other realizations of the combined cluttered medium.

ROP + DORT LCT ) LCT + ROP

Figure 4.9: Combined medium (Total Field). Left: The KM image of the data
obtained using the ROP filter combined with DORT at the selected windows and
bandwidths shown on Table [4.3] Middle: The KM image obtained using the data
at the selected window and bandwidth provided by the LCT-based algorithm,
j4=7and B =0,4.8] MHz. Right: ROP filter is combined with LCT.

We next present results for isotropic and layered clutter. In the isotropic
regime, the RMT-based detection test of eq. for the known detection thresh-
old calculated in Table suggests that the reflector can be detected at windows
j4 = 7,8 and bandwidths B; = [1.7,7.6]MHz and Bg = [2.3, 7.4]MHz, respectively,
as indicated in Table [4.3] The LCT-based detection criterion of eq. for the
isotropic medium, is illustrated on the left plot of Figure .10} It indicates that
we have one reflector located at window 7 and at level 4 in the tree. The plot has
a clear maximum in the desired time window that contains the reflector’s echoes.
On the right plot, we investigate the behavior of the top 10 singular values with
respect to frequency for the selected window and level. We observe that the first
two singular values are detached from the rest for the whole frequency range. This
result permits us to keep the entire frequency band B = [0, 30] MHz.

The migration images for the isotropic medium that have been obtained using
the selected windows and bandwidths are depicted in Figure [f.11] We show on the
left plot, the image obtained after the application of the ROP method combined
with DORT at the desired time-windows j! and bandwidths Bji, summarized
in Table 4.3l In the middle plot, the image is produced while using the time-
frequency LCT-based filtering technique for the selected window 7 and bandwidth
B = [0,30]MHz. We observe that the image is noisy and several maxima appear
close to the true position of the reflector due to the residual multiple scattering
on the filtered data. However, the additional action of the ROP filter significantly
improves the image by removing the multiple scattering contribution from the
filtered data, as shown on the right image of Figure What is also surprising,
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Figure 4.10: Isotropic medium. On the left, we see the LCT selection criterion
A7 as function of the window index j = 0, ...,2%* — 1. On the right we see the top
10 singular values with respect to the frequency in the selected window 7.

is that the RMT-based detection leads to a significantly smaller bandwidth ~
2, 7]MHz that is used for the image on the left, which explains the worse range
resolution obtained in this case. The combination of LCT with ROP gives the
best results.

ROP + DORT LCT ____LCT +ROP

Figure 4.11: Isotropic medium (Total Field). From left to right: The KM image of
the data while using the ROP filter combined with DORT at the selected windows
and bandwidths shown on Table , LCT and LCT+ROP image using j? = 7 and
B = [0, 30]MHz.

For the layered clutter case, the detection threshold for ROP is calculated on
the right column of Table [£.3] For the given threshold, the detection criterion
described by eq. is performed and selects the windows and bandwidths
summarized on Table [4.3], for which the target is detectable within a layered back-
scattering regime.

The LCT detection test is performed for the layered medium. The left plot of
Figure suggests that we have one target located at window 6, at level 4. On
the right plot we show the behavior of the top 10 singular values as function of the
frequency in the selected time-window. We observe an anomalous behavior of the
first singular value (arguably two) only at the lower frequencies B = [0, 3]MHz.
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Figure 4.12: Layered medium. On the left, we see the LCT selection criterion A*7
as function of the window index j = 0, ...,2* — 1. On the right we see the top 10
singular values with respect to the frequency in the selected window 6.

In Figure we display the imaging results for ROP+DORT, LCT and
LCT+ROP. The bandwidths selected in this case by the two approaches are sim-
ilar, although the RMT-based criterion does not include the frequencies below
1.5MHz. We observe that the combination LCT+ROP gives again the best image.

ROP + DORT LCT ~__LCT +ROP

Figure 4.13: Layered medium (Total Field). From left to right: The KM image
of data while using the ROP filter combined with DORT at the selected windows

and bandwidths shown on Table LCT and LCT+ROP using j* = 6 and
B =0,3]MHz.

We finally present results for the two reflectors’ case. First for the combined
medium, we give the selected windows and bandwidths by the RMT-criterion in
Table .3

In Figure[d.14]the LCT selection criterion of eq. for the combined medium,
is illustrated. It suggests that we have two targets, one located at window 7 and
one at window 9. On the center and right plots we observe the behavior of the
top 10 singular values as function of the frequency in the selected time-windows.
In both plots, we observe an anomaly for the first singular value (probably two)
at the lower frequencies for B = [0,4.8] MHz. This is the same bandwidth as the
one selected for the one reflector case (see Figure [4.9).
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Medium | Detection criterion | Selected windows | Selected bandwidths
Combined aﬁoml(j, f)>6.6 Jr=1,8,9 B; =[1.8,8.1] MHz
Bs = [1.8,8.0] MHz
By = [1.8,7.4] MHz
Isotropic | ot%l(j f) > 6.3 Jjr=17,8,9,10 | By =[1.7,7.6] MHz,
Bs = [2.3,7.4] MHz
By = [2.0,6.9] MHz
B10 = [22,74] MHz
Layered ototal(j ) > 8.1 j+=6,7,8 Bs = [2.2,3.2] MHz
B; =[1.9,3.27] MHz
Bg = [2.0,3.64] MHz

Table 4.8: Two reflectors: Summary table of the selected windows and bandwidths,
based on the detection criterion of ROP combined with DORT.

0.1

£ 0.08|
3
0.06

0.04]

Figure 4.14: Combined medium. On the left we plot the selection criterion that
suggests that we have two targets one located at window 7 and one at window 9.
On the center and right plots we plot the singular values in the selected windows
7 and 9, respectively.
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In the top row of Figure [f.15] the left and center images are obtained by apply-
ing the LCT-based filtering procedure in the selected time-windows and frequency
range. Indeed, we clearly detect the first reflector at time-window j = 7 and the
second one at j* = 9. The application of the ROP filter combined with DORT to
the data at the desired time-windows j% = 7,8, 9, is shown on the right. We ob-
serve that the ROP filter combined with DORT provides a better focusing around
the correct positions of the reflectors in both range and cross-range direction com-
pared to the LCT-based filter. However, the image for the second target is weak
and this has nothing to do with the quality of the detection criterion but is rather
due to the physical masking of the second reflector from the first. The images
in the bottom row are produced by using the combination of LCT and ROP. We
observe in this case a significant improvement of the image for the remote target
mainly because this method allows us to image one reflector at a time.

LCT,j =7 LCT,j* =9 ROP + DORT

=———

LCT + ROP,ji{ =7 LCT + ROP,

*

4:9

*

Figure 4.15: Combined medium (Total Field). Top: LCT image at j! = 7,9, re-
spectively, and bandwidth B = [0,4.8]MHz, the ROP filter combined with DORT
at the selected windows and bandwidths shown on Table 1.3 Bottom: The
LCT+ROP images.

Next, we present the results obtained in isotropic and layered media. We
consider first the isotropic medium. The selection criterion of eq. (3.11]) for the
calculated threshold presented in the center column of Table [4.3] suggests the
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windows and bandwidths presented in Table . These are the couples of (5L, B;t)
at level | = 4, where the reflectors are detectable. The LCT window detection
test is shown in Figure [4.16, The left plot, provides that we have two targets,
one located at window 7 and one located at window 8. In the center and right
plots, we plot the the top 10 singular values as a function of frequency for the two
selected time-windows. What we see is an anomaly of the first two singular values
along the whole frequency band, in both plots. That break in the pattern of the
singular values enables us to use the frequency range B = [0,30] MHz, as we did

in Figure [4.10]
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Figure 4.16: Isotropic medium. On the left we see the selection criterion that
suggests that we have two targets one located at window 7 and one at window 8.
On the center and right plots we see the singular values in the selected windows 7
and 8 respectively.

In the top row of Figure [£.17], the left and the right migration images are obtained
using the LCT-based filter. The results are satisfactory only for the scatterer which
is closer to the array of transducers. The remote reflector is not clearly detected
at the desired window j¢ = 8. On the right, we show the image obtained using
the ROP filtering method combined with DORT. We observe good results with
respect to the first reflector but the amplitude of the image is low in the vicinity
of the second reflector. In the bottom row, the migration images obtained using
the LCT+ROP filter are illustrated. The second reflector is in this case correctly
imaged.

Finally we present the results obtained in the layered medium. The implemen-
tation of the detection test taking into account the detection threshold of the right
column of Table [4.3] provides the selected time-windows and the corresponding
frequency bandwidths depicted in Table |4.3]

We illustrate in Figure the LCT detection criterion at level | = 4. It
suggests that we have two targets: one located at window 6 and one at window 8.
On the center and right plots we see the singular values in the selected windows
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LCT, j

17 LCT,j* =8 ROP + DORT

Figure 4.17: Isotropic medium (Total Field). Top: LCT image at j! = 7,8, respec-
tively, and bandwidth B = [0, 30]MHz, the ROP filter combined with DORT at the
selected windows and bandwidths shown on Table 4.3, Bottom: The LCT+ROP

images.
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6 and 8, respectively. In both plots, we can see an anomaly of the first singular
value (probably the second one) only at the zone of lower frequencies for B = [0, 3]
MHz.

o
= o o
= o Ny

selection criterium

o
o
&

2 4 6 8 10 12 14

window index 40 50

Figure 4.18: Layered medium. On the left we plot the selection criterion that
suggests that we have two targets one located at window 6 and one at window 8.
On the center and right plots we plot the singular values in the selected windows
6 and 8 respectively.

The resulting KM images obtained from the filtered data in the layered back-
scattering regime are in Figure [4.19f We can conclude that in this case of clutter
as well, the use of LCT+ROP produces the images with the higher SNR.
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LCT.j'=6 LCT,jt =8 ROP + DORT

LCT + ROP,j! =6

0
25 30 35 40 45 50 55 60

Figure 4.19: Layered medium (Total Field). Top: LCT image at j! = 6,8, respec-
tively, and bandwidth B = [0, 3]MHz, the ROP filter combined with DORT at the
selected windows and bandwidths shown on Table 4.3l Bottom: The LCT+ROP
images.
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Conclusion

In this thesis we considered recently developed filtering methodologies for coherent
signal enhancement that allow for imaging small defects in strongly scattering
media. The data are segmented into time-frequency windows and the windows that
contain coherent detectable echoes are selected. The selection is carried out either
following the LCT-based methodology as in [I4] or a random matrix theory based
approach [2]. The LCT-based method selects time-frequency intervals in which the
coherent signal is detectable by seeking for a pattern disruption in the behavior
of the singular values of the local-cosine transformed response matrix. Random
matrix theory is used either with a criterion that relies on the maximal value of
the image or in conjunction with a filter that aims at removing multiple scattering
contributions from the data. This filter, which we call the rank one projection
(ROP), was proposed in [I5] and can be also regarded as an autonomous step that
can be applied to the time-frequency filtered data provided by the LCT-based
algorithm. We show with extensive numerical simulations, carried out in a non-
destructive testing setup, that the LCT-based approach benefits by the additional
application of ROP and this is the method which provides the images with the
higher SNR in all cluttered media configurations considered.
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ITepiAndn

OewpoVE TO TEOBATUA TNG VY VEUOTS XAt ATELXOVIOTS ey ateAetdv (defects) oe
UECO UE LOoYURT) OXEDATT), YENOWOTOLWVTOS Ud EVEQYT) CUGTOLY (0 UETUTROTEWY TIOU
uTopoLY vor Taflouy Tov BLTTO POAO TV TOUTAOVY Xt 0exT®Y. To dedouéva yag etvar
o mivoxag amoxplong cuoTolylug mou cUAAEYETOL OTENVOVTOG Bpayelc ToAuolg amd
A30E TNYT XU XATOYPAPOVTOC TNV ATOXELOT TOL UEGOU GE OAOUG Toug 0éxTES. AuTod
70 TEOPANuUa Pploxel @upUOYES 0T OELOUIXY| ATEWOVIOT), DNAXDY| TNV ATEXOVION
YEWAOYIXWY CYNUAUTIOUMY TOU UTEDAPOUS, xADME Kol GTOV 1) XATACTEOPIXG EAEYYO
UAXOV [E TN YPNoT UTERTY®Y. XTNV €0YAC{o qUTY| ETIXEVTROOUUE TO EVOLUPELOY UAC
oTN 0e0TERY EQPAUPUOYY).

H anewodvion o péoa Ue toyvpn oxEdaon anoTeAel piar onuavTixy| TedxAnoT SLoTL
oo dedouéva TG cusTotytag xuplapyel o YopuBog e€outiag TG TOAATAAS GHEBACTIC
TWV XUPATWY amd TS aVOUOLOYEVELEG Tou pécou. T tnv emituyrh Ador tou mpo-
BAfuaTog TG amewodvione oE €va TéTolo Tep3dAloY axohoulolue T pedodoroyia
N¢ oLVETOUC BeATiwong oUaTOC Bloaéce Tou PLATEORICUUTOC TwV dedouévwy. Eidt-
x6Tepa, VewpoVUE TNV Tpocéyyion Tng epyooiog [14] xou avalntolue vo emthéEouue ta
T uEa YEOVOU-CUYVOTNTAUS TOU EUTEQLEYOLY TIC OVAUXAJCELS amtd TIG ATEAEIEG TTOU
emiupolye va anewovicouue. H pédodog mou axoroudolue Baciletan otn yeron Tou
TomXOU PeTaoynuatiopgol cuvnutévou (Local Cosine Transform (LCT)). H emhoyn
TV ToEaIUPWY YEOVOU-CUYVOTNTAUC CUVTEAE(TOL UE TNV OVIYVEUGCT) LIS OLOKPORETIXNC
CUUTEQLPORES TWV LOLCOUOWY TV TOU UETACY NUATIOUEVOU TVOXOL ATTOXELONG (G
CLVAPTNOT TNG CLYVOTNTOC.

Ocewpolue eniong 800 dadxacie emAoy¢ ToEUUEWY TOU YENOULOTOLOUY LOEES
ond ) Yewpla Tuyaionv mvéxwy (random matrix theory). H mpwtn €€ auwtdv, Baoile-
TOL OTO AMOTEAEGUOL TNG UTMEXOVIONG X0l TO GUYXEXPUIEVOL OTO UEYIGTO TNG EXOVAC
(xatdAnAa xovovixomotuévne) mou mpoxOnTeL and To dedopéva yia xde Topdiupo
XEOVOL-CUY VOTNTIG.

H 8ettepn dradixacia, yenotponotel éva giiteo (ROP) yio va omoPdiher and ta
OEDOMEVAL TIC GUVELOQORES TNG TOAAATAOUG oXEDUONG xL Emeltar emAEYEL T Tapdiupa
YEOVOU-CUYVOTNTOG, Yiot T oTtolar 1) aTéAeta ebvor oviy VEUGLUT), XOLTOVTAC Tr) UEYUAUTE-
on wwdlovoa T TOU GLIATEOPLOUEVOU THivoxa amOXELONG. XE QUTHY TNV TEPITTWOT)
onhadn n emioyt| Baociletar uévo ota dedouéva Tou TEOBAYUATOC.
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Kou o1ic 800 dadicacieg elvor amapodtntn 1 UEAETN TV WOLOTHTOY Tou Ttivaxa
ATOXELOTG OTO UECO WE Woyupr ox€daoT anoucio Twv atelelnv. Kadng yog evdlo-
(PEEOUV UOVO CTATICTIXES LOLOTNTEC TOL Tivaxa amdxplong Bev elvor amopalTnTo Vo
yivouv PeTeroElC 6TO (810 YUECO amOLGLN TOU GXEBAUCTY) (%L mou umopel Vo unv etvon
TdvToL RO TS duvatd). Apxel va €youue UETPNOELC TOU Tvoxo AmOXQIoNG OF €val
UYLES péoo (ywplc atéheteg) pe ta Bror YUEAUXTNEO TN TOAAAUTANC OXEDUOTG UE TO
UECO TOU oG EVOLUPEREL Vo EAEYEOULE.

Ipénel va tovicoupe 6L 0 plhtpo ROP mou agopd tnv emioyr tou nediou mou
€yet unooTel ubvo amh| oxédaon (single scattering) etvon ToAd amhéd oty egapuoy
ToL xou unopet va suvduacTtel ye to pihtpo LCT. H egapuoyy| tou emgpépel onuavtixg
Behtiwon tou Adyou orfjuatog Tpog Y6pufo oTa anoTEAEOUATY TNE ATEXOVIONS. AUTO
OVOOELXVOETOL OLOUTEQX YPHOWO OTAY TO UECO EYEL TOMATAES UTEAELEG.

Mehetrioaue TNV amddooT TWV BLUPORETIXWY TEOCEYYIOEWY UE EXTETUUEVES TPO-
COUOLOOELC TTOU DLEEGYOVTAL OTO TAXLGLO BOXLUWY U1 XUTAC TEOPOD EAEYYOU UMXODV.
Ou mpocopowwoelc pag delyvouv 6Tt 0 cuvduaouos tou LCT gihtpou pe to gikteo
ROP rnogeyel tor xaAITEQO UTELXOVIO TIXE. ATOTEAECUOTL.
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