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Abstract	
	
The	 choice	 of	 a	 proper	 force	 field	 for	 the	 description	of	molecules	 is	 always	 a	 big	
issue	in	simulations.	One	of	the	more	demanding	case	is	that	of	biomolecules.	In	this	
case	 the	development	of	a	new	 force	 field	appropriate	 for	 the	specific	molecule	 is	
the	most	accurate	method.	
The	focus	of	the	current	study	is	on	diphenylalanine	(FF)	peptides	in	tetrahydrofuran	
(THF)	solvent.	Our	work	highlights	the	effect	of	the	force	field	on	the	structural	and	
conformational	characteristics	of	diphenylalanine	peptides	in	THF.	More	specifically	
small	changes	of	the	charge	distribution	seem	to	play	a	crucial	role	on	the	behavior	
of	FF	peptides	in	THF.	
The	 structures	 that	 are	 formed	by	 the	molecules	 studied	 are	 very	 sensitive	 to	 the	
parameters	of	the	force	field	and	this	is	what	the	current	study	tries	to	address	from	
the	point	of	view	of	the	simulations.			
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I.	Theoretical	background	

	
Biomolecular	systems	&	self-assembly	
The	 study	 of	 biomolecular	 systems	 is	 a	 very	 important	 topic.	 It	 gives	 information	
about	 interactions	of	 vital	biomolecules,	 such	as	proteins	and	DNA,	 their	 structure	
and	how	they	behave	under	different	conditions.		
Self-assembly	 is	 a	 basic	 property	 of	many	 biomolecules,	which	 is	 the	 focus	 of	 the	
current	 work.	 Self-organized	 protein	 structures	 have	 either	 physiological	 or	
pathological	activities.	Many	human	disorders	are	associated	with	 the	protein	self-
organization,	 including	Alzheimer	 is	disease	and	Type	II	diabetes.1	More	specifically	
in	the	self-assembly	observed	in	peptides,	the	most	significant	case	is	that	of	amyloid	
fibrils.	Amino	acid	composition	plays	a	crucial	role	in	the	conformation	and	stability	
of	proteins	in	solution.	
Research	of	the	physical	and	chemical	properties	of	peptides/proteins	constitutes	an	
important	area	for	experimental	and	computational	studies.	
	
	
Diphenylalanine	(FF,	Phe-Phe)	
FF	 is	 a	 very	 common	 and	 well-known	 peptide.	 It	 is	 the	 core	 recognition	motif	 of	
Alzheimer’s	a-amyloid	peptide.	Its	chemical	formula	is	presented	in	Figure	1.	
	

	
Figure	1.	FF	molecule.2	

	
			
Particular	 interest	 is	 focused	 on	 the	 FF	 peptide	 by	 both	 sciences	 of	medicine	 and	
nanotechnology3.	 It	 forms	 a	 variety	 of	 different	 structures,	 which	 have	 been	
observed	experimentally	and	computationally.	A	model	of	diphenylalanine	peptide	is	
presented	 in	 Figure	 2.	 The	 same	 building	 block	 can	 self-assemble	 into	 various	
structures	 depending	 on	 the	 conditions	 such	 as	 temperature,	 pressure	 and	
solvent.4,5	 FF	 can	 strongly	 interact	 with	 other	 molecules	 through	 hydrogen	 bond	
networks	 and	 π-π	 stacking	 because	 of	 the	 phenyl	 groups	 (two	 aromatic	
phenylalanine	rings),	which	seem	to	be	responsible	for	the	self-assembly.6	
	

	
Figure	2.	Snapshot	of	FF	
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An	 experimental	 work	 of	 Yan	 et	 al.7	 reports	 three	 morphologies	 of	 FF	 until	 now;	
nanotubes,	nanowires	and	fibrils	 in	gels,	detected	by	scanning	electron	microscopy	
technique	(SEM).	All	of	them	depend	on	the	kind	of	solvent	where	they	are	diluted,	
and	 the	 environmental	 conditions	 (i.e.	 temperature	 etc.).	 More	 specifically,	 FF	 in	
aqueous	solvent	 forms	from	long	stiff	nanotubes	to	nanowires.	 In	tetrahydrofuran,	
FF	 forms	structures	 like	 flakes	called	peony-flower-like7,	as	 they	are	presented	and	
described	in	Figures	3a,	b,	c.	
	

	
Figure	 3a.	 Low	 (left)	 and	 high	 (right)	 magnified	 SEM	 images	 of	 peony-like	 flowers	 assembled	 by	
adding	THF	to	a	high	concentration	of	HFIP	solvent	to	FF.7	
	

	
Figure	 3b.	 Low	 and	 high	magnification	 SEM	 images	 show	 the	 variation	 of	 FF	 morphologies	 in	 the	
appearance	of	different	amount	of	HFIP.	(a,b)	Without	HFIP	before	THF	was	added.	(c,d)	Double	the	
amount	of	HFIP	before	THF	was	added.	(e,f)	Triple	the	amount	of	HFIP.7	
	

	
Figure	3c.	Low	and	high	magnification	SEM	images	show	the	variation	of	FF	morphologies	in	different	
temperature	with	 the	control	experiment.	 (a,b)	40o	C.	 (c,	d)	Around	the	melting	point	of	THF	 (-108o	
C).7	
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Tetrahydrofuran	(THF)	
THF	 is	 a	 small	 cyclic	 ether	 frequently	 adopted	 as	 solvent	 due	 to	 its	 remarkable	
physicochemical	 properties.	 It	 is	 a	 five-membered	 ring	 with	 an	 oxygen	 (O),	 four	
carbons	(C)	and	eight	hydrogens	(H)	bounded	to	the	carbons.	The	THF	molecules	are	
very	 interesting	 for	 studies	 related	 to	 structure	 of	 organic	 rings,	 torsional	 barriers	
and	vibrational	modes.	This	molecule	presents	a	pseudo-rotation	as	it	presented	by	
a	series	of	reported	results.	The	chemical	and	formula	of	THF	is	presented	in	Figure	
4.	
	
	

	 	 	 	 	 	
	 	 	 	 									
	 	 	 	 									Figure	4.	THF	
	 	 	 	 	 	
THF	 is	 a	 precursor	 of	 many	 biologically	 active	 molecules.	 For	 instance,	 marine	
macrolides	are	secondary	metabolites	with	very	 important	biological	activities	as	a	
defense	mechanism	to	the	aggression	of	the	environment.8-14	Because	of	that	they	
are	 good	 candidates	 for	 finding	 new	 bioactive	 molecules	 with	 pharmacological	
potential.	 Some	 tetrahydrofuran	 lignans	 have	 showed	 a	 wide	 range	 of	 biological	
activities	 such	 as	 anticancer,	 anti-inflammatory,	 analgesic,	 trypanocidal,	
schistosomicidal,	antileishmanial	and	antimalarial.	THF	 is	also	used	as	analogous	of	
the	 DNA	 skeleton,	 since	 DNA	 can	 be	 viewed	 as	 a	 chain	 consisting	 of	 various	 THF	
molecules	linked	to	each	other	by	phosphate	ions.	This	model	has	been	used	in	DNA	
mutations	induced	by	ionizing	radiation.	A	model	THF	peptide	is	presented	in	Figure	
5.	
	

	
Figure	5.	THF	molecule.	15	

	
THF	as	a	liquid	solvent	allows	the	creation	of	larger	volumes	in	which	free	electrons	
are	accommodated.	For	this	reason,	it	is	used	for	investigations	of	solvated	electron	
of	specific	importance,	such	as	electron-transfer	reactions	and	radiation	chemistry.	
Most	properties	of	 the	above	have	derived	exclusively	 from	computer	simulations.	
All	 these	 investigations	 have	 been	 parameterized	 so	 that	 the	 results	 produce	
reasonable	macroscopic	physical	properties,	i.e.	heat	capacity.	
Moreover,	 THF	 as	 a	well-known	 clathrate	 former	 and	 a	 promoter	 for	 gas	 hydrate	
formation	 is	particularly	 interesting	due	 to	 its	ability	 to	 form	hydrogen	bonds	with	
water.	Water	and	THF	 form	weak	hydrogen-bonded	complex.	Hydrogen	bonds	are	
important	 interactions	 because	 they	 determine	 the	 macromolecular	 structures	 of	
biologically	active	molecules	such	as	proteins	and	DNA.	
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THF	acts	only	as	an	H-bond	acceptor,	as	it	is	shown	in	the	following	picture,	and	the	
oxygen	of	the	ring	interacts	with	other	molecules	in	order	to	form	hydrogen	bonds.16	

	

	
Figure	6.	THF	only	acts	as	an	H-bond	acceptor.	16	

	
	

Figure	7.	Parallel	pairs	of	THF	as	a	function	of	the	intermolecular	distance.	(a)	r=3-4A;	(b)	r=4-6A;	
	(c)	r=6-7.5A.	17	
	
	
A	 pair	 of	 THF	 molecules	 has	 a	 standard	 orientation,	 depending	 on	 the	 distance	
between	 the	 two	 molecules.	 Some	 preferable	 possible	 orientations	 are	 from	
antiparallel	 to	 T-shape.	 It	 is	 suggested	 that	 this	may	 be	 related	 to	 the	 absence	 of	
packing	and	the	formation	of	voids	in	the	liquid.	
It	 is	 clear	 from	the	 figure	above	 that	 the	THF	molecules	 in	pairs	are	antiparallel	 to	
molecular	distances	between	3	and	4	Å,	with	the	angle	between	the	dipole	moment	
vectors	 about	 130˚	 and	 that	 angles	 tend	 to	 values	 about	 90˚	 for	 larger	molecular	
distances.	18	
	
	
	
	
	
	
	

r	



	 11	

II.	Molecular	Simulations	
	
Simulations	
Simulation	 is	 the	 imitation	 of	 the	 operation	 of	 a	 real-world	 process	 or	 system	 in	
time.	For	this	purpose	the	development	of	a	proper	model	is	required.	Mathematical	
models	 can	 be	 used	 in	 order	 to	 reproduce	 the	 behavior	 of	 a	 real	 system	 under	
specific	 conditions.	 Calculations	 are	 executed	 on	 a	 computer	 and	 output	 data	 are	
analyzed	properly.		
	
Doing	 simulations	 is	 very	 useful.	 First,	 it	 is	 way	 to	 do	 an	 experiment	 rather	 than	
perfoming	 it	 in	 a	 laboratory,	 especially	 when	 parameters	 such	 as	 temperature,	
pressure	etc.	are	very	high,	when	the	experiment	is	risky	in	practice,	or	the	materials	
studied	 have	 not	 been	 constructed	 yet.	 Simulations	 provide	 a	 satisfactory	 level	 of	
detail	in	a	lot	of	properties	that	cannot	be	measured	in	a	different	way.	This	depends	
on	the	programming	code,	which	calculates	the	given	amounts.	
On	the	other	hand,	simulations	may	lack	accuracy	in	calculations.	Considering	that	a	
mathematical	model	 is	used,	errors	are	 included	 in	the	results.	Statistics	are	also	a	
characteristic,	 which	 affects	 the	 properties	 and	 the	 results	 of	 a	 simulation.	 If	
statistics	are	not	good,	then	simulation	might	be	uncertain	at	least	in	a	quantitative	
degree.		
	
Computer	 simulations	 constitute	 a	bridge	between	 theory	 and	experiment,	 as	 it	 is	
presented	schematically	in	Figure	8.		
	
	
	 	 	 	 	 	 	 	 	 	 	
	 	 	

	
	 	
	
Figure	8.	Computer	simulations	constitute	a	bridge	between	theory	and	experiment.	
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Molecular	Dynamics	(MD)	
Molecular	dynamics	is	a	technique	for	studying	equilibrium	and	dynamical	properties	
of	 classical	many-body	 systems.	MD	uses	 a	 numerical	 algorithm	 to	 compute	 some	
basic	 characteristics	 of	 the	 system.	 Systems	 consist	 of	 N	 molecules	 (ex.	 simple	
liquids,	colloids,	macromolecules,	polymers	etc.).	MD	can	provide	 information	with	
atomistic	detail	for	a	variety	of	properties,	such	as	interactions	between	molecules,	
their	 structure	 and	 assembly.	 Historically,	 the	 first	 proper	 MD	 simulations	 were	
reported	in	1956	by	Alder	and	Wainwrght	at	Livermore.19	They	studied	the	dynamics	
of	 an	 assembly	 of	 hard	 spheres.	 Vineyard’s	 group	 at	 Brookhaven,	 who	 simulated	
radiation	 damage	 of	 crystalline	 Cu,	 reported	 the	 first	 MD	 simulation	 of	 a	 real	
material	 in	1959.	Also	 the	 first	MD	 simulation	of	 a	 real	 liquid	 (argon)	was	done	 in	
1964	 by	 Rahman	 at	 Argonne.	 20	 The	 development	 of	 science	 and	 technology	 of	
computers	contributes	 to	 the	development	of	molecular	dynamics	 simulations	and	
their	widely	use.	
	
MD	 calculates	 many	 properties	 of	 classical	 many-body	 systems	 by	 solving	 the	
Newton’s	classical	equations,	described	extensively	in	section	II.a	and	Figure	9	is	also	
a	typical	flow	chart.	
	
The	steps	of	MD	algorithm	are	the	following	21,	22:	
	

1. Prepare	the	initial	configuration.	This	means	a	“snapshot”	of	the	
corresponding	physical	system	is	constructed	and	initialized	(positions	and	
velocities	for	each	particle	within	the	system).	
	

2. Compute	the	forces	within	the	system;	intermolecular	forces	act	between	
atoms	of	different	chains	or	molecules,	and	intramolecular	between	the	
same	chain.	
	

3. In	order	to	estimate	potential,	next	step	is	the	integration	of	equations	of	
motion	with	an	appropriate	method.	
	

4. After	system	is	well	equilibrated,	in	every	step	of	the	algorithm	positions,	
velocities,	forces,	energies	etc.	are	measured	and	stored	periodically.	
	

5. Last	step	of	the	MD	algorithm	is	to	average	all	the	measurements	done	and	
print	out	the	final	values.	
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MD	Flow	Diagram	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	Starting	

	END	

	1.	Initial	configuration	

	2.	Compute	forces	of	
each	atom	within	the	

system	

3.	Integrate	equations	of	
motion	

	4.	Store	positions,	
energies	etc.	every	N	

steps	

5.	Print	out	final	
averages	

	N	
steps	

Figure	9.	MD	flow	diagram.	21	



	 14	

a.	Force	Calculation	
Newton’s	equations	of	motion	
Equations	of	motion	are	integrated	numerically	to	give	information	for	the	positions	
and	velocities	of	each	atom	of	the	system.	21-23	
Consider	a	system	of	N	particles.	
A	simple	atomic	system	can	be	written	
	

𝑚!𝒓! = 𝒇𝒊	
	

𝒇! = −
𝜕
𝜕𝒓!

𝒰	

	
where	
				
𝒇! 							 		the	forces	acting	on	the	atoms	
𝒓! 		 		the	coordinates	of	every	particle	
𝒰(𝒓!)			the	potential	energy,	where	𝒓! = (𝒓!, 𝒓!,… , 𝒓!)	represents		the		 	
	 		complete	set	of	3N	atomic	coordinates.	
	
And	we	introduce	the	atomic	momenta	𝒑! = (𝒑𝟏,𝒑!,… ,𝒑!),	in	terms	of	which	the	
kinetic	energy	is	written		

𝒦 𝒑! = |𝒑!|! 2𝑚!

!

!!!
	

	
Then	the	Hamiltonian	(energy)	may	be	written	as	the	sum	of	kinetic	and	potential	
energy	

ℋ = 𝒦 +𝒰	
	
Writing	down	the	equations	of	motion	as		
	
																																																							𝒓! = 𝒑! 𝑚! 							
	 	 															
	 	 	 																			𝒑! = 𝒇! 		
	
lead	us	to	a	system	of	ordinary	differential	equations.	
	
These	equations	present	some	interesting	properties;	
	

• Hamiltonian	is	a	constant	of	motion,	ℋ = 𝑑ℋ 𝑑𝑡 	is	zero,	if	we	assume	
𝒦 and		𝒰		do	not	depend	explicitly	on	time.	This	is	the	conservation	law.	

• Hamilton’s	equations	of	motion	are	reversible	in	time.	That	means	all	
trajectories	can	retrace	backwards	with	changing	the	signs	of	velocities.	
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b.		Numerical	Algorithms	
Algorithms	solve	the	ordinary	differential	equations	of	the	form		
	

𝑚!  𝒓! ≡ 𝑚!  𝒒! = 𝑭!  	
	
Some	terms	of	choosing	the	most	ideal	algorithm	are	the	following:		21-23	
	

• Algorithms	should	be	accurate,	fast	and	require	not	a	lot	of	memory.		
• The	satisfaction	of	the	energy	conservation	law.	
• Large	time	step	dt	should	be	permitted	by	the	algorithm	
• Algorithm	must	not	require	an	expensively	large	number	of	force	evaluations	

per	integration	time	step,	i.e.	Runge-Kutta	is	an	inappropriate	method.		
	
It	is	clear	that	algorithms	do	not	provide	the	exact	solution	of	the	integrations.	But	
this	is	not	a	serious	problem	because	MD	simulations	focus	on	thermodynamic	
properties	and	dynamics	and	not	on	the	exact	configuration.	
	
b.1.	Verlet	Methods	
A	fast,	accurate,	simple	and	time	reversible	algorithm.	It	is	used	for	integrating	the	
classical	equations	of	motion.		Verlet	equations	are	derived	from	the	Taylor	
expansion	at	times	t-dt		and		t+dt:	
	

𝐫 𝑡 + 𝑑𝑡 =  𝐫 𝑡 +  𝑑𝑡𝐯 𝑡 +  
𝑑𝑡!

2 𝐫(𝑡)+
𝑑𝑡!

6 𝐫(𝑡)+  𝒪(𝑑𝑡!)	
	

𝐫 𝑡 − 𝑑𝑡 =  𝐫 𝑡 −  𝑑𝑡𝐯 𝑡 +  
𝑑𝑡!

2 𝐫 𝑡 −
𝑑𝑡!

6 𝐫(𝑡)+  𝒪(𝑑𝑡!)	
	
By	summing	the	two	equations,	we	get	
	

𝐫 𝑡 + 𝑑𝑡 = 2𝐫 𝑡 −  𝐫 𝑡 − 𝑑𝑡 +  𝑑𝑡!𝐫 𝑡 +  𝒪(𝑑𝑡!) 	
	
and		𝐫 𝑡  is	known	from	the	forces,	velocities	and	positions.	
	
There	are	two	modifications	of	the	Verlet	scheme.	The	first	is	the	leap-frog	
algorithm,	where	positions	and	velocities	are	not	calculated	at	the	same	time;	
velocities	are	evaluated	at	half-integer	time	steps:	

𝐫 𝑡 + 𝑑𝑡 = 𝐫 𝑡 + 𝑑𝑡𝐯 𝑡 +  
𝑑𝑡
2 	

	
	 	 																						𝐯 𝑡 + !"

!
=  𝐯 𝑡 + !"

!
+  𝑑𝑡𝐫(𝑡)	

	
Then	we	calculate	velocities	at	time	𝑡	as	averages	of	the	values	at	times	𝑡 + !"

!
	and	

𝑡 − !"
!
,	in	order	to	find	the	Hamiltonian	ℋ:	
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𝐯 𝑡 =  
1
2  𝐯 𝑡 +

𝑑𝑡
2 + 𝐯 𝑡 −

𝑑𝑡
2 	

	
From	the	formula	above	we	cannot	find	the	positions	and	velocities	at	the	same	
time,	so	there	is	another	way	to	calculate	them,	with	a	new	algorithm,	the	velocity-
Verlet	algorithm:	
	
	

𝐫 𝑡 + 𝑑𝑡 =  𝐫 𝑡 + 𝑑𝑡𝐯 𝑡 +  
𝑑𝑡!

2 𝐫(𝑡)	
	

𝐯 𝑡 + 𝑑𝑡 =  𝐯 𝑡 +  
𝑑𝑡
2  𝐫 𝑡 + 𝐫(𝑡 + 𝑑𝑡) 	

	
	
If	we	write	equation	(1)	as:		

𝐫 𝑡 =  𝐫 𝑡 + 𝑑𝑡 −  𝑑𝑡𝐯 𝑡 −  
𝑑𝑡!

2 𝐫(𝑡)	
and	add	a	𝑑𝑡	:					
		

𝐫 𝑡 + 2𝑑𝑡 =  𝐫 𝑡 + 𝑑𝑡 + 𝑑𝑡𝐯 𝑡 + 𝑑𝑡 +  
𝑑𝑡!

2 𝐫(𝑡 + 𝑑𝑡)	
	
we	get:		

𝐫 𝑡 +  𝐫 𝑡 + 2𝑑𝑡 = 2𝐫 𝑡 + 𝑑𝑡 +  
𝑑𝑡!

2  𝐫 𝑡 + 𝑑𝑡 −  𝐫(𝑡)  	
	
					
In	conclusion,	the	accuracy	of	an	algorithm	depends	on	its	order.	A	higher	order	
method	is	much	better	for	running	a	simulation	for	long	times	but	it	is	not	time	
reversible,	so	it	doesn’t	satisfy	the	energy	conservation	law.	On	the	other	hand	
Verlet	methods	are	reversible	in	time	and	ideal	for	running	long	MD	simulations.	
	
c.	Statistical	ensembles	
Most	quantities	we	wish	to	calculate	depend	on	the	temperature	and	the	pressure.	
There	are	several	reasons	why	it	is	necessary	to	control	them.	MD	simulations	are	
conducted	under	specified	conditions	of	temperature	and	pressure,	in	order	to	give	
the	desirable	results.	
There	is	a	variety	of	methodologies	for	performing	MD	simulations	under	isothermal	
(Constant	temperature)	or	isochoric	(Constant	pressure)	conditions.	Figure	18	refers	
to	some	statistical	ensembles.	
	
NPT	ensemble:	Isothermal-isobaric	ensemble;	N	particles	(N)	of	the	system	are	kept	
constant;	pressure	(P)	is	constant	and	temperature	(T)	also.	
	
NVT	ensemble:	Canonical	ensemble;	N	particles	(N)	of	the	system	are	kept	constant;	
volume	(V)	and	temperature	(T)	are	constant	too.		

(1)	
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Thermodynamics	Kinetic	Theory	
	

NVE	Microcanonical	
NVT	Canonical	

NPT	Isothermal-isobaric	
NPH	Isoenthalpic-isobaric	

	
	
	
	

	
	
d.	The	Berendsen	Thermostat-Barostat	
Berendsen	proposed	a	way	for	performing	MD	simulations	without	the	need	to	use	
an	extended	Lagrangian	as	other	Thermostats	such	as	The	Nose-Hoover	Thermostat,	
by	coupling	a	system	into	a	temperature	and/or	pressure	bath.21-23	The	algorithm	
corrects	slowly	the	initial	given	temperature	To	according	to	the	following	equation:	
	

𝑑𝑇
𝑑𝑡 =  

𝑇! − 𝑇
𝜏!

	

	
which	means	that	a	temperature	deviations	decays	exponentially	with	the	time	
constant	τ.		
	
Correspondingly	the	equation	for	pressure	coupling:	
	

𝑑𝑃
𝑑𝑝 =  

𝑃! − 𝑃
𝜏!

	

T	and	P	are	the	instantaneous	values	of	temperature	and	pressure	calculated	from	
the	momenta	and	configuration	of	the	system.	
	
The	solution	of	these	equations	forces	velocities	to	be	scaled	at	every	time	step	by	
factors	χΤ	and	χP	respectively	by:	
	

𝜒! = (1+
𝑑𝑡
𝜏!
(
𝛵!
𝛵 − 1))! !	

Figure	18.	Statistical	ensembles	24	
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𝜒! =   1− 𝑏!
𝑑𝑡
𝜏!

 (𝑃! − 𝑃)	

	
where		𝑏! 	:	the	isothermal	compressibility	of	the	system.	
	
This	method	is	simple	but	suffers	from	the	fact	that	the	phase	space	probability	
density	it	defines,	does	not	conform	to	a	specific	statistical	ensemble.	
	
	
e.	Periodic	Boundary	Conditions	
Every	simulated	system	has	a	number	of	atoms	much	less	than	a	macroscopic	piece	
of	matter	 of	 the	 order	 1023.	 In	 addition,	 to	 perform	a	 simulation	 it	would	 be	 very	
expensive	having	 such	a	big	 system.	 	For	 this	Periodic	Boundary	Condition	 (PBC)	 is	
used	in	which	particles	are	enclosed	in	a	box,	and	the	box	is	replicated	to	infinity	by	
rigid	translation	in	all	the	three	Cartesian	directions,	completely	filling	the	space.25,	26	
	
Figure	19	describes	the	periodic	boundary	conditions	in	a	simulation	box.	The	basic	
idea	behind	 the	PBC	 is	 that	 if	an	atom	moves	 in	 the	original	 simulation	box,	all	 its	
images	move	in	a	concerted	manner	by	the	same	amount	and	in	the	same	fashion.	
The	computational	advantage	of	 this	method	 is	 that	we	need	 to	keep	 track	of	 the	
original	image	only	as	representative	of	all	other	images.	As	the	simulation	evolves,	
atoms	can	move	through	the	boundary	of	the	simulation	cells.	When	this	happens,	
an	image	atom	from	one	of	the	neighboring	cell	enters	to	replace	the	lost	particle.	
	
	

	
	

Figure	19.	Periodic	Box	Condition.	The	dotted	line	circle	indicates	the	cut	off	radius	(Rc).	The	yellow	
colored	cell	indicates	the	central	cell	which	is	translated	in	x,	y	and	z	direction.	25	

	
	
	
f.	Coordinates	and	velocities	
Necessary	to	start	the	MD	run	is	to	set	coordinates	and	velocities	of	all	particles	of	
the	system.	The	box	size	is	also	required.	Box	size	and	shape	is	determined	by	three	
vectors	𝒃𝟏,𝒃𝟐,𝒃𝟑,	which	represent	the	three	basis	vectors	of	the	periodic	box.	
Run	starts	when	time	is	set	to	t=t0	and	coordinates	at	t=t0	are	known.	Initial	atomic	
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velocities	𝑣! , 𝑖=1,	…,3N,		if	they	are	unknown,	can	be	generated	at	a	given	
temperature	T	by	the	following	formula;	23		
	

𝑝 𝑣! =
𝑚!

2𝜋𝑘𝑇 exp −
𝑚!

2𝑘𝑇 	

	 	
	 where	k:		Boltzmann’s	constant	
	
Figure	10	describes	a	typical	Maxwell-Boltzmann	velocity	distribution.	

	

	
	

Figure	10.	A	Maxwell-Boltzmann	velocity	distribution,	generated	from	random	numbers.	23	
	
	
	
g.	Topology	and	Forcefield	
The	description	of	molecular	interactions,	bonded	and	non-bonded	is	performed	
using	potential	functions.	23		
	
Forcefield	is	a	semi-empirical	way	to	mimic	the	interactions	between	atoms	and	
molecules.	It	consists	of	a	functional	form	with	adjustable	parameters,	which	depend	
on	the	chemical	nature	of	the	molecules	studied.	Two	force	fields	may	utilize	the	
same	functional	form,	but	have	different	parameter	sets.	
	 	
	
g.1	Non-bonded	Interactions	
The	part	of	the	potential	energy			𝒰!"!!!"#$%$ 		representing	non-bonded	
interactions	between	atoms	is	split	into	1-body,	2-body,	3-body,	…	terms:	
	
	
	 	 𝒰!"!!!"#$%$ 𝒓! = 𝑢 𝒓! +  𝑣 (𝒓! , 𝒓!)!!!!  ! 	
	
	
The	𝑢(𝒓)	term	represents	an	externally	applied	potential	field	or	the	effects	of	the	



	 20	

container	walls.	It	is	usual	to	concentrate	on	the	pair	potential	𝑣 𝒓! , 𝒓! = 𝑣(𝒓!")	
and	neglect	3-body	or	higher	order	interactions.	
	
	
g.1.1.	The	Lennard-Jones	interaction		
This	potential	is	the	most	commonly	used	form	for	computing	the	non-bonded	
interactions	between	two	atoms	(Van	der	Waals):	
	
	

𝒱ℒ𝒥 𝑟!" =  
𝐶!"
(!")

𝑟!"!"
−
𝐶!"
(!)

𝑟!"!
	

	
Figure	11	describes	the	LJ	potential	as	a	function	of	distance	r.	

 
Figure	11.	The	Lennard-Jones	interaction.	23	

	
	

The	force	derived	from	this	potential	is:	
	
	

𝑭! 𝒓!" =  12
𝐶!"
(!")

𝑟!"!"
− 6

𝐶!"
(!)

𝑟!"!
 
𝒓!"
𝑟!"

	

	
	
The	LJ	potential	may	also	be	written	in	the	following	form:	

𝑉!" 𝑟!" =  4𝜖!"  
𝜎!"
𝑟!"

!"

−  
𝜎!"
𝑟!"

!

	

	
where	𝜖	and	𝜎	are	two	parameters	which	define	the	type	of	combination	rule	in	the	
topology	of	the	force	field.		
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There	are	three	types	of	combination	rules	in	order	to	form	the	parameter	matrix	of	
the	non-bonded	LJ	parameters:	
	 	

	 Type	1:			 	 		𝐶!"
(!) =  𝐶!!

(!) 𝐶!!
(!) !/!

	
	

				 	 						 	 			𝐶!"
(!") =  𝐶!!

(!") 𝐶!!
(!") !/!

	
	
	 	
	 Type	2:		 	 	𝜎!" =  !

!
(𝜎!! +  𝜎!!)	

	
																								 	 													𝜖!" =  (𝜖!!  𝜖!!)!/!	
	
And	there	is	a	geometric	average	of	the	above:	
	
					 Type	3:			 	 𝜎!" =  (𝜎!!  𝜎!!)!/!								
	
	 	 	 	 		𝜖!" =  (𝜖!!  𝜖!!)!/!	
							 	 	
	
For	this	work	it	is	chosen	the	second	type	of	combination	rule.	
	
	
g.1.2.	Coulomb	Interaction	
The	Coulomb	interaction	between	two	particles	is	estimated	by	the	formula:					
	 	 	

𝑉! 𝑟!" =  𝑓 
𝑞!𝑞!
𝜀!𝑟!"

	

	
where		𝑓 =  !

!!!!
= 138.935 485.	

	
The	force	derived	from	this	potential	is:	
	

𝑭! 𝒓!" =  𝑓 
𝑞!𝑞!
𝜀!𝑟!"!

 
𝒓!"
𝑟!"

	

	

	

Figure	12	depicts	the	potential	of	Coulomb	interactions	as	a	function	of	distance	r.	
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Figure	12.	The	Coulomb	interaction	(for	particles	with	equal	signed	charge)	with	and	without	reaction	
field.	In	the	later	case	𝜀! = 1,	𝜀!" = 78	and	𝑟! = 0.9	nm.	The	dot-dashed	line	is	the	same	with	dashed	
line,	exept	for	a	constant.	23	
	
	

Electrostatics’	Methods	of	Coulomb	Interactions	
	
g.1.2.1.	PME	
The	total	electrostatic	energy	of	𝑁	particles	and	their	periodic	boundary	images	is	
equal	to:	
	

𝑉 =  
𝑓
2  

𝑞!  𝑞!
𝒓!",𝐧

𝑵

𝒋

𝑵

𝒊!!∗!!!!

	

	
	 	
𝑛! ,𝑛! ,𝑛! =  𝐧	is	the	box	index	vector,	and	the	star	*	indicated	that	terms	with	
𝑖 = 𝑗	should	be	omitted	when	 𝑛! ,𝑛! ,𝑛! = (0, 0, 0).	The	distance	𝒓!",𝒏	is	the	real	
distance	between	the	charges	and	not	the	minimum-image.	This	sum	is	conditionally	
convergent,	but	very	slow.	Ewald	summation	was	first	introduced	as	a	method	to	
calculate	long-range	interactions	of	the	periodic	images	in	crystals.	The	idea	is	to	
convert	the	single	slowly	converging	sum	into	two	quickly	converging	terms	and	a	
constant	term:	
	

𝑉 = 𝑉!"# + 𝑉!"# + 𝑉!	
	

𝑉!"# =  
𝑓
2  𝑞!𝑞!  

𝑒𝑟𝑓𝑐(𝛽𝑟!",𝒏)
𝑟!",𝐧!!∗!!!!

!

!,!
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𝑉!"# =  
𝑓
2𝜋𝑉  𝑞!𝑞!  

exp (− 𝜋𝒎
𝛽

!
+ 2𝜋𝑖𝒎 ∙ (𝒓! − 𝒓!))

𝒎!
!!∗!!!!

!

!,!

 

	

𝑉! =  −
𝑓𝛽
𝜋

 𝑞!!
!

!

	

	
where	𝛽	is	a	parameter	that	determines	the	relative	weight	of	the	direct	and	
reciprocal	sums	and	𝐦 = (𝑚! ,𝑚! ,𝑚!).	In	this	way	we	can	use	a	short	cut	off	(1	nm	
order)	in	the	direct	space	sum	and	a	short	cut	off	in	the	reciprocal	space	sum.	
Unfortunately	the	computational	cost	of	the	reciprocal	part	of	the	sum	increases	as	
𝑁!	or	𝑁!/!	and	it	is	therefore	not	realistic	for	use	in	large	systems.				
	
PME	stands	for	Particle	Mesh	Ewald	summation	and	it	is	used	to	calculate	long-range	
interactions.	It	was	proposed	by	Tom	Darden	to	improve	the	performance	of	the	
reciprocal	sum.	Instead	of	directly	summing	wave	vectors,	the	charges	are	assigned	
to	a	grid	using	interpolation.	The	grid	is	then	Fourier	transformed	with	a	3D	FFT	
algorithm	and	the	reciprocal	energy	term	obtained	by	a	single	sum	over	the	grid	in	k-
space.	
	
The	potential	at	the	grid	points	is	calculated	by	inverse	transformation,	and	by	using	
interpolation	factors	we	get	the	forces	on	each	atom.	
	
The	PME	algorithm	scales	as	𝑁 log(𝑁),	and	is	a	fast	on	medium	to	large	systems.	
	
When	we	use	it,	the	short-range	Coulomb	potential	must	be	modified,	and	is	given	
by:	
	

𝑉 𝑟 =  𝑓 
𝑒𝑟𝑓𝑐(𝛽𝑟!")

𝑟!"
 𝑞!𝑞! 	

	
where		 𝛽		is	a	parameter	that	determines	the	relative	weight	between	the	direct	
space	sum	and	the	reciprocal	space	sum	and	𝑒𝑟𝑓𝑐(𝑥)	is	the	complementary	error	
function.	
		
	
	
g.1.2.2.	Cut-off	
The	coulomb	interaction	is	estimated	for	Cut-off	electrostatics	method,	and	also	for	
LJ	interactions,	by	the	following	equation:	
	

𝑉 𝑟 =    𝑓 
𝑞!𝑞!
𝑟!"

!

!,!

  , 𝑟 ≤ 𝑟!"# 

 0                     , 𝑟 > 𝑟!"#
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where			𝑞! , 𝑞! 		the	atom	charges	
															𝑟!" 							the	distance	between	of	𝑖 , 𝑗	atoms	
															𝑓									the	coulomb	force	
															𝑟!"#					the	given	cut-off	distance	
															𝑁									the	total	number	of	atoms.	
	
When	using	this	method,	we	assume	a	sphere	of	a	given	radius	which	is	the	cut-off	
distance		𝑟!"#.	All	interactions	inside	the	sphere	are	counted	on	the	total	potential.	
Above	this	radius	nothing	is	taken	on	account,	like	it	does	not	happen.	Cut-off	
electrostatics	is	a	fast	method	for	force	and	potential	estimation	and	is	often	
preferred	for	MD	simulations.	Though,	it	does	not	reflect	the	real	force	field	because	
it	skips	many	interactions	that	may	affect	the	results.	
	
	
g.1.2.3.	Reaction-Field		
For	homogenous	systems	the	coulomb	interaction	can	be	calculated	by	the	following	
formula,	by	assuming	a	constant	dielectric	environment	beyond	the	cut-off	𝑟! 	with	a	
dielectric	constant	𝜀!"	:	
	
	

𝑉!"# = 𝑓
𝑞!𝑞!
𝜀!𝑟!"

  1+
𝜀!" −  𝜀!
2𝜀!" +  𝜀!

 
𝑟!"!

𝑟!!
 – 𝑓 

𝑞!𝑞!
𝜀!𝑟!

 
3𝜀!"

2𝜀!" +  𝜀!
	

	
which	is	equal	to	zero	when	the	cut-off	is		𝑟! 	.	For	charged	cut-off	spheres,	this	
corresponds	to	neutralization	with	a	homogenous	background	charge.	For	simplicity,	
the	equation	can	be	written	as:	
	

𝑉!"# = 𝑓 
𝑞!𝑞!
𝜀!

 
1
𝑟!"
+  𝑘!" 𝑟!"! −  𝑐!" 	

	
with	
	 	 	 	

𝑘!" =  
1
𝑟!!

 
𝜀!" −  𝜀!
2𝜀!" +  𝜀!

	

	

𝑐!" =  
1
𝑟!
+ 𝑘!" 𝑟!! =   

1
𝑟!

 
3𝜀!"

(2𝜀!! +  𝜀!)
 	

	
For	large	𝜀!" 	the	𝑘!"	goes	to	𝑟!!! 2,	while	for		𝜀!" =  𝜀! 	the	correction	vanishes.	
The	force	derived	from	this	potential	reads:	
	

𝑭𝒊 𝒓!" = 𝑓 !!!!
!!

 !
!!"
! −  2𝑘!" 𝑟!"  𝒓!"

!!"
	.	
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g.2.	Bonded	interactions	
	
These	interactions	regard	to	bond,	angles,	proper	and	improper	dihedrals	of	atoms	
in	the	system.	
	
	

𝒰!"#$%&'()*+(%$ =  𝒱!"#$ +  𝒱!"#$% +  𝒱!"#!$" +  𝒱!"#$%#&$ 	
	
where	 	 	 											

𝒱!"#$ =  
1
2 𝑘!"

!  (𝑟!" − 𝑏!")!	
	
	
describes	the	harmonic	potential	of	the	bond	stretching	between	two	covalently	
bonded	atoms	𝑖	and	𝑗	(Figure	13).	

	
	

	
	

Figure	13.	Bond	stretching	(left)	and	its	potential	(right).	23	
	
	

𝒱!"#$% =  
1
2 𝑘!"#

!  (𝜃!"# − 𝜃!"#! )!	
	

which	describes	the	harmonic	potential	of	the	bond-angle	vibration	between	three	
atoms	𝑖,	𝑗,	𝑘	and	their	angle	𝜃!"#	(Figure	14).	

	
	

Figure	14.	Angle	vibration	(left)	and	its	potential	(right).	23	
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𝒱!"#!$" = 𝑘! (1+ cos (𝑛𝜑 − 𝜑!))	
	
which	describes	the	potential	of	proper	dihedral	interactions	where	𝜑	is	the	angle	
between	𝑖𝑗𝑘	and	the	𝑗𝑘𝑙	planes,	with	𝑖	and	𝑙	on	the	same	side	i.e.	zero	
corresponding	to	the	𝑐𝑖𝑠	configuration	(Figure	15).	

	

	
	

Figure	15.	Proper	dihedral	angle	(left)	and	its	potential	(right).	23	
	

𝒱!"#$%#&$ =  
1
2  𝑘!(𝜉!"#$ − 𝜉!)!	

	
	
which	describes	the	improper	dihedrals	that	are	meant	to	keep	planar	groups,	such	
as	aromatic	rings,	planar	or	prevent	molecules	from	flipping	over	their	images	
(Figure	16).	
	

	
	

	
Figure	16.	Improper	dihedral	angles	(up)	and	its	potential	(down).	The	improper	dihedral	angle	is	
defined	as	the	angle	𝜉	between	planes	(i,	j,	k)	and	(j,	k,	l).	23	
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h.	Neighbors	
	
	

	
	 	 	 	 	 	 	 	 	 	 	

	
	 	 	
	

	 	
	 	 	 	

	
	

	
	
	

Atoms	 within	 a	 molecule	 that	 are	 close	 by	 in	 a	 chain,	 atoms	 that	 are	 bonded	 or	
linked	by	one	or	two	atoms	are	called	first	neighbors,	second	and	third	respectively.	
23	Reactions	between	atoms	 i,	 i+1,	 i+2	are	mainly	quantum	mechanical	and	cannot	
be	modeled	by	a	LJ	potential.	These	interactions	are	modeled	by:	
o a	harmonic	bond	term	or	constraint	for	i,	i+1	atoms	
o a	harmonic	angle	term	for	i,	i+1,	i+2	atoms	
	
The	first	and	second	neighbors	of	atom	i	are	excluded	from	the	LJ	interaction.	Atoms	
i+1,	i+2	are	called	exclusions	of	atom	i.	
For	 third	 neighbors,	 the	 normal	 LJ	 repulsion	 is	 sometimes	 so	 strong	which	means	
that	if	it’s	applied	to	a	molecule,	the	molecule	might	break	or	deform.		
Figure	17	describes	schematically	a	typical	neighborhood	of	atoms	in	a	chain.	
	
i.	Cut-offs	
	
The	force	calculation	in	molecular	dynamics	is	a	O(N2)	problem.	To	reduce	it,	a	cut-
off	distance	 is	applied	 for	 the	non-bonded	 force	calculations.	This	means	 that	only	
particles	 within	 the	 certain	 distance	 are	 interacting	 in	 the	 simulation	 and	 any	
interaction	between	atoms	separated	by	more	 than	 the	cutoff	distance	 is	 ignored.	
This	method	reduces	the	error	to	O(N),	a	quite	acceptable	quantity,	and	is	generally	
accepted	as	being	sufficiently	accurate	for	Van	der	Waals	forces,	which	decay	to	zero	
as	 the	 distance	 increases.	 Electrostatic	 forces	 fall	 off	 much	 more	 slowly	 with	
distance.	 So	 a	 simple	 truncation	 at	 the	 cutoff	 distance	 may	 cause	 errors.	
Approximations	have	been	proposed	to	modify	the	electrostatic	potential	so	that	the	
forces	approach	zero	at	the	cutoff	distance	or	be	exactly	zero.	23	
	
An	 alternative	 approach	 is	 to	 fully	 account	 for	 the	 long-range	 component	 of	 the	
electrostatic	 interactions,	 as	 Ewald	 summation	 techniques.	 This	 kind	of	 techniques	
involves	 splitting	 the	 electrostatic	 interactions	 into	 a	 quickly	 decaying	 near	
component	that	can	be	calculated	for	all	atom	pairs	within	a	fixed	cutoff	and	a	long-	
range	component	that	can	be	more	efficiently	calculated	using	other	methods.	

Figure	17.	Atoms	in	a	chain	

i	

i+1	

i+2	

i+3	

i+4	
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Two	sort	of	parameters	are	used	for	treatment	of	cut-offs,	depending	on	the	
method,	as	they	are	listed	in	Table	1:	
	
Type	 Parameters	
Coulomb																Cut-off	
																																	Reaction	field	

rc,	εr	
rc,	εrf	

Van	der	Waals						Cut-off	 rc	

Table	1.	Parameters	for	two	basic	different	functional	forms	of	the	non-bonded	interactions.	23	
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III.	Aim	of	this	study	
	
The	 choice	 of	 a	 proper	 force	 field	 for	 the	 description	of	molecules	 is	 always	 a	 big	
issue	in	simulations.	One	of	the	more	demanding	case	is	that	of	biomolecules.	In	this	
case	 the	development	of	a	new	 force	 field	appropriate	 for	 the	specific	molecule	 is	
the	most	accurate	method.	
However	this	demands	expensive	ab	initio	calculations,	which	are	not	always	easy	to	
be	 performed.	 For	 this	 reason	 usually	 biomolecules	 (i.e.	 peptides)	 are	 described	
through	 existing	 force	 fields,	 which	 have	 been	 developed	 for	 the	 description	 of	
similar	 entities.	 Parameters	 for	 bonded	 and	 non-bonded	 interactions	 as	 well	 as	
charge	distribution	can	differentiate	the	calculated	results	with	the	last	being	one	of	
the	most	important	factors.	
This	is	exactly	the	focus	of	the	current	study	on	FF	peptides	in	THF	solvent.	Our	work	
highlights	 the	 effect	 of	 the	 force	 field	 on	 the	 structural	 and	 conformational	
characteristics	of	diphenylalanine	peptides	in	THF.	More	specifically	small	changes	of	
the	 charge	distribution	 seem	 to	play	 a	 crucial	 role	on	our	 findings.	On	 top	of	 that	
issues	 concerning	 the	method	of	 calculation	of	 electrostatic	 interactions	 (i.e.	 PME,	
cut	off,	reaction	field)	as	well	as,	the	accuracy	of	calculations	(i.e.	cut	off	distance	for	
non-bonded	interactions)	are	examined.	
It	is	important	to	note	here	that	even	in	experiments,	factors	like	charge	distribution	
are	 sensitive	 to	 the	way	 that	 sample	 is	 prepared,	 the	 experimental	 technique	 and	
the	 conditions	 under	 which	 measurements	 are	 performed	 (i.e.	 pressure,	
temperature).	For	example	the	existence	of	a	co-solvent	could	potentially	affect	the	
initial	 charge	 distribution	 or	 even	 continuous	 charge	 transfer	 could	 happen	 under	
certain	conditions.	
Formed	 structures	 are	 very	 sensitive	 to	 there	 parameters	 and	 this	 is	 what	 the	
current	study	tries	to	address	from	the	point	of	view	of	the	simulations.		
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IV.	Simulated	systems	and	models	
	
1.	Systems	

							The	systems	studied	in	this	work	are	listed	in	Table	2.	
	

System	 Name	 	FF-type	 N-peptide	 N-solvent	 no.	atoms	 rcutoff				
(nm)	

Electrostatic	
method	

Time	
(ns)	

1	 FF	in	THF	 Non-polar	 16	 1912	 25448	 0.9	 Cut-off	 100	

2	 FF	in	THF	 Non-polar	 16	 1912	 25448	 1.0	 Cut-off	 100	

3	 FF	in	THF	 Non-polar	 16	
	

1912	 25448	 1.0	 PME	 30	

4	 FF	in	THF	 Non-polar	 16	 1912	 25448	 1.3	 Cut-off	 30	

5	 FF	in	THF	 Non-polar	 16	 1912	 25448	 1.3	 Reaction	field	 100	

6	 FF	in	THF	 Polar	 16	 1899	 25279	 1.3	 Reaction	field	 100	

7	 FF	in	THF		
	

Polar	
	

48	
	

5696	
	

75824	
	

1.3	
	

Reaction	field	
	

100	
	

8	 FF	in	THF	 Non-polar	 48	 5760	 76656	 1.3	 Reaction	field	 100	

9	 FF	in	THF	 Non-polar	 2	 767	 10045	 1.3	 Reaction	field	 30	

10	
	

FF	in	THF	
	

Non-polar	
	

2	
	

768	
	

10058	
	

1.3	 Cut-off	
	

50	
	

11	
	

FF	in	THF		
	

Polar	
	

2	
	

763	
	

9993	
	

1.3	
	

Reaction	field	
	

100	
	

12	 FF	in	THF		 Polar	
	

2	
	

763	
	

9993	
	

1.3	
	

PME	 100	

13	 FF	in	THF		 Polar	 2	 763	 9993	 1.0	 PME	 100	

14	 FF	in	THF		 Polar	 2	 763	 9993	 1.0	 Cut-off	 30	

15	 FF	in	water	 Polar	 16	 6837	 21103	 1.0	 Cut-off	 50	

16	 FF	in	
methanol	

Non-polar	 32	 6552	 20840	 1.0	 Cut-off	 50	

17	 FF	in	mixture	
of	50%	water	
&	50%	
methanol	

Non-polar	 16	 4026	 12670	 1.0	 Cut-off	 50	

Table	2.	Systems	studied	
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Details	 such	as	 the	number	of	peptides,	 the	number	of	 the	solvent	molecules,	 the	
number	of	total	atoms	of	the	simulated	systems	is	included	in	the	table	above.	The	
concentration	 of	 systems	 1-8	 is	 equal	 to	 0.035	 gFF/cm3	 solvent.	 Two	 atomistic	
structures	of	FF	are	used;	a	polar	and	a	non-polar,	as	it	is	explained	below.	There	is	a	
slight	difference	in	the	terminal	groups	of	the	FF	in	those	two	structures.	
	
The	molecular	dynamics	simulations	were	performed	by	the	GROMACS-5.0.4	code.	
All	 systems	 were	 simulated	 in	 the	 isothermal-isobaric	 (NPT)	 statistical	 ensemble,	
temperature	was	 set	at	T	=	300	K	using	a	Berendsen	 thermostat	and	 the	pressure	
was	 kept	 constant	at	P	=	1	atm	using	a	Berendsen	barostat.	 	 The	 integration	 time	
step	was	0.002	ps	and	a	range	of	different	cut-off	distances	(0.9,	1.0	and	1.3	nm)	for	
both	electrostatic	and	non-bonded	interactions	was	tested,	to	compare	and	see	how	
it	 affects	 the	 results.	 Bond	 lengths	 were	 constraint	 by	 the	 LINCS	 algorithm.	 Total	
time	of	the	simulation	production	was	100	ns	for	the	already	equilibrated	systems.	
Equilibration	 runs	 have	 been	 preceded.	 Periodic	 boundary	 conditions	 have	 been	
used	in	all	three	dimensions.	
	
Equilibration	 of	 all	 systems	 was	 tested	 through	 the	 simulation	 by	 checking	 some	
parameters.	Temperature,	pressure	and	energy	have	small	 fluctuations	around	their	
constant	 value	 when	 system	 is	 well	 equilibrated.	 Figure	 20	 presents	 these	 three	
quantities	 for	a	system	of	FFpolar	charge	distribution,	reaction	field	electrostatics	and	
cut	off	distance	equal	to	1.3	nm	(system	no.	6).	
	

	
Figure	20.	Temperature,	pressure	and	total	energy	have	values	between	a	constant	number	in	a	well-
equilibrated	system.	
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2.	Running	time	
The	actual	time	of	the	run	depends	on	several	parameters.	The	simulation	method,	
the	 method	 of	 calculation	 electrostatic	 interactions	 and	 the	 cut	 off	 distance	 are	
factors	that	affect	the	real	time	of	the	simulation.	For	instance,	cut	off	electrostatic	
method	 is	 faster	 than	 PME	 and	 reaction	 field,	 because	 it	 takes	 into	 account	
interactions	 up	 to	 a	 specific	 distance	 and	 not	 from	 the	 whole	 system.	 Cut	 off	
distance	has	the	same	physical	meaning;	bigger	cut	off	distance	gives	a	bigger	radius,	
so	more	interactions	between	the	atoms	are	counted.		
The	 time-step	 for	 integration	 (dt)	 of	 the	 equations	 of	 motion	 regulates	 the	
acceleration	of	 the	 run.	 For	example,	 a	 time	 step	of	order	0.001	ps	 is	 slower	 than	
0.01	ps.				
Additionally,	a	large	system	with	many	atoms	and	molecules	needs	more	time	to	be	
simulated	than	a	smaller	one.	
The	technical	characteristics	of	the	computer	can	reduce	the	required	time.	 Ideally	
running	 in	N	 processors	makes	 the	 simulation	N	 times	 faster.	 In	 practice,	 this	 can	
only	 be	 achieved	 for	 a	 small	 number	 of	 processors.	 The	 use	 of	 GPU	 (graphics	
processing	 unit)	 together	 with	 a	 CPU	 (central	 processing	 unit)	 accelerates	 in	 a	
satisfactory	 level	 the	 time	 required	 for	 the	 run.	 A	 CPU	 consists	 of	 a	 few	 cores	
optimized	 for	 sequential	 serial	 processing	 while	 a	 GPU	 has	 a	 massively	 parallel	
architecture	 consisting	 of	 thousands	 of	 smaller,	 more	 efficient	 cores	 designed	 for	
handling	multiple	tasks	simultaneously.	In	Figure	21,	there	is	a	representation	of	CPU	
and	GPU.		

	

	
	

Figure	21.	CPU	(left)	has	multiple	cores	and	GPU	(right)	has	a	thousand	of	cores	to	process	parallel	
workloads	efficiently.	27	

	
The	characteristics	of	the	computer	machine	we	did	the	simulation	are	the	following:	
-	32	Gbit	(4X	QDR)	Infiniband	networked	cluster	
-	Root	node:		
				8	x	Intel(R)	Xeon(R)	CPU	E5606	@	2.13GHz	-	12	GB	RAM	
-	Compute	nodes:	
				4	x	12	cores	-	2	x	Intel(R)	Xeon(R)	CPU	X5650	@	2.67GHz	-	16GB	RAM	
				2	x	12	cores	-	2	x	Intel(R)	Xeon(R)	CPU	E5-2430	0	@	2.20GHz		-	16GB	RAM	
				2	x	12	cores	-	2	x	Intel(R)	Xeon(R)	CPU	E5-2630	v2	@	2.60GHz	-	32GB	RAM	
				5	x	24	cores	-	2	x	Intel(R)	Xeon(R)	CPU	E5-2680	v3	@	2.50GHz	-	32GB	RAM	
	
Table	3	contains	a	typical	average	time	required	for	MD	run.	

Simulation	time	 dt	 no.	nodes	 no.	processors	 no.	atoms	 Real	time						

1	ns	 1	fs	 							1	 12	 25448	 55	min	
1	ns	 2	fs		 							1	 12	 25448	 31	min	

Table	3.	Average	time	of	a	simulation	according	to	dt	and	number	of	atoms.	
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3.	Tetrahydrofuran	model	(THF)	
THF	 is	 a	 commonly	 used	 solvent	 in	 chemistry;	 numerous	 solutes	 are	 studied	
experimentally	 in	 tetrahydrofuran.	 In	 order	 to	 take	 more	 information	 through	
molecular	simulations,	a	good	force	field	is	required.	
	
In	 the	 literature,	 three	 types	 of	 models	 have	 been	 found	 for	 THF.	 The	 first	 is	 a	
united-atom	force	field	developed	by	Briggs	et	al.,	the	second	is	a	united-atom	force	
field	developed	by	Helfrich	et	al.	from	the	parameters	of	the	AMBER	force	field,	and	
at	last,	the	third	is	a	full-atom	force	field	developed	by	Faller	et	al.	
Different	 parameter	 sets	 have	 been	 created,	 using	 Lennard-Jones	 potential	 and	
charges	 from	 the	 references	 above,	 and	 some	 other	 sets	 have	 been	 optimized	 by	
hand	 or	 by	 a	 simplex	 algorithm	 in	 order	 to	 reproduce	 the	 density	 and	 heat	 of	
vaporization	of	liquid	THF.	
	
Three	conformations	of	the	THF	have	been	found	in	the	literature,	as	it	is	shown	in	
the	Table	4.28	They	are	called	envelope,	twist	and	planar.	The	first	two	are	the	most	
stable	for	this	ring.	In	addition,	ab	initio	chemical	calculations	have	been	performed	
(HF/6-31G**;	B3LYP/6-31G**)	 in	order	to	check	the	energies	of	the	conformations.	
In	the	planar	conformation,	the	oxygen	and	carbons	are	co-planar	and	the	torsions	
between	these	atoms	are	fixed	to	0o.		
The	energy	difference	between	the	envelope	and	twist	conformations	is	small	(0.5-2	
kJ.mol-1),	with	the	twist	model	having	a	little	bit	lower	energy.		
In	 this	project	 it	 is	 chosen	 the	 twist	conformation	and	a	 full	atomistic	model	of	an	
improved	model	of	Faller	R.	29	as	Plathe	G.	describes	it.28		
In	Figure	22,	it	is	presented	the	chemical	structure	of	THF.	Tables	5	and	6	contain	the	
THF	model	parameters	for	bonded	and	non-bonded	interactions.	
	

	

	
Table	4.	Possible	conformations	of	tetrahydrofuran.	28	
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Chemical	structure	of	Tetrahydrofuran	
	

	
	
	
	
	
	
	
	
	
	
	

Figure	22.	Chemical	structure	of	THF.	28	

	
	
	
	
	
	

Non-bonded	parameters	
	
Type	 mass	(u)	 q	(e)	 σ	(nm)	 ε	(kJ/mol)	
C	 12.011	 0.061	 0.295	 0.290	
Ca	 12.011	 0.231	 0.295	 0.290	
H	 15.999	 0	 0.240	 0.170	
Ha	 1.008	 0	 0.240	 0.170	
O	 1.008	 -0.584	 0.300	 0.628	

Table	5.	Bonded	parameters	of	THF.	28	
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Bonded	parameters		
	

Parameter	 Value	
BONDS																											(constraints)	 Length	(nm)	

	O	-	Ca	 0.1409	
Ca	-	C	 0.1527	
C		-		C	 0.1529	
C		-		H	 0.1086	
	C		-		Ha	 0.1086	
	Ca		-		H	 0.1086	
		Ca		-		Ha	 0.1086	

ANGLES	 kφ	=	450	(kJ.mol-1.rad-2)	
φ0	(deg)	

O	-	Ca	-	C	 106.1	
O	-	Ca	-	Ha	 109.0	/	109.3	
Ca	-	C	-		C	 101.4	
Ca	-	O	-	Ca	 111.2	
C	-	Ca	-	Ha	 113.2	/	111.0	
Ca	-	C	-	H	 110.4	/	112.8	
C	-	C	-	H	 110.4	/	113.7	

Ha	-	Ca	-	Ha	 108.2	
H	-	C	-	H	 108.1	

	 	
DIHEDRALS	 Periodicity	p=3	

φs	(deg)												kp	(kJ.mol-1)			
Ca	-	C	-	C	-	Ca	 216.2																									5.0	
C	-	C	-	Ca	-	O	 149.9																								5.0	
C	-	Ca	-	O	-	Ca	 191.3																								3.0	
Ca	-	O	-	Ca	-	C	 192.8																								3.0	
O	-	Ca	-	C	-	C	 149.0																								5.0	

	
Table	6.	Bonded	parameters	of	THF.	28	
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4.	Diphenylalanine	model	
The	model	of	the	diphenylalanine	peptide	is	taken	from	the	GROMOS53a6	force	
field.	30	All	intermolecular	and	intramolecular	interactions	are	described	in	this	
model.	All	atoms	of	the	peptide	are	represented	on	a	full-atomistic	model	except	for	
the	CH	methyl	group	of	molecule’s	backbone	and	CH2	which	connects	that	backbone	
with	the	phenyl	group,	that	have	been	applied	as	united.	
	
In	this	project,	they	have	been	studied	two	atomistic	structures	of	the	FF	peptide,	as	
they	are	presented	in	Figure	23.	The	first	is	a	polar	structure	as	when	FF	is	diluted	in	
aqueous	solvent	such	as	water.	The	second	structure	is	a	non-polar,	as	it	is	when	FF	
is	diluted	in	organic	solvent	i.e.	methanol.		
	
Both	structures	are	presented	in	Figure	23	left	and	right	respectively	and	the	man	
difference	is	the	transfer	of	one	hydrogen	from	NH3+	terminal	group	to	O-	forming	
hydroxyl	(OH-)	group.	
	
	
	
	
	
	

	

	
Figure	23.	Polar	FF	(left)	and	non-polar	FF	(right).	30	

	
	
	
	
	
	
	

Corresponding	 snapshots	 of	 FF	model	molecules	 are	 presented	 in	 Figure	 24.	Up	 is	
the	polar	and	down	the	non-polar	charge	distributions	of	FF.	Tables	7	and	8	contain	
the	FF	model	parameters	for	bonded	and	non-bonded	interactions.	Except	for	these	
parameters,	the	model	of	FF	we	used	on	this	study	includes	pairs	of	some	atoms	of	
diphenylalanine	 that	have	been	excluded	 from	specific	 intramolecular	 interactions,	
but	are	not	shown	here.	
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POLAR	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
NON	POLAR	
	
	

	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
Figure	24.	Polar	(up)	and	non-polar	(down)	charge	distribution	of	FF.	
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Non-bonded	parameters		
	
type	
	

mass	(u)	 qFF	polar	
(e)	

qFF	non-polar	
(e)	

σFF	polar	
(nm)	

σFF	non-polar	
(nm)	

εFF	polar	
(kJ/mol)	

εFF	non-polar	
(kJ/mol)	

Η	 1.008	 0.248	 0.440	 0	 0	 0	 0	
ΗΝ	 1.008	 0.310	 0.310	 0	 0	 0	 0	
HC	 1.008	 0.140	 0.140	 0.237	 0.236	 0.118	 0.118	
HO	 1.008	 0.248	 0.408	 0	 0.240	 0	 0	
NT	 14.0067	 0.129	 -0.660	 0.313	 0.357	 0.639	 0.293	
CH1	 13.019	 0.127	 -0.220	 0.501	 0.501	 0.094	 0.094	
CH2	 14.035	 0	 0	 0.407	 0.407	 0.410	 0.410	
CF	 12.011	 0	 0	 0.358	 0.358	 0.277	 0.277	

C	 12.011	 -0.140	 -0.140	 0.358	 0.358	 0.277	 0.277	
Cd	 12.011	 0.140	 0.330	 0.358	 0.358	 0.277	 0.277	
O	 15.9994	 -0.450	 -0.450	 0.276	 0.276	 1.279	 1.279	
N	 14.0067	 -0.310	 -0.310	 0.313	 0.313	 0.639	 0.639	
CH	 13.019	 0	 0	 0.501	 0.501	 0.094	 0.094	
OA	 15.9994	 -0.635	 -0.288	 0.262	 0.295	 1.725	 1.279	

Table	7.	Non-bonded	parameters	for	FF.	31	

	
Bonded	parameters	

	
	

	
																		Bonds																														Length	(nm)	

H	-	NT		 0.1000	
NT	–	CH1	 0.1470	
CH1	–	CH2	 0.1530	
CH2	–	CF	 0.1530	
CF	–	C	 0.1390	
C	–	HC	 0.1090	
C	-	C			 0.1390	

CH1	–	C	 0.1530	
C	–	O	 0.1230	
C	–	N	 0.1330	
HN	–	N	 0.1000	
N	–	CH	 0.1470	

CH	–	CH2	 0.1530	
CH	–	Cd	 0.1530	
Cd	–	OA	 0.1360	
OA	–	HO	 0.1000	
HO	-	NT	 									0.1000	
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ANGLES	 φ0		(deg)	 kφ			(kJ.mol-1.rad-2)	
FFnon-polar	 FFpolar	 FFnon-polar	 FFpolar	

H	-	NT	-	H	 109.50	 109.50	 380.0	 380.0	
H	-	NT	-	CH1	 109.50	 109.50	 425.0	 425.0	
NT	-	CH1	-	CH2	 109.50	 109.50	 520.0	 520.0	
NT	-	CH1	-	C	 109.50	 109.50	 520.0	 520.0	
CH1	-	CH2	-	CF	 111.00	 111.00	 530.0	 530.0	
CH1	-	C	-	O	 121.00	 121.00	 685.0	 685.0	
CH2	-	CH1	-	C	 109.50	 109.50	 520.0	 520.0	
CH2	-	CF	-	C	 120.00	 120.00	 560.0	 560.0	
CF	-	C	-	HC	 120.00	 120.00	 505.5	 505.5	
CF	-	C	-	C	 120.00	 120.00	 560.0	 560.0	
C	-	C	-	HC	 120.00	 120.00	 505.5	 505.5	
C	-	C	-C	 120.00	 120.00	 560.0	 560.0	
C	-	CF	-C	 120.00	 120.00	 560.0	 560.0	
CH1	-	C	-	N	 115.00	 115.00	 610.0	 610.0	
C	-	N	-	HN	 123.00	 123.00	 415.0	 415.0	
C	-	N	-	CH	 122.00	 122.00	 700.0	 700.0	
O	-	C	-	N	 124.00	 124.00	 730.0	 730.0	
HN	-	N	-	CH	 115.00	 115.00	 460.0	 460.0	
N	-	CH	-	CH2	 109.50	 109.50	 520.0	 520.0	
N	-	CH	-	Cd	 109.50	 109.50	 520.0	 520.0	
CH	-	CH2	-	CF	 111.00	 111.00	 530.0	 530.0	
CH	-	Cd	-	O	 121.00	 117.00	 685.0	 635.0	
CH	-	Cd	-	OA	 121.00	 117.00	 685.0	 635.0	
CH2	-	CH	-	Cd	 109.50	 109.50	 520.0	 520.0	
O	-	Cd	-	OA	 124.00	 126.00	 730.0	 770.0	
Cd	-	OA	-	HO	 109.50	 -	 450.0	 -	
HO	-	NT	-	H	 -	 109.50	 -	 380.0	
HO	-	NT	-	CH1	 -	 109.50	 -	 425.0	
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DIHEDRALS	 φs	(deg)		 kp	(kJ.mol-1)			 periodicity	
FFnon-polar	 FFpolar	 FFnon-polar	 FFpolar	 FFnon-polar	 FFpolar	

H	-	NT	-	CH1	-	C	 0	 0	 3.77	 3.77	 3	 3	
NT	-	CH1	-	CH2	-	CF	 0	 0	 5.92	 5.92	 3	 3	
NT	-	CH1	-	C-	N		 0	 0	 1.00	 1.00	 6	 6	
CH1	-	C	-	N	-	CH	 180	 180	 33.50	 33.50	 2	 2	
C	-	N	-	CH	-	Cd	 180	 180	 1.00	 1.00	 6	 6	
HN	-	CH	-	CH2	-	CF	 0	 0	 5.92	 5.92	 3	 3	
N	-	CH	-	Cd	-	OA	 0	 0	 1.00	 1.00	 6	 6	
CH	-	Cd	-	OA	-	HO	 180	 180	 16.70	 1.00	 2	 2	
CH1	-	CH2	-	CF	-	C	 0	 0	 1.00	 1.00	 6	 6	
CH	-	CH2	-	CF	-	C	 0	 0	 1.00	 1.00	 6	 6	
CF	-	C	-	C	-	C	 0	 0	 167.42309	 167.42309	 	
C	-	C	-	C	-	C	 0	 0	 167.42309	 167.42309	
C	-	C	-	CF	-	C	 0	 0	 167.42309	 167.42309	
CF	-	C	-	C	-	CH2	 0	 0	 167.42309	 167.42309	
C	-	C	-	CF	-	HC	 0	 0	 167.42309	 167.42309	
C	-	C	-	C	-	HC	 0	 0	 167.42309	 167.42309	
C	-	CF	-	C	-	HC	 0	 0	 167.42309	 167.42309	
CH1	-	NT	-	C	-	CH2	 35.2643	 35.2643	 334.84617	 334.84617	
C	-	CH1	-	N	-	O		 0	 0	 167.42309	 167.42309	
N	-	C	-	CH	-	HN	 0	 0	 167.42309	 167.42309	
CH	-	N	-	Cd	-	CH2	 35.2643	 35.2643	 334.84617	 334.84617	
Cd	-	CH	-	OA	-	O	 0	 0	 167.42309	 167.42309	

	
Table	8.	Bonded	parameters	for	FF.	31	
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V.	Definition	of	measured	quantities	
	
a.	Potential	of	Mean	Force	between	two	peptides	(PMF). 
The	calculation	of	potential	of	mean	 force	 for	molecular	 systems	 is	defined	as	 the	
potential	 of	 an	 average	 force	 over	 all	 the	 configurations	 of	 a	molecular	 system.	 It	
was	 first	 introduced	 by	 Kirkwood	 in	 1935	 and	 constitutes	 a	 main	 quantity	 for	
computational	studies	of	macromolecular	systems.	32	

	
	PMF,	𝑉(𝑟),	is	given	by	the	following	mathematical	formula:	
	

	
	
where	𝛽 =  !

!!!
	,	𝑇	is	the	temperature	,	𝑘!	is	the	Boltzmann	constant	and	𝑔(𝑟)	is	the	

pair	radial	distribution	function.	
	
The	study	of	PMF	gives	information	on	the	interactions	between	two	molecules	in	a	
medium.	In	order	to	analyze	these	interactions,	two	molecules	are	isolated	and	then	
the	solvent	is	added	in	the	system.		
	
In	 this	 study,	 two	diphenylalanine	peptides	were	solved	 in	 tetrahydrofuran	solvent	
(see	9-13	systems).	Figure	25	presents	a	pair	of	FF	peptides	at	a	constraint	distance	
of	cm-cm.	

	
Figure	25.	Snapshot	of	FF	-	FF	at	r=0.8	nm.	

	
Methodology	of	PMF	
1.	Two	FF	peptides	are	put	in	the	simulation	box.	
2.	THF	solvent	is	added	in	the	system.	
3.	MD	simulations	are	performed	for	a	few	nanoseconds,	until	the	system	is					well	
equilibrated.	
4.	The	centers	of	mass	(CM)	of	each	peptide	are	held	at	fixed	distance.	
5.	Long	simulations	are	performed	with	the	constant	distance	of	CM.	
6.	 The	 previous	 simulations	 are	 repeated	 for	 a	 series	 of	 different	 CM	 distances,	
usually	from	0.3	nm	to	2.0	nm.	
	

!!!"(!) = −!!! ln!(!)		

r	
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PMF	is	calculated	by	the	 integration	of	mean	force	over	the	total	configurations	of	
the	simulation	and	corrected	by	an	entropy	term,	due	to	the	constraint	distance	of	
centers	of	mass.	 30	 In	 these	runs,	 the	two	molecules	are	held	at	 fixed	distance	and	
the	average	constraint	 force	 is	the	negative	of	the	mean	force.	After	repeating	the	
constraint	 forces	 over	 all	 configurations	 with	 different	 cm-cm	 distance,	 the	
integration	 of	 the	 force	 is	 the	 potential	 of	 mean	 force.	 During	 this	 method,	 two	
masses,	which	do	not	interact,	are	pulled	apart	by	an	entropic	force,	because	larger	
volume	 particles	 in	 phase	 space	 are	 sampled	 at	 larger	 constraint	 length	𝑟.33	 The	
formula	of	the	entropic	force	is:	
	

2𝑘!𝑇
𝑟 =  −

𝑑
𝑑𝑟  [ − 𝑘!𝑇 log 4𝜋𝑟! ]	

	
where	  𝑘!	is	the	Boltzmann	constant,	𝑇	is	the	temperature	and	𝑟	is	the	distance	of	
centers	of	mass.	
	
The	 PMF	 is	 obtained	 by	 the	 integration	 of	 the	 force	 between	 the	 two	molecules	
backwards	 from	 infinity	 and	 adding	 the	 entropy	 term	 to	 this	 constraint	 force.	 In	
simulations,	the	integration	starts	at	a	given	distance	𝑟!"#	and	backwards.	
	
Here	we	compute	the	mathematical	model	of	PMF	through	the	mean	force	𝐹 𝑟 	as:	
	

𝑈 𝑟 =  𝐹 𝑟  𝑑𝑟 − 2𝑘!𝑇 ln 𝑟
!

!!"#

	

	
where					𝐹(𝑟)		is	the	mean	force	depending	on	distance	𝑟	
	 			𝑟!"#		is	the	maximum	distance	of	CM	–	CM	
	 			𝑘!						is	the	Boltzmann	constant		
			 			𝑇								is	the	temperature.	
	
The	equation	𝑈(𝑟)	is	a	function	of	distance	𝑟.	 In	 long	distances	over	𝑟!"#	the	mean	
force	 is	 weakening,	 so	𝑈(𝑟)	is	 equal	 to	 zero.	 The	 entropy	 term	 of	 the	 equation	
contains	the	system’s	thermal	energy	𝑘!𝑇.	
	
We	 performed	 a	 series	 of	 simulations	 to	 calculate	 the	 potential	 of	mean	 force	 by	
comparing	three	different	terms,	as	it	is	described	in	systems	9-13:		

i. the	type	of	diphenylalanine;		FFpolar	and	FFnon-polar	
ii. the	electrostatic	method;		Reaction	field,	Cut	off	and	PME.	
iii. the	cut	off	distance;	rcut	off	=	1.0	and	1.3	nm.	
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b.	Radial	distribution	function	(rdf).	
The	 structure	 of	 peptides	 can	 be	 studied	 by	 the	 radial	 distribution	 functions	 (rdf).	
Information	 in	 the	 level	 of	 center	 of	 mass	 is	 found	 in	 order	 to	 understand	 the	
behavior	of	peptide	and	solvent	in	the	system.	Rdf	is	useful	to	describe	the	structure	
of	 liquids	 in	general.	The	 radial	distribution	 function	 is	of	 interest	 for	 two	reasons:	
First,	neutron	and	X-ray	scattering	experiments	on	simple	fluids,	and	light	scattering	
experiments	 on	 colloidal	 suspensions,	 yield	 information	 about	𝑔(𝑟).	 Second,	𝑔(𝑟)	
plays	a	main	role	in	theories	of	the	liquid	state.	Results	of	experiments	for	𝑔(𝑟)	can	
be	compared	with	theoretical	predictions.	
The	 measure	𝑔(𝑟) 	is	 the	 ratio	 between	 the	 average	 number	 density	ρ(𝑟) 	at	 a	
distance	 r	 from	a	 given	atom	and	 the	density	 at	 a	distance	𝑟	from	an	atom	of	 the	
system	at	the	same	total	density	(Figure	26).	
It	determines	the	numbers	of	atoms	expected	to	find	at	a	distance	r	from	a	specific	
atom,	 i.e.	 the	 total	number	of	 atoms	at	 a	distance	between	 r	+	dr.	We	consider	a	
shell	of	thickness	r	from	the	center,	so	the	volume	is:	
	
	 𝛥𝑉 =  !

!
𝜋 𝑟 + 𝑑𝑟 ! − !

!
𝜋𝑟!			

	 				= !
!
𝜋𝑟! + 4𝜋𝑟!𝑑𝑟 + 4𝜋𝑟(𝑑𝑟)! +  !

!
𝜋(𝑑𝑟)! −  !

!
𝜋𝑟!	

																≈  4𝜋𝑟!𝑑𝑟.	
	

	
	

Figure	26.	Radial	distribution	function.	34	
	 	 	 	 	 	
	
g(r)	between	two	particles	A,	B	is	defined	in	the	following	equation:	23	
	

𝑔!" 𝑟 =  
ρ!(𝑟)
ρ! !"#$!

=  
1

ρ! !"#$!
 
1
𝑁!

 
𝛿(𝑟!" − 𝑟)

𝛥𝑉

!!

!∈!

!!

!∈!

	

	
	
where				 ρ!(𝑟) 				the	particle	density	of	type	B	averaged	over	all	spheres		
	 	 	 around	particles	A	with	radius	rmax		
	 					
	 					𝑁!										the	number	of	particles	of	A	
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In	a	simulation	box	with	periodic	boundary	conditions	𝑟!"# 	is	smaller	or	equal	to	half	
the	box	size.	
The	 radial	 distribution	 function	 in	 liquids	 has	 small	 peaks	 at	 short	 distances	 and	
moves	around	a	constant	value	at	longer	distances.	At	distances	less	than	the	atomic	
diameter,	𝑔 𝑟 	is	zero	due	to	the	strong	repulsive	forces.	When	peaks	are	observed,	
𝑔 𝑟 exceeds	1	because	there	are	attractive	forces	between	the	particles.	As	r	grows,	
the	forces	weaken	and	the	probability	to	find	two	particles	around	our	radius	is	the	
same,	and	that	is	why	𝑔 𝑟 =  1.	In	general,	any	deviation	of	𝑔 𝑟 	from	unity	reflects	
correlations	 between	 the	 particles	 of	 the	 system	 due	 to	 the	 intermolecular	
interactions.		
So,	g(r)	 is	a	conditional	probability	to	find	another	particle	at	r	distance	away	from	
the	origin.		
	
	
c.	Radius	of	gyration.	
The	 shape	 and	 size	 of	 a	 molecule	 are	 essential	 properties	 for	 understanding	 its	
general	behavior	and	thus,	the	solution	in	various	substances.	These	characteristics	
also	 give	 useful	 information	 about	 hydrodynamic	 and	 transport	 properties	 and	
constitute	a	bridge	among	different	fields	of	science	including	chemistry,	biology	and	
engineering.		
In	order	to	investigate	the	size	of	particles,	we	introduce	a	measure,	which	is	called	
Radius	of	gyration.	We	assume	a	sphere	of	radius	𝑅!"	around	the	center	of	mass	of	
the	 molecule	 and	 count	 the	 distances	𝑟	of	 each	 atom	 of	 the	 molecule	 from	 the	
center	of	mass	(Figure	27).	The	atoms’	masses	are	given.	
The	mean	size	of	a	molecule	is	estimated	by	the	following	equation:	30	
	

 𝑅! =  
  𝑚! 𝑟! −  𝑅!" ! !

𝑚!!
 	

	
	
where		𝑅!" 			is	the	radius	of	center	of	mass	
	   𝑟! 							is	the	distance	of	each	atom	from	the	center	of	mass	
													𝑚! 					is	the	mass	of	every	atom.	

	
Figure	27.	Radius	of	gyration	of	a	polymer	
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VI.	Results	
	
As	 it	was	mentioned	 previously,	 the	 answer	 to	 the	 question	 of	which	 is	 the	most	
appropriate	force	field	for	the	description	of	a	solution	of	peptides	is	difficult.	In	the	
following	 a	 classification	 of	 various	 parameters	 of	 the	 force	 field	 has	 been	
performed.	We	start	with	the	results	concerning	the	potential	of	mean	force.	
	
1.	PMF	
	
1.1. Effect	 of	 charge	 distribution	 of	 the	 FF	 peptide	 on	 the	 intermolecular	

interactions	(Polar-	Non	Polar).	
	
A	 possible	 charge	 transfer	 during	 the	 solution	 of	 the	 peptide	 in	 the	 solvent	 can	
dramatically	 alter	 the	 results	 either	 of	 the	 simulation	 or	 experiment	 in	 the	
laboratory.	 Figure	 28	 describes	 the	 main	 difference	 between	 the	 PMF	 curves	 of	
systems	9	and	11.	Both	systems	have	been	simulated	with	the	same	parameters	but	
with	different	charge	distribution.	In	system	9,	which	in	the	following	will	be	called	
Non-polar,	the	end	of	FF	peptide	has	a	carboxyl	group	that	prevents	the	peptides	to	
make	 aggregates.	 The	 black	 open-dotted	 curve	 represents	 the	 FFnon	polar	-	 FFnon	polar	
potential.	No	strong	attraction	is	present,	as	the	line	tends	to	zero	from	distance	1.0	
nm	between	the	two	centers	of	mass	of	the	peptides.	At	smaller	distances	(r=0.3	-	
0.8	nm)	positive	values	are	observed	due	to	the	repulsion	 forces	of	 the	molecules.	
The	 non-polar	 FF	 in	 THF	 has	 no	 attraction	well	 even	 in	 short	 distances.	 The	 other	
curve,	red	with	closed	dots,	represents	the	FFpolar	-	FFpolar	potential.	In	system	11,	FF	
polar	has	an	oxygen	instead	of	a	carboxyl	as	FF	non	polar,	and	stronger	interactions	
are	 performed.	 The	 deep	 well	 from	 r=0.4	 nm	 to	 r=1.2	 nm	 shows	 the	 attractive	
interactions	that	are	performed	at	the	respective	distances	of	the	peptides’	centers	
of	 mass.	 The	 charge	 distribution	 affects	 strongly	 the	 FF	 -	 FF	 potential	 and	 so,	 its	
solution	 in	 the	 solvent.	 It	 is	 not	 clear	 which	 charge	 distribution	 is	 the	 ideal	 to	
describe	these	interactions,	and	it	is	still	under	further	investigation.	
Error	bars	at	PMF	curve	of	FF	polar	in	Figure	28	are	1-	31%	of	the	actual	values.	The	
points	in	the	well	have	the	larger	values	of	the	error	bars	(i.e.	r	=	0.5	-	1.1	nm).		
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Figure	28.	The	PMF	as	a	function	of	distance	between	the	centers	of	mass	of	FF	with	non-polar	
structure	(FFnon-polar)	in	THF	(open	symbols)	and	with	polar	structure	(FFpolar)	in	THF	(closed	symbols)	by	
the	electrostatic	method	of	Reaction	field	and	rcutoff	=	1.3	(Systems	9,	11).		

	
	
	
	
1.2.	Effect	of	method	
	
The	accuracy	of	the	calculations	of	the	various	interactions	is	a	very	important	issue.	
For	this	reason	we	performed	a	series	of	comparisons	concerning	the	method	of	
electrostatic	interactions.	The	effect	is	large	for	polar	while	for	non	polar,	the	
method	of	calculation	of	electrostatic	interactions	does	not	play	important	role	as	
depicted	in	Figure	29.	Slight	differences	are	shown	mainly	at	small	cm-cm	distances.	
Moreover,	the	non-polar	PMF	has	not	special	differences	between	Reaction	field	and	
Cut	off	method	as	it	is	shown	at	Figure	30.	On	the	other	hand,	the	polar	structure	
has	deeper	well	at	distances	r=0.4-1.0	nm	with	the	PME	and	Cut-off	methods,	where	
the	effect	is	stronger.	This	information	is	important	because	PME	compared	to	
Reaction	field	is	a	more	accurate	method.	When	the	centers	of	mass	of	FF	are	far	
from	the	other,	PMF	goes	to	zero.	The	two	methods	Cutoff	and	PME	give	similar	
results	for	PMF,	with	small	expected	differences.	A	large	deviation	is	observed	
though	Reaction	Field	method,	which	needs	further	investigation.	
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Figure	29.	The	PMF	as	a	function	of	distance	between	the	centers	of	mass	of	FF	with	polar	structure	
(FFpolar)	in	THF	and	rcutoff	=	1.3	nm	by	the	electrostatic	methods	of	Reaction	field	(triangle	symbols),	
PME	(circle	symbols)	and	Cut	off	(diamond	symbols).(Systems	11,	12,	13).	

	
	

	
	

	
Figure	30.	The	PMF	as	a	function	of	distance	between	the	centers	of	mass	of	FF	with	non-polar	
structure	(FFnon-polar)	in	THF	and	rcutoff	=	1.3	nm	by	the	electrostatic	methods	of	Reaction	field	(open	
symbols)	and	Cut	off	(closed	symbols)	(Systems	9,	10).			
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1.3.	Effect	of	cut	off	distance	using	the	same	method.	
	
The	value	of	rcutoff			seems	to	play	also	a	role	on	PMF.	From	Figure	31,	it	is	obvious	
that	PMF’s	calculation	by	the	same	method	(i.e.	cut	off,	reaction	field,	PME),	same		
FF	type	but	change	of	cut	off	distance	from	1.0	to	1.3	nm	affects	the	attraction	of	
cm-cm	in	small	distances.	The	important	difference	is	identified	between	0.6	–	1.0	
nm	distance,	where	rcutoff	=	1.0	nm	presents	stronger	attraction.	The	larger	the	cut	
off	distance,	the	closer	to	reality	the	results	are	and	that	because	interactions	are	
performed	all	over	the	simulation	box	and	not	only	up	to	a	certain	distance	rcutoff	and	
beyond	which	are	zeroed.	However,	it	costs	in	time	setting	a	big	cut	off	distance,	
because	there	are	more	interactions	to	be	calculated.	
	
	
	
	

	
	

	
Figure	31.	The	PMF	as	a	function	of	distance	between	the	centers	of	mass	of	FF	with	polar	structure	
(FFpolar)	in	THF	by	the	electrostatic	method	of	PME	and	rcutoff	=	1.3	nm	(open	symbols)	and	rcutoff	=	1.0	
nm	(closed	symbols)	(Systems	10,	13).		
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2.	SOLUTION	FF-THF	
	
In	the	following	solutions,	FF	peptides	in	THF	solvent	are	examined.	We	start	with	
structural	and	conformational	properties	describing	the	radial	distribution	function	
(rdf).	Characteristic	snapshots	of	FF	in	THF	are	presented	in	Figure	32.	
	
	

																	 	
	

																	 	
	
	
Figure	32.	Snapshots	from	MD	simulations	of	the	solution	of	(a)	FF	polar	and	(b)	FF	non	polar	in	THF	
solvent.	Only	the	peptides	are	shown.	

	
	
	
	

(a)	

(b)	
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In	 Figure	 32	 is	 presented	 the	 solution	 of	 16	 diphenylalanine	 peptides	 in	
tetrahydrofuran	solvent	in	their	simulation	boxes.	In	the	first	picture	(a)	there	is	the	
polar	 charge	 distribution	 of	 FF.	 The	 peptides	 have	 the	 tendency	 for	 self-assembly	
and	 create	 aggregates.	 On	 the	 other	 hand,	 the	 next	 figure	 shows	 the	 non-polar	
charge	distribution	of	FF	and	 its	 solution	 in	THF	 in	 the	 simulation	box.	The	 second	
picture	(b)	is	the	snapshot	of	FF	non	polar.	There	are	not	any	structures	between	the	
peptides	but	they	can	be	found	in	various	positions	into	the	box.	
	
To	 get	 information	 about	 the	 solvent	 effect	 on	 diphenylalanine	 solution	 in	
tetrahydrofuran	solvent,	we	estimated	the	radial	pair	distribution	function	between	
two	FF	peptides	and	peptide-solvent.	
	
In	this	work,	the	rdf	of	systems	1	–	8	are	studied	between:		

i) peptide–peptide	
ii) peptide–solvent.		

	
In	 order	 to	 take	 information	 about	 the	 effect	 of	 electrostatic	method,	 the	 cut	 off	
distance,	the	structure	of	FF	and	the	effect	of	solvent,	there	are	comparative	figures	
of	rdf	curves.	
	
Analyzing	the	peptide-peptide	curves	of	Figure	33	(a),	a	steep	high	peak	is	presented	
in	system	of	FF	(polar)	in	THF.	At	r=0.7	nm,	FF	approach	each	other	(black	curve),	and	
as	distance	grows,	𝑔(𝑟)	tends	to	zero.	FF	self-assembles	and	performs	aggregates	for	
its	 polar	 charge	 distribution,	 and	 excludes	 the	 molecules	 of	 solvent	 away.	 This	 is	
obvious	from	the	(b)	picture	of	Figure	33,	as	the	red	curve	which	presents	the	𝑔(𝑟),	
is	 smaller	 than	 1	 at	 near	 distances	 and	 after	𝑟	=	 2	 nm	 goes	 to	 unity.	 The	 physical	
importance	is	that	FF	prefers	to	be	near	another	FF	at	short	distances	and	pull	away	
the	THF	molecules,	and	at	 longer	distances	there	 is	an	homogenous	distribution	of	
the	molecules.	 In	 contrast,	 at	 bigger	 distances	 𝑟 >  1.5 nm,	 FF	 performs	 repulsive	
forces	for	other	FF	peptides.	Interesting	information	we	take	from	this	measurement	
is	 that	 THF	 may	 not	 be	 a	 good	 solvent	 for	 the	 peptide	 with	 the	 polar	 charge	
distribution,	and	from	literature	is	written	that	phenyl	groups	are	responsible	for	the	
hydrophobic	behavior	of	diphenylalanine.	30	
	
As	 for	 THF	 as	 solvent	 for	 diphenylalanine,	 we	 saw	 that	 the	 radial	 distribution	
function	varies	depending	on	the	charge	distribution	of	the	peptide.	
In	 Figure	 33	 (a),	 	𝑔(𝑟)	of	 FF	 non-polar	 -	 FF	 non-polar	 in	 THF	 has	 no	 peak	 at	 any	
distance	𝑟.	 Subsequently	𝑔(𝑟)	tends	 to	unity.	According	 to	 FF-FF	 rdf	 curve,	 the	 FF-
THF	 curve	 supplies	 the	 previous	 results	 for	 FF	 polar	 -	 FF	 polar	𝑔(𝑟)	curve.	 When	
peptides	 get	 near,	 tetrahydrofuran	molecules	 are	 pulling	 away	 (0.6 ≤ 𝑟 < 1 nm).	
At	 longer	 distances	 FF	 and	 THF	 coexist	 without	 performing	 strong	 interactions.	
Similarly,	the	𝑔 𝑟 	of	FF	non-polar	-	THF	curve	is	complementary	to	the	FFnon-polar	-	
FF	non-polar	curve	of	Figure	33	(a)	and	shows	almost	no	tendencies	between	FF	and	
THF	molecules.	
	
The	main	difference	of	 the	force	 fields	used	on	this	work	 is	mounted	on	observing	
the	 change	 between	 FF	 polar	 and	 FF	 non	 polar	 in	 the	 same	 solvent,	 which	 is	
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tetrahydrofuran.	 In	 the	 first	 case,	 diphenylalanine	 forms	 aggregates	 and	 has	 a	
tendency	 for	 self-assembly.	 But	 FF	 non	 polar	 has	 a	 completely	 different	 behavior,	
which	is	shown	in	the	two	snapshots	of	this	section	of	the	chapter	(Figure	32),	and	
seems	to	be	solved	good	in	THF	solvent.	
	
	

	

	

	
Figure	33.	Pair	distribution	functions	of	(a)	FF-FF	and	(b)	FF-THF	for	FFpolar	(black)	and	
FFnon-polar	(red)	charge	distribution	(Reaction	field,	rcut-off=1.3nm).	

	
	
	
	
	
	
	

(a)	

(b)	
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3.	RADIUS	OF	GYRATION	
	
The	mean	size	of	an	FF	molecule	was	found	by	calculating	the	radius	of	gyration	of	
the	FF	peptide.	Its	size	is	equal	to	0,3927	± 0,029	in	THF.	
To	estimate	 the	radius	of	gyration	  𝑅! 	of	 the	peptide,	we	 found	the	average	size	
within	 all	 peptides	 and	 their	 configurations	 (trajectories).	 After	 we	 estimated	 the	
standard	deviation	too.		
In	the	following	table	(Table	9),	we	 list	the	values	of	  𝑅! 	according	to	the	system	
studied.	
	
	

System	 			  𝑅𝒈 	

1				FFnon-polar		Cutoff,	rcut=0.9nm	 0,3981	±	0,034nm	

2				FFnon-polar		Cutoff,	rcut=1.0nm	 0,4027	±	0,032nm	

3				FFnon-polar		PME,				rcut=1.0nm	 0,3959	±	0,033nm	

4				FFnon-polar		Cutoff,	rcut=1.3nm	 0,4090	±	0,030nm	

5				FFnon-polar		Reaction	field,	rcut=1.3nm	 0,4000	±	0,033nm	

6				FFpolar								Reaction	field,	rcut=1.3nm	 0,3506	±	0,013nm	

	 	 	 	
	 	 	 Table	9.	Average	of	  𝑅! 	of	FF	solution	in	THF	with	error	bars	
	
It	seems	that	the	method	for	electrostatics	(Cut	off,	Reaction	field,	PME)	as	well	as	
the	cut	off	distance	(rcut)	do	not	play	 important	role	 in	the	radius	of	gyration	as	all	
values	are	similar	within	error	bars.	A	small	difference	is	observed	between	the	polar	
and	non-polar	charge	distribution	where	the	peptide	seems	to	attain	a	smaller	size	
 𝑅𝒈 	and	this	may	be	attributed	to	the	different	allocation	of	charge.	
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4.	ORIENTATION	
	
In	 order	 to	 explore	 the	 conformational	 properties	 of	 FF	 peptides	 into	 a	 solvent,	 a	
series	of	measurements	about	the	orientation	of	the	peptides	were	performed.	First	
we	need	to	define	what	orientation	is.	This	term	describes	the	way	that	a	molecule	is	
positioned	in	relation	to	another	molecule.	Calculations	were	performed	on	pairs	of	
peptides	that	the	distance	of	their	centers	of	mass	was	kept	constant.	
	
More	specifically,	the	code	that	quantifies	the	orientation	of	the	molecules,	does	the	
inner	 product	 of	 the	 end-to-end	 vectors	 of	 the	 two	molecules	 and	 after	 finds	 the	
angle	that	is	formed	between	the	vectors.	30	
	
To	consider	the	orientation	of	FF,	a	number	of	simulation	runs	for	a	pair	of	peptides	
in	THF	solvent	was	performed	for	different	cm-cm	constant	distances	(see	Systems	9	
and	 11	 in	 chapter	 3).	 Both	 FF	 with	 polar	 and	 non-polar	 charge	 distribution	 were	
applied	 in	 the	 runs	 so	 that	 information	 about	 how	 the	 charge	 distribution	 of	 a	
molecule	 could	 possibly	 affect	 its	 preferable	 position	 with	 respect	 to	 another	
molecule.	
Figure	36	presents	the	probability	distribution	P(θ)	of	θ-value		for	FF	polar	(a)	and	FF	
non-polar	 (b)	 in	 THF	 solvent.	 Various	 cm-cm	 distances	 are	 shown	 with	 different	
colors.	
	
The	main	characteristic	of	the	orientation	of	FF	polar	(a)	is	the	preference	to	orient	
antiparallel	 at	 short	 distances	 (0.4-0.6	 nm).	 This	 is	 due	 to	 both	 electrostatic	
interactions	as	well	as	strong	hydrogen	bonding,	which	is	discussed	in	the	following.	
The	tendency	of	antiparallel	orientation	exists	up	to	≅1nm	but	angles	have	moved	to	
lower	 values	 (≅120o).	 The	 other	 distances	 have	 no	 specific	 orientations	 and	 a	
random	orientation	is	observed.	Figure	37	describes	the	preferences	of	FF	to	orient.	
	
On	the	other	hand,	FF	non	polar	(b)	prefers	a	vertical	orientation	at	short	distances	
like	 0.4nm	 due	 to	 strong	 electrostatic	 repulsions.	 A	 0.6nm	 an	 almost	 parallel	
orientation	 seems	 to	 be	 preferable.	 Longer	 cm-cm	 distance	 reduces	 where	 the	
intermolecular	 interactions	 between	 FF	 peptides	 are	 reduced,	 lead	 to	 various	
random	conformations.	
	
It	 is	worth	to	note	here	the	difference	with	FF	non	polar	and	FF	polar	at	 the	same	
short	cm-cm	distances	(0.4-0.6	nm).	This	is	interpreted	due	to	the	polar	charge	of	FF	
polar,	 which	 has	 stronger	 interactions.	 The	 peptides	 are	 forced	 to	 have	 standard	
conformations	due	to	hydrogen	bonding	as	well.	
	
In	Figures	34	and	35,	characteristic	snapshots	of	antiparallel	and	vertical	orientations	
are	 presented	 for	 FF	 polar	 and	 FF	 non-polar	 at	 short	 distances.	When	 distance	 is	
growing,	 the	 orientation	 is	 random	 for	 both	 charge	 distributions	 of	 FF,	 as	 it	 is	
depicted	in	Figure	37.	
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Figure	34.		Snapshot	from	cm-cm	distance	dr=0.4nm	of	FF	polar	(left)	and	FF	non-polar	(right).	
	

	
	
	
	
	
	
	
	

													 													 								
	

	
Figure	35.	Snapshot	from	cm-cm	distance	dr=1.2nm	of	FF	polar	(left)	and	FF	non-polar	(right).	
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5. HYDROGEN	BONDS	
	
Another	measure	 of	 self-assembly	 of	 FF	 peptides	 in	 a	 solvent	 is	 by	 observing	 the	
hydrogen	bonds	 that	are	 formed	 in	 the	system.	This	 study	 is	based	on	atomic	and	
not	on	molecular	level,	like	the	pair	distribution	functions.	
Firstly,	we	 need	 to	 define	what	 a	 hydrogen	 bond	 is.	 It	 is	 an	 attractive	 interaction	
between	two	electronegative	atoms	that	occurs	when	a	hydrogen,	bound	to	one	of	

(a)	

θο	

(b)	

θο	

P(
θ)
	

P(
θ)
	

Figure	36.	Orientations	between	a	pair	of		(a)	FF	polar	and	(b)	FF	non	polar	peptides	in	THF	solvent	at	
different	cm-cm	distances	(Systems	9,	11).	
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them,	 is	 attracted	 by	 the	 other.	 This	 is	 characterized	 by	 a	 geometric	 criterion	 (1),	
which	contains	angles	and	distances	of	the	three	particles.	35		
A	hydrogen	bond	exists	between	two	particles	A	and	B	if:	

a) r(A…B)	≤	3.5	A		
b) r(A…H)	≤	2.6	A	
c) angle	(A…B	-	H)	≤	30o	

The	atoms	A	and	B	in	the	systems	are	the	electronegative	atoms	N	and	O	in	FF,	O	in	
THF	and	H	the	peptide’s	hydrogens.		
	
The	 methodology	 applied	 in	 order	 to	 estimate	 the	 number	 of	 hydrogen	 bonds	
between	the	molecules	of	the	system	was	by	counting	the	number	of	all	hydrogen	
bonds	 between	 peptides	 and	 between	 peptides	 and	 solvent	 molecules	 for	 all	
trajectories.	 For	 peptide’s-peptide’s	 calculation,	we	made	 a	 code,	which	 counts	 all	
the	 electronegative	 atoms	 of	 FF	 (i.e.	 N,	 O,	 H),	 and	 puts	 them	 in	 a	 list.	 After	 it	
executes	 the	 criterion	 (1)	 and	 checks	 if	 a	 hydrogen	bond	exists.	 The	 same	 thing	 is	
done	 for	 peptide’s-solvent’s	 calculation.	 In	 this	 case,	 we	 considered	 a	 sphere	 of	
radius	 equal	 to	 1	 nm	 around	 the	 center	 of	mass	 of	 each	 FF	molecule	 and	 for	 the	
number	of	THF	molecules	that	lie	in	this	region,	we	counted	the	number	of	hydrogen	
bonds	which	are	formed	between	FF	and	THF	molecules.	In	other	words,	we	found	
the	number	of	 hydrogen	bonds	 that	 exist	 around	 an	 FF	molecule	 at	 distance	 1nm	
considering	 a	 sphere	 around	 the	 peptide’s	 center	 of	 mass,	 and	 do	 this	 for	 all	 FF	
molecules	 and	 trajectories.	 At	 last	 we	 divide	 our	 results	 with	 the	 number	 of	
conformations	and	 the	number	of	peptides	 in	order	 to	 find	an	average	number	of	
hydrogen	bonds	around	one	peptide.	Figure	37	describes	a	hydrogen	bond	formed	
between	two	water	molecules.	

	

	
Figure	37.	Example	of	hydrogen	bond	between	two	water	molecules.	36	

	
Three	measurements	of	hydrogen	bonding	were	performed:	between	THF-THF,	THF-
FF	and	FF-FF	molecules.	The	system	studied	in	this	section	was	FFpolar	in	THF	solvent	
with	reaction	field	method	and	cut	off	distance	equal	to	1.3	nm	(System	6).	
	
	
i.	THF-THF	
No	hydrogen	bonds	are	formed	between	the	solvent	despite	the	fact	that	there	are	
eight	hydrogens	in	each	molecule.	The	solvent	is	an	organic	ring	and	no	interatomic	
interactions	exist.	Consequently,	zero	number	of	hydrogen	bonds	is	found	and	there	
is	not	any	structures	or	networks	of	THF	in	the	system.	
	
ii.	THF-FF	
As	it	was	mentioned	previously,	the	hydrogen	bonds	of	solvent-peptide	are	formed	
between	 the	 first	 and	 the	 hydrogen	 of	 the	 last.	 N	 and	 O	 of	 the	 peptide	 are	 the	
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donors,	because	diphenylalanine’s	H	is	bounded	to	them,	and	O	of	tetrahydrofuran	
is	the	acceptor.		In	order	to	estimate	the	degree	of	the	structure	of	hydrogen	bond	
networks	around	an	FF,	we	did	the	following	procedure.	A	sphere	of	radius	1	nm	was	
taken	around	each	FF	molecule	and	 it	was	calculated	how	many	solvent	molecules	
are	 situated	 inside	 it.	 In	 the	 following,	 the	 number	 of	 hydrogen	 bonds	 that	 are	
performed	between	FF	and	solvent	molecules	are	calculated	and	was	equal	to	2.96.			
	
	
iii.	FF-FF	
Hydrogen	bonds	are	formed	between	peptides	in	THF	solvent.	As	it	has	been	shown	
from	snapshots	during	the	simulation,	FFpolar	peptides	have	a	tendency	for	self-
assembling.	The	number	of	hydrogen	bonds	per	FF	with	another	FF	was	found	equal	
to	0.27.	Both	intermolecular	and	intramolecular	hydrogen	bonds	are	performed	
within	FF	molecules	and	head-to-tail	bounds	as	well.	
	
Table	10	contains	the	corresponding	results	for	FF	with	polar	charge	distribution.	
	

	
	
	

	
	
	
	 	
	

	
	
6.	COMPARISON	WITH	OTHER	SOLVENTS	
	
We	 studied	 the	 behavior	 of	 FF	 in	 THF	 solution	 at	 previous	 sections.	 It	 is	 also	
important	 to	compare	our	observations	to	other	studies	such	us	the	solution	of	FF	
peptide	in	different	solvents.	In	the	following,	we	compare	results	from	FF	solution	
in	organic	and	aqueous	solvent	by	the	potential	of	mean	force,	the	radial	distribution	
functions,	 the	preference	of	orientation	of	two	peptides	at	a	given	distance	of	cm-
cm	and	 the	number	of	 hydrogen	bonds	 that	 are	 performed.	 Information	 about	 FF	
diluted	in	water	and	methanol	was	taken	from	previous	studies	by	Rissanou	et	al.	30	
	
6.1.	PMF	
At	first,	we	observe	completely	different	curves	of	potential	of	mean	force	between	
organic	and	aqueous	solvent,	as	they	are	described	in	Figure	38	from	older	studies.	
PMF	of	FF	 in	water	presents	an	attractive	well	at	distances	from	0.6	nm	to	1.6	nm	
and	tends	to	zero	at	 longer	distances.	The	attraction	of	FF	molecules	 is	due	to	 the	
hydrophobic	 phenyl	 groups	 of	 the	 peptides.	 On	 the	 other	 hand,	 diphenylalanine	
peptides	have	no	strong	attractive	interactions	in	methanol,	as	the	PMF	curve	has	no	
negative	 values	 on	 y-axis.	 It	 is	 also	 presented	 the	 thermal	 energy	 kBT	with	 green	

	
molecules	
	

	
<HB>	

FF-FF/FF	in	THF	 0.27	

(THF-FF/FF)List		in	THF	
	
THF-THF/THF	

2.96	
	
0	

	

Table	10.	Average	number	of	hydrogen	bonds	between	FF-FF,	FF-solvent	and	solvent-solvent.	
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color	in	Figure	38.	Additionally	the	choice	of	solvent	is	very	important	for	the	results.	
For	instance,	FFpolar	in	THF	solvent	is	much	deeper	(Vmax=	50	kJ/mol)	than	in	aqueous	
solvent	(Vmax	=	22	kJ/mol),	as	it	is	obvious	by	the	comparison	of	Figures	38	and	39.	
	

	
Figure	 38.	 PMF	 as	 a	 function	 of	 distance	 of	 cm-cm	 of	 FF	 peptides.	 FF	 in	water	 solvent	 is	
presented	with	black	and	in	methanol	with	red.	30	

	
	
PMF	of	 FF	 in	 THF	differs	 from	 the	one	 charge	distribution	 to	 the	other	 and	 this	 is	
depicted	in	Figure	.	The	PMF	of	FF	with	non-polar	charge	distribution	is	alike	the	PMF	
curve	 of	 FF	 in	 methanol	 as	 it	 is	 shown	 in	 Figure	 .	 Similarly,	 FF	 with	 polar	 charge	
distribution	behaves	 like	when	FF	 is	solved	 in	water,	because	there	 is	an	attractive	
well	at	both	cases.	

	
Figure	 39.	 PMF	 as	 a	 function	 of	 distance	 of	 cm-cm	of	 FF	 peptides.	 Solution	 of	 FF	 in	 THF	
solvent.	With	red	is	FF	polar	and	with	black	FF	non-polar.	
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6.2.	Radial	distribution	function	
Another	 method	 to	 compare	 the	 behavior	 of	 FF	 is	 by	 the	 calculation	 of	 radial	
distribution	 functions.	 Pair	 distribution	 function	 depends	 on	 the	 solvent	 of	 the	
system	and	the	 interactions	between	solvent	and	solute.	The	effect	of	organic	and	
aqueous	solvents	affects	the	rdf	curves.		
	
In	 Figures	40	and	41,	 it	 is	 depicted	 the	𝑔(𝑟)	of	 FF	 in	 three	different	 solvents;	 THF,	
water	and	methanol.	From	previous	studies	we	have	already	calculated	the	𝑔(𝑟)	of	
FF	 in	methanol	 and	water.	 For	 comparison	 reasons,	 the	 same	cut-off	distance	and	
the	same	method	for	electrostatics	have	been	used,	i.e.	𝑟!"#	=	1	and	Cut-off	method	
except	for	Figure	41,	where	the	FF	in	THF	system	was	performed	with	reaction	field	
electrostatics	and		𝑟!"#	=	1.3	nm.	We	note	that	the	choice	of	electrostatics	between	
cut-off	and	reaction	 field	does	not	differentiate	 the	 results,	as	 it	 stated	previously,	
for	FFnon-polar.	
The	 FF’s	 charge	 distribution	 is	 non-polar	 in	 methanol	 and	 polar	 in	 water	 at	 both	
Figures	 40-41.	 Although,	 in	 Figure	 40,	 FF	 polar	 is	 solved	 in	 THF,	 where	 peaks	 are	
observed,	and	FF	non-polar	is	described	in	the	Figure	41	and	has	no	peaks	at	all.	This	
comparison	was	done	 to	highlight	 the	 contrast	 among	polar	 and	non-polar	 charge	
distribution,	or	the	effects	of	using	a	different	model	on	the	outcome	results.	
	
The	rdf	curves	of	FF-FF	in	methanol	and	FF-methanol	in	methanol	(non-polar	charge	
distribution)	 show	 no	 peaks	 or	 steepness.	 At	 Figure	 40	 (a),	 the	 blue	 line	 which	
represents	 the	𝑔(𝑟)	of	 FF-FF	 in	 methanol,	 is	 under	 1	 at	 short	 distances,	 which	 is	
justified	due	to	the	intermolecular	interactions,	and	after	tends	to	unity.	Almost	the	
same	 effect	 is	 observed	 at	𝑔(𝑟)	of	 FF-methanol	 (Figure	 40	 (b)),	 confirming	 that	
organic	solvents	like	methanol	dissolve	well	FF	molecules.	
the	FF	non	polar	-THF	curve	is	like	methanol’s	too.	
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Figure	40.	Radial	distribution	functions	of	(a)	FF-FF	and	(b)	FF-solvent	in	three	different	solvents.	FF	
polar	is	used	in	THF	and	water	system	and	FF	non-polar	for	methanol	system	(Systems	6,	14,	15).	

	
	
	

(a)	

(b)	
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Figure	41.	Radial	distribution	functions	of	(a)	FF-FF	and	(b)	FF-solvent	in	three	different	solvents.	FF	
non-polar	is	used	in	THF	and	methanol	systems	and	FF	polar	for	water	system	(Systems	2,	14,	15).	

	
	
	
	
6.3.	Radius	of	gyration	
The	mean	size	of	FFpolar	peptides	in	THF	solvent	was	found	equal	to	0,3927	± 0,029,	
while	it	is	0.361±0.06	nm	in	water	and	0.395±0.08	nm	in	methanol,	which	is	known	
from	previous	studies.	FF	behaves	almost	the	same	way	as	in	methanol,	as	the	two	
sizes	are	very	close.	So	THF	can	be	considered	a	better	solvent	for	FF	than	water,	just	

(a)	

(b)	
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like	 methanol.	 Table	 11	 contains	 the	 estimated	 Rg	 of	 diphenylalanine	 in	 three	
different	 solvents;	methanol,	water	 and	 THF.	 The	Rg	 of	 FFnon-polar	 in	 THF	 is	 coming	
from	system	5	and	from	FFpolar	from	system	6.	
	

System	 			  𝑅𝒈 	

FF	in	methanol	 0,395	±	0,08	nm	

FF	in	water	 0,361	±	0,06	nm	

FFnon-polar	in	THF	
	
FFpolar			in	THF	
	

0,400	±	0,03	nm	
	
0,3506	±	0,013	nm	

	
Table	11.	Average	of	  𝑅! 	in	three	different	solvents.		

	
	
6.4.	Orientation	
Concerning	the	preference	of	FF	peptides	to	orient,	it	is	clear	that	the	role	of	solvent	
is	determinant.	For	this	reason	we	appose	the	orientation	of	FF	in	THF	solvent	and	in	
organic	and	aqueous	solvent.	Figure	42	presents	the	preferable	orientation	of	FF	in	
water	and	methanol	and	Figure	36	the	same	but	in	THF	solvent.	We	note	that	FFnon-
polar	 has	 a	 vertical	 orientation	 to	 another	 FF,	 and	 FFpolar	 an	 antiparallel	 at	 short	
distances	and	above	them	a	random.	In	Figure	42	(a),	the	peptides	prefer	to	orient	
antiparallel	at	short	distances,	like	FFpolar	in	THF,	due	to	the	electrostatic	interactions	
at	the	charged	end	groups.	In	contrast,	there	is	a	vertical	orientation	at	distance	of	
0.4	 nm	 of	 peptides	 cm-cm	 for	 FF	 in	 methanol	 (Figure	 42	 (b)).	 Almost	 the	 same	
orientation	is	preferred	by	FF	non-polar	in	THF.	
The	similarities	between	the	systems	of	FF	in	methanol	and	FFnon-polar	in	THF	(and	FF	
in	water	and	FFpolar	in	THF	respectively)	are	due	to	the	charge	distribution,	which	 is	
the	 same	 for	 both	 type	 of	 peptides.	 This	 is	why	we	 observe	 the	 same	orientation	
characteristics.	Figure	42	describes	the	orientation	of	the	peptide,	which	has	already	
been	studied	by	Rissanou	et	al.30	

	

	 	
		Figure	42.	Probable	orientations	between	a	pair	of	FF	peptides	in	(a)	water	and	(b)	
methanol,	at	different	cm-cm	constant	distances	(Dr).	
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6.5.	Hydrogen	bonds	
Comparing	the	number	of	hydrogen	bonds	that	FF	forms	with	different	solvents,	is	a	
measure	 that	 gives	 important	 data	 about	 the	 effect	 of	 solvent	 in	 the	 peptide’s	
structures.	Table	contains	the	number	of	hydrogen	bonds	that	are	formed	between	
FF-FF	and	FF-solvent	in	three	different	systems;	solution	of	FF	in	methanol,	in	water	
and	in	tetrahydrofuran.	
Concerning	 the	 hydrogen	 bonds	 between	 peptide-peptide,	 the	 results	 show	 that	
more	hydrogen	bonds	are	formed	when	the	solvent	is	water,	after	comes	THF	and	at	
last	 with	 less	 hydrogen	 bonds	 in	 organic	 solvent.	 This	 result	 comes	 in	 agreement	
with	the	tendency	for	self-assembly	of	FF	in	water.	30	
As	for	hydrogen	bonds	between	peptide-solvent,	the	most	are	formed	between	FF-
water	and	 the	 least	between	FFpolar-THF.	A	possible	explanation	of	 the	 fact	 that	FF	
forms	less	hydrogen	bonds	with	THF	is	that	there	is	only	one	acceptor,	the	oxygen	of	
THF.	 Additionally,	 it	 is	 observed	 more	 limited	 approaching	 between	 FF	 and	 THF	
because	of	the	fact	that	the	structure	of	THF	is	more	extended	than	the	one	of	water	
and	methanol,	and	because	THF	is	an	almost	planar	ring.	Water	and	methanol	have	
at	least	three	acceptors/donors,	so	the	possibility	to	form	hydrogen	bonds	is	bigger.	
Table	12	describes	our	results	for	hydrogen	bonding.	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
Table	12.		Average	number	of	hydrogen	bonds	between	FF-FF	and	FF-solvent	for	FF	in	THF,	

water	and	methanol.	

	
	
	
	
	
	

	
molecules	
	

	
<HB>	

FF-FF/FF	in	THF	 0.27	

FF-FF/FF	in	water	 0.36	
	

FF-FF/FF	in	methanol	
	
	

0.20	

(THF-FF/FF)List		in	THF	 2.96	

(water-FF/FF)List		in	water	 8.32	

(methanol-FF/FF)List		in	methanol	
	
	

4.41	
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VII.	Conclusions	and	perspectives	
	
Conclusions		
The	focus	of	this	study	was	to	highlight	the	effect	of	the	force	field	on	the	structural	
and	conformational	properties	of	diphenylalanine	peptides	in	tetrahydrofuran.	The	
choice	of	an	appropriate	force	field	is	always	an	important	issue	in	simulations,	
because	this	constitutes	a	more	proper	method	for	exporting	accurate	results.	
	
We	 have	 studied	 the	 effect	 of	 charge	 distribution	 of	 diphenylalanine	 in	
tetrahydrofuran	solvent	through	molecular	dynamic	simulations.	Results	prove	that	
polar	and	non-polar	charge	distributions	of	the	same	peptide	differ	radically	even	in	
the	same	solvent.	
	
The	potential	of	mean	force	between	two	FF	peptides	shows	the	attraction	for	polar	
charge	 distribution,	 which	 is	 absent	 for	 the	 non-polar	 case.	 Additionally,	 the	
calculation	of	pair	radial	distribution	functions	confirms	the	aggregates	of	FF	polar	in	
THF	and	the	fact	that	no	structures	are	performed	when	FF	non-polar	is	solved.	
Snapshots	and	optical	observation	support	the	above	conclusion.	Another	clue	is	the	
estimation	of	radius	of	gyration.	The	mean	size	of	FF	 in	the	solution	 is	 found	to	be	
slightly	larger	for	the	non-polar	charge	distribution	of	FF	than	the	polar	one,	which	is	
also	due	to	the	effect	of	charge.		
	
Concerning	the	arrangement	of	FF	peptides	 in	THF,	 it	depends	again	on	the	charge	
distribution.	It	was	found	antiparallel	for	polar	charge	distribution	at	short	distances,	
because	of	 the	electrostatic	 interactions	between	 the	end	charged	groups	and	 the	
hydrogen	 bonding,	 and	 more	 random	 at	 the	 other	 distances.	 FF	 with	 non-polar	
charge	 distribution	 prefers	 vertical	 orientation	 at	 short	 distances	 and	 random	 at	
longer.	
	
Hydrogen	bonding	is	another	 issue	studied	at	the	current	work.	FF	forms	hydrogen	
bonds	 with	 another	 FF	 in	 its	 solution	 in	 THF.	 The	 number	 of	 hydrogen	 bonds	 we	
found	between	FF	and	THF	could	be	due	to	the	fact	that	only	one	atom	of	THF	forms	
hydrogen	bond	as	acceptor.	
	
Comparing	the	solution	of	FF	in	THF	with	other	solvents	(i.e.	organic	and	aqueous),	
we	 emphasized	 the	 differences	 between	 specific	 quantities,	 which	 were	 the	
potential	of	mean	force	(PMF),	the	radial	distribution	functions	(rdf)	between	FF-FF	
and	FF-solvent,	 the	 radius	of	 gyration,	 the	preference	of	peptide’s	orientation	and	
the	hydrogen	bonding.	Our	results	for	THF	were	more	likely	with	those	to	methanol	
solvent	when	FFnon-polar	was	applied,	and	with	those	to	water,	when	FFpolar	was	used.	
So	 the	 charge	 distribution	 is	 the	 feature	 we	 need	 to	 examine	 more	 in	 order	 to	
understand	its	effect	in	the	simulation	systems.	
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Perspectives	
Mixtures	of	solvents	have	been	simulated	in	a	variety	of	percentages	of	organic	and	
aqueous	(50%-50%,	35%-65%,	20%-80%	of	mixed	methanol	and	water).	The	charge	
distribution	 in	 these	 systems	 is	 a	more	 complicated	 issue.	 Preliminary	 results	with	
the	 use	 of	 non-polar	 and	 polar	 charge	 distribution	 extracted	 from	 some	 test	 runs	
and	show	totally	a	different	behavior.	
	
By	 the	 calculation	 of	 the	 radial	 distribution	 function	 and	 the	 observation	 of	
snapshots	during	the	simulation,	peptides	tend	to	self	assemble	due	to	the	presence	
of	water	but	the	aggregates	are	spoiled	soon	because	of	the	organic	solvent	which	
dissolves	them.	
	
This	study	 is	under	 further	 investigation	and	more	 information	should	be	gathered	
about	setting	the	charge	distribution	in	a	force	field	according	to	the	solvent.	
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