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Learning Biologically Interpretable Latent
Representations from Gene Expression Data

Abstract

Gene expression data are typically high dimensional with low sample size. This
leads to several statistical and analytical challenges that one needs to overcome in
order to analyze and infer the underlying biological mechanisms of such data. To
this end, several dimensionality reduction techniques have been proposed. Dimen-
sionality reduction techniques learn a lower dimensional space (latent space), of
newly constructed features and represent the data as a sum of those (latent repre-
sentations). The projection of the data to the latent feature space compresses the
data, retains the significant information and reduces noise.

Typical dimensionality reduction techniques, such as Principal Component
Analysis, derive latent representations that are uninterpretable biologically. In
order to regain a degree of interpretability, other methods return sparse latent rep-
resentations. Particularly, the new features are constructed as linear combinations
of only a few of the molecular quantities. However, sparse latent representations
are still hard to interpret biologically as they do not directly correspond to the
known biological pathways or other known genesets.

In this thesis, we present a novel algorithm for feature construction and di-
mensionality reduction called Pathway Activity Score Learning (PASL). The ma-
jor novelty of PASL is that the constructed features are constrained to directly
correspond to known molecular pathways and can be interpreted as pathway ac-
tivity scores. PASL is evaluated both on simulated and real data. We show that
PASL retains the predictive information for disease classification on new, unseen
datasets. We also show that differential activation analysis provides complemen-
tary information to standard geneset enrichment analysis.





Μαθαίνοντας βιολογικά ερμηνεύσιμες κρυφές

αναπαραστάσεις από δεδομένα γονιδιακών

εκφράσεων

Περίληψη

Τα δεδομένα γονιδιακής έκφρασης είναι κατά κύριο λόγο πολυδιάστατα με πολύ

μικρό αριθμό δειγμάτων. Αυτό οδηγεί σε στατιστικές και μεθοδολογικές προκλήσεις,

οι οποίες πρέπει να αντιμετωπιστούν για την περεταίρω ανάλυση και κατανόηση των

υποκείμενων βιολογικών μηχανισμών που υπάρχουν σε δεδομένα αυτού του τύπου.

Γι΄ αυτό το σκοπό, έχουν προταθεί μέθοδοι μείωσης διαστάσεων, οι οποίες μαθαίνουν

ένα χώρο χαμηλότερης διάστασης (κρυφός διανυσματικός χώρος) που αποτελείται από

νέες μεταβλητές και αναπαριστούν τα αρχικά δεδομένα ως άθροισμα αυτών (κρυφές

αναπαραστάσεις). Η προβολή των αρχικών δεδομένων στον κρυφό διανυσματικό χώρο

συμπιέζει τα δεδομένα, ενώ διατηρεί τη σημαντική τους πληροφορία και μειώνει το

θόρυβο.

Οι κλασσικές τεχνικές μείωσης διαστάσεων, όπως η ανάλυση κυρίων συνιστωσών

(PCA), βρίσκουν κρυφές αναπαραστάσεις οι οποίες δεν είναι βιολογικά ερμηνεύσι-
μες. Για την καλύτερη βιολογική ερμηνεία, έχουν προταθεί νέες μέθοδοι οι οποίες

βρίσκουν αραιές κρυφές αναπαραστάσεις. Συγκεκριμένα, οι νέες μεταβλητες μπορούν

να αναπαρασταθούν ως γραμμικός συνδιασμός μικρού πλήθους των αρχικών μοριακών

ποσοτήτων. ΄Ομως και πάλι η ερμηνεία των αραιών κρυφών αναπαραστάσεων δεν είναι

πλήρως κατανοητή, διότι οι ήδη υπάρχουσες τεχνικές μαθαίνουν αραιές κρυφές ανα-

παραστάσεις, οι οποίες δεν αντιστοιχούν άμεσα στα ήδη γνωστά βιολογικά μονοπάτια

ή σε άλλα γνωστά σύνολα γονιδίων.

Σε αυτή την εργασία, θα παρουσιάσουμε μία νέα τεχνική δημιουργία νέων μετα-

βλητών και μείωση διαστάσεων που ονομάζεται Pathway Activity Score Learning
(PASL). Η βασική καινοτομία της μεθόδου PASL είναι ότι ο κρυφός διανυσματικός
χώρος που επιστρέφει, είναι βιολογικά ερμηνεύσιμος καθώς εφαρμόζονται περιορισμοί

έτσι ώστε να αντιστοιχεί σε γνωστά βιολογικά μονοπάτια. Ο έλεγχος της ορθότητας

της μεθόδου γίνεται τόσο σε συνθετικά, όσο και σε πραγματικά δεδομένα. Δείχνουμε

ότι η μέθοδος PASL διατηρεί την προβλεπτική ικανότητα των αρχικών δεδομένων.
Επίσης η εύρεση διαφορικά εκφραζόμενων βιολογικών μονοπατιών δίνει επιπρόσθετη

πληροφορία σε αναλύσεις εμπλουτισμού γονιδίων.
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Chapter 1

Introduction

1.1 Motivation

Molecular data, such as gene expressions, are often very high dimensional, mea-
suring tens of thousands molecular quantities. For example, the Affymetrix micro-
array platform GPL570 for humans measures the expressions of 54675 probe-sets,
corresponding to all known human genes. As such, visually inspecting the data,
understanding the multivariate gene correlations, and biologically interpreting the
measurements is challenging. To address this problem, several methods have
appeared that reduce the dimensionality of the data. Dimensionality reduction
(a.k.a. latent representation learning) constructs new dimensions (features, quan-
tities, variables). The purpose is to reduce the number of features making them
amenable to inspection while maintain all “useful” information. For example, con-
sider the representation of music. The raw data (original measured quantities)
correspond to the sound spectrum which is visually incomprehensible to humans.
However, music at each time-point can be represented as a sum of prototypical
states (notes) and musical scores, which are much more intuitive [41]. Similarly,
we can ask the questions: Are there prototypical cell states whose sum can repre-
sent any cell state (e.g., gene expression profile)? What are the “notes” of biology?
How can we learn such representations automatically?

1.2 Literature

In order to overcome the statistical challenges numerous dimensionality reduction
techniques have been proposed. Some of the most prevalent ones are arguably
the PCA, Kernel PCA [44], t-SNE [31], and Neural Network autoencoders [23]
and others [24, 48]. All of these methods learn a lower dimensional space (latent
space) of newly constructed features and represent the data as a linear combination
of those. The projection to the latent space aims to retain the data variance and
exhibit a low data reconstruction error. However, the data representation in the
new feature space is biologically unintepretable. To improve interpretability other

1



2 CHAPTER 1. INTRODUCTION

methods introduce sparsity to the latent space in the sense that new features are
constructed as linearly combinations of only a few of the original molecular quan-
tities. Such methods are the Sparse PCA [57] and sparse variants of Non-negative
Matrix Factorization [30] for molecular data [10, 21]). The new constructed fea-
tures are sometimes called meta-genes [9]. Any clustering method could also be
defined as creating meta-genes and new features. However, the meta-genes are
still hard to interpret biologically as they do not directly correspond to the known
biological pathways or other known gene sets.

Other methods aim to find a sparse representation of the input data (sparse
coding) in the form of a linear combination of basic elements as well as those basic
elements themselves [3, 20, 11]. The latent space is often called dictionary and the
basic elements are called atoms. There are also extensions of such methods that
try to incorporate prior information in the sense that they construct the dictionary
in a supervised manner. Specifically, the atoms of the dictionary are constructed
by the input data and by the class labels [54, 55, 26].

Pathway Level Information extractor (PLIER) [33] constructs a dictionary in
an unsupervised manner and also incorporates prior knowledge. The prior knowl-
edge corresponds to the known biological genesets. Each element of PLIER’s
dictionary corresponds to a relevant subset of the available genesets and also aims
to maintain the significant information of the data. The interpretation of a dictio-
nary which corresponds to the available genesets under a soft constraint is still a
difficult task. PLIER is furtherly explained in Section 6.1.4.

1.3 Proposed Solution

In this work, we develop a novel method for unsupervised feature construction
and dimensionality reduction based on the availability of prior knowledge, called
Pathway Activity Score Learning or PASL. PASL aims at a trade-off between
biological interpretability, and computational performance. PASL accepts as in-
put a collection of predefined sets of genes, hereafter called genesets, such as
molecular pathways or gene ontology groups. It has two phases, the inference
phase and the discovery phase. During the inference phase, PASL constructs
new features that are constrained to directly correspond to the avail-
able genesets. The new features could be thought as activity scores of the
corresponding genesets. The inference phase ends when it has captured as much
information as possible (maximum explained variance) given only the provided
genesets. However, a large percentage of the measured quantities is not mapped
to any known genesets. In the discovery phase, PASL constructs features that are
not constrained to correspond to the given genesets trying to capture the remaining
information (variance) in the data.
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1.4 Evaluation of the proposed solution

We evaluate PASL in two sets of computational experiments. (a) We use two col-
lections of real micro-array gene expression datasets, one for Breast Cancer and
one for Leukemia. It is shown that PASL learns latent representations that allow
it to perform predictive modeling based on the novel features. The computational
experiments are performed on test datasets never seen by PASL during feature
construction. For predictive modeling we use an AutoML platform for molecu-
lar data called Just Add Data Bio or JADBIO [49] that searches thousands of
machine learning pipelines to identify the optimally predictive one and estimates
the out-of-sample predictive performance of the final model in a conservative fash-
ion. Analysis in the new feature space is orders of magnitude faster than the one
performed using the original feature space. In addition, the resulting predictive
models are on par and often outperform the ones constructed using the original
molecular quantities. PASL is compared against PLIER [33], arguably the algo-
rithm closer in spirit to PASL. PASL outperforms PLIER in terms of predictive
performance.

In the second set of computational experiments, (b) we show that PASL’s con-
structed features can complement standard gene set enrichment analysis (GSEA).
Specifically, the geneset activity scores output by PASL can be employed to per-
form differential activation analysis (DAA) and identify the genesets that behave
differently between two different classes (e.g., cases vs controls, or treatment vs
controls). Conceptually, this is equivalent to gene differential expression analysis
that identifies genes whose expression behaves differently in two classes. Our ex-
periments indicate that DAA complements GSEA: it can identify genesets that
are not identified by GSEA as statistically significant. Moreoever, DAA has larger
statistical power than GSEA and, in general, it identifies the affected genesets with
lower p values than GSEA.

1.5 Contributions

In this master thesis, we present a novel algorithm for interpretable dimension-
ality reduction of gene expression data, called PASL. The biological interpreta-
tion of PASL, comes from the fact that it learns a latent feature space which
directly corresponds to prior biological knowledge, i.e., the biological pathways.
The main contributions of this work is (a) the construction of PASL, (b) which is
trained on a collection of datasets, creating a disease-specific latent space, able to
identify differences between multiple outcomes (e.g. disease or mutation status, re-
lapse/diagnosis etc.). (c) There are multiple studies that use dimensionality reduc-
tion methods as a preprocessing step prior to disease classification [4, 18, 39, 42, 32].
Specifically, in these studies the dimensionality reduction techniques are applied
into a single dataset, which is then split into train and test set, the predictive
model is trained on the train set and it is evaluated on the test set. Unlike the
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above process, the latent space of PASL is tested on new unseen test datasets,
which are never seen during training. The training on multiple datasets and test-
ing on unseen datasets implies that the constructed latent space is robust and
able to generalize [47, 12, 40]. (d) The evaluation of PASL is performed both
on simulated and real data. We perform extensive experiments in order to tune
PASL’s hyperparameters and also to check the quality of the outcome (disease
classification, differential activation analysis).

1.6 Related Publications

The Pathway Activity Score Learning Algorithm introduced in this work has been
summarized in the following original publication, which has resulted from this
thesis.

• Karagiannaki, I., Pantazis, Y., Chatzaki, E., Tsamardinos, I. (2020, Oc-
tober). Pathway Activity Score Learning for Dimensionality Reduction of
Gene Expression Data. In International Conference on Discovery Science
(pp. 246-261). Springer, Cham.

1.7 Outline

The remainder of this thesis is structured as follows. Chapter 2 presents the nec-
essary preliminaries on gene expression data and dimensionality reduction. In
Chapter 3 we present PASL. In Chapter 4 we point out the importance of the
hyperparameters of PASL. In Chapter 5 we present some experiments of PASL
applied on simulated data. In Chapter 6, PASL is evaluated on real gene ex-
pression data. Chapter 7 concludes this thesis and points out further extensions
of this work. Finally, Chapter 8 contains additional information about the data
phenotypes.



Chapter 2

Theoretical Background

In this chapter we provide background information regarding gene expression data.
We furtherly provide the general idea of dimensionality reduction, as well as some
general information about two widely used dimensionality reduction techniques,
PCA and SPCA, which are also used in the method that we propose in Chapter
3.

2.1 Gene expression data

Gene expression is the process by which the genetic code (the nucleotide sequence)
of a gene is used to direct protein synthesis and produce the structures of the cell
[15]. Gene expression is measured with a fast and automated manner through
high-throughput technologies [53]. The main characteristic of gene expression
datasets is that they are high dimensional with low sample size. There are several
reasons for the limited availability of samples. For example, the limited number of
patients due to rare diseases and privacy or financial constraints limit the creation
of new samples. The high dimensionality combined with the low sample size
makes gene expression data impractical to use because of the high computational
requirements. Also, there are many correlated variables in gene expression data
[38], and thus there is redundant information [36] which can be eliminated by
applying dimensionality reduction techniques in gene expression data [7, 36, 5].

In this study we use microarray data [43] from Affymetrix Human Genome
U133 Plus 2.0 Platform (GPL570) consist of 54675 features. A typical microarray
dataset may consist of tens to hundreds of samples. The fact that the number of
features exceeds the number of samples is known as the “curse of dimensionality”
problem and the efficient dimensionality reduction of such data plays a crucial role
for further analysis.

5



6 CHAPTER 2. THEORETICAL BACKGROUND

2.2 Dimensionality Reduction

Dimensionality reduction is the transformation of data from a high dimensional
space into a lower dimensional space so that the the significant information of
the original data is maintained. Dimensionality Reduction techniques are used in
various domains, such as signal processing, image processing, neuroinformatics,
bioinformatics etc [6, 56, 45, 17, 52]. This kind of techniques are mainly used for
noise reduction, data visualization, cluster analysis, or as an intermediate step for
further analysis (e.g predictive analysis). Concisely, the main goals of dimension-
ality reduction is (a) to extract the most important information of the data, (b)
to compress the data requiring smaller storage, (c) analyse and find structures of
the data, which were not accessible in the original space. In the following sub-
sections (2.2.1 and 2.2.2), we present two widely used dimensionality reduction
techniques, PCA and Sparse PCA, which are also utilized by the method that we
mainly present in this thesis.

2.2.1 Principal Component Analysis

The most widely used dimensionality reduction technique is the Principal Com-
ponent Analysis (PCA) [1]. PCA performs an orthogonal linear transformation
to the data, converting it to lower dimensional data with linearly uncorrelated
variables.

The main idea of PCA is that it projects the data to the directions that capture
the highest data variance (Figure 2.1). The dimensional space that consists of these
directions is called the latent feature space, and its elements are called loadings
or principal axes. The data that are projected into PCA’s latent space are also
known as PCA scores. The PCA problem can be mathematically formulated as
follows

max
A

ATXTXA

s.t ATA = I (2.1)

The classic approach to maximize the objective function of 2.1 would be to
compute the eigenvalues of XTX (the sample covariance matrix of dimension p×
p, where p is the number of dimensions/features) and set A to the eigenvectors
associated with the largest eigenvalues (sorted from maximum to minimum). For
gene expression data, where p is very large, it turns out to be impractical to solve.
An efficient way to solve the optimization problem 2.1 is through Singular Value
Decomposition (SVD). SVD returns a decomposition of the data X, such that
X = USV T , where the right singular vectors V are equal to the eigenvectors of
the sample covariance matrix, hence equal to the PCA loadings.

So PCA estimates a linear subspace A, such that when the data are projected
on A, the data variance is maximized. Every new feature could be expressed as
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Figure 2.1: The basic idea of PCA

Figure 2.2: PCA can be thought in two ways. It learns a latent space at which
the data variance is maximized (left) or equivalently it learns a latent space where
the the residuals are minimized (right).

a linear combination of all the initial features, which in many cases is not in-
terpretable. Specifically, in gene expression data, each new feature is a linear
combination of all tens of thousands of gene probes. For this reason sparse dimen-
sionality reduction techniques are introduced. In Section 2.2.2, we briefly explain
an extension of PCA, i.e. the sparse PCA.

2.2.2 Sparse Principal Component Analysis

Sparse dimensionality reduction techniques construct a sparse latent space. In this
case the results are more interpretable. Specifically, every new feature is a linear
combination of only a small number of the original features. A commonly used
sparse dimensionality reduction technique is Sparse Principal Component analysis
(SPCA). SPCA could be thought as an extension of the PCA optimization problem
with some extra sparsity and regularization terms.
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In order to connect the classic PCA with SPCA, one should consider the op-
timization problem of SPCA from a different perspective. Instead of maximizing
the data variance, it is equivalent to think PCA as an approach of finding a linear
subspace that minimizes the distance of the projection in a least-squares sense
(Figure 2.2). This could be expressed as

min
A
||X −XAAT ||2F

s.t AAT = I (2.2)
The SPCA optimization problem can be formulated by applying the elastic net

penalty as follows

min
A,B
||X −XBAT ||2F +

k∑
j=1

||βj ||2F +
k∑
j=1

λi,j ||βj ||1

s.t AAT = I (2.3)
where B is the learnt sparse latent space.



Chapter 3

Pathway Activity Score
Learning Algorithm

3.1 Preliminaries

The PASL algorithm accepts as input two 2D matrices X and G. Matrix X ∈ Rn×p
contains the molecular measurements, where n is the number of samples and p
the number of features. Typically n � p. For microarray gene expression data,
the rows of X correspond to molecular profiles while the columns to the gene
expressions of the probe-sets. Hereafter, we will refer to probe-sets as genes for
simplicity, unless otherwise noted; however, the reader is warned that there is not
a one-to-one correspondence between probe-sets and genes. PASL also accepts a
gene membership matrix G ∈ {0, 1}g×p with g being the number of predefined
groups of genes. Each row of G, denoted by gi for the i-th row, corresponds to
a molecular pathway, gene ontology set, or any other predefined gene collection
of interest called geneset hereafter. We set Gij = 1 if gene j belongs to the i-th
geneset, and 0 otherwise.

PASL assumes the data X can be decomposed as

X = L ·D + σI, (3.1)

where D ∈ Ra×p is a sparse matrix. In other words, each molecular profile at row
j of X is a linear combination of rows of D with coefficients in the jth row of L
with an isotropic noise added to it. D is called the dictionary and its rows the
dictionary atoms, denoted with di. In PCA terminology, D corresponds to the
loadings. The geneset matrix (G) quantifies the prior knowledge that helps PASL
to define the dictionary atoms in a way that the results are interpretable. Given
training data X and the geneset matrix G, PASL outputs the two matrices D and
L. D is the concatenation of two sub-dictionaries D1 and D2 (D = [D1;D2]) with
dimensions a1×p and a2×p, respectively (hence, a = a1 +a2). D1 is a dictionary
where each atom di is constrained to correspond to only one geneset, in the sense
that the non-zero elements of di correspond to the genes in the particular geneset.

9
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Metric Symbol Dimension

Dimensions

#samples n R
# features p R
# atoms a R
# genesets g R
# genes per geneset K R

PASL
Data X Rn×p

Input
Geneset matrix G Rg×p
Normalization parameter λ R
Threshold for reordering genesets t R

PASL Dictionary D Ra×p
Output Representation of data in D L Rn×a

Table 3.1: Basic Definitions of PASL

Thus, D1 is the part of the dictionary that is biological interpretable. D2 is just a
sparse dictionary meant to explain the remaining variance of the data and suggest
the existence of yet-to-be-discovered genesets. D1 is the outcome of the first phase
of PASL, called inference phase, while D2 is the outcome of the second phase,
called the discovery phase. L ∈ Rn×a is the representation of the data in the
latent feature space, corresponding to PCA scores. PASL provides the optimal
projection of X on the row space of D and it is computed by minimizing the
Frobenius norm between X and L ·D. The basic definitions and the corresponding
dimensions are summarized in Table 3.1. Also an overview of PASL is presented
in Figure 3.1.

3.2 Inference Phase

During the inference phase, PASL constructs a dictionary (D1), whose atoms cor-
respond to the genesets of the geneset matrix G. Particularly, the atoms of D1

correspond to the genesets that best explain the data variance.
One approach to extract the genesets with the highest variance in the dataset

is through a dynamic heuristic, where for each new atom, one needs to answer the
following question: Which is the geneset that leads to the ”next best” atom? One
way to answer to this question is to reduce the data matrix to the features (genes)
that correspond to a geneset, estimate the first principal component, repeat the
same for all genesets and then keep the principal component (d) with the highest
variance. We mathematically formulate this problem as

i∗ = arg max
i=1,...,g

max
d∈R||gi||0

||X(:,gi)d||22 (3.2)

where X(:,gi) denotes the data matrix reduced to the genes of the i-th geneset.
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Figure 3.1: Overview of PASL. PASL outputs a dictionary D which is constructed
in two phases. During the inference phase, D1 corresponds to the genesets of
geneset matrix G that best explain the data variance. During the discovery phase,
D2 is not restricted to correspond to the prior biological knowledge, so it captures
the remaining variance and reveals potentially new biological knowledge.

Then, we add the i∗ principal component to the dictionary, remove its contribution
from the dataset and repeat the same procedure until a pre-specified criterion is
met. We note that each atom is of dimension 1 × p, where p is the number of
features of the data. The indexes of the non-zero entries of an atom correspond
to the genes of the i∗-th geneset. The non-zero entries correspond to the first
principal component of the i∗-th geneset. So Dij = 0 indicates that gene j does
not belong to the i-th geneset. An example of this dynamic approach is shown in
Figure 3.2.

Algorithm 1 Dynamic Approach

1: Reduce the data matrix to the genes of each geneset of G (X(:, gi))
2: i∗: index of geneset whose 1st principal component has the highest variance
3: Add the i∗ geneset to the dictionary and remove its contribution from the data
4: Repeat until convergence or until the dictionary has the maximum number of

atoms

The described algorithm (Algorithm 1) is guaranteed to return an ordered
dictionary whose atoms have the highest variance. Nevertheless, it can be pro-
hibitively expensive in terms of computational cost since at each iteration it per-
forms one PCA per geneset. In total it has to compute a · g PCAs. In order to
remedy the computational burden, the dictionary could be constructed though a
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Figure 3.2: Overview of the dynamic approach. The construction of the first atom
of the dictionary. The same procedure can be repeated for the construction of the
rest of the atoms.

static heuristic. Specifically, one could precompute the principal components for
all reduced-to-genesets data matrices, then, order them and keep the genesets with
the highest variance (Algorithm 2). Figure 3.3 shows an example of the described
process. The atoms of the dictionary are constructed based on this predefined or-
der of genesets. This static approach is way more computational efficient because
the number of PCAs that one has to perform is g+a. Specifically, g PCAs are per-
formed in order to precompute the ordering of the genesets, and one PCA for each
new atom that is added to the dictionary. Despite being computational efficient,
this approach may affect the quality of the solution. Specifically, the ordering of
the genesets is fixed, but at each iteration the data matrix changes because the
contribution of each new atom is removed from it. In other words, the order of
genesets is predefined based on the original data, without taking into account the
variance that the previous atoms explain. This might affect the actual ordering of
the variance, hence the quality.

The dynamic and the static approach return the same solution when the gene-
sets of the geneset matrix do not have common genes. In this case, the contribution
of each new atom does not affect the rest of the atoms, so the static approach pro-
duces the same solution with the dynamic approach.



3.2. INFERENCE PHASE 13

Figure 3.3: Overview of the predefined order of genesets.

Algorithm 2 Static Approach

1: Reduce the data matrix to the genes of each geneset of G (X(:, gi))
2: Apply PCA on each X(:, gi) and keep the variance of all principal compo-

nents of all genesets (vG ∈ Rg·min(n,K))
3: [∼, idx] = sort(vG, descend)
4: Based on idx ordering add the genesets to the dictionary while removing their

contribution from the data
5: Keep adding genesets until convergence or until the dictionary has the maxi-

mum number of atoms

Metric Symbol Dimension

z-scored Data Xz Rn×p
Ordered geneset matrix G Rg×p

Data reduced to pathway Xr Rn×K
1st principal axis of reduced data dr RK

Variance of reduced data to the selected genesets (prior) vGs Ra
Variance of all genesets vG Ra·g

Variance of PCA on reduced data vr Rmin(n,K)

Relative Reconstruction Error vz Ra
Indexes of all genesets idG Ra·g

Indexes of selected genesets idGs Ra

Threshold of convergence tol R

Table 3.2: Further definition for PASL that is used in Algorithm 1.

The inference phase of PASL, which is shown in Algorithm 3 (lines 1–22 and
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Algorithm 3 Pathway Activity Score Learning

Input:Data Xn×p, Geneset Matrix Gg×p
Output:Dictionary Da×p, Representation of data in D: Ln×a

1: //Inference Phase

2: Xz ← zscore(X)
3: X ← Xz

4: i← 1, i′ ← 1 //i: running geneset index, i′: atom counter

5: [iḠ, vḠ]← OrderOfGenesets(X,G) //vḠ : pre-computed variance

6: Ḡ← G(iḠ, :) //Ḡ: ordered geneset matrix

7: while i′ ≤ a1 do
8: Xr ← X(:, ḡi)
9: [dr, vr]← pca(Xr, #pc = 1) //vr : current variance

10: if vr
vḠ(i) ≤ t then //how close is vr to vḠ(i)

11: [iḠ, vḠ]← OrderOfGenesets(X,G)
12: Ḡ← G(iḠ, :)
13: i← 1 //Reset counter

14: Xr ← X(:, ḡi)
15: [dr, vr]← pca(Xr,#pc = 1)
16: end if
17: D1 ← [D1; expand(dr; gi)] //Insert the new atom in D1

18: X ← X
(
I −D1(i,gi)

TD1(i,gi)
)

//Remove the contribution

19: vz ← ||Xz(I −D+
1 D1)||2F / ||Xz||2F

20: if |vz − vz−1| < tol then break end if
21: i← i+ 1, i′ ← i′ + 1
22: end while
23: //Discovery Phase

24: Xz ← zscore(X)
25: D2 ← spca(Xz, #pc = a2, #nz = m) //a2 = a− i′

26: D ← [D1;D2]
27: L← XzD

+

28: return D, L

29: function OrderOfGenesets(X,G)
30: vG ← ∅, iG ← ∅
31: for i← 1 to g do
32: Xr ← X(:,gi)
33: [∼, vr]← pca

(
Xr, #pc = min(n, ||gi||0)

)
34: vG ←

[
vG; λ·vr

(||gi||λ0−1)

]
//Box-Cox normalization

35: iG ← [iG|i|...|i] //Insert min(n, ||gi||0) elements

36: end for
37: [vḠ, j]← sort(vG)
38: iḠ ← iG(j)
39: return iḠ, vḠ //ordered genesets ids and their corresponding variance

40: end function
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Figure 3.4: Overview of the inference phase of PASL.

29–40), balances between the dynamic and the static approach. As in the static
approach, it computes the ordering of the principal components’ variance (lines 5
and 29–40) and iteratively selects the atoms based on this ordering (while loop;
lines 7–22). The difference between PASL and the static approach is that PASL
checks how close is the current variance from the expected pre-computed variance
(line 10). If the relative change is below a threshold, PASL recomputes the ordering
of the principal components’ variance (lines 11–15). The hyper-parameter t, which
takes values between [0, 1], controls how often the variance reordering is performed
henceforth the proximity to optimality. The higher the value of t, the more often
the evaluation of the ordering is happening, thus the dictionary is more accurate in
terms of explained variance, on the cost of being computationally more expensive.
The stopping criterion asserts that the inference phase of PASL stops when there
is no further decrease in the relative reconstruction error (e.i., the variance of the
normalized residual error) (line 20). Finally, we remark that the variance values
are normalized before they are ordered (line 34). This is absolutely necessary due
to the wide variation of the number of genes in each geneset which varies from few
dozens to few thousands of genes. We choose as normalization method the Box-
Cox transformation on the number of genes and optimize over its hyper-parameter
λ. An overview of the inference phase of PASL is shown in Figure 3.4 and a brief
definition the parameters and their corresponding dimension is summarized in
Table 3.2.

3.3 Discovery Phase

After the inference phase where we extracted as much as possible variance from
prior knowledge, we will distill the remaining variance of the data without restric-
tions on the location of the non-zero elements of the dictionary atoms using a
sparse –hence, interpretable– dimensionality reduction technique aiming to reveal
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new potential pathways which were previously unknown. Based on its generality
and efficiency, we employ in our experiments Sparse Principal Component Anal-
ysis (SPCA) [57] (lines 24–25 in Algorithm 3). We note though that any sparse
dimensionality reduction technique can be utilized. However, we do not tune the
respective hyper-parameters, instead, we require the SPCA algorithm to return a
fixed number of non-zero elements per atom. We denote this number with m and
we set it to 2000 in our experiments. SPCA is furtherly explained in Section 2.2.2.



Chapter 4

Selection of Hyperparameters’
Value

PASL takes as input several hyperparameters that need to be specified. The
hyperparameter t, which controls how often the function OrderOfGenesets will be
called, has a direct impact on the execution time of PASL. λ is a normalization
parameter, which is critical for the output of PASL.

There are also hyperparameters which we do not tune, i.e. the hyperparameter
m (the number of non-zero elements at each atom of the discovery phase) as well
as the number of atoms at the discovery phase. The latter two hyperparameters
originate from SPCA.

In Sections 4.1, 4.2 we define and show the importance of the hyperparameters
t and λ respectively.

4.1 Effect of t on the explained variance and the exe-
cution time

Due to the large number of PCA calculations (one for each geneset), the most time-
consuming part of PASL is the execution of the function OrderOfGenesets in Algo-
rithm 3. The hyper-parameter t controls how often the function OrderOfGenesets
will be called. When t = 1 (dynamic approach) then it is called at every iteration,
while it is called once at the beginning and never again when t = 0 (static ap-
proach). In order to determine the optimal value for t, we perform an experiment
with a merged collection of microarray datasets where the total number of samples
is n = 4235, the number of genes p = 54675 and a fixed number of atoms a1 = 200.
Fig. 4.1 demonstrates the explained variance as a function of the execution time
for different values of t. Based on this plot, we observe that the value of t is crucial
both for the execution time of PASL and for the explained variance, so we set t to
be equal to 0.9 (cyan star symbol in Fig. 4.1) in our experiments.

17
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Figure 4.1: The explained variance (y-axis) as a function of the execution time
(x-axis) is shown for different values of t. For 0.4 ≤ t ≤ 0.9, the execution time
is reduced by a percentage between 65% and 85% with minimal impact on the
explained variance.

4.2 Box-Cox normalization of the variance

The number of genes, i.e., the number of non-zero elements in each row of the
geneset matrix G, varies from few dozens to several thousands making the geneset
ordering based on variance susceptible to such variations. Indeed, we experimen-
tally observe that genesets with more genes tend to be selected frequently while
genesets with a low number of genes were rarely selected (see also the ”without
normalization” bar of Figure 4.2). Therefore, it is essential to normalize the vari-
ance of each geneset relative to the number of genes it contains. We propose to
normalize the variance using the Box-Cox transformation [8] on the number of
genes (i.e., on ||gi||0) which is given by

y′ =

{
(yλ − 1)/λ if λ 6= 0

log(y) if λ = 0
(4.1)

where λ is a tunable hyper-parameter which controls the power scaling on y.

The value of λ is determined by a targeted experiment using simulated data
which are generated using genesets with both small and large number of genes.
The simulated data are generated by first creating the geneset matrix G consisting
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of equally distributed genesets with specific number of genes. Then, we construct
a dictionary using randomly selected genesets which are also equally distributed.
Specifically, we create n = 400 samples with p = 500 features and perform multiple
experiments for different number of genes per geneset. The number of genes per
geneset take values [10, 30, 50, 70] (Figure 4.2 (top)), [30, 50, 100, 300] (Figure
4.2 (middle)) and [30, 50, 70, 200, 300] (Figure 4.2 (bottom)). After an extensive
search (for different number of genes per geneset, different number of atoms, and
different dimensions of the simulated data), where different values of Box-Cox
transformation hyper-parameter was tested, we set λ to be equal to 1/3.Some
of the geneset selection results obtained with PASL are presented in Fig. 4.2.
Evidently, the use of Box-Cox transformation with λ = 1/3 (4th bar) produced
results similar to the ground truth (7thbar) while PASL without normalization fail
to correctly infer the true dictionary (6th bar).
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Figure 4.2: The simulated dictionary (ground truth; 7th bar) consists of equally
distributed pathways with different number of genes ,[10, 30, 50, 70] genes for the
top figure, [30, 50, 100, 300] and [30, 50, 70, 200, 300] genes for the middle and
bottom figure respectively). In all three figures, the 6th bar (without normaliza-
tion) shows the distribution of selected pathways without normalization, while the
rest of the bars show the selected pathways for different values of the Box-Cox
normalization parameter λ. Apparently, the normalization of the variance is nec-
essary for PASL in order to avoid being biased towards selecting genesets with a
larger number of genes.
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PASL Evaluation on Simulated
Data

This set of experiments demonstrates the ability of PASL to learn atoms that cor-
respond to the correct genesets. To this end, we simulate data where the latent
space is known and used as the gold standard. There are four parts in the simu-
lation: (a) generating the geneset matrix G, (b) generating the dictionary matrix
(latent feature space) D, (c) generating the score matrix L, and (d) simulating
the data X. In the geneset matrix G each row corresponds to a geneset, so that
Gij = 1 implies that gene j belongs to geneset i. We denote with gi the ith row
of G, i.e., the ith geneset. G is randomly sampled so that each gi has exactly
K genes (ones), where K is a simulation parameter. Next we randomly sample
a dictionary matrix D as follows: the kth row of D, will correspond to a ran-
domly chosen (with replacement) geneset j. Its index is stored in vector id so that
idk = j. Dk contains zero coefficients for the genes that do not belong in geneset
j. The remaining coefficients are randomly sampled from a uniform distribution
U [−1.5, 1.5]. The entries of the score matrix L are again randomly sampled from
a uniform distribution U [−1.5, 1.5]. The simulated data are then computed as:

X = L ·D +N (5.1)

where N is a matrix of noise, specifically each element is sampled from a Gaussian
distribution with mean 0, and standard deviation such that the signal to noise
ratio achieves value SNR.

5.1 Evaluation of the Inference Phase

In the first group of experiments, we evaluate the inference phase of the algorithm.
The geneset matrix G that was used to generate the data is given as input to PASL,
i.e., all genesets are provided as prior knowledge. So, given X and G, PASL learns
a dictionary D̂ of atoms in each row d̂k that corresponds to a list of geneset ids îd.
When an identified atom d̂k and an atom used to generate the data dm correspond

21
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Figure 5.1: Percentage of correctly identified atoms PCIA for increasing SNR. For
SNR ≥ 5dB PASL identifies almost all genesets that generated the data.

to the same geneset, we say that d̂k is correctly identified. The learning quality of
PASL is measured by the percentage of atoms in D̂ correctly identified:

PCIA =
#(id ∩ îd)

#id
(5.2)

where PCIA stands for percentage of correctly identified atoms. Notice that id and
îd are treated as multi-sets, in other words, if geneset j is used in 5 atoms of D, we
would expect PASL to also have 5 atoms in D̂ that correspond to geneset j. For
example, if the data were generated from atoms in D corresponding to genesets
with ids id = [1, 2, 3, 4, 5, 1] and PASL identifies D̂ such that its rows correspond
to genesets with ids îd = [6, 7, 8, 5, 1, 1]. Then, PCIA = 3

6 = 0.5. Fig. 5.1(a)
shows the average (over 20 runs) PCIA for increasing values of SNR: as the signal
becomes stronger, PASL is able to correctly identify all genesets that participate
in the generation of the data. For this experiment, the sample size was set to 400,
the feature size to 500, 150 atoms were used for D chosen among 600 genesets in
G, and the number of genes per pathway K was set to 100. Also the normalization
parameter λ was set to 1

3 and the hyperparameter t was set to 0.9. In Table 5.1
we summarize the inputs and outputs of PASL for this set of experiments.

5.2 Evaluation of the Discovery Phase

In this set of experiments, we relax the assumption that the data have been gen-
erated from known genesets. Specifically, we simulate two geneset matrices Gv

with V rows and Gh with H rows, where the former corresponds to the visible
genesets that are provided to PASL as input, and the latter to the hidden ones,
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Metric Explanation Dimension

Data
G Simulated geneset matrix Rg×p
D Simulated Dictionary Ra×p

Generation L simulated scores matrix Rn×a

Input
X = LD Simulated Data Rn×p
G Rg×p

Output
D̂ Learnt Dictionary Ra×p

L̂ Learnt scores matrix Rn×a

Further id indexes of genesets in D

Notation îd indexes of genesets in D̂

Table 5.1: Evaluation of the inference phase. Summarized information.

corresponding to the yet-to-be-discovered pathways. The data are generated from
G = [Gv;Gh]. In GPL570 only 23696 probesets out of the 54675 ones belong in
any of the genesets in KEGG, REACTOME, or Biocarta (Figure 5.2). To simulate
a similar situation, genesets in Gv are simulated using only the first 50% of the
features, while all features are allowed to participate in genesets of Gh. The data
X are simulated from a dictionary D = [Dv;Dh], where Dv (Dh) contains atoms
that correspond to visible (hidden) genesets in Gv (Gh). We expect the inference
phase of PASL to correctly infer Dv and the discovery phase to discover Dh.

Let us call an atom that corresponds to a visible (hidden) geneset in Gv (Gh) a
visible (hidden) atom. We perform an experiment for different values of visible-to-
hidden atoms ratio ( VH ), keeping the number of visible atoms (V ) fixed and equal
to 100. The ratio takes values in {1, 2, 5, 10, 20, 100}. The sample size is 500, the
feature size to 1000, the number of visible genesets is 600, and SNR = 5db. We

consider a geneset in Ghj as “discovered” if there is a corresponding atom in D̂h

returned by PASL that has at least 80% of its non-zero coefficients in Ghj . Fig.

5.3(a) shows the PCIA for the visible genesets in Gv with increasing ( VH ). The
figure supports the claim that PASL correctly constructs atoms corresponding to
known genesets even in the presence of unknown genesets contributing to the data
generation. Fig. 5.3(b) shows the same metric for the discovery of atoms in Gh.
When the number of known genesets is a multiple of the unknown ones, PASL
correctly identifies atoms corresponding to the unknown genesets. In Table 5.2 we
summarize the inputs and outputs of PASL for this set of experiments.
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Figure 5.2: Number of genesets and probesets per database. In GPL570 there are
54675 probesets in total where the 23696 of them belong to at least one geneset of
the databases.
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Figure 5.3: (a) PCIA of visible genesets in Gv (i.e., provided to PASL as prior
knowledge) for increasing ratio of visible to hidden atoms V

H . PASL is able to
correctly identify most known atoms even in the unknown genesets. (b) PCIA
for the hidden genesets in Gh. When the known genesets are a multiple of the
unknown genesets, PASL is able to correctly discover the unknown genesets.
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Metric Explanation Dimension

Data
Gv Simulated visible genesets RV×p
Gh Simulated hidden genesets RH×p

Generation Dv Simulated visible Dictionary Ra1×p

Dv Simulated hidden Dictionary Ra2×p

L Simulated scores matrix Rn×(a1+a2)

Input
X = L · [Dv;Dh] Simulated Data Rn×p
Gv RV×p

Output
D̂v Learnt Dictionary (inference phase) Ra1×p

D̂h Learnt Dictionary (discovery phase) Ra2×p

L̂ Learnt scores matrix Rn×a
Further a1 number of atoms (rows) of Dv R
Notation a2 number of atoms (rows) of Dh R

K number of non-zeros per atom (inference) R
m number of non-zeros per atom (discovery) R

Table 5.2: Evaluation of the discovery phase. Summarized information
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Chapter 6

PASL evaluation on Real Gene
Expression Data

6.1 Tools and Methods

6.1.1 Datasets

For our experiments we downloaded datasets from BioDataome [29], a collection
of uniformly preprocessed and automatically annotated datasets for data-driven
biology (http://dataome.mensxmachina.org/). BioDataome hosts microarray gene
expression datasets from the Gene Expression Omnibus database [13] and RNASeq
gene expression datasets from the recount database [14].
Specifically, we downloaded all the available Breast cancer and Leukemia datasets
as of May 2020 measured with the Affymetrix Human Genome U133 Plus 2.0 -
GPL570 platform, each having at least 20 samples. The datasets form the Breast
Cancer collection and Leukemia collection. For each collection we select 80% of
the datasets to pool together and use them as training data. The dimensionality
reduction algorithms are applied on this training set to learn a dictionary matrix
D of atoms (Fig. 6.1(a)). For this experiment, PASL is compared against PLIER
[33], which is arguably the algorithm closer in spirit to PASL. The remaining 20%
of the available datasets are employed as test datasets and are not seen by neither
PASL or PLIER during training. The selection of datasets to enter the train or the
test set is random, with the restriction that test datasets have to be accompanied
by a discrete outcome (phenotype) for each sample, e.g., disease or mutation status
or multiple phenotypes related to the diseases (e.g. rapid/slow early responder).
(Tables 8.1, 8.2). The outcome is either binary or multiclass. The training set for
the Breast cancer collection contains 4200 unique gene-expression profiles, while
the Leukemia collection contains 5600 unique profiles.

27
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Figure 6.1: Experimental Setup. For the construction of the latent feature space,
the methods are trained on a collection of gene expression datasets. The evaluation
is performed on new unseen test datasets, where the predictive performance and
the significance of the pathways of the latent feature space are examined.

6.1.2 Provided and Discovered Genesets.

In all experiments with real data, the geneset matrix G (gene membership matrix)
includes 1974 pathways found in KEGG[27], Reactome [16] and Biocarta [35] which
were downloaded from Molecular Signatures Database (MSigDB) of the Broad
Institute [46]. The number of non-zeros for each atom in the discovery phase is
set to 2000.

6.1.3 Disease Classification

For the disease classification experiments, we employ an automated machine learn-
ing architecture (AutoML), called JADBIO (Just Add Data Bio, www.jadbio.com),
version 1.1.21. JADBIO has been developed specifically for small-sample, high-
dimensional data, such as multi-omics data. The use of JADBIO is meant to
ensure that (a) out-of-sample AUC estimates are accurate, and (b) performance
does not depend on a single classifier tried with just the default hyper-parameters.
Instead, for classification, JADBIO tries the SES feature selection algorithm [28],
combined with ridge logistic regression, decision trees, random forests, and SVMs
for modelling. It automatically tunes the hyper-parameters of the algorithms, try-
ing thousands of combinations of algorithms and hyper-parameters. It estimates
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the performance of the final winning model produced by the best configuration
(pipeline of algorithms and hyper-parameter values) using the BBC-CV protocol
[51]. The latter is a version of cross-validation that adjusts the estimate of perfor-
mance of the winning configuration for multiple tries to provide conservative AUC
estimates. A detailed description of the platform along with a massive evaluation
on hundreds of omics datasets is in [49]. JADBIO has produced novel scientific
results in nanomaterial prediction [50], suicide prediction [2], protein functional
properties [37] and others.

6.1.4 Pathway Level Information ExtractoR

We comparatively evaluate PASL against a recently introduced algorithm called
Pathway Level Information Extractor (PLIER) [33]. PLIER also accepts as input
data X and a geneset matrix G. Similarly to PASL, it returns the scores L and
the dictionary D, such that X ≈ L ·D. PLIER imposes constraints to D to be a
combination of known genesets. It is mathematically formulated as follows

min
L,D,B

||X − LD||2F + λ1||D −BG||2F − λ2||L||2F + λ3||B||1

s.t Dij > 0, Bij > 0 (6.1)

B is a sparse matrix of coefficients which indicates which genesets from the
geneset matrix G will correspond to each atom of D. PLIER accepts several hyper-
parameters. The maxpath hyper-parameter indicates how many genesets an atom
of D is supposed to correspond to. In other words, how many non-zeros per
row the B matrix has. We set maxpath = 1 requesting that each atom in D
corresponds to one and only geneset, so that the output is comparable to PASL.
Unfortunately, PLIER treats maxpath as indicative; atoms in D may correspond to
the union of several genesets, even when maxpath = 1. In that sense, the atoms in
D are not as easy to interpret as the ones returned by PASL. PLIER also ignores
genesets with features fewer than minGenes. We set minGenes = 1 so that no
genesets are ignored. Finally, we note that in PLIER the scores L are computed
as X ·DT · (DDT + λ2I)−1, where λ2 is a parameter learned by the algorithm.

6.1.5 Gene Set Enrichment Analysis

A gene set is defined as a collection of genes associated with a specific biological
process or disease, or even the set of genes that are present in a given pathway
(e.g. a set of 128 genes is involved in the KEGG cell cycle pathway).

A common approach to interpret gene expression data based on the avail-
able genesets is the Gene Set Enrichment Analysis (GSEA) [46]. GSEA is a
computational method to determine whether a pre-defined set of genes (geneset)
shows a statistically significant difference between different phenotypes. GSEA
first summarizes the probesets that correspond to the same gene to the maxi-
mum/minimum/mean expression value. Inherently, GSEA loses information when
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this summarization is applied and it also loses information by ignoring the covari-
ances of the gene expressions [22, 25]. Subsequently, the null hypothesis is that
the p-values of the genes in the pathway have the same distribution as the genes
that do not belong to the pathway.

6.1.6 Differential Activation Analysis

A widely used approach to analyse gene expression data is to identify the genes
that behave differently between two or more conditions (e.g. disease vs. healthy,
treatment vs. control etc.). This process is called differential expression analysis
and the important genes are called differentially expressed genes. These differen-
tially expressed genes are found by performing a multiple hypothesis testing.

In a similar fashion to differential expression analysis we perform differen-
tial activation analysis (DAA) on PASL’s scores. Since the constructed fea-
tures correspond the genesets (atoms of D), we can use their values (stored in
the columns of L) to find which genesets behave differently under two conditions
e.g,disease vs. healthy or treatment vs. control. Essentially, DAA estimates the
genesets (pathways) that are differentially activated. We specifically perform DAA
on the test datasets projected to the latent space of PASL (activity scores) using
the Matlab’s t-test function mattest with 10000 permutations [19].

6.2 Constructing a Latent Feature Space with PASL
and PLIER

Applied to a training dataset Xtrain, PASL learns a transformation to a new fea-
ture space given data Xtrain and a geneset matrix G. Subsequently, PASL learns a
dictionary D and scores Ltrain such that X ′train ≈ Ltrain ·D. Each atom (row) in D
corresponds to only one geneset in G or a newly discovered geneset (Fig. 6.1(a)).
To apply the transformation to new test data Xtest, one projects them to the row
space of D by computing Ltest = Xtest · D+ (Fig. 6.1(b)). An important detail
is that both the train and test data are first standardized using the means and
standard deviations of the training data; thus, the transformation does not require
any quantity to be estimated from the test data. This is important to avoid in-
formation leakage during cross-validation when evaluating predictive performance
on the transformed data.

PLIER also accepts a the data Xtrain and a geneset matrix G and represents
the data as X ′train ≈ Ltrain ·D. The transformation to new test data is performed
as X ·DT · (DDT +λ2I)−1, where λ2 is a parameter learned by the algorithm. An
atom in PLIER’s latent space balances between the inference to the geneset matrix
and the extraction of new biological knowledge. As a result, the atoms of PLIER
are not as sparse as the ones that PASL outputs. For example, for the Breast
Cancer collection analysis, the mean number of non-zero coefficients in each atom
of PLIER is 25833 (almost half of the original feature size), while for PASL it is
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Figure 6.2: Mean AUC of (a) Breast Cancer and (b) Leukemia test datasets

1329. For the same number of atoms, PLIER has uses more degrees of freedom
(non-zero coefficients) to find a suitable transformation to a latent space. For
a fair comparison in the subsequent experiments, we impose the restriction that
the learned dictionaries DPLIER and DPASL have approximately the same number
of non-zero elements. To this end, we first run PLIER allowing it to construct
a large number of atoms and estimate the number of atoms a required to reach
approximately the same number of non-zeros as PASL. Then, we re-run PLIER
constrained to produce only a atoms. Specifically, when PASL is restricted to 500
atoms, its dictionary contains 664695 and 700020 non-zeros for the Breast Cancer
and the Leukemia collections, respectively. PLIER is limited to 29 and 30 atoms
instead, producing dictionaries with 699976 and 782114 non-zeros, respectively.

6.2.1 Predictive Performance in Latent Feature Space

This set of experiments examines the following research question: does the trans-
formation to the latent feature space capture all important information, defined
as the information required to classify to typical outcomes (phenotypes) such as
the disease state, the mutation status, dietary restrictions or other disease-specific
phenotypes. To this end, we employ predictive modeling on the test datasets
and estimate the predictive performance of the best identified model. Each test
dataset’s outcome leads to binary or multiclass classification tasks. Predictive
performance is measured by the AUC metric.

We performed classification analysis using JADBIO (Section 6.1.3) on 13 and
15 test datasets for Breast Cancer and Leukemia, respectively. The analysis uses
the original feature space, as well as the PLIER and PASL feature spaces, for
different dimensionalities. For PASL, the number of atoms to learn take values
250, 400, and 500. The number of atoms with approximately the same non-zeros
in the dictionary of PLIER is 20, 25, and 30. The dimension of the original feature
space is 54675. Thus, there are 7 analyses for each dataset, and 91 + 105 = 196
analyses in total. For the Breast Cancer datasets 860002 classification models
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Figure 6.3: (a) The best visualization for PASL vs Original, (b) The best visual-
ization for PASL vs PLIER (The outcome stands for the mutation status of IGHV
gene and (c) The best visualization for PLIER vs PASL.

were trained in total by JADBIO with different combinations of algorithms and
hyper-parameter values on different subsets of the input data (cross-validation).
For the Leukemia, the number of trained models reaches 983425. In total 1843427
models were trained for this experiment.

Regarding the execution time, the analysis in the PASL or PLIER space takes
about 1 order of magnitude less time than in the original space. The ex-
act execution time in JADBIO depends on several factors, such as the load of
the amazon servers on which the platform runs, and thus exact timing results are
meaningless. Indicatively, we mention a typical case: the analysis of GSE61804 for
the original space took 1.15 hour, 9 minutes and 5 minutes for PASL and PLIER
respectively. Figure 6.2(a),(b) shows the average AUC over all test datasets for
each disease for increasing number of non-zeros. PASL outperforms PLIER
and it is on par with analyses on the original space. Thus, the learned
dictionary by PASL generalizes to new test data and captures the important in-
formation to perform classification with various disease-related outcomes. At the
same time, PASL achieves 2-orders of magnitude dimensionality reduction by a
sparse matrix whose atoms directly correspond to known genesets (pathways).
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Table 6.1: AUC of the test datasets for PASL, PLIER and Original space (initial
test datasets). PASL and PLIER are tested for approximately equal number of
non-zero entries in the dictionary matrix. For Breast cancer data PASL’s latent
space consists of 500 dimensions-664695 non-zeros. PLIER’s latent space consists
of 29 dimensions of 699976 non-zeros. For Leukemia, PASL’s latent space con-
sists of 500 dimensions of 700020 non-zeros. PLIER’s latent space consists of 30
dimensions of 782114 non-zeros.

Breast Cancer Leukemia

Data ID PASL PLIER Original Data ID PASL PLIER Original

54002 0.999 1 0.995 15434 0.985 0.747 0.987

5460 0.952 0.958 0.96 14924 0.996 0.987 0.91

36771 0.935 0.933 0.963 23025 0.762 0.766 0.741

66161 0.664 0.486 0.579 21029 0.95 0.694 0.966

76124 0.976 0.98 0.97 28654 0.767 0.616 0.762

66159 0.759 0.506 0.776 14671 0.59 0.674 0.625

66305 0.513 0.569 0.535 7440 0.73 0.52 0.736

10780 0.976 0.995 0.962 66006 0.926 0.792 0.952

27562 0.835 0.776 0.914 28460 0.719 0.542 0.697

27830 0.725 0.671 0.759 26713 0.998 0.997 0.952

36769 0.953 0.963 0.96 31048 0.984 0.981 0.99

29431 0.997 0.982 0.991 39411 0.997 0.956 0.985

42568 0.991 0.975 0.927 49695 1 0.612 0.998

50006 0.979 0.994 0.983

61804 0.823 0.744 0.869

Mean 0.8673 0.830 0.868 Mean 0.8804 0.7748 0.876

Median 0.952 0.958 0.96 Median 0.95 0.747 0.952

We now focus on the experiments for the largest dimension of PASL and
PLIER. The number of atoms in PASL is set to 500 (664695 non-zeros for Breast
Cancer, 700020 non-zeros for Leukemia). PLIER’s latent space consists of 29
(699976 non zeros) and 30 (782114 non-zeros) atoms for Breast Cancer and Leukemia
respectively. Table 6.1 contains the detailed results for each dataset and method.
The worst case (best case) for PASL is dataset with ID 27562 (14924) where it
achieves 8 AUC points (8 AUC points) lower (higher) performance vs no dimen-
sionality reduction. In contrast, there are several datasets (IDs 66161, 66159,
27562, 15434, 21029, 7440, 66006, 28460, 28460, 49695, 61804) where PLIER’s
performance is lower than 10 or more AUC points.

In the lower row of Fig. 6.3 we visually demonstrate the ability of PASL to
lead to highly predictive models. Each panel correspond to a different test dataset.
Specifically, we chose to present the visualizations from datasets that lead to the
“best” visual differences for PASL vs the original space, PASL vs PLIER, and
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Figure 6.4: Cumulative plots of the enriched and differentially activated path-
ways.The x axis represents the total number of significant genesets. The y axis
shows the cumulative interaction of DAA and GSEA.

PLIER vs PASL, in Fig. 6.3(a)–(c)), respectively. Each panel shows the box-plots
of the out-of-sample probability of each molecular profile to belong to the positive
class for the models produced in the original, PASL, and PLIER feature space. The
out-of-sample predictions are calculated by JADBIO during the cross-validation of
the winning model and thus, they do not correspond to the fitting of the samples
used for training. The larger the separation of the distribution of the predicted
probabilities, the larger the AUC.

6.3 From GSEA to DAA

The biological interpretability of PASL’s feature space is demonstrated in the fol-
lowing experiments. Since the constructed features correspond to the genesets
(atoms of D), we can use their values (stored in the columns of L) to find which
genesets behave differently under two conditions, e.g., disease vs. healthy or treat-
ment vs. control. To this end, we perform Differential Activation Analysis
(DAA),described in Section 6.1.6, to identify the differentially activated genesets.
A current standard alternative method that provides insight into the underlying
biology is to use Gene Set Enrichment Analysis (GSEA), which is described in
Section 6.1.5
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Figure 6.5: Box-plots of the activation scores that correspond to the first, second,
third differentially activated PASL feature/pathway. It is verified that the differen-
tially activated pathways behave differently between the phenotypes. The outcome
of GSE10780 stands for Invasive Ductal Carcinoma/Unremarkable breast ducts,
and the outcome of GSE15434 stands for the mutation status of Nucleophosmin 1
(NPM1).

Specifically, we examine the ability of PASL to identify genesets (pathways)
that behave differently between two classes and compare it against GSEA. We em-
ploy the GSEA v4.0.3 tool from https://www.gsea-msigdb.org/gsea/index.jsp

[34, 46]. We run GSEA on the test datasets in the original feature space using
10000 phenotype permutations for the permutation-based statistical test employed
in the package. The input genesets are the same as the ones provided to PASL in
the geneset matrix G. We also perform DAA on the test datasets projected to the
latent space of PASL (activity scores) using the Matlab’s t-test function mattest
with 10000 permutations. The list of p-values from DAA and GSEA can then be
used to identify the affected pathways.

Fig. 6.4 shows the number of pathways identified by each method (y-axis) in the
top k (lowest p-value) pathways, for each k (x-axis). Each panel corresponds to a
different test dataset. We observe that the pathways identified by PASL have lower
p-values and are encountered first on the list; PASL has higher statistical power in
identifying some genesets that behave differently. PASL’s features correspond to
pathways. The statistically significant ones are referred as differentially activated.

Fig. 6.5 visualizes why the PASL features are identified as differentially ac-
tivated. Each panel shows the box-plots for the activation scores corresponding
to the first, second, and third most statistically significant PASL feature/pathway
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Figure 6.6: Out of sample probability of test datasets reduced to their top 3 differ-
entially activated but not enriched pathways. The outcome of GSE10780 stands
for Invasive Ductal Carcinoma/Unremarkable breast ducts, and the outcome of
GSE15434 stands for the mutation status of Nucleophosmin 1 (NPM1).

(denoted with names 1DA, 2DA, and 3DA, respectively).

Specifically, the top 3 differentially activated pathways of GSE10780 are the
“Reactome signaling by GPCR”, “Reactome Fructoce Catabolism” and “Reac-
tome Hemostasis”. The top 3 differentially activated pathways of GSE14924 is the
“Reactome metabolism of Lipids”, “Reactome Chromatin Organization” and “Re-
actome Gene Expression Transcription”. The top 3 differentially activated path-
ways of GSE15434 are the “Reactome Transport of Small Molecules”, “Reactome
Developmental Biology”, “Reactome Post Translational Protein Modification”. It
is visually verified that the scores are different between the phenotypes in an easy
to understand and intuitive plot.

We furtherly want to verify that differential activated pathways are indeed
significant for the phenotype separation of the initial test data. Figure 6.6 shows
the out-of-sample probability of the test datasets reduced to the genes of the top
three differentially activated pathways identified by DAA. Indeed, these pathways
appear to be significant for the data separation.

While DAA using PASL seems to offer several advantages (lower p-values,
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intuitive visualization), it also has a major limitation. PASL requires a training
set that is related to the application (test) set. It learns atoms that only pertain
to capturing information regarding the train data. For example, DAA using PASL
cannot be applied to a schizophrenia dataset, before we construct a sufficiently
large training dataset for the disease. As such, we consider DAA and GSEA
complementary and synergistic. Also, one other limitation is that DAA takes as
input the PASL scores which correspond to the genesets that belong to the PASL’s
dictionary. On the contrary, GSEA takes as input all the genesets that belong to
the geneset matrix G.
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Chapter 7

Conclusions

7.1 Conclusion

Molecular omics and multi-omics data are notoriously high-dimensional. Statisti-
cal or machine learning analysis of such data could hit computational obstacles due
to the high dimensionality; results may be hard to interpret (e.g., interpreting thou-
sands of differentially expressed genes or pair-wise correlations and covariances).
In order to overcome the statistical challenges, several dimensionality reduction
methods for such data have been proposed.

Dimensionality reduction projects the high-dimensional data into a lower di-
mensional space, which keeps the valuable information, while it reduces space and
computational requirements for further analysis. Traditional dimensionality re-
duction methods, such as the Principal Component Analysis (PCA) and similar
methods usually end up with an unintepretable new feature space. To overcome
this issue there have been proposed sparse dimensionality reduction techniques
that could be easier to interpret biologically i.e., the new constructed features is a
linear combination of only a small number of the original features (probe sets).

In this work we propose a novel dimensionality reduction method, called Path-
way Activity Score Learning (PASL). To the extent of our knowledge, PASL is the
first technique where the newly constructed features directly correspond to prior
knowledge about genesets. PASL is relatively computationally efficient by relying
on a greedy, yet effective heuristic to construct the next atom.

PASL projects to a new feature space that maintains the predictive information
for a wide range of outcomes, e.g., disease status, diet, mutation status, and others.
To test predictive performance we employed held-out datasets never seen by the
PASL. For predictive modeling, we employed an automated machine learning ar-
chitecture (AutoML) that performs an automated algorithm and hyper-parameter
value tuning and returns conservative estimates of performance, called JADBIO.
The classification models created on PASL’s space outperform the ones created on
the PLIER’s space and are on par with the ones using the original features. Classi-
fication analysis is one order of magnitude faster in PASL space than in the original

39
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space. PASL’s learned features can also be used for Differential Activation Anal-
ysis identifying the pathways that behave differently between two classes. This
analysis is synergistic to gene set enrichment analysis, it is intuitively visualized,
and often produces smaller p-values.

7.2 Future Work

Based on these promising results, as a future work PASL will be applied on a much
larger corpus of gene expression data, spanning a wide plethora of diseases and
conditions. The aim of this experiment is to create a biologically interpretable
low dimensional latent space able to capture the biological information for multi-
ple outcomes. Essentially, every dataset, regardless of disease or outcome, could
be projected into this latent space, keeping the valuable information, and also
gaining a high compression ratio. This speeds up further analysis (e.g. disease
classification).

Also, despite the fact that PASL uses a heuristic which is computational effi-
cient, there are ideas to make it faster in order to handle larger number of samples
and genesets.
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Additional Information

In Tables 8.1, 8.2 we present the phenotypes of the test datasets that were used
for the evaluation of PASL.

Further information for Table 8.1:

- ER +/-: estrogen receptors positive/negative

- IER: Intermittent energy restriction

- triple-negative breast cancer subtypes:

– BLIA: Basal-Like Immune-Activated

– BLIS: Basal-Like Immune-Suppressed

– MES: Mesenchymal

– LAR: Luminal-AR

- DER: Dietary energy restriction

- Applied therapies:

– chem: chemotherapy

– lap: lapatinib

– tras: trastuzumab

Further information for Table 8.2:

- npm1 positive/negative: mutation of nucleophosmingene (npm1)

- t-MDS/AML: Treatment-related myelodysplastic syndrome in Acute Myeloid
Leukemia

- RER: rapid early responder

- SER: slow early responder

- CCR: complete continuous remission

41
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ID #samples class1 class2 class3 class4 class5
54002 433 Tumor Non Tumor
5460 129 ER+ ER-
36771 107 ER+ ER-
66161 74 Before IER After IER
76124 198 MES BLIA BLIS LAR
66159 76 DER not DER
66305 88 chem+tras+lap chem+tras chem+lap
10780 185 Healthy IDC
27562 162 Healthy Malignant Benign Post-surgery Ectopic
27830 155 BRCA1 BRCA2 CHEK2 No mutation
36769 60 Healthy Breast Cancer
29431 66 Healthy Breast Cancer
42568 121 Healthy Breast Cancer

Table 8.1: Phenotype information for Breast cancer test datasets.

ID #samples class1 class2 class3
15434 251 npm1: positive npm1: negative
14924 41 acute myeloid leukemia healthy
23025 124 t-MDS/AML not t-MDS/AML
21029 62 Peripheral blood Bone marrow Lymph node
28654 112 igvh mutated igvh unmutated
14671 59 Responder Non-Responder
7440 99 RER SER CCR
66006 98 B-other Ph-positive MLL-positive
28460 98 relapse diagnosis
26713 124 Acute Lymphoblastic Leukemia healthy
31048 221 chronic lymphocytic leukemia healthy
39411 152 chronic lymphocytic leukemia healthy
49695 64 ighv mutated ighv unmutated
50006 220 chronic lymphocytic leukemia healthy
61804 325 FLT3-ITD positive FLT3-ITD negative

Table 8.2: Phenotype information for Leukemia test datasets.
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