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Abstract

The real world is richly interconnected. As such the natural properties of graphs,
render them extremely useful in modeling real world, understanding a wide diversity of
data-sets and offering applied solutions in different fields of industry. A graph database
is an on-line, operational database management system with Create, Read, Update, and
Delete (CRUD) methods that expose a graph data model. Alternative to traditional re-
lational databases, graph databases are being optimized and designed predominantly for
graph workloads, traversal performance and executing graph algorithms on complex hier-
archical structures.

Given the explosive growth in the size and the complexity of the Data Web, it is es-
timated that by the end of 2018, 70% of leading organizations will have one or more
utilizing graph databases. Triple stores are a subcategory of graph databases, modeled
around the Resource Description Framework (RDF) specifications and designed as la-
beled, directed multi-graphs.

To this direction, there is now more than ever, an increasing need to develop methods
and tools in order to facilitate the understanding and exploration of RDF/S Knowledge
Bases (KBs). Given the fact that the human brain can only interpret at most a few hundred
nodes in one chart it becomes obvious that current data size and schema complexity are
far beyond the exploration capability that any automated layout can provide.

Summarization approaches try to produce an abridged version of the original data
source, highlighting the most representative concepts. Central questions to summariza-
tion are: how to identify the most important nodes and then how to link them in order to
produce a valid sub-schema graph. In this thesis, we try to answer the first question by
revisiting several measures covering a wide range of alternatives for selecting the most
important nodes and adapting them for RDF/S KBs. Then, we proceed further to model
the problem of linking those nodes as a graph Steiner-Tree problem (GSTP). Since the
GSTP is NP-complete, we explore three approximations (SDIST, CHINS and HEUM)
employing heuristics to speed up the execution of the respective algorithms. Our detailed
experiments show the added value of our approach since a) our adaptations outperform
current state of the art measures for selecting the most important nodes and b) the con-
structed summary has a better quality in terms of the additional nodes introduced to the
generated summary as GSTP approximations outperform past approaches.



Hepiindn

O mpaypatinds x6opog elvon TAoUGLa BlacUVBESEUEVOS. §2¢ X TOUTOU OL YUOLXES
WBOTNTES TLV YRAPNUATWY, Tot xahoToOY EEAUQEETIXNG Y PO OTY HOVIEAOTOINGT] TOL
TEAYUOTIXO) XOOHUOU XAl TNV XATOUVONOT Uial EVRELNS TOLUALNC CUVOAWY BEGOUEVWY,
TPOGPEPOVTUC TUPUAANAL EQaPUOCIUES AUCELS OE BLdpopoug Touels tng Plounyoviag.
Mua Bdion dedouévev ypapnudtny, eival éva emtyelenoloxd cbotnua dlayeiplong Bdoe-
oV 8edouévmy, To omolo umopel vo exteléoel uetddoug Snuioupyiog, avdyvwong, -
VNUEEWOTS Xall OLorypapric, oL OTtoleg EXVETOLY Eva HOVTEND BEBOUEVLY Yedpou. Alo-
(PEPOVTAC OmO TIG TUPABOCIUXEC OyYECLaxéS BAoel; Sedouévwy, ol BAoelc BedoUEVLY
Yeapnudtwy €youv Beitictonomiel xou oyedlacTel xupltg Yio dlepyasieg mave ot
OEBOUEVAL YRAPWY, ATOBOTIXOTERT OLACYLOT TwV OEBOUEVWY Xot EXTEAECT] alYopiUUwY
Yedpwy o€ TOAUTAOXES LEQUEYIXESC DOMES.

Me 8edopévn tnv exdetinr) adinomn oto péyedoc xal TNV TOAUTAOXOTNTA TWV OE-
Bouévmy Tou BLadxTOoL, exTiudTon 6T péyel To Téhog tou 2018, to T0% Twv xopu-
palwy opyaviouwy Ya ollonolel plo 1§ TeplocdTEPES BACELC BEDOUEVOV YRAUPTUATWY.
O tpumAéteg anovxeuong amoteAody Uio UToxaTnYopia TV BAcEWY BEBOPEVLY YPo-
QNUATKY, 1 ontola Sloop@einxe xou woviehorotinxe Baciouévn GTIC TEOdLOYPAUPES
Tou Resource Description Framework (RDF) xou oyedidotnxe w¢ €vog EToNUAoUEVOC,
%xaTeLYLVOUEVOS, TOALYPAPOC.

ITpog auth v xotediuvon), UTdpyEL TOEA TEPLOCOTERO ANd TOTE AVAYXY Yiol TNV
avamTUEN UEVOBWY XL EPYOUAElWY, TROXEWEVOL Vo BleuxoAuviel 1 xaTtavdnoT xou 1
e€epelvnon twv RDF yvwotaxdv Bdoewy dedopévwy. AoufBdvovtag unddn to yeyovoc
6Tt 0 avip@TIvOg EYXEPUAOG UTOREL VO EpUNVEUCEL UOVO UEPIXES EXATOVTAOES XOUBOUG
o€ €val Yedpnua, TOTE elvar TEoQaveéS 6Tl To PEYEVOC TWV CNUERLVMV BEGOUEVGY XAl 1)
TOAUTAOXOTNTOL TOU GYAUATOC EIVOL EXTOC TV BUVITOTHTLY EEEPELYNOTNE TOL UToEOUY
VoL TROPEEOLY Ol PEVOBOL AUTOUATOTONUEVWY CYEBLAGUMY.

Q¢ mpog NV enthuor avtod Tou MEolAUNTOS, ot uédodol GUVOPLONG ETLBLOXOUY
TNV TOEAYWYT| WIS CUVOTTIXAG €XB00NG TNG ap) xS TNYNC OE00UEVWLY, avadEXYVO-
VIO TIC TO AVTITPOCWTEUTIXES EVVOLES. Baod epwTAUaTa VLot TNV TOQUYWY T ULG
ouvoiong ebvar: To TS Vo TEOGBLOPIGTOUV OL CNUAVTIXOTEROL XOUBOoL EVOC GUVOAOU
xaL €v ouveyela, to g Yo cuvdedoly mpoxewwévou va mapay Vel Evag €yxupog u-
TOYRPAPOG. X aUTH TNV €pyacio, TEOOTOOUUE VO ATAVTACOUUE TO TEMOTO EQWTNUNL
HE TNV YeHOM XAl TNV TEOCUPUOYT| OE YVWOLAXES BACELC DEBOUEVMV, UETEWVY ONUOVTL-
x0T Toe omolar €youv KON epeuvniel oTo TapeAIOY, KoTte vor xaAbjouy Eva gupl
(QACUO BDLAPOLETINWDY BEGOUEVWYV YL TNV ETUAOYY| TWV THO ONUAVTIXGY XOuPwv. Enetta
HOVTEAOTIOLOUUE TO TEOBANUA TG SLooUVBESTC TV xOUPuv we éva Aévtpo Ltduvep
O YpaPhua, TO 0Tolo avixeL o TEOPBAAUATI CUVOLACTIXNC BEATIOTOTOINONC, UE XOLWVO
{nroduevo vo Beedel 1 cuvtoudtepn SlacOVBEST Yia €val 0pLoPEVO GOVORO XOUBwY. Ac-
00oPEVOL OTL TO TEOPBANUA AUTO OVAXEL OTNV XATNYORIA TWVY BUCETIAUTWY TEOBANUITWY,
OLEPELVACOPE TEELC TEOCEYYLOTIXOUS oAYORIUUOUS, YENOWOTOIOVTOS EVPNCTIXG Te-
YvaouaTo ta omoio ETTay VoLV TNV EXTEAECT) TOUC, Yol TNV ENLALGT) Tou TEOBAAUATOC
og TOAUOYUUIXO Yedvo. MEow tng dieaywyhc AETTOUEPWY TERUUATOY eppavilou-
pe tnv mpooTidéuevn ofiot TNS TROCEYYIONG HaG, OEBOUEVOL OTL O) OL TPOCUPUOYES



pog EEMEEVOLY TIC TEEYOUOES TEYVIXES LYNAOL ETUTEBOU UETPWY ONUAVTIXOTNTAS Yot
TNV ETAOYT TOV TO GNUAVTIXGY XOUBwV xa B) 1 moporyouevn olvodn éyel xahltepn
TOLOTNTA, ELOAYOVTAS UXEOTERO apllud TEOcVETLV XOULKY, xadhS Ol TPOCEYYLOTI-
xol alyoprduol Tou Aévtpou Xtdvep amodidouv xahbTepa amd TIC uevddoug oL omoleg
€youv yenowonowndel oo TopeA)oV.
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Chapter 1

Introduction

1.1 Motivation

The recent explosion of the Data Web and the associated Linked Open Data (LOD) ini-
tiative have led to an enormous amount of widely available RDF datasets. These datasets
often have extremely complex schemas which are difficult to comprehend, limiting the
exploration and the exploitation potential of the information they contain. As a result,
there is now, more than ever, an increasing need to develop methods and tools in order to
facilitate the quick understanding and exploration of these data sources.

To this direction, approaches for ontology modularization [1] and partitioning [2] try
to minimize and partition ontologies for better understanding but without preserving the
important information. Other works try to provide overviews on the aforementioned on-
tologies [3, 4, 5] maintaining however the most important ontology elements. Such an
overview can also be provided by means of an ontology summary. Ontology summariza-
tion [6] is defined as the process of distilling knowledge from an ontology in order to
produce an abridged version. While summaries are useful, creating a good summary is a
non-trivial task. A summary should be concise, yet it needs to convey enough information
to enable a decent understanding of the original schema. Moreover, the summarization
should be coherent and provide an extensive coverage of the entire ontology.

So far, although a reasonable number of research works tried to address the problem
of summarization from different angles, a solution that simultaneously exploits both the
structure and the semantics provided by the schema and the data instances is still missing.

In this thesis, we focus on RDF/S ontologies and explore efficient and effective meth-
ods to automatically create high-quality summaries. We view an RDF/S Knowledge Base
as two distinct and interconnected graphs, i.e. the schema and the instance graph. As such,
a summary constitutes a valid sub-schema graph containing the most important nodes,
summarizing the instances as well. Central questions to the process of summarization is
how to identify the most important nodes and then how to link those nodes to produce
a valid sub-schema graph. For answering the first question various importance measures
have been proposed trying to provide real-valued functions on the nodes of a graph, where
the values produced are expected to provide a ranking which identifies the most important
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nodes. Importance has a wide number of meanings, leading to many different definitions,
usually conceived in relation to a type, flow or transfer across the network.

1.2 Methodology

In this thesis we explore eight diverse measures covering a wide range of alternatives
for identifying importance. Then we try to answer the second question by modelling
the problem of selecting a valid sub-schema graph as a Steiner-Tree problem which we
resolve using approximations with heuristics.

More specifically our contributions are the following:

e To identify the most important schema nodes we explore six measures that have
been proposed already for identifying importance in generic graphs. Those mea-
sures are the Degree , the Betweeness, the Bridging Centrality, the Harmonic Cen-
trality and the Radiality and the Ego Centrality. Besides measures proposed for
generic graphs that exploit only the schema graph of the RDF/S KB we explore
hybrid measures combining both the schema and the instance graph of the RDF/S
KB such as the KCE importance and the Relevance.

e Next we try to identify the proper paths connecting those nodes. We achieve this
by modelling the problem as a graph Steiner-Tree Problem trying to minimize the
total number of nodes of the selected subgraph. Since the problem is NP-complete
and the exact algorithms proposed require significant execution time, we proceed
further to explore three approximations, the SDIST, the CHINS and the HEUM try-
ing to optimize either the insertion of a single component or the connection of the
components using their shortest paths. On top of these approximations we imple-
ment an improvement procedure using heuristic the I-MST, ensuring that all leaves
are terminal nodes.

e Finally, we perform a detailed two-stage experimental evaluation using eight di-
verse ontologies: the BIOSPHERE, the Financial, The Aktors Portal, the CRMdig,
the LUBM, the eTMO, the DBpedia 3.8 and the Dbpedia 3.9 ontologies. In the
first stage we compare the applicability of the selected measures for identifying the
nodes’ importance. To this direction, initially we use the Spearman’s rank correla-
tion coefficient to identify the statistical dependence between the produced ranking
of the nodes. Then we identify that overall the Ego Centrality and the Betweeness
outperform the other important measures in the examined ontologies, without being
however the winners in all cases. In the second stage, we evaluate the quality of the
selected sub-graphs showing that CHINS outperforms the current state of the art in
terms of quality without too much overhead in the execution time.

To the best of our knowledge, this is the first time that eight diverse importance mea-
sures are compared for summarization purposes. In addition although other recent works
focus on using the maximum cost spanning tree [7, 5] for linking the selected nodes, this
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is the first time the problem of summarization is formulated as a Steiner-Tree problem us-
ing approximations for the fast identification of the corresponding summaries with many
benefits as we shall show in the sequel.

1.3 Related Work

The latest years summarization approaches for linked data are constantly gaining ground.

For example, a wide variety of research works [8, 9, 10, 11] focus on extracting statis-
tics and producing visual summaries of linked datasets. To do that they exploit statistical
information using the data instances and the frequencies of the links that appear there.
Other approaches try to create mainly instance summaries, exploiting the instances’ se-
mantic associations and they propose algorithms that do not take into consideration the
schemata of the graphs. Jiang et.al. [12], Navlakha et al. [13], and Tian et al. [14] try
to construct instance-focused graph summaries of unweighted graphs by grouping similar
nodes and edges to super-nodes and super-edges. Hasan [15] focus on summarizing meta-
data and large graphs, by proposing a method to summarize the explanation of the related
metadata over a set of Linked Data, based on user specified filtering criteria and producing
rankings of explanation statements. However, our system differs from the above in terms
of both goals and techniques.

More closely related works are Peroni et al. [3], Wu et al. [16], Zhang et al.[6],
Queiroz-Sousa et al.[17], Pires et al. [4] and Troulinou et al. [7, 5].

Peroni et al. [3] try to automatically identify the key concepts in an ontology, combin-
ing cognitive principles, lexical and topological measurements such as the density and the
coverage. The goal is to return a number of concepts that match as much as possible those
produced by human experts. On the other hand Wu et al. [16] use similar algorithms,
named Concept-And-Relation-Ranking, to identify the most important concepts and re-
lations in an iterative manner. However, both of these works focus only on returning the
most important nodes and not on returning an entire graph summary.

In Zhang et al. [6] the authors use measures such as the degree-centrality, the be-
tweenness and the eigenvector centrality (weighted Page Rank and HITS) to identify not
the most important nodes but the most important RDF sentences. The notion of RDF Sen-
tence is the basic unit for the summarization and corresponds to a combination of a set of
RDF statements. Then they link those sentences to produce the final summary. However,
in this approach, the overall importance of the entire graph is not considered and many
important nodes may be left out.

In Queiroz-Sousa et al. [17] the authors try to combine user preferences with the
degree centrality and the closeness to calculate the importance of a node and then they
use the Broaden Relevant Paths algorithm to find paths that include the most important
nodes in the final graph. However the corresponding algorithm prioritizes direct neigh-
bors ignoring that the selection of other paths could maximize the total importance of the
selected summary.

Pires et al. [4], propose an automatic method to summarize ontologies that represent
schemas of peers participating in a peer-to-peer system. In order to determine the rele-
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vance of a concept, a combination two measures, centrality and frequency is used. Then,
the adjacent nodes are grouped together and paths between those groups are identified in
order to produce the final summary. Since multiple paths might exist, precision and recall
are used to determine the level of coverage and consiseness of each path. In our case
however, a more deterministic approach is used to identify the selected paths.

Finally Troulinou et al. [7, 5] employee relevance for identifying the most important
nodes and then they try to connect those nodes by generating and pruning appropriately
the maximum cost spanning tree. However, many additional nodes might be introduced
and the selected summary does not guarantee to maximize the total importance of the
selected sub-graph.

In this thesis, we employee and compare eight measures in determining the nodes’
importance. In addition, modelling the problem of linking those nodes as a graph Steiner-
Tree problem ensures that the selected summary minimizes the number of the additional
nodes that are introduced. The high quality of the result is verified by our experiments.



Chapter 2

Background

2.1 Graph Theory

The history of graph theory begins in 1736 with the paper, its titles Seven Bridges of
Konigsberg, written by the Swiss mathematician Leonhard Euler. Unexpectedly it took
two hundreds years before the first textbook was published in 1936. Its titles was as "The-
orie der endlichen und unendlichen Graphen" and was written by the Hungarian mathe-
matician Dénes K&nig, since the term "graph" was developed into an extensive and popu-
lar branch of mathematics. Over the years many real world problems was introduced and
solved in the field of graph theory, with many of them having a huge impact on our lives.
Graph theory is widely used to study and model various applications, in diverse fields
which include biology, electrical engineering, computer science, sociology, economy, op-
erations research etc. Graph Databases is one of the these applications which constitute an
overlap between traditional databases and graph theory. Researchers in this area benefit
from the rich background on graph theory, by exploiting a large baseline of concepts and
algorithms developed over the last fifty years.

2.1.1 Graph Theory Basic Definitions

A network describes an object composed of elements and interactions or connections be-
tween these elements. We are using structures called graphs, in order to model networks
mathematically. Graphs is an abstract data type that can provide a natural representation
of a wide array Structured data.

Graph: A graph G = (V, E) is an abstract object, comprising a set V' of vertices and
a set E' of edges that connect (join) pairs of vertices. In computer science, the vertices
of a graph, may also be called "nodes" or "points" and the edges connecting the vertices,
may also be called "arcs" or "links".

Node: A node v is an object of a graph and the total number of nodes in a graph is
often denoted as |V'| or n. On Graph databases nodes represent entities such as people,
businesses, accounts etc and they are roughly the equivalent of the record, relation or row
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in a relational database, or the document in a document database.

Edge: An edge represent the relationship between the objects and the total number
of edges in a graph is often denoted as |E| or m. Edges are the key concept in graph
databases, representing an abstraction that is not directly implemented in other systems.

Adjacent: Two vertices u, v are adjacent if they are joined by an edge e(u, v) and we
call them neighbors.

Self-loop: An edge e(u,v) that links a vertex to itself is called as a self-loop or re-
flexive tie.

Sub-Graph: A graph G’ = (V’, E’) called sub-Graph of a graph G = (V, E) if the
graph vertices V' and graph edges E’ are a subset of V,E.

Neighborhood: The neighborhood of a vertex v is the induced sub-Graph G' =
(V',E") of G = (V, E) consisting of all vertices adjacent to v and all edges that connect
two such vertices.

Super-Graph: if a graph G’ = (V' E’) is a sub-Graph of G = (V, E), then G is a
super-Graph of G'.

Path: A path in a graph (or a path graph F,) is a finite sequence of edges which con-
nect a sequence of vertices. Several algorithms exist to find shortest and longest paths in
graphs for directed, undirected, weighted and unweighted graphs.

Connected component: A connected component of a graph G = (V, E) is defined
as a maximal sub-Graph G’ = (V', E’) in which any two vertices are connected to each
other by one or more paths.

2.1.2 Graph Data Formats

There are different ways to manage and store graphs in a computer system. Using the
correct data structure with graph problems is critical and depends on its properties and the
algorithms, we have to deal with.

Adjacency Matrix The adjacency matrix of a graph G is a n X n matrix A, where n
is the number of nodes of G and each element A; ; corresponds to an edge e; ;. The value
of an element A; ; defines the weight of the edge that connects the node V; to node V.
If this value is undefined or 0, means that node V; and V; are not connected. For a graph
without loops, the value of diagonal elements of A is 0 and if the graph is Undirected that
matrix A has to be symmetric.
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Adjacency List Adjacency list is a collection of unordered lists, equal to number of
vertices. Each entry ¢ of the collection represents the linked list of vertices adjacent to the
ith vertex. There are many variations of the implementation differing in collection struc-
ture (array,set,list), the association between vertices and collections, whether to include
both vertices and edges or only vertices as first class objects and in structure of objects
that used to represent the vertices and edges.

Trade-offs Adjacency list,Adjacency Matrix
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Figure 2.1: Different Representations of an undirected Graph G = (V, E).
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The usage of an Adjacency list and an Adjacency Matrix depends on our graph struc-
ture and the problems we have to deal with. It is more efficient to use an adjacency list
for a sparse graph, where most pairs of vertices are not connected, because it requires sig-
nificantly less space. Because of their structure adjacency list space usage is proportional
to the number of edges and vertices in the graph, i.e. An adjacency list requires E space
for a directed graph and 2 - E for an undirected graph, as each edge (u, v) appears exactly
twice. An adjacency matrix will takes ©(V'2) space even if the graph is directed, undi-
rected and has no edges. In contrast if the graph is dense it will be more efficient to use an
adjacency matrix, especially if the graph is undirected because the matrix is symmetric.
That means 2 bit per pair of vertices for an Adjacency Matrix, rather than 16 bits per edge
for an Adjacency List.

The other important trade off between adjacency lists and adjacency matrices lies in
the efficiency of the operations they perform. If we want to find all vertices that are adja-
cent to a vertex v, with an adjacency list the neighbors of each vertex are listed efficiently
in time proportionally to the degree of vertex v, while for an adjacency matrix we have
to iterate all V' entries in row ¢ that represents the edges of vertex v. But if we want to
find out whether an edge (u,v) is in the graph (i.e. whether two vertices are adjacent)
then in a adjacency matrix, it takes O(1) time, while in an adjacency list, it requires time
proportional to the minimum degree d of the two vertices, with a worst case time com-
plexity ©(d). Figure 2.1', providing a clear representation of the Adjacency list and The
Adjacency Matrix representation of an undirected graph G = (V, E).

"http://ycpcs.github.io/cs360-spring2015/lectures/lecturel’.html
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2.1.3 Types of Graphs

The first step in any graph problem is to determine witch type of graph we are dealing
with, because of the big impact on which algorithms are appropriate and efficient to use.
Even more many solutions, algorithms or important measures, can be implemented only
on specific graph types.

Directed graphs A graph G = (V, F) is a Directed graph (or digraph) if the edges
have a direction associated with them and do not consists multiple edges. A directed graph
is strongly connected if it contains a directed path from u to v and a directed path from
v to u for every pair of vertices u,v. They are commonly used to define a hierarchy or a
causal effect from one vertex to other.

Weighted graphs A graph G = (V, E) called Weighted if the edges of the graph are
assosiated with a weight w(e) [18]. The weights can be positive or negative, integers or
decimal and these properties affects the performance and the complexity of many graph
algorithms. Graphs with weights

Multigraphs A graph G = (V, F) is a multigraph if it contains multiple edges be-
tween the same vertices. For some authors, the terms pseudograph and multigraph are
synonymous. For others, a multigraph can not contain loops and a pseudograph is a
multigraph with loops. More formaly a graph G = (V, E) is a multigraph if V' is a set
and F is a multiset of 2-element subsets of V.

Hypergraphs A graph G is a hypergraph if an edge can join any number of vertices.
Formally, a hypergraph H is a pair H = (X, F)) where X is a set of vertices, and F is a
set of hyperedges or edges. Therefore, E is a subset of P(X) \ {0}, where P(X) is the
power set of X [19].

2.1.4 Important Graph Classes

Bipartite graph A graph G = (V, E) is bipatrtite if its vertices can be partitioned into two
disjoint subsets V| and V5 such that each edge connects a vertex from Vj to one from V5.
Equivalently, a graph G = (V, E) is bipatrtite if do not contain any odd length cycles. Bi-
partite graphs are arise naturally, when modelling relations between two mutually disjoint
classes of objects.

Complete graph A graph G = (V| E) is complete if each vertex is connected to all
others vertices of the graph with one edge (all its nodes are interconnected). If the graph
G is undirected every pair of distinct vertices is connected by a unique edge and if G is
directed every pair of distinct vertices is connected by a pair of unique edges (one in each
direction).

Cycle graph A graph G = (V, E) is a cycle graph (also called as cyclic,circular) if
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consists at least one cycle, i.e. a number of vertices of the graph are connected in a closed
chain. The number of vertices in Cycle, equals the number of edges, and every vertex has
degree 2 in an undirected graph and in-degree 1,uniform out-degree 1 in a directed graph.

Planar graph A graph G = (V| E) is planar if can be embedded in the plane, i.e. it
can be drawn in a plane without graph edges crossing. Every graph that can be drawn on a
plane can be drawn on the sphere as well, and vice versa. For a simple, connected, planar
graph with |V vertices and | E| edges, it is possible to determine in time O(n) whether the
graph be planar or not if the following simple conditions hold:

Condition 1. Ifv > 3 thene < 3v — 6.

Condition 2. [fv > 3 and there are no cycles of length 3, then e < 2v — 4.

Simple graph A simple graph as his name, is the simplest existing graph class. A
unweighted, undirected graph G = (V, E), containing no graph loops or multiple edges
is defined as Simple Graph. In addition may be either connected or disconnected.

Tree Tree is a connected graph G = (V, E') without having any cycle. If the edges
of the tree are directed, then it also can be considered as a special case of a digraph with
the constrains, that a node may have at most one parent, and that no cycles are allowed.
Trees are commonly used to store, manage and represent hierarchical data (e.g. sorted
lists, work-flows etc) as their data structure is extremely fast for traversal operations.

2.1.5 Graph Properties

Graph properties are the basic characteristics of a graph G = (V, E). They are also having
a big impact on which algorithms and important measures are appropriate and efficient to
use but they are more deleted to define the structure of a network, in order to contrast two
or more of them.

Density of a graph G = (V, E') measures how many edges are in set £ compared to
the maximum possible number of edges between vertices in set V. The Density values
ranging between 0 (a graph having no edges Null-Empty Graph) and 1 (Complete graph)
and is defined as:

Definition 1. For undirected simple graphs, the graph density is defined as:

2|E|

PEvivi-o

Definition 2. For directed simple graphs, the graph density is defined as:

B

P=waovieo
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where E is the number of edges and V' is the number of vertices in the graph.

The distinction between sparse and dense graphs is rather vague, and depends on the
context but generally, a graph G = (V, E)) is defined as a dense graph if the number of
edges is close to the maximal number of edges, i.e. the number of edges is greater than or
equal to V' - logV. While, a graph G = (V, E) is defined as sparse if number of edges is
lower than V' - logV'.

Average degree of a graph G = (V, E) is closely related to the density by forming an
another measure of how many edges are in set £/ compared to number of vertices in set
V. More formally Average degree for undirected simple graphs, is defined as: 28 and

4
for directed simple graphs, is defined as: %

Average path length of a graph G = (V| E) is defined as the average length of the
shortest paths over all possible pairs of vertices in GG. It constitutes one of the most robust
measures of graph topology by distinguish an easily from a complicated negotiable net-
work.

Diameter of a graph G = (V, E), is the maximum eccentricity of any vertex in the
graph, i.e. the longest shortest path between any two graph vertices (u,v) of a graph.

Radius of a graph G = (V, E), is the smallest eccentricity over all the vertices in the
graph. i.e. the shortest path between any two graph vertices (u,v) of a graph.

2.1.6 Importance Measures

Importance (also known as Centrality) measures, produce rankings which seek to identify
the role and importance of any vertex in a graph. Depending on what we mean by impor-
tance, there are various measures of centrality that have been proposed over the years, in
order to quantify such notions of importance. According to Freeman in 1978 [20] "There
is certainly no unanimity on exactly what centrality is or on its conceptual foundations,
and there is little agreement on the proper procedure for its measurement". In order to
better understand the nature and importance of these measures, we can divide them in
three basic categories, Geometric, Path-based and Spectral.

2.1.6.1 Geometric Measures

Degree The simplest importance measure for a node is the Degree, that is defined as the
number of edges incident to a node (i.e. how many adjacent nodes, a node has).

Definition 3. (Degree) Let Gs = (Vs, Es) be an RDF/S schema graph with Vg nodes
and Eg edges. The Degree of a node v € Vg is defined as follows:

DE(v) = deg(v) (2.1)
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where deg(v) is the number of edges incident to the node.

The corresponding algorithm needs O(Vg + Eg) time to compute the degree for all
nodes in the RDF/S schema graph.

Ego Centrality The Ego Centrality measure was first introduced in the iManage Can-
cer project 2 for identifying important nodes. In order to compute the Ego centrality of a
node v we need the induced sub-graph of G which contains v, its neighbors, and all the
edges between them. Egotism is the characteristic that defines a person referred to his
own views and interests as the most important. With Ego Centrality we want to show how
important a node is to his neighborhood.

Definition 4. (Ego Centrality) Let Gs = (Vg, Eg) be an RDF/S schema graph with Vg
nodes and Eg edges. The Ego Centrality of a node v € Gg is defined as follows:

1=MNjn 1=Nout
EC(v) = Y Wi*1/DEyu(vi)+ Y W;* DEiy(v;) (2.2)
=1 =1
where: ' _
1=MNin 1=Nout
W= Y 1/DEou(vi)+ Y 1/DEj(v;) (2.3)

i=1 i=1
Nin 1S the set of the neighbors from the incoming and 1., from outgoing edges to a node.
DE;,(v) is the incoming and D E,,;(v) is the outgoing degree of node v.

The complexity of the corresponding algorithm for computing the Ego Centrality of
all nodes is O(Eg + V).

Closeness The Closeness centrality was introduced by Bavelas [21] for undirected,
connected networks as the reciprocal of the sum of distances from a given node to any
other vertex in a graph Gs = (Vs, Eg). Nodes of the graph with lower mean distance to
others are defined as more central.

Definition 5. (Closeness Centrality) Let Gs = (Vs, Es) be an RDF/S schema graph with
Vs nodes and Eg edges. The Closeness Centrality of a node v € Vg is defined as follows:

1
CCv) = ; ) (2.4)

where d(u,v) is the distance between vertices u and v.

Zhttp://imanagecancer.eu/
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Harmonic Centrality The Harmonic Centrality was initially defined for undirected
graphs by Rochat [22] in 2009 and later for directed graphs by Boldi and Vigna [23].
Essentially, it is a modification of the Closeness [23], designed to take unreachable nodes
into account, by replacing the average distance with the harmonic mean of all distances.
For graphs with a small diameter or infinite distances, harmonic mean behaves better
than the arithmetic mean. Similar to the Closeness, the Harmonic Centrality requires the
computation of the shortest paths between all nodes.

Definition 6. (Harmonic Centrality) Let Gs = (Vg, Eg) be an RDF/S schema graph
with Vg nodes and Eg edges. The Harmonic Centrality of a node v € Vg is defined as

Sfollows:
1

Zu;ﬁv d(”? U)

where d(u,v) is the distance between vertices u and v.

HC(v) = (2.5)

The algorithm for computing the Harmonic Centrality for all nodes requires O(Vs(Vg+
Eg)) time.

Radiality The Radiality is a closeness-based measure and was first proposed by Va-
lente and Foreman [24], in order to provide information on how close a node is to all other
nodes in a graph (i.e. the integration measure of a node to a graph). In order to compute
the diameter of a graph we need to compute the shortest paths between all nodes.

Definition 7. (Radiality) Let Gg = (Vg, Eg) be an RDF/S schema graph with Vs nodes
and FEg edges. The Radiality of a node v € Vg defined as:

1
> ouzo(Aa = (1/d(u, )

where Ay is the Diameter of graph Gi.

RA(v) =

Obviously, the algorithm for computing the Radiality for all nodes requires O (Vg (Vs+
Eg)) time.

2.1.6.2 Path-based Measures

Path-based or more veritably Shortest Paths-based measures are based on the assumption
that information is transmitted along shortest paths. The requirements of running time
and space for Path-based measures are usually far more than all the rest.

Betweenness The Betweenness measure is equal to the number of the shortest paths
from all nodes to all others, that pass through that node, divided by the total number of
possible shortest paths. The development of the Betweenness was proposed and pub-
lished by Freeman [25] in 1977 and generalized by Brandes [26] in 2001, for weighted,
unweighted, directed and undirected networks. Calculating the Betweenness for all nodes
in a graph requires the computation of the shortest paths between all nodes.
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Definition 8. (Betweenness) Let Gs = (Vg, Eg) be an RDF/S schema graph with Vg
nodes and Eg edges. The Betweenness of a node v € Vg is defined as follows:

BE(v)= > 10) (2.6)

g
sFVF£L st

where oy is the total number of shortest paths from node s to node t and o4 (v) is the
number of those paths that pass through v.

The complexity of the Brandes algorithm is O(Vs - Eg) for an RDF/S schema graph
Gs = (Vs, Es).

Stress centrality Stress centrality was introduced by Alfonso Shimbel [27] at 1953
and was the first centrality index, based on enumeration of shortest paths. An element is
the more central the more shortest paths run through it. Calculating the Stress Centrality
for all nodes in a graph requires the computation of All possible shortest paths between
all nodes.

Definition 9. (Stress) Let Gs = (Vs, Es) be an RDF/S schema graph with Vg nodes and
Eg edges. The Stress of a node v € Vg is defined as follows:

SE(w) = Y ou(v) 2.7)
sFVFEL

where 04 (v) is the total number of shortest paths that pass through v.

Bridging Centrality The Bridging Centrality [28] tries to identify the information
flow and the topological locality of a node in a network. It is widely used for clustering or
in order to identify the most critical points interrupting the information flow for network
protection and robustness improvement purposes. A node with high Bridging Centrality
is a node connecting densely connected components in a graph. The bridging centrality
of a node is the product of the betweenness centrality and the bridging coefficient, which
measures the global and local features of a node respectively.

Definition 10. (Bridging Centrality) Let Gs = (Vg, Eg) be an RDF/S schema graph
with Vg nodes and Eg edges. The bridging centrality of a node v € Vg is defined as
follows:

BC(v) = Be(v) - BE(v) (2.8)

where Bc(v) is the bridging coefficient of a node which determines how well the node is
located between high degree nodes and BE (v) is the betweenness centrality. The bridging
coefficient of a node v is defined:

DE(v)~!
ZiGN(

1
v) DE®)

Bo(v) = (2.9)
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where DE(v) is the degree of node v, and N (v) is the set of the neighbors of that node.

The algorithm for computing the Bridging Centrality for a node requires O(Vs - Eg)
time.

2.1.6.3 Spectral Measures

Algorithms used to define Spectral measures, compute the left dominant eigenvector of a
non-negative matrix that describes the link structure of the given graph and use the entries
of this eigenvector as the node weights. Kleinberg’s HITS algorithm, the PageRank al-
gorithm of Sergey Brin and Larry Page, and the SALSA algorithm of Lempel and Moran
are the most famous and commonly used algorithms that assign weights to each node of
a network by using the link structure.

Katz’s Index Katz’s Index centrality of a node was introduced by Leo Katz in 1953
and is used to measure the relative degree of influence of an actor (node) within a social
network (graph) [29]. Katz centrality of a node v, computed by measuring the number
of the immediate neighbors and all other nodes of the network that can reach node v,
penalized by an attenuation factor . Each path between a pair of nodes is assigned a
weight determined by alpha and the distance between nodes as a?. The linear algebra
formulation of the Katz’s Index is:

Crrats = (I —aATy ' =T (2.10)

where I is the identity matrix, A” denotes the transposed matrix of A and (I — aA”)™!
denotes matrix inversion of the term (I — aA”T).

PageRank PageRank was developed by Larry Page in 1998 [30], one of the founders
of Google and was used by Google Search to rank websites in their search engine results.
It is providing a global ranking of all web pages, regardless of their content, based solely
on their location in the Web’s graph structure. It is also one of the most discussed and
quoted spectral indices in use today. Pagerank of a node can be calculated using a simple
iterative algorithm, and corresponds to the principal eigenvector of the normalized link
matrix of the web. Thus PageRank is the unique vector p satisfying

p=a-p-A+(1—-a (2.11)

where A is the [;-normalized adjacency matrix of the graph, a € [0..1) is a damping
factor, and v is a preference vector (which must be a distribution).

PageRank is now regularly used in bibliometrics, social and information network anal-
ysis, system analysis, road networks, as well as biology, chemistry, neuroscience, physics
and for link prediction and recommendation [31]. For a long time, PageRank was an im-
portant metric relating to the quality of a site but in april of 2014 Google announced that
will stop using PageRank by replacing it with the Domain Authority method.
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HITS Hyperlink-Induced Topic Search (HITS; also known as hubs and authorities)
is a link analysis algorithm that rates Web pages. It was introduced by Jon Kleinberg in
1999 [32], to identifies good authorities and hubs for a topic by assigning two numbers to
a page: an authority and a hub weight. The algorithm that calculates the hub and authority
values for all nodes in a graph requires a series of iterations, where each consisting of two
basic phases, the Authority and the hub update. On the first phase each node’s Authority
score be equal to the sum of the Hub Scores of each node that points to it. That is, a node
is given a high authority score by being linked from pages that are recognized as Hubs for
information. On the second phase each node’s Hub Score to be equal to the sum of the
Authority Scores of each node that it points to. That is, a node is given a high hub score
by linking to nodes that are considered to be authorities on the subject. The initial hub
and authority score of each node is equal to 1 and it is necessary to normalize the matrix
after every iteration.

SALSA Stochastic Approach for Link-Structure Analysis (SALSA) is a web page
ranking algorithm designed by R. Lempel and S. Moran [33], to assign high scores to
hub and authority web pages based on the quantity of hyperlinks among them. SALSA
combines key ideas from HITS and PageRank by computing the neighborhood graph as
HITS but defines hub score and authority score by performing two independent random
walks on the neighborhood graph, a hub walk and an authority walk, thus adopting a key
idea of PageRank. The approach is based upon the theory of Markov chains, and relies
on the stochastic properties of random walks performed on our collection of pages. Fur-
thermore SALSA can be seen as an improvement of HITS because it is computationally
lighter since its ranking is equivalent to a weighted in/out degree ranking.

2.1.7 Graph Algorithms

Graph algorithms are the intersection of computer science and graph theory, i.e. Graph
algorithms solve problems related to graph theory. In this thesis we have to solve the short-
est path problem and the minimum Spanning tree Problem with exact algorithms, in order
to provide an approximation (close to optimal) solution for the Graph Steiner Tree Prob-
lem. A look back at the history, will help us to understand why these problems are closely
related. The first solution of minimum spanning tree problem was published in 1926 by
Czech mathematician Otakar Bortivka [34], as a method of constructing an efficient elec-
tricity network for Moravia. In 1930 Vojtéch Jarnik [35] thought of an improvement on
Bortivka’s algorithm, publish a new (but with no complexity improvement) solution of the
problem with one more generic algorithm. This algorithm is the well known Prim algo-
rithm for the Minimum Spanning Tree problem, who was re-discovered by Prim in 1957
[36]. Then independently of all these, in 1956 Edsger W. Dijkstra provided a solution for
the single shortest path problem by rediscovering Jarnik, Prim’s algorithm. Finally Dijk-
stra published the algorithm two years later in 1959 [37], because he thought this may not
be very important.
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2.1.7.1 Shortest path problem

The shortest path problem is the problem of finding a path between two vertices in a graph
G = (V, E), such that the sum of the weights of its constituent edges is minimized.

The single-source shortest path problem, find shortest paths from a source vertex v to
all other vertices in the graph. The fastest known single-source shortest-path algorithm
for arbitrary directed graphs with unbounded non-negative weights is the Dijkstra’s algo-
rithm, based on a Fibonacci heap and a running time complexity O(E + ViogV') [38].

The all-pairs shortest path problem, find shortest paths between every pair of vertices
(u, v) in the graph. This problem was introduced by Shimbel in 1953 [27], with the fastest
known algorithm be the Floyd—Warshall [39],[40], with polynomial running time O (V).

In the case of Unweighted Graphs using a Breadth-first search(BFS) requires O(V +
F) time (where E is O(V)) for each iteration, which is fairly better than O(E + ViogV),
the time complexity of the Dijkstra’s algorithm. Exploring the Graph is structurally the
same in both algorithms, with the main difference the data structure these algorithms
employee. Dijkstra’s implementation is based on a priority queue with amortized running
time O(logn) for the delete operation whereas BES is based on a regular queue with O(1)
delete operation time. All-pairs shortest paths for unweighted undirected graphs can be
computed in O(V % E) time on a pointer machine [41] or in O(V - (V + E)) time by
running the BFS algorithm for each node of the graph.

2.1.7.2 Minimum spanning tree

A minimum spanning tree (MST) of a weighted graph G = (V, E), is a subset E’ of the
edges E that connects all the vertices V' together, with the minimum total edge weight
and without any cycles. A solution of this problem can be provided by Bortivka’s, Prim’s
and Kruskal’s algorithm in polynomial time O(FE - logV'). When a graph is unweighted
(all edges have the same weight), any spanning tree is a minimum spanning tree. In
this case, any algorithm that solves graph reachability, like BFS or DFS, solves MST
in time O(V 4+ FE) linear in the number of edges. The computation time for finding
a minimum cost spanning tree (MST) can be reduced from O(E - logE + V - logV')
to O(E 4+ V - logV) if the edge weights are integers in the range 1 to |V|. Kruskal’s
algorithm can also be implemented with a Counting-Sort (O(V + E') running time) instead
of a Comparison-Sort (O(E - logE) ) to sort the edges. Then the problem can be solved
inO(V +E+V - -logV) = OE+V -logV) time. Also the edge weights can be
represented in binary to be further used by determenistic algorithms that provide a solution
with O(V + E) integer operations [42].

2.1.8 Np Completeness

In computational complexity theory, A problem is NP-complete when it is both in NP
(verifiable in nondeterministic polynomial time) and NP-hard (any NP-problem can be
translated into this problem). Differentially from the problems discussed above, there are
many NP-complete problems defined in graph theory and one of them is the Graph Steiner
Tree Problem (GSTP). When we have to deal with NP-complete problems, we cannot
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expect to find polynomial time algorithms to solve them exactly. Most of these problems
have been solved with exact algorithms, that take exponential time to the number of nodes,
to provide a solution. This means that a solution for a non-small graph can not been found
or it takes too many time. Usually in these cases we have to develop heuristics in order to
provide an approximation solution with a good lower bound.

2.1.9 Steiner Tree Problem

The Steiner tree problem, or minimum Steiner tree problem, named after Jakob Steiner,
is a fundamental combinatorial optimization problem applicable on VLSI design, compu-
tational biology, transportation, relation databases etc. [43]. The Steiner tree problem in
graphs (also called Graph Steiner Tree Problem (GSTP)) can be seen as a generalization
of the non-negative shortest path problem and the minimum spanning tree problem. Gen-
erally, we have to find a minimum spanning tree for a given subset of vertices of a graph
G = (V,E). The GSTP is NP-hard [44] and remains NP-complete if all edge weights
are equal, even if the graph is a planar or bipartite [43]. For further exploration, a Com-
pendium on Steiner Tree and related optimization problems is available on-line from M.
Hauptmann and M. Karpinski [45]. Formally the GSTP is defined as:

Definition 11. (The Graph Steiner-Tree problem (GSTP)) Given an undirected graph
G = (V, E), with edge weights w : E — R™ and a node set of terminals S C V, find a
minimum-weight tree T" in G such that S C Vi and E; C E.

2.2 NoSQL Databases

NoSQL (also known as "Not Only SQL", "Non Relational") is a widely used approach
in big data and real-time web applications, as it has the ability to solve the scalability
and big data performance issues that relational databases were not designed to address.
The schema-less (schema-free) format of NoSQL Databases allows them to scale verti-
cally and horizontally. Depending on the design of each application, can be scaled by
adding more power (CPU, RAM) to an existing machine (vertically) and by adding more
machines into your pool of resources (horizontally). In this chapter, we are going to intro-
duce four primary types of NoSQL databases, Key-value, Wide-column, Document and
Graph databases. NoSQL databases are by far the fastest growing database segment. Fig-
ure 2.2 from the independent site http://db—engines.com/ shows the popularity
changes of each category starting with January 2013.

2.2.1 Key-value Stores

The Key-value stores are the simplest of NoSQL databases and probably the simplest
form, of database management systems. This type uses an associative array constructed
by a single table with two columns, the Primary Key and the Value, where each key is
associated with one and only one value. This model is highly scalable and simple, with
extremely fast writing,reading and update operations but any more complex operation on
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Figure 2.2: The historical trend of the databases categories’ popularity.

the key value pairs is not supported and should be done outside the database. Because of
their nature (Global HashMap) Key-value Stores haves a poor applicability to cases that
require processing of key ranges. In order to avoid this limitation we can use Ordered
Key-Value which significantly improves aggregation capabilities.

2.2.2 Document Stores

A document store database is a database that uses a document-oriented model to store
data. Each record of the database is associated with a document, a structured format with
schemes of arbitrary complexity, not just a map-of-maps. The structure of Document-
oriented databases can be considered as an extension of the key-value store model by
managing document-oriented information that the database engine uses for further opti-
mization, like flexible schema and automatic or manual indexes. Especially with nested
structures, this model has a very powerful query expressivity but is limited to keys and
indexes.

2.2.3 Wide-column stores

Wide-column stores are type of key-value stores databases with the declarative charac-
teristics of relational databases. They are using tables, rows, and columns, but unlike a
relational database, the names and format of the columns can vary from row to row in the
same table. Wide-column stores seem to store data in related rows, but actually, data is
serialize into sections of columns of data, so Map and Reduce functions can be applied.
This structure gives the ability to hold very large numbers of dynamic columns, since a
record can have billions of columns. Thus sparse (semi-structured) data can be efficiently
stored, indexed and analyzed over a wide column store model. However if the relation-
ships between the data (interconnected data) are as important as the data itself, then this
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model is unsuited.

2.2.4 Native Graph Databases

Graph databases are a rising tide, and big data is getting bigger. A graph database is
an on-line database management system with Create, Read, Update and Delete (CRUD)
operations working on a graph data model, where the data is stored as nodes and rela-
tionships. Native graph storage is specifically designed to store and manage graphs, the
most generic of data structures, capable of elegantly representing any kind of data in a
highly accessible way. Thus Graph Databases are very powerful for interconnected data,
since they are extremely efficient and easy to use, to deal with complex but relational
information (degrees,connection etc). In addition Graph databases allows a more natural
modeling of data. Because of their structure Graphs are powerful representation formal-
ism for both structured and unstructured data. In order to understand how a native graph
database facilitates performant graph traversals we can see the structure of nodes and
relationships on disk as shown in Figure 3 2.3

Node (15 bytes)

inUse
nextRelld nextPropld labels extra

INNNRNRENRNREED
1 5 9 14

Relationship (34 bytes)

inUse firstPrevRelld secondPrevRelld nextPropld

firstNode  secondNode relationshipType firstNextRelld secondNextRelld firstinChainMarker
INEEEEEEREEEEEREERERENRNREEREEREER

1 5 9 13 17 21 25 29 3334

Figure 2.3: Neo4j node and relationship store file record structure.

Triple Stores Triple stores are a subcategory of graph databases, modeled around the
Resource Description Framework (RDF) specifications, designed by W3C for represent-
ing data in the Web. An RDF graph is a set of RDF triples, each consisting of a subject,
a predicate and an object. The set of nodes of an RDF graph is the set of subjects and
objects of triples and the set of Edges are the predicates, witch denotes the relationship
over the subject and the object and always points toward the object. In a triple store, the
data tends to be very atomic, because they store just triples (subject, predicate, object),
where the vertices of the graph tend to be primitive data types and the edges link those
primitives together.

3Book: Graph Databases By Ian Robinson, Jim Webber, Emil Eifrem
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Property Graph The property graph model is quite similar to the labeled graph but
this model haves the advantage of directionality on the edges in the graph. A property
graph contains by a set of vertices and a set of edges. Each vertex has a: unique identifier,
set of outgoing edge and incoming edges, set of labels that denotes the roles of the node in
the graph and a collection of properties defined by a map from key to value (usually quan-
titative properties, such as weights, costs, distances, ratings, time intervals, or strengths).
Each edge has a: unique identifier, outgoing tail vertex, incoming head vertex, label that
denotes the type of relationship between its two vertices and a collection of properties
defined by a map from key to value. Figure 4 2.4 provides a representative example of the
property graph model.

Id: 1
Name: Alice
Age: 18

Type: Group
Name: Chess

Figure 2.4: Graph databases employ nodes, properties, and edges.

Comparison Graph over Triple Store Databases Graph databases and Triple Stores
focus on the linked data but they are having a different nature. Graph databases are op-
timized for graph traversals and can store various types of graphs, including directed
graphs, undirected graphs, weighted graphs, unweighted, hyper graphs etc but Triple
stores creates a graph from triples (node-edge-node) with only directed edges. This does
Triples stores edge centric and Graph databases node centric. On the other hand triple
stores provide inferences and are standardized with common data formats and exchange
protocols for the Semantic Web.

Comparison NoSql over Relational Databases Relational database-management
systems (RDBMS) model the data as a set of tables and columns, carrying out complex
joins and self-joins when the dataset becomes more interrelated. But the Graph databases
are optimized for connected data, so they are performing particularly well when the rela-
tionships inside your data are important and your queries depend on exploring and exploit-
ing them. Unlike other database management systems, which require to infer connections
between entities using special properties such as foreign keys, graph databases store re-
lationship information as a first-class entity. These relationship records are organized by
type and direction and may hold additional attributes. So they can provide direct access

*https://en.wikipedia.org/wiki/Graph_database
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to the connected nodes as running an equivalent JOIN operation on a relation Database,
that has an expensive search / match computation [46]. NoSQL databases are usually
extremely faster with very large sets of data, because they can easily scale horizontally
and work with(in) clusters. The schema-less format does not require structure from the
beginning and offers a large amount of flexibility. Finally there is a variety of NoSQL
models to suit your needs and to get the most out of the database management system -
depending on your data type. We can easily understand in figure’ 2.6 that the resulting
data models in a graph database, are much simpler and at the same time more expressive

than those produced using relational databases 2.5.

2.3

Project Department
title 1D (PK)
startDate name
endDate
departmentlD (FK)

nnnnn D D (FK)
leadPersoniD (FK)

Project_ Members Department_Members

departmentlD (FK)
rojectlD (FK)
gerjsonlD ((FK; personiD (FK)

role

Person o]

ID (PK
L?\t(\gll(lg (FK) Entity em(\(y\[)> (FK)
dayOfBirth ———>{D(PK) [<—————|departmentiD (FK)
name axid

Figure 2.5: Organizational domain, modeled in a relational database.

Nodes

L pELONS :Department

: PerSOnW‘ :Department

Labels Relationships

:Department

Figure 2.6: Organizational domain, modeled in the graph database.

State of the Art Importance Measures in Ontology Sum-

marization

2.3.1 KCE Importance

In the context of ontology summarization, Peroni et al. [3] try to identify automatically
the key concepts in an ontology, combining cognitive principles, lexical and topological

Shttps://neodj.com/developer/graph-db-vs-rdbms/
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measurements such as density and coverage, as well as, statistical lexical measures (pop-
ularity). In particular, the authors use the notion of natural category, which is drawn from
cognitive psychology, to identify concepts that are information-rich in a psycho-linguistic
sense. Two other criteria are drawn from the topology of an ontology: the notion of den-
sity highlights concepts which are information-rich in a formal knowledge representation
sense, i.e., they have been richly characterized with properties and taxonomic relation-
ships, while the notion of coverage states that the set of key concepts identified by the
corresponding algorithm should maximize the coverage of the ontology with respect to its
is-a hierarchy. Finally, the notion of popularity, drawn from lexical statistics, is introduced
as a criterion to identify concepts that are likely to be most familiar to the users.

Definition 12. (KCE Importance) Let Gs = (Vs, Eg) be an RDF/S schema graph with
Vs nodes and Eg edges. The KCE importance of a node v in Gg is defined as follows:

KC(v) = D(v) + P(v) + NCvyaue(v)

where D(v) the weighted density of the node, P(v) the weighted popularity of the node,
and NCvy apue(v) a weight calculated according to psycho-linguistic criteria (see [3] for
more details).

The final algorithm for computing the KCE importance for a node requires O(VZ +
Eg) time.

2.3.2 Relevance

Another measure that has been recently proposed for identifying the most important nodes
of an RDF/S KB is the Relevance [7, 5]. The Relevance tries to determine initially the
importance of a node judging from the instances it contains by calculating its relative
cardinality. The Relative Cardinality RC(p(v;, v;)) of an edge p(v;, vj) is the number of
the specific instance connections divided by the total number of the connections of the
instances of these two nodes v;, v;. After that, in order to combine the notion of centrality
in the schema and the distribution of the corresponding dataset, a variation of the degree
centrality is defined, called in/out centrality (C*"/C°%"). This is the sum of the weighted
relative cardinalities of the incoming/outgoing edges. Finally to determine the importance
of a node, the centrality of the other nodes is considered as well:

Definition 13. (Relevance of a node). Assume a node v € C N Vg in a dataset V =
(Gg, G, \, Tc). Assume also that p(v;,v) € Eg, 1 < i < n are the incoming edges of
v and p(v, vg) € FEg, 1 < j < k are the outgoing edges of v. Then, the relevance of v,
denoted by RE(v), is the following:

Cip(v) - n+ CP(v) - k

RE(v) = — - .
> C¥(w) + ) CP())
i=1 j=1

where C™ /C°% the in and out centralities of the corresponding nodes.
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Obviously, the relevance of a schema node in an RDF/S KB is determined by both
its connectivity in the schema and the cardinality of the instances. Thus, the number of
instances of a node is of vital importance in this measure. When the data distribution
significantly changes, the focus of the entire data source is shifted as well, and as a result,
the relevance of the nodes changes. The complexity of the corresponding algorithm for
computing the relevance of all nodes is O(Es + Vs + Vi + Ey) [5].



Chapter 3

Methodology

3.1 Graph Summarization

"Graphs are everywhere" is a phrase that’s often heard in the recent years. Social Net-
works, Transportation Networks, Biological Pathways and a variety of information can be
represented as a Graph. This growing trend creates huge volume of data stored as graphs.
The first key to solve a graph related problem is to recognize it, as a graph problem. Ef-
fective graph summarization methods are required to help users extract and understand
the underlying information in large networks. Clear and precise Visualization of data can
provide important and detailed information (discover relations, causality etc). A common
problem that arises when the size of a graph becomes a little large (more than 100 nodes),
is the viewability and usability issues. Graph visualization is a well studied field of com-
puter science with a plethora of publications and surveys but even the state of the art
algorithms fails to provide a clear representation of arbitrary large graphs. Coming ahead
to this problem graph summarization becomes inevitably necessary nowadays, where data
are growing exponentially.

3.2 Preliminaries

In this thesis, we focus on RDF/S KBs, as RDF is among the widely-used standards for
publishing and representing data on the Web. The representation of knowledge in RDF
is based on triples of the form (subject, predicate, object). RDF datasets have attached
semantics through RDFS [47], a vocabulary description language. Here, we will follow
an approach similar to [48], which imposes a convenient graph-theoretic view of RDF
data that is closer to the way the users perceive their datasets.

A knowledge base (KB) is a repository of knowledge used to store complex struc-
tured and unstructured information in a computer system. It is a machine-readable re-
source for the dissemination of information, supporting human decision-making, learning
and action. More generally a KB promotes the collection, organization and retrieval of
knowledge, that lead users to solutions of problems they have.

Representation of RDF data is based on three disjoint and infinite sets of resources,

24
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namely: URIs (If), literals (£) and blank nodes (B). We impose typing on resources, SO
we consider 3 disjoint sets of resources: classes (C C U U B), properties (P C /), and
individuals (I C U U B). The set C includes all classes, including RDFS classes and
XML datatypes (e.g., xsd:string, xsd:integer). The set P includes all properties, except
rdf:type, which connects individuals with the classes they are instantiated under. The set
I includes all individuals, but not literals. In addition, we should note that our approach
adopts the unique name assumption, i.e. that resources that are identified by different
URIs are different.

In this work, we separate between the schema and instances of an RDF/S KB, repre-
sented in separate graphs (Gg, G, respectively). The schema graph contains all classes
and the properties they are associated with; note that multiple domains/ranges per property
are allowed, by having the property URI be a label on the edge (via a labelling function
M) rather than the edge itself. The instance graph contains all individuals, and the instan-
tiations of schema properties; the labelling function A applies here as well for the same
reasons. Finally, the two graphs are related via the 7. function, which determines which
class(es) each individual is instantiated under. Formally:

Definition 14. (RDF/S KB) An RDF/S KB is a tuple V = (Gg,G1, A\, 7c), where:
e Ggisalabelled directed graph Gs = (Vg, Eg) such that Vg, Eg are the nodes and
edges of G, respectively, and Vg C C U L.

e Gy is alabelled directed graph G = (Vi, E1) such that Vi, Eg are the nodes and
edges of G, respectively, and Vi C1U L.

e A labelling function \ : EsUE; — 2F determines the property URI that each edge
corresponds to (properties with multiple domains/ranges may appear in more than
one edge).

e A function 7, : 1 — 2C associating each individual with the classes that it is
instantiated under.

For simplicity, we forego extra requirements related to RDFS inference (subsumption,
instantiation) and validity (e.g., that the source and target of property instances should
be instantiated under the property’s domain/range, respectively), because these are not
relevant for our results below and would significantly complicate our definitions.

Our approach is working only for ontologies respecting the aforementioned defini-
tion/requirements.

In the following, we will write p(vy, v2) to denote an edge e in Gg (where v1, v2 € Vg)
or G (where vy, vy € V7) from node v; to node vg such that A\(e) = p.

In addition, a path from a schema node v to v;, denoted by path(vs, v;), is the finite
sequence of edges, which connect a sequence of nodes, starting from the node vs and
ending in the node v;. The length of a path, denoted by dp,s4 (v, ,v;)» 1 the number of the
edges that exist in that path whereas d(vs, v;) is the number of the edges that exist in the
shortest path linking v and v;.

Finally, having a schema graph Gg, the closure of Gg, denoted by Cl(Gg), contains
all triples that can be inferred from G g using inference. From now on when we use G g
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E1 CRM Entity

E77 Persistent Item
€7 Activity @ E24 Physical Man-Made Thing
£39 Actor

£18 Physical Thing

£90 Symbolic Object

£73 Information Object

D1 Digital Object

D7 Digital Machine Event

(a) (b)

Figure 3.1: The schema graph of the CRMdig ontology (a) and the corresponding schema
summary (b).

we will mean C1(G) for reasons of simplicity unless stated otherwise. This is to ensure
that the result will be the same, independent of the number of inferences applied an input
schema graph Gi.

Now as an example, consider the CRMdig! ontology shown in Fig. 3.1(a) used to
encode metadata about the steps and methods of production of digitization products and
synthetic digital representations. Obviously, it is really difficult to examine all the nodes
in order to understand the schema. However, examining only the schema summary as
identified by our algorithms shown in Fig. 3.1(b), allows the user to get a quick overview
on the contents of the ontology, identifying and linking the most important nodes. In
the result summary, the nodes in red are the most important nodes as identified by the
Ego Centrality measure (as we shall see in the sequel) and the node in black is the node
introduced in the summary in order to link the most important nodes and to produce a
valid sub-schema graph. We have to note in addition, that our approach handles OWL
ontologies as well, considering however only the RDF/S fragment of these ontologies.

3.3 Summarization of the Graph in Terms of Important Graph
Structures

Schema summarization aims to highlight the most representative concepts of a schema,
preserving important information and reducing the size and the complexity of the schema
[17]. Despite the significance of the problem, there is still no universally accepted mea-
surement on the importance of nodes in an RDF/S graph. In this section, we describe
eight alternative measures that have been proposed for capturing importance in directed
graphs and RDF/S KBs that we intend to explore for summarization purposes. We se-

"http://www.ics.forth.gr/isl/index_main.php?c=656
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Table 3.1: The complexities of the examined importance measures.

Measure Complexity

Degree O(Vs+ Es)
Betweeness O(Vs - (Vs + Es)
Bridging Centrality O(Vs - (Vs + Egs)
Harmonic Centrality O(Vs - (Vs + Es)
O(Vs - )

)
)
)
)

Radiality Vs- (Vs + Es
Ego Centrality O(Vs + Eg)
KCE Importance O(V§ + Es)
Relevance O(Es + Vs + Vi + Ey)

lected the Betweeness, the Bridging Centrality, the Degree, the Harmonic Centrality, the
Radiality and the Ego Centrality as they constitute the state of the art geometric measures
for generic graphs [23] and the KCE importance and the Relevance as they constitute the
state of the art in ontology summarization [7, 5]. We do not compare aforementioned mea-
sures, with spectral measures (HITS, PageRank etc.) because they are based on external
factors and spectral properties and they are commonly used for other purposes (describe
the network, identify subgraphs, cliques, chromatic number etc.). The complexities of
all aforementioned measures are shown in Table 3.1. New definitions of directed central-
ity measures are provided from CentiScaPe authors [49], in network analysis, centrality
measures. Importance of those measures is a function of distances, that identifies the most
central or important nodes on a graph.

3.4 Summarized Importance Value

In order to take into consideration the instances of each class, we adapt the aforementioned
importance measures. To achieve that we first normalize each importance measures I M;
on a scale of 0 to 1:

IM;(v) — min(IM;(g))

normal(IM;(v)) = max(IM;(g)) — min(IM;(g))

3.1

Where i is one of the DE, BE, BC, HC, RA, EC. I1M;(v) is the importance value of
a node v in the schema graph g, min(IM;(g)) is the minimum and max(IM;(g)) is the
maximum importance value in the graph. Similarly, we normalize the number of instances
(InstV) that belong to a schema node. As such the summarized importance value of each
node is the sum of the normalized values of the importance measures and the instances.

SIM;(v) = normal(IM;(v)) + normal(InstV (v)) (3.2)
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3.5 Construction of the RDF/S Summary Schema Graph

Having selected the most important nodes of a directed schema graph (also known as ter-
minals in graph problems), it is now time to focus on the paths that link those nodes, trying
to produce a valid sub-schema graph. We have to note that in the stage of constructing
the final RDF/S summary schema graph we are not interested in the direction of the edges
since we only want to get a connected schema graph.

The latest approaches in the area [5] are trying to identify a maximum cost spanning
tree in the graph and to link the selected nodes using paths from a selected maximum-cost
spanning tree:

Definition 15. (The Maximum-Cost Spanning Tree (MST) problem Given an undirected
graph G = (V. E), with edge weights w : E — R find a spanning tree T in G of
maximum total edge cost such that F, C F.

In [5] the authors consider as G the GG g ignoring the direction in the edges. In addition,
the edge weight is the sum of the weights of the nodes linked by that edge. However, the
main problem there is that although the selected paths maximize the total edge cost, they
might not maximize the total weight of the selected subgraph - the summary. A second
problem there is that many additional nodes are introduced in the result, since there is
only one path to be selected between two nodes and in this path many other not important
nodes might appear as well.

Besides the aforementioned approach, the problem can also be modelled as a variation
of the well-known graph Steiner-Tree problem (GSTP) exploiting the optimal solutions
there proposed by Hakimi [50] and Levin [51] independently.

In our case, we consider as GG the G5 ignoring as well the direction in the edges. In
addition, the set of terminals is the set of the most important nodes as they are selected
using the measures from Section 3 whereas all nodes have equal weights. As such we try
to minimize the weight of the selected tree, i.e. to minimize the number of the additional
nodes introduced in the selected summary schema graph.

3.5.1 Algorithms, Approximation & Heuristics

There had been various exact algorithms for the GSTP. Hakimi [50] proposed the first
brute force algorithm that enumerates all minimum spanning trees of sub-networks of G
included by super-sets of terminals that runs in O(2V =% - V2 + V3). The first dynamic
programming algorithms were proposed independently by Dreyfus & Wagner [52] and by
Levin [51]. The former runs in O (3! - V + 2t . V2 + V3) whereas the latter in O(3 - V +
20 . V2 4+ 2. V) and they are based on the optimal decomposition property by creating
two node sets, removing one node at each step and solving the GSTP by connecting each
set. Levin’s method uses a recursive optimization approach that pre-computes the possible
sub-trees.

Since all aforementioned algorithms have an exponential running time, various ap-
proximations such as [53, 54, 55, 56] have been proposed in order to find good approxi-
mate solutions for large networks. The approximation quality of the algorithms summa-



CHAPTER 3. METHODOLOGY 29

Table 3.2: Performance ratios for known approximation algorithms for the Steiner tree
problem in graphs.

Authors Year || Ratio

Moore 1968 || 2.000
Zelikovsky 1990 || 1.834
Berman, Ramaiyer 1991 || 1.734
Zelikovsky 1995 || 1.694
Pramel, Steger 1996 || 1.667
Karpinski, Zelikovsky || 1996 | 1.644
Hougardy, Pramel 1999 || 1.598
Robins, Zelikovsky 2000 || 1.550

rized on Table 3.2, shows that the development improved substantially. The quality of an
approximation algorithm A is usually measured by its performance ratio R 4, which is the
maximum ratio between the solution of algorithm A and the optimum solution [57]. More
formally, performance ratio is defined as:

Definition 16. R4 = {% | all instanses I }

A central theme in these approximations, is the use of some principles known from
the two classic algorithms for solving the minimum spanning tree problem, Prim’s and
Kruskal’s [56]. The generic idea is to build up a feasible solution by inserting the shortest
paths. Two main ideas can be distinguished:

Single Component Insertion: Start with a partial solution 7' = (w, 0) consisting of
a single terminal node. T" will be expanded to a feasible solution by successively inserting
all terminal nodes e.g. through the computation of at most |@Q| shortest paths (Based on
Prim’s minimum spanning tree algorithm).

Component Connecting: Start with a partial solution 7" = (@, 0) consisting of |Q|
singleton components. 7" will be expanded to a feasible solution by repeatedly selecting
components which are connected by shortest paths (Based on Kruskal’s minimum span-
ning tree algorithm). Using these ideas, we will use the following top-three well-known
and good-performing methods SDISTG, CHINS and HEUM [56]. These approximations
have a worst case bound of 2, i.e., Z7/Zpp < 2- (1 —1/|Q]), where Z7 and Z,,; denote
the objective function values of a feasible solution and an optimal solution respectively,
( the set of terminals and [ a constant [58].

SDISTG (Shortest distance graph)

1. Construct a complete graph G’ for the node set () (set of terminal nodes) with each
edge having the weight of a shortest path between the corresponding nodes in G.

2. Construct a minimum spanning tree 7" of G.
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3. Replace each edge of the tree T” by its corresponding shortest path in G.
CHINS (Cheapest insertion)
1. Start with a partial solution 7" = (w, 0) consisting of a single terminal node w.

2. While T does not contain all terminal nodes do
find the nearest nodes ux € V; and p* being a terminal node not in V;. Construct
the Tree by adding the vertices and the edges of path p(u, px).

HEUM (Heuristic measure)

1. Start with a partial solution 7' = (@, 0) consisting of ) singleton components
(terminal nodes).

2. While T is not connected do
choose a node u using a heuristic function F' and unite the two components of 1’
which are nearest to u by combining them with u via shortest paths (the nodes and
edges of these paths are added to T').
Up to now the most promising way is to choose F' according to:

min;<t<o, {% S, d(u,T;)} where Ty, ..., T, are the components of 7" such
that d(u, T;) < d(u,T;)Vi,j € 0,i < j .

Besides these approximations, many heuristics can be employed to improve even more
the corresponding algorithms. The most promising ones are the -MST+P and the TRAFO
[56]. I-MST+P is a pruning routine that ensures that all leaves are terminal nodes whereas
TRAFO transforms a feasible solution to another one trying to overcome the deficiency of
bad local optima by allowing the temporary deterioration of the actual solutions. In this
paper we use only the -MST+P since TRAFO requires considerable more time to run and
the improvements are insignificant - due to the sparsity of the examined ontologies.

I-MST + P (Improvement procedure with MST+P)

1. Let T' = (V4, E;) be a feasible solution of the GSTP. The subgraph of G induced
by V; will be defined as G;.

2. Construct a minimum spanning tree 7' = (V}/, E}) of G.

3. While there exists a leaf of 7" being a terminal do
delete that leaf and its incident edge.

TRAFO (Transformation)

1. Let T = (V;, E}) be a feasible solution of SP. The subgraph of G induced by V; will
be defined as Gy.

2. Select randomly an edge (7, j) € E; and delete it from E.
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3. Forh =14,5do
Select a path in T" connecting h with a vertex hx s.t. all vertices of this path but hx
are Steiner vertices of degree 2 (with respect to 7") and remove this path from 7'

4. Let T; and T} be the two disconnected components of 7'. Find nearest vertices i
and j* belonging to T; and T}, respectively, and add the vertices and edges of a
shortest path between ¢ and j* to 7.

3.5.1.1 Complexities

Distance Networks and Shortest paths. Using a Breadth-first search(BFS) requires
O(V + E) time (where E is O(V)) for each iteration, which is fairly better than O(E +
ViogV), the time complexity of the Dijkstra’s algorithm. Exploring the Graph is struc-
turally the same in both algorithms, with the main difference the data structure these
algorithms employee. Dijkstra’s implementation is based on a priority queue with amor-
tized running time O(logn) for the delete operation whereas BFS is based on a regular
queue with O(1) delete operation time. All-pairs shortest paths for unweighted undirected
graphs can be computed in O(V * E') time on a pointer machine [41] orin O(V - (V +E))
time by running the BFS algorithm for each node of the graph.

Maximum cost spanning tree. Maximum cost spanning tree can be computed by
negating the weights for each edge of the graph and applying Kruskal’s algorithm [59]
which takes O(FE - logV') time. When a graph is unweighted(all edges have the same
weight), any spanning tree is a minimum spanning tree. In this case, any algorithm that
solves graph reachability, like BFS or DFS, solves MST in time O(V + E) linear in the
number of edges. The computation time for finding a maximum cost spanning tree (MST)
can be reduced from O(E - logE + V - logV) to O(E + V - logV) if the edge weights
are integers in the range 1 to |V/|. Kruskal’s algorithm can also be implemented with a
Counting-Sort (O(V + E) running time) instead of a Comparison-Sort (O(E - logE) )
to sort the edges. Then the problem can be solved in O(V + E + V -logV) = O(E +
V - logV') time. Also the edge weights can be represented in binary to be further used by
determenistic algorithms that provide a solution with O(V + E') integer operations [42].

SDISTG, CHINS and HEUM. The complexity of those algorithms differs, due to
the usage of different heuristics. Table 3.3 provides the worsts case complexity of those
algorithms for weighted and un-weighted graphs.
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Table 3.3: Worst-case complexities of the algorithms employed for linking the most

important nodes in a graph.

Algorithm || Weighted graph | Un-weighted graph
MST O(E -logV) O(|V + E))
SDISTG || O(Q - |[ViogV]) oQ-|V+E)|
CHINS o@-|ViegV]) | 0O(@Q-|V+ E|)
HEUM || O(V - |ViogV]) | O(V - |V + E|)




Chapter 4

Evaluation

Despite the significance of the problem, there is still no universally accepted measurement
on the importance of vertices in an RDF/S graph. In our approach, we try to elicit this
information from the structure of the graph and the instances of the KB. Our goal is to
produce a simple and expressive graph that presents an overview of the schema and also
provides an intuition about the corresponding stored data.

4.1 Evaluation of Measures for Assessing Vertices’ Ranking.

4.1.1 Spearman’s Rank Correlation Coefficient

Initially we tried to understand the statistical dependence between the ranking of the
aforementioned measures using the Spearman’s rank correlation coefficient [60], a non-
parametric measure of rank correlation. It assesses how well the relationship (measures
the strength and direction of association) between two variables can be described using
a monotonic function. The Spearman correlation coefficient is defined as the Pearson
correlation coefficient between the ranked variables.

Definition 17. (Spearman’s rank correlation coefficient) For a sample of size n, the n
raw scores X;,Y; are converted to ranks rqgY;, rgX; and rs is computed from:

cov(rgx,rgy)

Orgx,rgy

T's = Prgx,rgy =

where:

e p denotes the usual Pearson correlation coefficient, but applied to the rank vari-
ables.

e cov(rgx,rgy) is the covariance of the rank variables.

® 0,4y and 0.4, are the standard deviations of the rank variables.

33
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Spearman correlation indicates the direction of the association between two variables
X,Y. It can vary between -1 and 1, where 1 is total positive correlation, 0 is no corre-
lation, and -1 is total negative correlation. If Y tends to decrease when X increases, the
Spearman correlation coefficient is negative. A Spearman correlation of zero indicates
that there is no tendency for Y to either increase or decrease when X increases. When X
and Y are perfectly monotonically related, the Spearman correlation coefficient becomes
1.

4.1.2 The Similarity Measure

Next, we would like to evaluate the measures identified in Section 2.1.6, 3.3 for their
quality with respect to identifying the vertices’ importance. Measures like precision, recall
and F-measure, used by the previous works [3, 4, 17] are limited in exhibiting the added
value of a summarization system because of the "disagreement due to synonymy" [61]
meaning that they fail to identify closeness with the ideal result when the results are
not exactly the same with the reference ones. On the other hand, content-based metrics
compute the similarity between two summaries in a more reliable way [6]. In the same
spirit, Maedche et al. [62] argue that ontologies can be compared at two different levels:
lexical and conceptual. At the lexical level, the classes and the properties of the ontology
are compared lexicographically, whereas at the conceptual level the taxonomic structures
and the relations in the ontology are compared. To this direction, we use the similarity
measure, denoted by Sim(Gg, Gr), in order to define the level of agreement between an
automatically produced graph summary Gs = (Vs, Eg) and a reference graph summary
G R = (VR, E R)Z

p n
Vs N VRl +a- > g=—+b- 3 =

—I p(eg.ch) p(ej.ch)

where ¢, ..., ¢, are the classes in Vi that are sub-classes of the classes ¢}, ..., c; of Vg and
that ¢y, ..., ¢,, are the classes in Vp that are super-classes of the classes ¢},,, ..., ¢}, of V.
In the above definition a and b are constants assessing the existence of sub-classes and
super-classes of Gg in G g with a different percentage. In [5] the ideal weights for RDF/S
KBs have been identified to be a = 0.6 and b = 0.3 which we use in this paper as well,
giving more weight to the super-classes. The idea behind that is that the super-classes,
since they generalize their sub-classes, are assessed to have a higher weight than the sub-
classes, which limit the information that can be retrieved. Consequently, the effectiveness
of a summarization system is calculated by the average number of the similarity values be-
tween the summaries produced by the system and the set of the corresponding summaries

by experts and users’ queries.



CHAPTER 4. EVALUATION 35

4.2 Evaluating Summaries

To evaluate not only the vertices selected by the various measures but also the whole
returned summary, next we evaluate the RDF/S graph edit distance between the reference
summaries and the summaries generated by our algorithms. Then, we compare them
with respect to the number of additional vertices they introduce in order to produce a
linked schema-graph summary. For reasons of completeness, in each case we compare
our approximation algorithms with the corresponding algorithm that uses the maximum-
cost spanning tree (MST) for linking the most important vertices.

4.2.1 RDF/S Schema Graph Edit Distance

In this section, we evaluate as a whole the result of the approximation algorithms com-
paring them to the reference summaries generated by the experts and users most common
queries. We only use the LUMB, the CRMdig and the eTMO ontologies since only for
those ontologies we have complete reference graph summaries - for the first three on-
tologies only the most important vertices were selected by the experts. To evaluate the
distance between the generated summaries and the reference summaries we use a mea-
sure similar to the graph edit distance:

Definition 18. (RDF/S schema graph edit distance) Let Gg and G r two RDF/S schema
graphs. The RDF/S schema graph edit distance, denoted by SGED(Gg,GR) is defined

as follows:
k

SGED(Gg,GRr) = min c(e;
(Gs, Gr) (61,---7€k)6P(G37GR); (€:)

where P(Gg,GR) denotes the set of edit paths transforming Gg into (a graph isomor-
phic) G and c(e) the cost of each graph edit operation e.

In our case the elementary graph edit operators e and the corresponding costs are the
following:

e class/property substitution by a superclass/superproperty - c(e) = 0.6
e class/property substitution by a subclass/subproperty - ¢(e) = 0.3
e class/property insertion - c(e) = 1

e class/property deletion - ¢(e) = 1

4.2.2 Additional Vertices Introduced

Next we would like to identify the overhead imposed by the algorithms for linking the
most important vertices in terms of the additional vertices that are introduced. Since our
approximation algorithms are based on calculating the shortest paths, we expect that they
will have quite similar results on sparse graphs which do not have high diversity - as the
number of paths and spanning trees are highly depended on the number of edges.
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Next we try to calculate the deviation from the optimum solution for our results using
as cost the number of total vertices that a solution produces - we would like this to be as
close as possible to the number of the identified most important vertices. The deviation is
calculated by:

deviation = (Zy — Zopt) [ Zopt - 100

where: Z; is the cost value of a feasible solution of the algorithm and Z,,; is the cost
value of the optimal solution. Whenever an optimal solution is unknown for a graph, Z,,;
is defined as the cost of the best known feasible solution [56].

4.3 Execution Time

We implemented main memory-based versions of important measures and GSTP heuris-
tics algorithms in JAVA. We focus only on the running times for computations, by ignoring
processing steps of loading data and initialization, as we are interested in performance and
scalability with graph sizes. Finally, to test the efficiency of our system, we measured the
average time of 50 executions in order to produce the corresponding summaries of the
aforementioned ontologies. The experiments run on a Intel(R) Xeon(R) CPU E5-2630
running at 2.30GHz with 64GB memory running Ubuntu 12.04 LTS.

As we can observe, the execution times of the various measures can be divided into
three categories. The measures that need to compute the shortest paths of all pairs, the
measures that need to iterate only the vertices and the edges of the graph and the measures
that need to execute queries on external databases or combine complex measures.

The Betweenness, the Bridging Centrality, the Harmonic Centrality and the Radiality
belong to the first category since they assign weights by calculating the shortest paths
between all pairs of vertices. As such they have similar execution times. The Betweenness
differentiates from the rest since the set of all shortest paths should be computed for each
pair of vertices. The Bridging Centrality uses the Betweenness and as such it takes allmost
the same time.

In the second category we find the Degree and the Ego Centrality. The Degree needs
only to iterate over all edges of the graph and "submit" the weight to each node. The Ego
Centrality needs one more iteration over all vertices and edges of the graph.

Finally in the third category there are complex measures such as the Relevance and the
KCE importance which execute complex queries on triple stores or use complex psyco-
cognitive measures and as such they need significantly more time for their execution.

For linking the most important vertices, the complexity of the MST and the SDISTG
and CHINS approximation algorithms show that there is a linear function relationship
between their execution time and the input data size (the number of the vertices and the
edges). HEUM is the only one that has a quadratic time, and this is due to the fact that it
has to construct the shortest paths of all pairs. As such SDISTG and CHINS have a better
execution time as the number of terminal vertices is small and HEUM the worst execution
time, which grows linearly to the number of vertices. MST is slightly faster than other
algorithms because it depends on the size of graph (vertices and edges), in contrast to
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CHINS and SDISTG that are highly dependent on the number of the terminals and the
shortest paths between them.

4.4 Experiments

To evaluate our algorithms we performed extensive experiments using two sets of ontolo-
gies. One set where human experts were used to construct the reference summaries and on
set where we used the most common queries to identify the most important nodes. More
specifically:

1. Expert Summaries: Human experts with a good experience in ontology engineer-
ing which were familiar with the aforementioned ontologies.

2. Users Most Common Queries: To identify the most important vertices of those
ontologies we rely on the corresponding SPARQL endpoint query logs, created by
users queries.

Details on the generation of these reference summaries are given below in section 4.4.1
and section 4.4.2.

4.4.1 Experts’ Summaries
To evaluate our system, we used in total six ontologies:

e BIOSPHERE': The BIOSPHERE ontology is consisted of 87 classes and 3 prop-
erties and models information in the domain of bio-informatics.

e Financial®: The Financial ontology in consisted of 188 classes and 4 properties and
describes information on the financial domain.

e Aktors Portal’: The Aktors Portal ontology describes an academic computer sci-
ence community and is consisted of 247 classes and 327 properties.

e CRMdig*: The CRMdig is an ontology to encode metadata about the steps and
methods of production ("provenance") of digitization products and synthetic digital
representations created by various technologies. It is consisted of 126 classes and
435 properties. In addition, for our experiments we used 900 real instances provided
by the 3D-SYSTEK project.

e LUBM?: The Lehigh University Benchmark (LUBM) is a widely used benchmark
for evaluating semantic web repositories. It contains 43 classes and 32 properties

"http://www.aiai.ed.ac.uk/project/biosphere/downloads.html
http://139.91.210.38:5000/0ontologies/BankOntology.owl
*http://www.daml.org/ontologies/322
*http://www.ics.forth.gr/isl/index_main.php?c=656
Shttp://swat.cse.lehigh.edu/projects/lubm/


http://www.aiai.ed.ac.uk/project/biosphere/downloads.html
http://139.91.210.38:5000/ontologies/BankOntology.owl
http://www.daml.org/ontologies/322
http://www.ics.forth.gr/isl/index_main.php?c=656
http://swat.cse.lehigh.edu/projects/lubm/
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modeling information about universities and is accompanied by a synthetic data
generator. For our tests, we used the default 1555 instances coming from a real
dataset.

e ¢eTMO®: This ontology has been defined in the context of MyHealthAvatarEU
project [63] and is used to model various information within the e-health domain.
It is consisted of 335 classes and 67 properties and it is published with 3861 real
instances coming from the aforementioned project.

Table 4.1: Ontology characteristics.

Ontology H Classes ‘ Properties | Instances
BIOSPHERE 87 3 -
Financial 188 4 -
Aktors Portal 247 327 -
CRMdig 126 435 900
LUBM 43 32 1555
eTMO 335 67 3861

Table 4.2: Graph Structural characteristics.

Ontology H Density ‘ Diameter | Avg path length

BIOSPHERE 0.011 4 1.94
Financial 0.005 10 3.94
Aktors Portal 0.002 24 7.96
CRMdig 0.033 8 3.65
LUBM 0.017 10 4.21
eTMO 0.007 9 2.65

The characteristics of those ontologies are shown in Table 4.1 and Table 4.2.The va-
riety on the size, the domain and the structure of these ontologies offers an interesting
test-case for our evaluation. We have to note that some of these ontologies are actually
OWL ontologies (BIOSPHERE, Financial, Aktors Portal, eTMO) however we consider
only their RDF/S fragment.

To proceed with the evaluation for the first three ontologies we are using the reference
summaries published in [3] used also by Queiroz-Sousa et al. [17] in their evaluation.

*http://www.myhealthavatar.eu/


http://www.myhealthavatar.eu/
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The reference summaries were generated by eight human experts with a good experience
in ontology engineering which were familiar with the aforementioned ontologies. The
experts were requested to select up to 20 concepts, which were considered as the most
representative of each ontology. The level of agreement among experts for the three on-
tologies had a mean value of 74% meaning that the experts did not entirely agree on their
selections.

For the next three ontologies we are using the reference summaries published in [5]
generated each by three human experts with an extensive experience in ontology engi-
neering and which were familiar with the aforementioned ontologies. In this case, the
experts were requested to select not only the most important vertices but also the most
representative schema graph summary containing the 10% of the classes for each ontol-
ogy. The level of agreement among experts for the vertices of the three ontologies had a
mean value of 60% meaning that the experts in this case as well did not completely agree
on their selections.

4.4.1.1 Spearman’s Rank Correlation Coefficient

The results of our experiments for Spearman’s rank correlation coefficient are shown in
Fig. 4.1. As expected the Betweenness, the Bridging Centrality, the Degree and the Ego
Centrality are high correlated. This is due to the fact that the Bridging Centrality is a
product of the Betweenness and the Bridging coefficient, and the Ego Centrality has a
strong tie relationship with the Degree according to it’s definition. The Betweenness and
the Bridging Centrality are based on identifying the shortest paths, while the Degree and
the Ego Centrality are based on the neighborhood of each node. Since the graphs used in
our experiments are too sparse, the shortest paths are limited and have a tendency to the
vertices with a high degree.

The Harmonic Centrality and the Radiality are independent to all other centrally mea-
sures - the correlation is lower than 0.5. The vertices with high Harmonic Centrality are
really close to their neighbors i.e. the neighborhoods of those vertices are more compact.
Since the Harmonic Centrality can reflect vertices that are very close, it is not specific
to the nature of the node couples and should be compared with the Radiality [64]. The
Radiality on the other hand, is calculated similarly to the Harmonic Centrality, but with
respect to the diameter. As such, vertices with a small number of reachable vertices and a
lower Harmonic Centrality have higher Radiality values than vertices with a big number
of reachable vertices and a higher Harmonic Centrality.

Finally the KCE Importance and the Relevance try to explore metrics more specific to
the RDF data model combining them with other structural measures. As such the seem to
have a minor correlation between themselves and with the Betweenness, the Degree and
the Ego Centrality.

4.4.1.2 The Similarity Measure

The results of our experiments are shown in Fig. 4.2 . Overall, the Ego Centrality has a
better similarity followed by the Betweenes and then the Relevance, however with close
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Figure 4.1: Spearman’s rank correlation coefficient for the eight importance measures
(Betweenness (BE), Bridging Centrality (BC), Degree (DE), Ego Centrality (EC), Har-
monic Centrality (HC), Radiality (RA), KCE importance (KC),Relevance (RE)).
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Figure 4.2: Comparing the similarity of the importance measures using the six ontologies.
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Table 4.3: Deviation from the optimum solution

Algorithm || Max dev || Average dev | Best
MST 323 3.10 61.1
HEUM 20.8 248 68.0
SDISTG 10.0 0.74 87.5
CHINS 8.3 0.26 94.4

mean values 0.601, 0.599, 0.599 accordingly. For hierarchical ontologies without in-
stances (BIOSPHERE and FINANCIAL) the Relevance and the Degree seem to be the
best choices whereas for ontologies with many instances the Relevance seems to be a bet-
ter choice. This is reasonable, since the Relevance is the only measure considering also
instance information - along with the KCE. For more dense ontologies such as the CR-
Mdig, the Betweenness gives the best results followed by the Ego Centrality. Finally, the
results for all measures, seem to be better for more dense ontologies such as the CRMdig
and the LUBM.

4.4.1.3 RDF/S Schema Graph Edit Distance

The results are shown in Fig. 4.3. As shown in the first three subfigures, the bigger the
ontology the bigger the number of the edit operations that are required to get the reference
summary. This is reasonable, since the bigger the ontology, the bigger the summary of
the 10% and as such more edit operations will be required to get the reference ones.

When comparing the algorithms for identifying the most important vertices with re-
spect to the whole summary schema graph constructed, the KCE Importance and the
Betweeness perform better, producing summaries with on average 30.31 and 31.42 edit
distance from the reference ones. As such, the Betweeness is distinguished not only as
a good measure for identifying the most important vertices but for creating good schema
summaries as well.

In addition, when comparing the algorithms for linking the most important vertices
overall, CHINS is better producing summaries with an average edit distance of 34.32.

4.4.1.4 Additional Vertices Introduced

The results are shown in Table 4.3 produced by analyzing the average and max(the worst
case) deviation of each algorithm thought the different examined ontologies and termi-
nal sets as produced by the eight importance measures. Again CHINS seems to perform
better, whereas CHINS and SDISTG have a low max deviation, indicating that they do
not deviate singificanlty from the optimum solution. The average percentage of additional
vertices introduced per algorithm is shown in Fig.4.4. We can observe that MST intro-
duces on average 25.6% additional vertices, whereas CHINS introduces 21.8% (3.8%
less) additional vertices.
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Figure 4.3: Edit distance results for the three ontologies with available reference sum-
maries.



CHAPTER 4. EVALUATION 44

30% T

25%

20%

15%

10%

5%

0%

MST HEUM SDISTG CHINS

Figure 4.4: The average percentage of extra nodes introduced by the algorithms for linking
the most important nodes.

4.4.1.5 Execution Time

The mean execution times for identifying the most important vertices and constructing the
corresponding summaries are shown in Fig. 4.5. As we can observe, the execution times
confirms the complexities of the examined importance measures 3.1 and the algorithms
3.3 employed for linking the most important nodes in a graph. In addition conclusions
from 4.3 are confirmed, in cases where the complexities are the same but the architecture
and operations of processing steps differs. Betweenness centrality and HEUM are quite
slower, as they have to compute All Pairs Shortest Paths, with that meaning quadratic
complexity with respect to the number of nodes.

4.4.2 Users Most Common Queries

DBpedia: The DBpedia is an open, large-scale, multilingual Knowledge Base Extracted
from Wikipedia. This structured information is made available on the Web using Semantic
Web and Linked Data standards that allow users to ask sophisticated queries to Wikipedia
resources, including links to other related data-sets. It was started at the Free University
of Berlin and Leipzig University, in collaboration with OpenLink Software in 2006 and
meanwhile attracted ample interest in research and practice. Considering that Wikipedia
is the most widely used encyclopedia, it consists of over 400 million facts that describe
3.7 million things and DBpedia can be used to directly answer fact questions about a wide
range of topics then we can can imagine why DBpedia is so important.
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Figure 4.5: The average execution times of the importance measures (msec) (a) and the
approximation algorithms (msec) (b)
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To evaluate our approach, we used two versions of the DBpedia ’. DBpedia 3.8 con-
sist of 359 classes, 1323 properties and more that 2.3M instances, whereas DBpedia 3.9
consist of 552 classes, 1805 properties and more than 3.3M instances and offer an interest-
ing use-case for exploration. To identify the most important vertices of those two versions
we do not rely on a limited amount of domain experts with subjective opinions as past
approaches do. Instead, we exploit the query logs from the corresponding DBpedia end
points trying to identify the schema nodes that are more frequently queried. For DBpedia
3.8 we were able to get access to more than S0K queries whereas for 3.9 we were able to
get access to more than 110K queries. The main graph characteristics of those ontologies
are shown in Table 4.4. In order to indicate the difficulty of understanding an Ontology
Schema with more than a hundred of Classes and the diversity of importance measures,
we provide visualizations of the ontology graph DBpedia 3.8 on figures 4.6, 4.7, 4.8 and
4.9.

Table 4.4: Graph Structural characteristics.

Ontology H Density ‘ Diameter | Avg path length

DBpedia 3.8 || 0.00472 9 3.80
DBpedia 3.9 || 0.00298 13 4.36

For each examined version, we considered the corresponding query log trying to iden-
tify the most important classes. We assess as the most important, the ones that have higher
frequency of appearance in the queries. A class appears within a query either directly or
indirectly. Directly when the said class appears within a triple pattern of the query and
undirectly when a) the said class is the type of an instance or the domain/range of a prop-
erty that appear in a triple pattern of the query.

To generate the reference ranking initially we filtered the query logs by removing
the mistyped, syntactically incorrect queries which may lead to misleading results.As a
result, we rely only on the valid SPARQL queries. In addition, classes may appear within
a query either directly, or indirectly (as variables mapped to classes). In both cases the
appearance of a class in a query increases its appearance frequency by one. Finally, the
classes of each version are sorted by their frequencies as they were computed wrt. the
corresponding query log. Consider for example the following query from the query log:

1 select ?p where {

2 ?p a <http://dbpedia.org/ontology/Person>.

3} limit 10
Obviously the user is interested in the class Person thus, the corresponding algorithm
should increase its appearance frequency by one. Note that, even if this class appears
more than one times within the query, its appearance frequency is increased as if it appears
one time. This holds because our analysis is based on the queries and not on the triple
patterns. Now consider the following query:

"http://wiki.dbpedia.org/


http://wiki.dbpedia.org/
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Figure 4.7: Bridging Centrality (a), Degree Centrality (b)
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(b)

Figure 4.8: Ego Centrality (a), Harmonic Centrality (b)
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Figure 4.9: Radiality Centrality (a), Relevance Centrality (b)
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1 select ?s, 20 where {

2 ?s <http://dbpedia.org/ontology/Person/height> 20

3} limit 10
In the above query, the end-users are interested in the heights of some individual persons.
As a result, the user is also interested in the classes which are connected by this property
in the schema level (ie., its domain and range). As such the appearance frequency of these
classes should be increased as well. Finally consider the following query:

1 select ?type where {

2 <http://dbpedia.org/resource/Ainslie_Roberts> a ?type.

3}
In the above query, the users are interested in the types of a specific individual named
“Ainslie Roberts”. As a result, the user might also be interested in all the classes which
are instantiated by this individual. As such their appearance frequency should increase
by one. To conclude, we parse all queries and we increase the appearance frequency of a
class in the following cases:

o If the class is explicitly mentioned in the query.
o If an individual appears in the query that is instantiated under that class.
o If the class is a domain or a range of a specific queried property.

In addition we compare our approach with another measure recently published, rel-
evance (RE), combining both syntactic and semantic information, shown to outperform
past approaches in the area [7, 5].

4.4.2.1 Spearman’s rank correlation coefficient

The results of our experiments for Spearman’s rank correlation coefficient among the
important measures are shown in Fig. 4.10. As shown, our adapted importance measures
show a higher similarity than the pure structural measures with the identified frequency
ranking. In addition we can see that measures like the Betweenness, and the Bridging
Centrality show a really high correlation with the frequency ranking. Finally, we can see
that all adapted measures - except Radiality - show a better correlation than Relevance.

4.4.2.2 The Similarity Measure

The results of our experiments are shown in 4.13 and present the average similarity values
for generating summaries from 1% to 50% of the corresponding schema graph size. As
shown again our adapted measures (in yellow) outperform the pure structural ones (in
blue) in all cases. In addition, all measures but Al M4 outperform Relevance showing
again the high value of our adaptations. When comparing between the ontology versions
we can observe that although Al Mpg is the clear winner in all cases, the second best in
DBpedia 3.8 is the Al M pc whereas in DBpedia 3.9 is the AIMpg. To interpret these
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results we shall consider that 193 more classes were added in DBPedia 3.9 introducing
only a small number of new edges. This results in a reduction of 37% of the density and
an increase of the diameter from 9 to 13. As such, only a few number of nodes have
more than one out-going edge and the degree performs better in this case as it captures
more effectively the importance of more sparse graphs. A more detailed information
about similarity of importance measures according to percentage size of summarization
is provided on 4.11 and 4.12.

4.4.2.3 Additional vertices Introduced

The average number of additional nodes introduced per algorithm is shown in Fig. 4.10(b).
We can observe that MST introduces on average 8.5% of additional nodes, whereas
CHINS introduces almost 4.7% additional nodes. For example, for DBpedia 3.9 this cor-
responds to19 additional nodes using MST over CHINS when requesting a summary of
10% of the nodes. This is reasonable, since the Steiner-Tree approximations have the ob-
jective of minimizing the additional nodes introduced in the selected sub-graph confirmed
by our experiments. An example summarization of DBpedia 3.8 with Betweenness Cen-
trality and CHINS is shown on figure 4.14, in order to understand the complexity of this
Ontology.

4.4.2.4 Execution Time

The mean execution times for identifying the most important nodes and constructing the
corresponding summaries are shown in Fig. 4.15. Both in this and in previous experiments
the assumptions from 4.3 are confirmed. DBpedia 3.8 and 3.9 constitutes bigger graphs
with the variance of execution times getting bigger linearly to the number of nodes and
edges of the graph.
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Chapter 5

Conclusions and Future Work

"Graphs Are in More Places than You Think"

5.1 Discussion & Conclusion

In this thesis, we try to provide answers to the two main questions in constructing RD-
F/S summaries: how to identify the most important nodes and how to link the selected
nodes to create the final summary. We explore eight diverse measures to identify impor-
tance and we implement three graph Steiner-Tree approximations in order to link those
nodes. The performed evaluation shows the feasibility of our solution and demonstrates
the advantages gained by producing high quality summaries.

Obviously there is no measure for identifying the most important nodes that outper-
forms the rest in terms of quality in all cases. Surprisingly, structural measures however
like the Betweenness and the Ego Centrality seem to have better results in most cases.
The performed evaluation shows that the adapted measures outperform the pure structural
ones and past approaches in the area in all cases. Besides selecting the most important
nodes, the Betweeness has good results when producing a complete summary schema
graph (along with the KCE and Ego). In addition, we show that the Steiner-Tree approx-
imation algorithms produce better summaries and introduce less additional nodes to the
result schema graph. CHINS seems to be the best choice in terms of the quality of the
generated summary. With respect to the execution time, the MST is the fastest one, how-
ever with an impact on the quality of the results, since it introduces more additional nodes
with low quality as it is verified by the corresponding RDF/S schema graph edit distances.
Overall CHINS seems to achieve an optimal trade-off between quality and execution time.

5.2 Possible Methodological Limitations

All studies have limitations. In this thesis lack of available data is the most important.
More data sets and types of databases will expand the reliability and the scope of our
analysis. The RDF model of KBs, considers specific cases of graphs by following a sub-
ject—predicate—object structure. Moreover a strict measure for accuracy of summarization
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does not exists because it relies on human thinking, usability and preference on each data
set and process. Another variation that is not considered is when the graph is disconnected
but a summarization is expected from separated graphs that constitute a KB.

5.3 Future work

As the size and the complexity of schema’s and data increase, ontology summarization
is becoming more and more important and we expect more challenges to arise in the
near future. There are several interesting open questions related to our work. As future
work, an interesting topic would be to extend our evaluation to spectral properties as well
or to focus on how to combine the various measures in order to achieve the best results
according to the specific characteristics of the input ontologies. An another interesting
topic would be to extend our approach to handle more constructs from OWL ontologies
such as class restrictions, disjointness and equivalences. Finally, instead of relying on
reference summaries for the evaluation of the automatically produced summaries, another
idea would be to check if these summaries are able to answer the most common queries
formulated by the users i.e. index coverage in the sense of frequent sub-graph problem
has to be further examined. Index coverage means that a query Q does not have to hit the
original table. A user-specified query Q on a graph database G want to retrieve the set
of sub-graphs of G, each of which is isomorphic to Q. This is the well studied sub-graph
isomorphism problem, which has proven to be NP-complete [65]. Smaller index size and
improvement of query performance over graph databases constitute a growing need, in
order to be able to solve this problem on large networks [66]. Scalable graph indexing
mechanisms and graph query optimizers have to be explored for a vast improvement of
querying response time on graph databases.
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