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Chapter 1

Abstract - Brief Introduction

In this dissertation, we focus on phase transition type problems. Let us briefly
discuss the physical motivation of such problems in the simple case of two phases.
We are given some substance in a container, which may exhibit two phases, say
ay and as, and we would like to describe it mathematically. One approach could
be that the interface formulation is driven by a variational principle, that is the
pattern in the outcome of the minimization of a certain energy. For this, we may
consider a “double well” potential W such that W(a;) = W(as) =0 and W > 0
otherwise. Next, one introduces a gradient term that penalizes the formulation of
interfaces and measures interface energy. This is the Van der Waals free energy
functional. To be more precise,

Je(u) = /Q <2|Vu|2 + éW(u)) der |, u:QCR"—R. (1.1)

We often call J. as the Allen-Cahn functional. Such a gradient term reduces
the number of interfaces of the minimizers of J., which turn out to be smooth
functions interpolating between the phases a; and as with level sets approaching
hypersurfaces of least possible area. Therefore, our problem is also closely related
to the theory of minimal surfaces. Phase transition type problems arise in many
experimental disciplines, such as material science.

For studying three or more phases, one naturally is lead to the vector case. The
equations arising in phase transition type problems are called Allen-Cahn equations
or systems of equations in the case of more than two phases. Particularly,

Au =W, (u) , where u:Q CR" — R™. (1.2)

This dissertation is consisted of five independent parts. In the first part
contained in Chapter 2, which is a work together with professor N. Alikakos and
professor A. Zarnescu that can be found in [1], we study entire solutions of the
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12 CHAPTER 1. ABSTRACT - BRIEF INTRODUCTION

Allen-Cahn systems that are also minimizers. In particular, the specific feature
of our systems are potentials having a finite number of global minima (i.e. the
phases), with sub-quadratic behavior locally near their minima. We focus on
qualitative aspects and we show the existence of entire solutions in an equivariant
setting connecting the minima of W at infinity, thus modeling many coexisting
phases, possessing free boundaries and minimizing energy in the symmetry class.
The existence of a free boundary can be related to the existence of a specific
sub-quadratic feature, a dead core, whose size is also quantified.

In the second part which is in Chapter 3, motivated by the relationship of phase
transition type problems with minimal surfaces, we determine a transformation
that transforms equipartitioned solutions of the Allen-Cahn equations in dimension
three to the minimal surface equation of one dimension less. This is an application
of a more general transformation introduced in this work which relates the solutions
of the Allen-Cahn equations that are equipartitioned to solutions of the incompressible
Euler equations with constant pressure. Other applications are De Giorgi type
results, that is, the level sets of entire solutions are hyperplanes. Also, we determine
the structure of solutions of the Allen-Cahn system in two dimensions that satisfy
the equipartition of the energy and we apply the Leray projection to provide
explicit entire solutions to analyze this structure. In addition, we obtain some
examples of smooth entire solutions of the Euler equations, some of which, can
be extended to the Navier-Stokes equations for specific type of initial conditions.
This work can be found in [2].

In the following part, which concerns the work in [3] and is contained in
Chapter 4, we are dealing with the I'— convergence of the Allen-Cahn functional
with Dirichlet boundary conditions in the vectorial case. Let us briefly describe
the analog of the I'—limit result in the scalar case. Assume F. is the e—energy
functional of the Allen-Cahn equation,

fQ %qu]Q + %W(u)dm , u € WH(Q; R)

(1.3)
400 , elsewhere

F.(u,9) := {

then it is a classical well known theorem that the I'—limit of F} is the perimeter
functional Fy which measures the transitions between the two phases of the problem,
ie.

oH" 1 (Su) , ue BV(Q;{-1,1})

400 , elsewhere

Fo(u,Q) :== { (1.4)

where W :R — [0,400) , {W =0} ={-1,1}, 0 = /1 \2W (u)du  (1.5)

and Swu is the singular set of the function wu. (1.6)
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Thus, the interfaces of the limiting problem will be minimal surfaces. We provide
all the appropriate references and previous fundamental contributions on the topic
in this third part. So, in the vectorial case that we study, one expects that the
['—limit turn out to be the perimeter functional that measures the transition
between the N— phases of the problem. We prove this fact with the constraint
of boundary conditions. In this case, the minimizers of the limiting functional are
closely related to minimizing partitions of the domain. Moreover, utilizing that
the triod and the straight line are the only minimal cones in the plane together
with regularity results for minimal curves, we determine the precise structure of
the minimizers of the limiting functional, and thus the limit of minimizers of the
e— energy functional as ¢ — 0. We also prove that the minimizer of the limiting
functional in the disc is unique.

Next, in the forth part which is in Chapter 5, we study fully nonlinear elliptic
equations via the notion of P— functions. P— functions can be thought as
quantities of the solution of a general fully nonlinear partial differential equation
that satisfy the maximum principle. Perhaps the most well-known example is

1
P(u;x) = §|Vu|2 — W(u) (1.7)
that is related to the Allen-Cahn equation
Au=W'(u) ,u:QCR"—=R (1.8)

and one important application is the Modica inequality
1 2
§|Vu| < Wi(u) (1.9)

for every bounded solution of (1.8). There are many generalizations to Quasi-linear
elliptic equations among other types of equations with applications such as gradient
bounds and Liouville theorems which we refer in detail in the respective chapter
of this forth part. In our work, which can be found in [4], we introduce the notion
of P— functions for fully nonlinear equations and establish some general criterion
for obtaining such quantities for this class of equations. Some applications are
gradient bounds, De Giorgi-type properties of entire solutions and rigidity results.
Furthermore, we prove Harnack-type inequalities and local pointwise estimates for
the gradient of solutions to fully nonlinear elliptic equations. Additionally, we
consider P—functions for higher order nonlinear equations and for equations of
order greater than two we obtain Liouville-type theorems and pointwise estimates
for the Laplacian.

Finally, in Chapter 6, the last part of our thesis includes a work with professor
C. Makridakis and G. Gkanis that can be found in [5], in which we study applications
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of Physics Informed Neural Networks to partial differential equations. Physics
Informed Neural Networks is a numerical method which uses neural networks to
approximate solutions of partial differential equations. It has received a lot of
attention and is currently used in numerous physical and engineering problems.
The mathematical understanding of these methods is limited, and in particular, it
seems that, a consistent notion of stability is missing. Towards addressing this issue
we consider model problems of partial differential equations, namely linear elliptic
and parabolic PDEs. We consider problems with different stability properties, and
problems with time discrete training. Motivated by tools of nonlinear calculus of
variations we systematically show that coercivity of the energies and associated
compactness provide the right framework for stability. For time discrete training
we show that if these properties fail to hold then methods may become unstable.
Furthermore, using tools of I'—convergence we provide new convergence results for
weak solutions by only requiring that the neural network spaces are chosen to have
suitable approximation properties. These techniques can be extended to various
other, possibly nonlinear, problems.



15

Iepiindn - Yuvontixr, Ewcaywy

Ye auth TV Slateifn, EAETAUE xuplwe TEoBAYuaTo adhoyic pdocwy. Ag teptypdouue
oUVTOHOL TNV UTOXEUEVT] QUOLXT| (POUVOUEVOROY {0 G TNV amAT) TEQITTOOT TV 6V0 PAGEWY.
Aodévtog wog ouciog o éva doyelo, 1 omola umopel vor AauBdver 800 @doeig, £0Tw
ap xou az, xou Yoo Véhope vor to meprypddoupe ye podnuatixd. M mpoogyyion Yo
UTOEOUGE VoL Elval OTL 1) DLIUOPPOT) DIETLPAVELDY TEQPLYQRAPETAUL OO Ual HETUBOAXT
oY1, TO 0TO{0 TEOXVTTEL (G UTOTENECUA TN EAUYLOTOTOMONG WG CUYXEXQHIEVNG
evépyewag. o o Aoyo autd, umopolue va Yepricouue éva “double well” duvouixd
W tétowo Bdote W(ay) = Waz) = 0 xow W > 0 adhde. ‘Emerta, etodyet xoveic Evay
6O THPAYYOL 0 OTolog Var ETBIAAEL TNV ONULoLEYio DLETLPAUVELWY XAl VO UETEEEL
TNV EVERYELX TWV BIETLPAVELDY auTedV. AuTo eivar To Van der Waals cuvoptnooeldég
¢ evépyetag. o ouyxexpiéva,

J.(u) = / (g\w? + %W(@) i, w:QCR'SR O (110)
Q

Yuyvd ovoudlouue To Jo xou w¢ 1o cuvaptnooelée Allen-Cahn. Autéc o dpog
TRy WYOU UELWVEL TOV aptdud TV DLETLPOVELWY GTOUG EAAUYLOTOTONTES TOL J., Ol
omolot TEOXUTTEL OTL Eivol OUAhES CUVAPTAHOELS TOU TtapeUBdAovTaL UETAED TWY PACEWY
ai %o ag xou o 0UVOAa GTEVUNG TOUC TPOoEYYIOUY UTEQETLPAVELES UE TO ALYOTEQO
ouvato eufadov. Enouéve, To mpdBinuo pog etvon oTevd cuVOEdEUEVO Ue TNV Vempla
ehayto TV empavelwy. Ta mpofifuato ahhayfc GAcEOY TEOXOTTOUV OF TOMES
TELROUATIXES ETUOTAPES, OTWC YLo TOEAOELYUO OTNY ETUC TAIY TWV VAXOV.

[ot Ty Yer€Tn TV 1) TEPLOCOTERWY PACEWY, 0ONYElToL XavelC Ye QUGLONOYIXG
TEOTO TN dlavuouatxt| Tepittwor. Ot e€lomoelc Tou TEoxdTToUY Ge TEOBAT LT
oMoy g @doewy ovopdloviar e€lonoelg Allen-Cahn 4 cVotnua ediowoewy Allen-
Cahn oty meplntwon mou uTdpyouv TEPLOCOTERES Ao BUO QPACELS. LUYXEXPWIEVA,

Au=W,(u) , 6mou u:Q CR" - R™. (1.11)

Auth 1 St anoteheiton and mévte aveldptnTo U€en. LTO TEHOTO UEEOS TOU
nepiéyeton oto Kegdhowo 2, to omolo eivon par epyaoior pall pe tov xodnynth N.
Aludino xou tov xodnynth A. Zarnescu xou unopet vo Beedel oo [1], uehetdpe ohxég
Aooeg v cuctnudtwy Allen-Cahn ot onoleg elvon xan ehayiotomointée. Ewdindtepa,
TO YOPOUXTIQLOTIXO YVWEIOUO TV CUC TNUATWY TOU UEAETAUE efvar Suvaixd Tou €youy
TEMEPAUOUEVO aptdd ohxdv ehayiotwvy (k. pdoewmv), ue Tomixd uTodeuTeEEOBdliuLa
(sub-quadratic) cuunepipopd xovtd ota ehdytota. Eotidloupe o€ mototinée mtuyéc
xou Belyvoude TNV UToEEN OMXOY AUCEWY oE Wi ‘loolholwTn xhdon’ (equivariant
class) xou cLVBEVOUY Ta EAGY O ToL TOL SuvVoIXo) W 610 dmeLpo, ETOUEVLS LOVTENOTOLOUY
TOMEC GUVUTIBRY OUCES QAOELS, BNLovpY®vTag eAeliepa olvopa Xal EAAYLOTOTOLOVY
TNV EVERYELL OTN oLPPETEWT xAdon. H Omapln tou ehebldepou cuvdpou umopel va
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oyeToTel Pe TNy Untapén Tou edixol utodeutepoBdiuou (sub-quadratic) yopaxtipo,
evoe “vexpol muprva’ (dead core), Tou onolou to Yéyedog enlong TOGOTIXOTOLOVYE.

Y10 6elTepo pépog Tou Peloxeton oto Kegdowo 3, mapaxtvoluevol and tn oyéon
HETOEY TV TEOBANUATOY AN S PACEWY UE TIC EAXYLO TIXEC ETLPAVELES, TPOGOLoPILoU-
UE €VOLY UETACY NUATIOUO TIOU UETACY NUTICEL TIC LoOXATAVEUNUEVES MDOELS TwV EELOWOEWY
Allen-Cahn ot Sudotaon teia oe Aoelg g e€lowong g ehayto TIXNG ETLPAVELIS
g B1do Taomg Aty 6tepo. AuTo efvon ol EQUPUOY T EVOS YEVIXOTEQOU PETACY TUATIONO0
TOU EICAYETAUL OE AUTY TNV €pyaoia 0 onolog GUOYETILEL TIC LOOXUTAVEUYEVES ADOELS
Vv ellowone Allen-Cahn ye tic acuunieoteg eiowoec Euler pe otadepr| nicon.
‘Ahhec egapuoyéc etvar De Giorgi Tinou arotehéoyata, dnhadt, 6Tt Toe cUvola o Tddung
oM@V AoEwY elvan utepempdveleg. Erniong, mpoodopiCouue 0 dour twv Aboewv
Tou cuc TApatog Allen-Cahn 6Tic 800 BLICTAGELS OL OTOLES IXAVOTIOLOUY TNV LOOXATAVO-
un e evépyetag xou eqopuéloude Ty mpofohr Leray yio var 5ecoupe mapadelypota
ANOGEWY GE XAELT TH| LOPPY| XAl Yol VoL VUAUGOUUE T1) Bour| auth|. Emmiéov, napéyouue
TOEUOEYHOTAL OUAAGY OAXWY ADoEWwY Twv edlohoewy Euler, xdmota and to omoia
umopoLY va emextadoly xou yia Tic e€lowoelc Navier-Stokes yio €1do) TOTou apyixéc
ouvirixec. H epyaoio auth unopet vo Peedel oto [2].

To enduevo pépoc, mou agopd TNy epyocio oto [3] xou tepthouBdvetar oto Kegpdhono
4, éyel va xdver ye v I'—olyxhon tou cuvaptnooebolc Allen-Cahn ye Dirichlet
GLYOPLXESC CUVUTXES OTNY BlavuouaTixn Tepintwor. Ag teprypdiouue cuvomTixd To
avéroyo aroteheoya Tou I'—oplou oty Baduwty| tepintwon. Eotw F. 10 e—ocuvaptn-
00elég TNg evépyelag Twv edlonoewy Allen-Cahn,

fQ §|Vu]2 + %W(u)dm , u € WH2(Q;R)

(1.12)
400 , OAAOU

F.(u,Q) := {
/ / / / / 7 / / 7
TOTE amd XAAOOIXO YVOOTO anoTéhecyo tpoxUTTel 6Tt to I'—bpto tou F elvor To
CLUVAPTNOOEWES TN TEpUéTPou Fj To omolo uetpdel T petafifdoec petoh Tov
(PACEWY TOU TEOPAAUTOS, ONA.

oH" " (Su) , ue BV(Q;{-1,1})
400 , OAAOU

Fo(u,Q) := {

émou W:R = [0,+00) , {W =0} ={-1,1}, U:/l 2W (w)du (1.13)

xaw Su glvor T0 GOVORO AVOUOAGY TNG CLVEETNOTG U.

Enopévwg, ol diemigpdveleg Tou optaxol tpoAfuatog Yo etvar XYL TIXEG ETLPAVELES.
[Tapéyouue OAEC TIC ATUPAITNTEG AVAUPOPES XA TIG TEOTY OUUEVES VEUEALWDELS GUVELGPORES
o710 Véua og autd TO TEiTo PEPOC. Apa, GTN BlUVUCUUTIXY TERITTWOT TOU UEAETHYE,
TepEVEL xavelg 0Tt To I'—6pto Yo ebvar To GUVIPTNOOELBES TNE TEPLUETEOU TTOU UETEAEL
Tic petofiBdoeic petald twv N —@doewy tou Teofifuatoc. To anodewviouue autod
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UE TNV TEoo VXN GUVORLIXGY CUVINXMY. ME AUTH TNV TERITTWOT, OL EAXYLO TOTONTES
TOU 0pLIXOV TEOBAAUATOS Elval GTEVE GUVOEDEUEVOL UE TIC EAUYLOTIXEG Olopeploelc
Tou ywelou. Emmpociétwe, yenowwonowdvtog 6t to tpinodo (triod) xa n eudeln
elvor ot govadxol ehayloTiol xwvol 610 eninedo, £QopuolovVTaC Xo ATOTEAECUATO
OMOAOTNTOG Yia ENUYLO TIXES XUUTVAES, TPOGDORILOUPE TNV oxEL3Y) BOUT| TWY EAoyYLO TO-
TOLNTWY TOL 0pLUXOV TPOBANUATOS, X (G EXTOUTOU, TOU 0pI0U TWV EAAYLO TOTOLTOY
TOU £€— OUVOPTNOOELWOUC TNS eVEpYelag xadde To € — 0. Amodexviouye eniong ot
0 EAUYLOTOTIONTAS TOU 0pLoxoU TEOBAAUATOS GTOV BloXo elvor Hovadixog.

21N oLvEyELr, 0TO TETOETO UEPOS Tou Poloxeton 6To Kegdhono 5, uehetdue mAripws
un yeouxéc eMunuxée (fully nonlinear elliptic) e€lowoeic uéow tne évvolac twv P—
oLvapTHoE®Y. T P— GUVOPTACES UTOPOUUE VU TIC OXEPTOUACTE CUY TOCHTNTES
e ADONG Wg YEVIXAS TANPWS UN YROUMXAS Ueprc Olagpopixnc e&lowong mou
avonololv Ty apy T peyiotou. Ibavde 1o mo yvwotéd mapdderyua lvor to e€rg

1
P(u;x) = §\Vu|2 — W(u) (1.14)
mou oyetiCeton pe Vv e&iowon Allen-Cahn
Au=W'(u) ,u:QCR" >R (1.15)

xaL o onpov Ty EQapuoyt) etvon 1 aviodtnta Modica
1
§|Vu|2 < W(u) (1.16)

yior xdde gpaypévn Aon tne (1.15). YTrdpyouv nohkéc yevixeloelg oe Quasi-linear
elliptic e€lo®oeig YeTal) SAOY UE EQUPUOYES OTIWS PEAYHUTO OTIG TOQOYWYOUS XAl
Liouville TOnou anoteAéopata, yio Tic OTOlEC TUPEYOUUE TIC AVTIOTOLYES AVUPORES UE
AETTOUEREIEG G TO XEPHANLO IOV OVTIO TOLYEL GTO TETUPTO AUTO UEROS. LT1 BOUAELS oG
auth, 1 omola uropel va Beedel oo [4], etodyouue Ty évvola Twv P— cuvapTAoEmY
YLt TARROC U1 YEUUUXES EELGMOELS XAl TOREYOUNE EVal YEVIXO XELTHRlo Yo va Bploxel
Xavelg TETOIEG TOCOTNTES Yio QUTY| TNV XAdoT Twv e€lo®oeny. Mepinée epapuoyég
elvon pedrypato oTIC Tapay@youg, artoteréouata Tonou De Giorgi yiou olixég Aooewg
xou amoteéoparta oxopdioe (rigidity results). Emnpoodétwe, anodeixviouue Harnack
TUTOU OVIGOTNTES O TOTUXG. ONUELINES EXTUINACELS VLol TIG TORAYWYOUS TWV AVCEWY
TAREOC U1 YRUUUIXWY EAMTTIXOVY eElooewy. Emmiéov, Jewpolue P— cuvoptioeic
Yot UPNAGTERNS TAENG W) YROUUUIXOY EELOMOEWY Xt YLt EELOWOOELS Bordol UEYUADTECOU
Tou 000 Talpvoupe Liouville thmou Vewprdato xou onuetaxéc extiunoels yio T Aomho-
oLV,

Téhog, 610 Kegdhowo 6, to tereutaio pépog tng dSotpBhc pag mepthauSaver o
epyaoto ye tov xadnynth X. Moxpuddyn xaw tov I'. I'xav 1 omtolor umopet vor Bpedet
oto [5], 6mou pehetdue egappoyéc Twv Physics Informed Nevpwvixdv Axtionv otic
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uepwéc dragopixég eliomoelg. Ta Physics Informed Neupwvixd Aixtua etvan o
aprdunTiny| pédodog mou yenotwomolel VEupmvxd dixTua Yo Vo Tpoceyyioel Aooelg
HEPX®Y Blagopixy e€lowoewy. ‘Eyel apyioet va haufdver ohoéva xar Teplocdtepn
TEOGOY Y| Tot TEAEUTALOL Y POVIAL xou Y protdoToLe{Ton Yior Tohudprdua TeoBAAuaTo QUOIXHAC
xorddg o umyavixrc. H pardnuatue xatovonon twv uedddwy autey elvor Teploplopévn,
xou EWOTEPY, o OTL (odveTon, Wia CLUVETHG Evvola evoTtdlelag Aeimel. T tnyv
AVTIUETOTLOT AU TOU TOU TROBAY U TOS VEWPOUUE HOVTEAX TROBANUGTELY UEPXGY OLUPOQL-
XDV EELIOWOENY, CUYXEXPUEVA YROUUIXES EMETTIXES xou TopaBohxéc MAE. Oewpolue
TEOBAAUATOL UE BLUPORETINES LOLOTNTES EVC TAVELOC, Hou TEOBAAUOTA BLUXELTAC YEOVIXE
mpooeyyiowa. Ioapoavoiuevol and epyaheior un yeauuixol Aoylopol PETOBOAMY
OELY VOUUE UE CUCTNUATIXG TPOTO OTL 1| COLTCIVity TwY EVERYELDY Xt 1) GUCYETILOUEVT
CLUTYELW TOEEYOUY TO XuTdAAnAo mhaiclo yio evotddeio. T g mpooeyyloeig
OLoxELTON YPOVOU OElyVOUUE OTL av XEmoLa amd AUTES TG LOLOTNTEG ATOTUY Y EVOUV Vol
oy bouy T6TE oL ugYodol umopolv va yivouy actadelc. Emmpocieta, ypnouomodvtog
epyorela Tne I'— olyxhione mapéyouue véa anoteréopoata oOyxhiong yia aceveic
A)OEIC OTATOVTUC HOVO TO OTL OL Y(WEOL TV VEUPOVIXMY OIXTOWY ETLAEYOVTOL (OO TE
VoL €Y0UV TIC XATIAANAES TEOCEYYICTIXES WOLOTNTES. AUTEC Ol TEYVIXES UTOPOUY VL
enextadoly o€ TOAAG dAha, TAVOS U1 YEoUUXE, TEOBATUXTAL.
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Chapter 2

Entire Minimizers of Allen-Cahn
Systems with Sub-Quadratic
Potentials

Abstract

We study entire minimizers of the Allen-Cahn systems. The specific feature of our
systems are potentials having a finite number of global minima, with sub-quadratic
behaviour locally near their minima. The corresponding formal Euler-Lagrange
equations are supplemented with free boundaries.

We do not study regularity issues but focus on qualitative aspects. We show the
existence of entire solutions in an equivariant setting connecting the minima of W
at infinity, thus modeling many coexisting phases, possessing free boundaries and
minimizing energy in the symmetry class. We also present a very modest result
of existence of free boundaries under no symmetry hypotheses. The existence of a
free boundary can be related to the existence of a specific sub-quadratic feature,
a dead core, whose size is also quantified.

21
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2.1 Introduction and Main Results

In this note we consider minimizers in the whole space R™ for the functional

1
J(u) = /§|Vu|2 + W(u)dx (2.1)
with v : R" — R™. We take W > 0 and {W = 0} = {ay,...,an} := A, for some

distinct points ay, ...,any € R™ that can physically model the phases of a substance
that can exist in N > 2 equally preferred states.
We assume that
liminf W(z) > 0 (2.2)
|z| =00
If W is smooth then the first derivatives vanish at the minimum points and
the generic local behaviour near such a minimum, say a;, is locally of quadratic
nature, of the type |u — a;)*>. The minimizers satisfy the Euler-Lagrange system

Au — Wy (u) = 0. (2.3)

We are interested in the class of solutions that connect in some way the phases
or a subset of them. The scalar case m = 1 has been extensively studied with
N = 2 that is the natural choice. The reader may consult [20], [26], [41] where
further references can be found. A well known conjecture of De Giorgi (1978) and
its solution about thirty years later, played a significant role in the development
of a large part of this work.

The vector case m > 2 by comparison has been studied very little. We note
that for coexistence of three or more phases a vector order parameter is necessary
and so there is physical interest for the system.

For m > 2, (2.3) has been mainly studied in the class of equivariant solutions
with respect to reflection groups beginning with [13] and later [27] and significantly
extended and generalized in various ways [6], [3], [24], [4], [7], [11]. We refer to
[1] where existence under symmetry is covered and where more references can be
found.

Degenerate, super-quadratic behavior at the minima has also been considered
for (2.3), m =1, in [12], [21].

The focus of our work will be on going beyond this classical setting and explore
the phenomena that are associated having sub-quadratic behaviour at the minima.
Specifically, our potentials are modelled near their minima a € A after |u — a|?,
for 0 < o < 2. Furthermore we will consider also the limiting case & = 0 (that
appears in a ['-limit setting as a — 0). Formally, the minimizers solve certain free
boundary problems:
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1. For a € (0,2):
{Au =Wa(u) for {u(z) ¢ A} (2.4)
[Vu[? =0 for o{u(z) ¢ A}

2. For a = 0:
{Au =0 for {u(z) ¢ A} (2.5)
|[Vul? =2 for O{u(x) ¢ A}

In Appendix 2.5 we give a formal justification of these, that can be made
rigorous with suitable regularity results, [8]. We note that for a = 2,
Corollary 3.1 p.92 in [1] states that if both W (u(x)) = 0 and |Vu(z)|* =
O(W (u(x)) then u = a;. This latter condition holds in the scalar case, m = 1,
by the Modica inequality. Hence for o = 2,m = 1 we have 0{u(x) € A} = 0.
Thus a free boundary may be expected only in the non smooth case. The
reason is rather simple and can be traced back to the non-uniqueness of the
trivial solution of the ODE u' = ﬁC 2u? that describes the behavior of the
one-dimensional solutions (connections) near the minimum of W of (2.4),
(2.5).

Thus we focus on the range 0 < o < 2. An important special case of the
potentials we consider is given, for the set of minima A = {a4,...,ayx} by
N
Wou) =[[lu—al* ,@=(a,.,an);0 <o <2, Vke{l,....N} (26)
k=1

More generally, motivated by the form of W in (2.6), we assume:

0<a<2:WelCR™[0,+00)) with {W =0} ={a,...,an} #0 (N > 2).
For a € {W = 0} the function W is differentiable in a deleted
neighborhood of a and satisfies dipW(a + p€) > aC*p*~t ¥ p € (0, pol
VEeR™: €] =1, for some constants py > 0, C* > 0 independent of a.

(H1)

a=0:{W=0}={ar,....,an} = A, W(u) = W°(u) := X{ues,}
SA = {sz\il/\zaz y /\z S [071) ) V= 17"'7N 72?;1)\7; =1 ’ N:m+1}
We assume that the simplex S4 is nondegenerate, that is the vectors

{as — ay, ..., ams1 — a1} are linearly independent and m > 2.

Clearly W« in (2.6) satisfy (H1) (0 < a < 2).
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We are primarily interested in bounded minimizers defined on R". We note
in passing that the only critical points of Jg» ,n > 2, with bounded energy are
trivial [2]. A minimizer u, by definition minimizes energy subject to its Dirichlet
values on any open, bounded €2 C R"™. More precisely,

Definition 2.1.1. Let @ € R” open. A map u € W,22(O,R™) N L®(O;R™) is

loc
called a minimizer of the energy functional J defined in (2.1) if

Jo(u+v) > Jo(u) , for ve W, (Q,R™) N L¥(Q;R™) (2.7)

for every open bounded Lipschitz set 2 C O, with Jg denoting the value of the
integral in (2.1) when integrating over the domain (2.

The case, a« = 0 for m = 1 was introduced and extensively studied by Caffarelli
and his collaborators, with particular attention to the optimal regularity of the
solution and to the regularity of the free boundary. These are important classical
results that can be found for example in the books [16] or [33]. There is recent
interest in the vector case for free boundary problems. We mention below two
papers which relate to our work and where additional references can be found.

In [17] the authors study minimizers of the functional

| GIVa? + @) (2.9

with v : Q CR" = R™ | u; > 0, bounded and u = g on 9f). This corresponds
to a cooperative system, and is a one-phase Bernoulli-type problem. On the other
hand, our nonlinearity is of the competitive kind and our problem is a two-phase
Bernoulli-type problem.

In [29] the functional that is studied is

S [ 51Vl AU s £ O 29

with u; = ¢; on 0f). This is a two-phase type problem and it is quite close to our
functional for a = 0.

The emphasis in these works is on the regularity of the solution and of the
free boundary, while the existence of the free boundary is forced by the Dirichlet
condition on 02, and is not an issue in that context.

For stating our main results we need some algebraic preliminaries.

A reflection point group G is a finite subgroup of the orthogonal group whose
elements ¢ fix the origin. We will be assuming for simplicity that m = n (the
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general case is presented in [1], Chapter 7), and that G acts both on the domain
space R™ and the target space R™. A map u : R" — R" is said to be equivariant
with respect to the action of G, simply equivariant, if

u(gr) =gu(z) ,VgeG,zeR"
A reflection v € G is a map v : R" — R” of the form
yr=x—2(x-ny)n, , for e R"

for some unit vector n, € S"! which aside from its orientation is uniquely
determined by ~y. The hyperplane

m,={rxeR":z-n,=0}

is the set of the points that are fixed by v. The open half space S;F ={reR":
x - n, > 0} depends on the orientation of n,. We let I' C G denote the set of
all reflections in G. Every finite subgroup of the orthogonal group O(R™) has a
fundamental region, that is a subset F' C R™ with the following properties:

1. F'is open and convex,
2. FNgF =0 for I # g € G, where I is the identity,
3. R" =U{gF : g € G}.

The set Uyerm, divides R” \ U eprm, in exactly |G| congruent conical regions.
Each one of these regions can be identified with the fundamental region F' for the
action of G on R". We assume that the orientations of n., are such that F' C S;r
and we have

F - ﬂ/yers;_

Given a € R", the stabilizer of a, denoted by G, C G is the subgroup of the
elements g € GG that fix a:

G, ={9€G:ga=a}.
We now introduce two more hypotheses:

(H2)(symmetry) The potential W is invariant under a reflection (point) group G
acting on R", that is

W(gu) = W(u) forall g€ G and u € R".
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Moreover we assume (2.2).

(H3)(Location and number of global minima) Let F' C R™ be a fundamental region
of G. We assume that F contains a single global minimum of W say a; # 0, and
let G, be the stabilizer of a;. Setting D := Int(Ugeq,, gF) , a1 is also the unique
global minimum of W in the region D.

Notice that, by the invariance of W, Hypothesis (H3) implies that the number
of minima of W is

Gl
N=—
|G
where | - | stands for the number of elements.

We can now state our first main result.

Theorem 2.1.1. (0 < a < 2) Under hypothesis (H1)-(H3), there exists an
equivariant minimizer v of J, u : R® — R", such that

1. |u(z) —ay| = 0 for x € D and d(z,0D) > dy , where dy a positive constant
depending on |||z @n gy, C* and o (dg — +00 as a — 2).

2. w(F) C F, u(D) C D (positivity).

Hence by equivariance the statements above hold for all a;, + = 1, ..., N, in the
respective copy of D.

Remark 2.1.2. In [8] it is shown that u € C2%7 for a € (1,2) , u € C};7 for any
v € (0,1) and u € Ch7=a for a € (0,1). The regularity for o € (0,1) is optimal. In
Lemma 2.2.10 we establish the (suboptimal) estimate |u|cs < oo (any 5 € (0,1))
that holds for all a € [0,2) which is sufficient for our purposes. We revisit this
point also later.

The analog of Theorem 2.1.1 for « = 2 , W € (C? was established in a series
of papers by the first author and G.Fusco. It can be found in [1] (Theorem 6.1)
where detailed references are given. The main difference with Theorem 2.1.1 above
is that the condition |u(z) — ay|] = 0 for x € D | d(x,D) > dy, is replaced
by |u(z) — a;| < Ke *@9D) " € D, where k , K are positive constants. In
that context the minimizer u is a classical solution of (2.3) while in the present
context u is a weak I/Vi)f solution of (2.3) in the complement of the free boundary
O{u(z) ¢ A}. The theorem in the smooth case is utilized in our proof of Theorem
2.1.1 where we are constructing a minimizer with the positivity property via a C?
regularization of the potential. We thus bypass the gradient flow argument used
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in the proof of the & = 2 case in [1] that would be problematic in the present
setting. The role of positivity can be seen in the following proposition, which does
not presuppose symmetry.

Proposition 2.1.3. (0 < a < 2) (i) Assume that W as in (H1) above, and u
a bounded minimizer of J , u : R® — R™ | [|u||pec(mnrm) < 00. Moreover, let
O C R" open, assume that

d(u(0),{W =0} \ {a}) > k>0 (2.10)

d the Euclidean distance, k constant.
Then given ¢ € (0, ||u|| g @nrm)) , 3 74 > 0 such that

B, (x0) C O = |u(zy) —al <q (2.11)

(ii) Let further 0 < 2q < po (cfr (H1)). Then there exists an explicit constant
C = C(a,n) >0 (see (2.88) , lim, o C(a,n) = 0o , lim, 0 C(a,n) = 0o ), such
that

Bé C 0= u( ) a ,in ng_a(xo)

- (2o (2.12)
Remark 2.1.4. Part (i) of Proposition 2.1.3 holds for a = 2, and is a result
obtained in [23]. It can be found also in [1] Theorem 5.3. Note that positivity
allows the application of this with O = D, since the solution in D stays away from
all the minima except one. This reveals the nature of (H3).

Part (ii) is utilizing a “Dead Core” estimate (Lemma 2.2.14 below) which shows
that for a function v € W?(Bg(x())

{Av > c2v? | weakly in Wh2(Bg(z0)) (2.13)
0<wv<é ,0d>0 sufficiently small depending on ¢
Then if

dist(yo, 0Br(xo)) > Ry =

v(yo) = 0 for R > Ry = \(/1”75 a € (0,2) (2.14)

“Dead Core” regions are sets where the solution is constant.

The first appearance of such a situation was in [16], [34], followed by more in
depth study in [20].
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Proposition 2.1.5. (o =0) Let

T(u) = /(%]Vu]2+XAc(u))dx (2.15)

where A := {W = 0} = {ay,...,an} CR™ (N > 2), A°=R™\ A. Let u be a
nonconstant minimizer, u : R® — R™ | ||u||goc(rn rm) < 00. Suppose that for some
a; € A we have
d(u(Bg(zo)),{W =0} \a;) >0 (2.16)
Then
L"{u=a;} N Br(zg)) > cR", R> Ry (2.17)
for some constant ¢ > 0 independent of R.

What about existence of minimizer defined on R™ possessing a free boundary
and without any symmetry assumptions? This is a difficult open problem for the
coexistence of three or more phases. We have the following simple result in this
direction.

Proposition 2.1.6. (o = 0) Consider the functional

J(u) = /(%|VU|2+XAC(U))dx (2.18)

where A = {ay, ...,ay} distinct points in R™ , A°=R™\ A.
Let u : R® — R™ be a nonconstant minimizer with ||u||ze@nrm) < 00 and x¢ €
R", arbitrary and fixed. Then there exist an Ry > 0 and at least two distinct
points a; # a; in A, such that the following estimates hold:

L"(Br(zo) N{u(r) =ar}) > R", R> Ry, k=1,j (2.19)
10{u(z) = ax}||(Br(z0)) > &R"™ , R> Ry, k=1,j (2.20)

where ¢y, ¢ are positive constants, independent of xy and R (but depending on u).
||OE|| stands for the perimeter measure of the set £ and ||0FE||(Bgr(zo)) denotes
the perimeter of E in Bg(xg) (see for instance [14]).

Remark 2.1.7. Proposition 2.1.6 holds for the whole range of potentials 0 < o < 2
defined in (H1) but with a significantly harder proof [§].

The natural way of constructing entire solutions u to (2.3) without symmetry
requirements is by minimizing over balls Bg with appropriate boundary conditions
forcing the phases on Bp:

min Jp,(v) , v=gr , on OBp,
and taking the limit along subsequences of minimizers ug

u= lim ug
R—o00
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Remark 2.1.8. The result from Proposition 2.1.6 holds for the symmetric case
as in Theorem 2.1.1 for o = 0, and provides some quantitative information on the
Dead Core. We have not been able to establish the exact analog of Theorem 2.1.1
for a = 0.

Proposition 2.1.9. (o = 0) Under the hypothesis (H1)-(H3) and N = m + 1,
there exist a nontrivial equivariant minimizer of J(u) = [(5|Vul[*+X{ues,})dz , u :
R™ — R", such that 1. u(F) C F , u(D) C D (positivity).

2. L"(DpNn{u=a1}) > cR" , R> Ry, where D = DN Bg(0) (D from (H3)).
3. ,Cn(DR N {U 7é (11}) < CR! , R> Ry.

A convenient hypothesis guaranteeing ||u||z~ < oo is !

{Wu(u) cu >0 , for |u| > M, some M (2.91)

lgr| < M

The existence of one-dimensional minimizers (v : R — R™ | i.e. connections)
for a € (0,2), can be obtained by Theorem 2.1, p.34 in [1]. For the a = 0 case,
where W is a characteristic function, one-dimensional minimizers are affine maps
connecting the phases. More precisely,

a; , v<-—L

u(x) = as , X > L (222)
a22—La1x + al;@ T c [—L,L]
and by minimality one can see that L = |a;:/‘211‘, which is formally what we expect

from the free boundary condition |Vu|* = 2 (see (2.5)).

The basic question of course is whether a nontrivial minimizer v connecting
the phases can be constructed. We know from the work on the De Giorgi referred
above conjecture that for m = 1, and in low dimensions, any such minimizer will
depend on a single variable, and so in a sense is trivial. For the system we expect
otherwise, and indeed this was shown to be the case in the equivariant setting and
for smooth potentials, in the book [1].

There are a few tools that we utilize in the sequel that because of their
independent interest we mention explicitly.

For © C R™ open, by linear elliptic theory u € C?(;R™). Set v = |ul?, then Av =
2W(u) - u + 2|Vu|? > 0, for u > M. Hence max |u|?> < M if v attains its max in the interior of
Q.
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The Basic Estimate
For minimizers, 0 < o < 2 satisfying |u(z)| < M , € R® we have that there
exists ro > 0 such that for any o € R”

TB(ao)(w) < Cor™ ™' 1 > 19> 0, (2.23)
Cp > 0 constant, independent of u, but depending on M.

For v € [1,2) elliptic theory applied to (2.3) implies ||Vul||p~ < 0o, and (2.23)
follows easily (cfr. [1] Lemma 5.1). For o € [0,1), and m = 1, it is already
mentioned in [3]. We prove it in Lemma 2.2.11. The estimate (2.23) is utilized in
the proof of Proposition 2.1.6, and also in the proof of Proposition 2.1.3 on which
Part 1 of Theorem 2.1.1 is based. Finally (2.23) is also utilized in the proof of the
Density Estimate that we discuss below.

The Density Estimate
For minimizers u of the functional J in (2.1), 0 < o < 2 satisfying |u(z)| < M, we
have

{E"(Bm(ﬁo) N{lu—al >A}) > p >0= (2.24)

LBy (zo) N{|u—al > A}) >Cr™ | r>rg
C = C(,LL(),/\)

This is an important estimate of Caffarelli and Cordoba [3] established in the
scalar case m = 1, and extended to the vector case by the first author and G.Fusco.
We refer to [1] Theorem 5.2, where detailed references can be found. The proof in
[1] has a gap for 0 < o < 1 since it is utilizing (2.23) that was taken for granted
then but proved in the present paper.

The Holder Estimate
For minimizers u of the functional J in (2.1), 0 < a < 2, satisfying |u(z)| <
M, x € R", we have the estimate

_ 1
u(@) — uly)| < Clo =yl —y|™)  Vay, lo-yl<5  (225)

which implies u € C#(R",R™) , V5 € (0,1) , C = C(M), that has already be
mentioned.

This is established in [10] for m = 1 and @ = 0. We give a detailed proof
in Lemma 2.2.10. It is utilized in several places. For example in establishing
Proposition 2.1.3 (i) we proceed by a contradiction argument that invokes the
Density Estimate. Here uniform continuity is essential, and is provided by (2.25).
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It is also instrumental for the derivation of the Basic Estimate (2.23).

The Holder continuity is also needed in the proof of the Containment result
presented in Appendix A, that we now describe.

The Containment
This states that for the special potentials

W (u) := H;”:Jrll lu —ag|* , @ = (a1, ....,amp1), 0 <ap <2

WOu) == xac(u) , A= {ar,....am1} (2.26)

W(u) = {

where the vectors {ay — ay, ..., @1 — a1} are linearly independent in R™, critical
points of J(u) = [(5|Vul>*+W (u))dz , u:R* = R", |u(x)] < M, map R" inside
the closure of the convex hull of A, ¢o(A). This result was obtained jointly by
the first author and P.Smyrnelis, in unpublished work. Its proof requires uniform
continuity, and so for a € (0,1) we need to restrict ourselves to minimizers for
which (2.25) holds.

This result shows that J° is in some natural way the limit of J%, as @ — 0,
and actually we establish a I'-limit type relationship in Lemma 2.2.18.

This paper is structured as follows.
In section 2 we state and prove various Lemmas already mentioned in the introduction.

In section 3 we give the proofs of Theorem 2.1.1, Propositions 2.1.3, 2.1.5 and
2.1.6.

In Appendix 5.7 we state and prove the containment result, and in Appendix
2.5 we give a formal argument, taken essentially from [1], that explains the free
boundary conditions in (2.4) and (2.5).
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2.2 Basic Lemmas

2.2.1 Regularity of u

We will prove a logarithmic estimate for bounded minimizers, following closely the
proof of Theorem 2.1 in [10] (see also Lemma 2 in [17]). We have:

Lemma 2.2.10. (0 < a < 2, Holder Continuity)
Let u : R® — R™ a minimizer of J , |u(x)| < M , W satisfying (H1) for 0 < o < 2
and W = x4c(u) for @ = 0. Then there exists constant C' = C (M), such that

_ 1
[u(z) —u(y)] < Clz —yn(le —y[™) , Vay, lr—yl <3 (2.27)

In paricular, u € C*(R™;R™) , V3 € (0,1).

Proof. We restrict ourselves to 0 < a < 1, since the result follows immediately for
a € [1,2] by linear elliptic theory. We begin with the case 0 < o < 1.

For an arbitrary B,(xq) let v, be the harmonic function equal to u on JB,.
Then by the maximum principle v, is also bounded and taking into account the
specific form of the potential (2.6) we have that there exists an M such that:

u(@)], |vr ()], (W (w(@))], W (vr ()| < M, Vo € By(zo), @ € [0,1]  (2.28)

Then using the minimality of u and the non-negativity of the potentials W&
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together with (2.28) we have:

|Vu(z) | do < (Vu(z)? + W (u(x)) dz < Vo, (2) > + W (v, (z)) dv

B, B, B,

< M|B,|+ [ |Vv.(2)]*dx (2.29)

hence
|Vu(x)]? — |V, (z) > doe < Cr" (2.30)

B,
On the other hand we have:

|Vu(2)|? — |V, (z)|* do = / (Vu(x) + Vu,(z), Vu(z) — Vu,.(z)) dz

B, r

— | [V(ul) - v(@)]Pde +2 / (V- Vo) Vo, do

B, .

= IV (u(x) — v.(2))|* do (2.31)

By

where for the last inequality we used that v, is harmonic and equal to u on 0B,.
Thus we get:

|V (u(z) — v,.(2))]* dz < Cr™ (2.32)

B,

From the previous estimate, it suffices to show that
|Vul? < Cs"[In*(r/s) + 1] (2.33)
Bs

This would imply (2.27).
To prove (2.33), we proceed as follows:

/ VP < / VonP + [ 1900 — v2) IV (u + v2)
S S BS
The first integral on the right side is estimated using the subharmonicity of

|Vvay)?, and then the minimality of va,. So,

1
| Bs| /g,

1

|BQS| Bag

1

Vugel? <
Vol Bl /s,

|V'U23|2 S |VU|2
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by (2.31).
The second integral is estimated by enlarging the domain to By, then Cauchy-
Schwartz, the established bound and the minimality of vq,

1
7 [ V(= 020)|[V (1 + v)] <
|Bs| JB,
[ Bas| 1 2yt 2 2 2y1 1 2\1
V(u — v95)]°)2 Vul? + [Vug?)2 < C Vul*)z
|Bs|<|st| B2S’ ( 2)‘) <|B2s| Bgsl ’ ‘ 2‘) (|st| BQS‘ |)
by (2.31), (2.32).
So if we set
1
T Vul?
‘ |Bzf’€’ B k’ |
then
1/2

Tpp1 < 2 + Cay
Induction gives
Th+1 S ClkZ

from which you have (2.33).

Estimate (2.27) then follows from the proof of Morrey’s embedding. Indeed,
suppose x and y are given, of distance 2s apart. Let z be the midpoint. Then, by
mean value theorem,

1 1 !
51 )L @) —uwlap < s [ [ Vute 4o = laray

Thus, interchanging the order of integration and using (2.33), we get

1
| B! J,

|u(z) — u(p)|dp < Cs[In(1/s) + 1]
The estimate for |u(x) — u(y)| then follows from triangle inequality.

The proof for the case av = 0 is similar, the only difference being that instead
of the bound in (2.28) [WO(u(z))|, [W°(v,(z))| < 1 is used. O
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2.2.2 The Basic Estimate:

Lemma 2.2.11. Let v : R® — R” minimizer of J , |u(z)| < M , W satisfying
(H1) for 0 < @ < 2 and W = WO for a = 0. Then there is a constant Cy =
Co(W, M) independent of zy and such that

IB, (z0) (1) < Cor™™ ,r>n

Proof.
1. For a € [1,2), utilizing elliptic estimates we obtain |Vu(x)| < C(M) , z € R".
The estimate then follows by constructing a competitor v(x) on a ball via

a , =zl <r—1
v(z) =< (r—|z—x0])a+ (|x — x| — 7+ Du(z) , r—1< |z — x|
u(z) , |z —xo| >

and utilizing the minimality of u (cfr Lemma 5.1 [1]). Here we can take ro = 0.

2. For o € (0, 1), we aim to prove the estimate:

]

Lemma 2.2.12. Let u : R® — R™ be a bounded local minimizer for the energy
functional J in (2.1) with the potential W, asin (H1). Then there exists constant
C, Ry > 0 independent of u such that:

J(u; A(R)) < CR™ ' VR > R, (2.34)
where C'is independent of R > Ry and A(R) := Bgr(xg) \ Br-1(xo).

Proof. We first claim that there exists a constant C' > 0 such that for any z, € R™
we have, for u a bounded local minimizer:

/ \Vu(z)[?dz < C (2.35)
Bi(zo)

To this end we consider the function v € W'?(By(xg)) with v = u on OB (zg)
and Av = 0 in By(xg). Since u is bounded, by the maximum principle we have that
v is also bounded and taking into account the hypothesis (H1) for the potential
W, we have that there exists M > 0 such that:

lu(x)], |v(x)], Wa(u(z)), We(v(z)) < M,Vz € R", a € [0,1] (2.36)
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We then have:

Vu(z)|? dx Vu(z)|? + Wy (u(z)) de < Vou(x)|? + W, (v(x)) dz
LMJ () Sémﬁ (@) + Wa(u(x)) </ Vo) + Wa(u(x))

Bi(zo)

|Vu(z)]? de = M|B]| —I—/ @v do
OB1(x0)

SM‘B1|+/

Bl(xo)

< M|Bl| + H HH 2 (8B1(z0)) H HH2 (0B1(z0))

<MWH+QWWm&m|M@N%m»

2
< MIB1|+ 5190y + Clelg o

1
= M|Bi| + 5[V ollia oy + Cllully,

113 081 () (2.37)

where for the first inequality we used the non-negativity of W,, for the second
the local minimality of u, and for the third the estimates (2.36). For the first
equality we used the fact that v is a harmonic function and an integration by parts,
while for the last equality we used that v = v on 0B;(x). For the penultimate
inequality we used the continuity of the normal part of trace operator on the space
L%, = {f € L*div f € L?} (see for instance Prop. 3.47, (ii) in [18]).

We obtain thus:

/ |Vu(z)?de < M|By| + C|lul?* , (2.38)
Bi(zo)

H3 (0B (x0))

On the other hand we have (see for instance [31]):

2 |u(z) —u(y)l?
< )
|| ||H2 (0B1(z0)) /831 (o) /831 (o) |I’ _ |n 141 dx dy ~ C (2 39)

where for the last inequality we used the logarithmic estimate (2.2.10).

Combining the last two estimates we obtain the claimed uniform estimate
(2.35). On the other hand, thanks to estimate (2.36) we have

W (u(r))de < CR™! (2.40)
A(R)
which combined with the fact that one can cover A(R) with C R"! balls of radius
1 and estimate (2.35) provides the desired estimate (2.34).
O
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Note: Lemma 2.3 implies Lemma 2.2 (a € (0,1)) by considering the comparison
function v(z) as in « € [1,2) case.

2.2.3 The “Dead Core” estimate:

Now, we proceed with a useful calculation. From the hypothesis (H1) for W
we have that for |u —a| << 1, it holds that W, (u) - (u — a) > ¢*|u — a|* with
¢ =aC*, a€(0,2). Set v(z) =|u— al’

Then
Av = 2((u(x) — a)ug, )y, = 2|Vul?* + 2(u(z) — a)Au =
> 2(ate) ), = 24Tl 20u(x) ) .
2|Vul? + 2W, (u) - (u(x) — a) > 2|Vu|* + 2¢*|u — al|*
Therefore,
Av > Plu—al® = *v? | where ¢ = 200", (2.42)

Definition 2.2.2. Let (2 C R" open and v € VVlzcz(Q, R), a region 0y C Q is called
a dead core if v =0 in €.

For the convenience of the reader, let us now state some results from [20].

The article [20] is concerned with the problem

{Au =cuP in Q) CR” (2.43)

u =1 on 0f)
with p € (0,1). We call that a “dead core” Qy develops in €, i.e. a region where

u=0.
Let X (s) be a solution of

{X”(s) 2XP(s) in (0,s)
1

X(0) =0 X(s0) = (244)
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As a first choice of a linear problem consider the “torsion problem” |, i.e.

{Aw+1:0 in Q (2.45)

1 =0 on 0Of)

One then constructs a supersolution u(x) to (2.43) having the same level lines
as the torsion function by setting

u(x) = X(s(x)), z€Q (2.46)

() = /20 — 9(2)) Y = max ) (2.47)

In problem (2.44) we choose sy = v/2t,.

where

Theorem 2.2.13. ([20]) Assume that the mean curvature of J) is nonnegative
everywhere. Then

u(x) = X(s(x)) is a supersolution, i.e.
AT < *uP in Q (2.48)
u=1 on 00

One of the corollaries of this Theorem is the information on the location and
the size of the “dead core” €2y, which may be stated as

Corollary 2.2.1. ([20]) The dead core € contains the set
1
{I’ S Q|¢(l’) 2 d(pa C)[\/ 2¢m - §d(p7 C)}} )
Vv2(p+1)

where d(p, c) := 1—p)e

We will now utilize the above for the proof of the following Lemmas.

Lemma 2.2.14. Let Q = Bp(xy) C R and v € C?*(Q; R, ) satisfy the following
assumptions:
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v

Av(z) > fvz(z) , €0

! (2.49)
v(xr) <5, x€ 00 '
a€(0,2) = $=pec(0,1).
Then if yo € Q is such that dist(yo, 9Q2) > Ry = v(yo) = 0.
. S .
where Ry := Vnd(p, ¢) ’RA_ \{ﬁd(p, %) R R
2R — /nd(p, ¢) , 53v/nd(p,¢) < R < /nd(p,¢)
2 1
and d(p, &) = Y2PHD ¢
(1-p)c 57
Proof. From the maximum principle we have that v(z) < 6 in Q
N v A
Define v := 5 and ¢ := ——, then we have:
=
Ad(z) > o2 (z) , x €Q
o(x) <1, z €N
For 2 = Bg(xy) we have that
R* 1 9 R?
= — —|v— = 2.
is a solution to the problem:
A 1= Q
Y(z) + 0, x € (2.51)
Y(x) =0, x €N

Also, we have that if:
Au<cuP, v €0
Av > 2P,z € Q (2.52)
v<u, x €I
then v < w , in . So since u,v > 0, if u(z1) =0 = v(x;) = 0.
Such w is defined in [20] via ¢ in Theorem 2.2.13 (supersolution with v =1 > v
on the boundary). Then by Corollary 2.2.1 in [20], the dead core of @ contains the
set {z € Ql(x) > Cy = d(p, 6)[\% — 3d(p,¢)]}, that is if
Yo € {¢(x) = Co} = u(yo) = 0 and thus 0(ye) = v(yo) = 0.
Since ¥ has the form (2.50) we can see that

{z € Q(z) > Co} = {dist(x,00) > Ry}
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as follows:

R? 1
Q/J(Zﬂ) ZC()<:>2——Z—|.T—$O|2 ZCO<:> \/R2—2nC'02 |SL’—.T0‘
n n

& R—|z—u9| > R— /B2 —2nCy = R— \/R? — 2\/nd(p, &) R+ n(d(p, ¢))? =
=R~ |R ~ vnd(p,¢)| = Ro

and notice that: dist(x,09Q) = dist(x,0Bgr(zo)) = R — dist(x, xo)

Notes: (1) ¢ depends on ¢ and tends to infinity as § tends to zero.
(2) d(p, ¢) tends to zero as J tends to zero, and so does Cj.

Remark 2.2.15. If we take ( open set, such that Bg(zy) C Q and

AY(z)+1=0, z€Q
Y(x) =0 , x €N

then, we have: ¢ < 9 = {¥(x) > Gy} C {d(x) > Co} = {x € Bglxy) :
dist(0Bgr(zo),z) > Ro} C {¢(z) > Cp}.

Thus, the above theorem holds for more general open sets that contain a ball
BR(ZL'Q).

Lemma 2.2.16. Let D open, convex C R" and for some dy > 0,
Q:={x € D:dist(x,0D) > dy} and let v € C*(D;R,) satisfying:

N 2.53
v(r) <6, €N (2.53)
ae(0,2) = §=pe(0,1).
Then if g € D such that dist(zg,0D) > dy + 2 ”(2171(5;1) = v(zg) = 0.
Proof. We have that:
v/ 2 1 2 1
{z € D : dist(x,0D) > do + QL—’—A)} ={z € Q: dist(x,00) > 2M}

(1—p)c (1—p)c
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and € is convex (parallel sets have at the same side of supporting planes).

Let zg € D such that dist(xg,0D) > dy + 2 n 2n p+1 . Since dist(0D,00Q) = dy =

dist(xg, 02) > 2 Qn(pf and since (2 is convex there exist a ball Bg(zq) C € for
R = 2¥2rh) = 2y/nd(p,¢) > Ry = /nd(p,¢) ,d(p,¢) as defined above.

(1-p)e
Therefore we can apply Lemma 2.2.14 in the ball Bg(z() and we have that v(z) =

0,Vx € Br,(z9) = {x € Br(xg) : dist(0Bg(xo),x) > Ry} = v(zo) = 0.

]

The results of Lemma 2.2.14 and Lemma 2.2.16 above were proved for the case
1 < a < 2,since u € 0%~ by elliptic regularity. However, they also hold for the
case where 0 < o < 1. The only difference in proving this, is that the differential
inequality (2.42) holds weakly and we utilize it together with the weak maximum
principle for the comparison argument as in the proof of lemma 2.2.14. So in order
to extend the results of the lemmas above for the case where 0 < a < 1, it suffices
to prove the following claim.

Lemma 2.2.17.

[e3

Av > c*vz weakly in W2(Bg(z)).

Proof.

Let v € WY%(Bg(x)) , v continuous (v = |u — a|?, by Lemma 2.2.10) and
v > 0.
We define v, := max{v,e} , 0 < e < (where ¢ as in the above Lemmas). The
set {v = e} is smooth by Sard’s theorem, since v is smooth away from zero.

Let ¢ € CJ(Bgr(xo)) , Bi(xo) = {v > €} N Br(xo), we have

— / VoVedr = hm
Br(wo)

—Vou.Vodr = liminf[—/ VoVodz]
70/ B (o) =0 % (@0)

e—0 14

> lim inf[/ Avpdr — / @gde] > lim iglf[/ Avedz]
B (20) 9B (20) = 7 (z0)

> lim inf[/ v pda] = lim[/ A2 gdr) =
7 (70) B (zo)

e—0 e—0

> lim[/ c2v§¢d:v — e / ¢pdx]) = / Av2 gdz.
e Br(zo) BR\B;, Br(zo)
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]

2.2.4 On the definition of WY

In what follows we establish essentially that lim,_,o J* = J° in the '~ convergence
sense. The containment result in Appendix 5.7 is essential here.

1
T, u) = /(§|w2 W) (2.54)
Q
with
N
W) =[] lu—al* ,ief{l,.,N}0<a<2 (2.55)
i=1
We further denote:
Wo(u) == X{uesa) (2.56)
where
A:={ay,...,an}
and

N N
Sy = {Z Aia;, where Y XA =1,) €[0,1),i € {1,...,N}} (2.57)

i=1 =1

(i.e. S4 is the convex hull of the points in A except the point themselves). Then

SA:SAUA

We have the following;:
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Lemma 2.2.18. Let (u®).ey be a sequence of functions such that ap — 0 as

k — oo and for any k£ € N the function u® : R" — R™ is an energy minimizer of
J as defined in (2.54).
We assume that

u(z) € Sa,Vr e R" k € N (2.58)

Then there exists a subsequence relabelled for simplicity as the initial sequence
such that:

u™ — g, in WH(R™R™), as k — oo (2.59)

with @ a local energy minimizer of the functional J° defined as:
1
T, ) = / SVl + WO (u(x) do (2.60)
Q

(with W0 from (2.56)).
Proof. We have

P) {W‘l’“(u)—>W (u) in Sy ask — oo

Wer >0, Vo, >0

Arguing along the lines of Lemma 2.2.12, (while taking into account the properties
(P) and the definition (2.55) of W%s) we get:

J (B, u®) < Cr™! (2.61)

for all » > 1, where C' depends only on the points aq, ..., ay through the assumed
inclusion (2.58) (and is independent of ay, k € N).

Out of this uniform bound we claim that there exists @ € W12(R™; R™) such
that:
(1) u® — @ in WH2(R";R™) as k — oo on a subsequence
(2) @ is a local minimizer of J°.

By the bound (2.61) , W*¢ > 0 and by the Rellich- Kondrachov theorem, we
can obtain, along a subsequence

u™ — @ on WY(R™;R™)
and

u™ —a on Lj

(R™R™)
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These provide claim (1).
In order to show claim (2) we note first we have:

JO(@, Q) < liminf J (u®, Q) (2.62)

ap—0

Indeed, we have by lower semicontinuity

/|va|2dx§hminf/ |Vu®|? dx (2.63)
Q k—o0 Q

We have that @ € S4 and we denote Az := {x € R" : @(x) € S,}. Taking
into account the specific form (2.55) of the potential W< we have, for a — 0 as
k — oo:

/ X{aes,) 4 = / dz = lhm Wy (u(2)) dz (2.64)
AgnQ AgnQ k=0 J 4.0
Furthermore, since W< > 0 we have:
/ Xfiesa} dr =0 < lim Wk (u™ (z)) dx (2.65)
Q\Ag k—o0 Q\Ag

The last three estimates provide the claimed relation (2.62). One can then
trivially see that:

inf J°(-, Q) < J%@,Q) < lig_i)%f inf J* (-, Q) (2.66)

We claim now that for an arbitrary u € Wo*(R™R™) with u(z) € S, for
almost all x € R" we have:

lim J*(u, Q) = J(u, Q) (2.67)
akﬁo
Indeed we have:
/ X{uesa} dr = / dr = lim W (u(x)) dz (2.68)
AunQ A k—=oo J 4,00

/ X{uesa) dr = 0= lim W (u(x)) dz (2.69)
O\ A,

k—o00 Q\Au,
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SO

/ IVul® + X{ues,} dr = lim / |Vul? + W (u(z)) d,
as claimed.

We note now that (2.67) implies:
J(u, Q) = lim J*(u, Q) = limsup J* (u, Q) > limsup inf J* (-, Q)
ap—0 ar—0 ar—0
and since this holds for u arbitrary we get:
inf JO(-, Q) > limsupinf J (-, Q) (2.70)
Ozk—)o

The last inequality, together with (2.66) provide the claimed local minimality
of .
O

Note: The above Lemma also holds for the class of local minimizers of the
energy.

2.3 Proofs

2.3.1 Proof of Proposition 2.1.3

Proof. (i) (cfr [1] p.161). Let
lu(z) —al < M, |julles <C=C(M),z€0 (2.71)

where for the Hélder bound we utilized Lemma 2.2.10. Given ¢ € (0, M), assume
that

lu(zo) —al > ¢ (2.72)
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Then the Holder continuity of v implies that the hypothesis of the Density Estimate

(2.24) is satisfied for

2.1
A== (B2 o = 2By (e
Therefore
LB, (x0) N {Ju —a] > g}) > Cr" |, By(1o) C O, 1> 1
Let

0 <wy i=minW(z), % ={|z—a > g}ﬂ{d(z,{W:O}\a) > k}
From this and the Basic Estimate Lemma 2.2.11 we obtain
wsCyr"™ < I, (o) () < Cor™ !

which is impossible for

> CO
r
Wy Cl
2
Therefore if we set
. 2C
- U)%Cl

then B, (x¢) C O is incompatible with (2.72).
The proof of (i) is complete.

(ii) Consider the ball Br(zg) , R to be selected.
Let € € Br(x)

(L

BR(ZL‘[))

(2.73)

(2.74)

(2.75)

(2.76)

(2.77)

(2.78)
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d(§,0BRr(x0)) =14 , 0<2q < po
where 7, as in (i) above. Note that by (H1)

w2l

_ 2C0 < 200*(g)7a
w%Cl C’lC 2

and by (i) above
u(€) —al <gq
Therefore by [1], Theorem 4.1 originally derived in [5]
lu(z) —al < q, = € Bry,(z0)
By (2.42) v(z) := |u(x) — a|? satisfies

Av > *v? weakly inW'?(Bg_,, (1))
v<6 on 0Bp_p, (o)

and therefore by Lemma 2.2.14
d(yo, 8BR,Tq(xO)) > Ro = U(yo) =0

where
2 0<a<?2,?=2aC"
Therefore

u(x) =a in Br_,,—pg,(70)

To conclude set R = C'q~“ and impose the requirement that

Cfa —a
S0 <O =1, — Ro

which is satisfied if

a+2 .
o520y vnlat?) (P0y1+5 —. G(a,n)

~ 0,0 (1 —9)V2aC*" 2

The proof of Proposition 2.1.3 is complete.

47

(2.79)

(2.80)

(2.81)

(2.82)

(2.83)

(2.84)

(2.85)

(2.86)

(2.87)

(2.88)
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2.3.2 Proof of Theorem 2.1.1

Proof. Step 1 (Existence of a positive minimizer)

We will be establishing the existence of a map ur € Wh?(Bg,R") that is
equivariant, positive and also a minimizer in the equivariant class of

1
Jp,(u) = / (§|Vu|2 + W(u))dx , Bgr ={|z|] < R} C R", (2.89)
Br
that satisfies the Basic Estimate
Jp, (ug) <Cr"™t [ rg<r<R , R>R (2.90)
C independent of R ,r.
We introduce the regularized energy functional

Jg.(u) = /B (%|Vu|2 + We(u))dx (2.91)

where W¢ is obtained from W by regularizing only at the minima as in Figure

below.
W

with

We — W(u) , uniformly on compacts

We e C?, |[We||ca < C, for W satisfying (H1),
We>0, {We=0} ={W =0}

We(gu) = We(u) ,for all g € G and u € R™.

(2.92)
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We can assume that
We(u) =W(u) for |u| > M >0 (2.93)

some M > 0, and that the minimizer of Jg_ in the equivariant class satisfies the
bound

luS,| < M |z € B (2.94)

with M independent of € and R and that moreover u3 is positive. Here we are
utilizing [1] Lemma 6.1.

We begin by establishing the Holder Estimate (2.25), for u3, with constant
C independent of € , R. Recall that u% is a minimizer in the equivariant class,
while (2.25) was derived under the stronger hypothesis of being a minimizer under
arbitrary perturbations. We point out only the necessary modifications of the
proof of the Lemma 2.2.10.

We will derive

ug(2) — ug(y)] < Clo —y| |z —y[™ Yo,y € Br(0)\ Bi(0) (2.95)

with [z —y[ <35 , R>2.

Notice that we can cover Fr N (Br(0)\ B1(0)) =: Frp where Fr = F' N Bg(0)
by two types of balls Bi(Io) ;
(a) Balls entirely contained in Fgp , By C Frp,
(b) balls B1(zy) having their center in the wall of Fr which is made up of reflection
planes in G,.
Notice that both types can be equivariantly extended over Bg(0) \ B;1(0) as sets.

Fix now B,(xg) , r < } as in the proof of (2.27). Due to the equivariant
extension of v, there, and the minimality of u% in the equivariant class, we see
that u3 has the minimizing property on B,(zo) and so (2.29) applies as before.

The rest of the argument is unchanged.
Thus (2.95) is established.
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Fr

O

B1(0)

/AR
/

Fig :Typical B (o) 's covering the fundamental region
and extensible equivariantly on Bg(0) \ B1(0).

Now we will proceed to establish (2.90),
Ip.0)(ug) <Cr"t  Vre(2,R-1) (2.96)

with C' constant independent of € and R, C' = C(M).
We follow [1] Proposition 6.1, and for 2 < r < R — 1 we define

<
g () = {d(x,@D)al Jfor x € D and d(x,0D) <1 (2.97)

ap Jfor x € Di and d(z,0D) > 1

where Dy = D N Br and extend equivariantly in Br. Since uq¢y vanishes on 0D,
the extended map is also continuous. As it is well known, the distance is 1-Lipschitz
and therefore in Wh*°(Bg). Fix now a number h € (0,1) and for r € (2, R — 1)
define

(o) = o1 - Uy 4 gl =)

where ¢ : R — [0,1] is a fixed C"! function such that ¢(s) = 0, for s < 0 and
¢(s) = 1, for s > 1. Note that 45 € W4 (Br(0);R") (equivariant), and most
importantly 4% = u% on 9B,(0). Moreover i = u,sy in B,_,(0) and u% = uj on
Bgr(0) \ B1(0) and uaff = ay if d(z,0D) > 1. By the minimality of uj we have

Jug(x) (2.98)

I, 0)(uz) < Jp,0)(U%)

1
(§|vaR|2 + W (15,))dz + /

BT\B'rfh
S 01(7‘ - h)n_l + CQTn_l

1
/ (§|vaR|2 + W (i5,))dx
Brfhm{d(x’aD)Sl}

(2.99)
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where for the estimate of the 2"? term we used the Holder estimate above and the
analogous (2.38), (2.39).
Hence (2.96) is established.

Thus for any R > 0 there exists C'r > 0, independent of € > 0, such that
1
/ (§qu§yQ + We(u%))dz < Cg (2.100)
Br

Out of the above uniform bounds we claim that there exists ug € W'?(Bg; R™)
such that

(1) us, — ug weakly in W2(Bg;R™) as ¢ — 0 on a subsequence,

(2) ug is a minimizer of
1 2
Toalw) = [ CIVuP + W) |
Br 2

(3) Jp,(ur) < Cr"~! with C independent of € and R ,

(4) ug is equivariant and positive.

By (2.100) and W¢ > 0 and the Rellich-Kondrachov theorem, we can obtain,
for a subsequence

us — ur on Wh3(Bg;R™)
and
up — ugp on LP(Bgp;R™)

These establish claims (1) and (4).
In order to show claim (2) we take ¢ € C°(R") , suppp C K C Bg. Then by
minimality we have:

T (5 + 6) — T (uf) > 0
1
& [ (VuVo+ SVOP + We(usy + 6) - W (u5))do > 0

Br

Let I} := [, VuiVede and I3 := [ (W#(uf + ¢) = W(ug))dz.
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Thanks to (1) before we have I — I = fBR VurVodz
we split:

= [ (WA +0) - Wi + 0o+ [ (Wl o+ 0) = Wo(u))do

Bgr Br

Let I5 = [, (We(uj + ¢) — W(ug + ¢))dr and I5, = [, (W(ug + ¢) —
We(ug))dx , I5;, — 0 as € — 0 because of the uniform bound |uf(z)] < M
the uniform convergence on compacts of W¢ to W and the dominated convergence
theorem.

Also 15, — Iy = fBR(W(uR + ¢) — W(ug))dx because of the LP convergence of
u% to ur, dominated convergence and continuity of W.

Thus we establish the claimed relation (2).
In order to get the claimed relation (3) we recall

&€ € 1 &g (= € n—
Ty (i) = [ (GIVuRP + We(ui)de < O

with C' depending only on M, but not on R nor on €.
Asug = ug in W = [ |Vug’dr <liminf [ 3[Vug|*dr and we have

We(ug)dr — W (ug)dz

Br Br

arguing as in the treatment of the I, before.

. . — 1,2 . . . oy
Claim: There exists ©w € W7 (R™;R™) nontrivial equivariant, positive and
minimizer of

1
Jo(u) = /(§|Vu|2 + W(u))dx (2.101)
Q
In addition, u satisfies the estimate

Jp, @) < er™? (2.102)

Proof.

We have that out of the uniform bound Jp (ur) < cr™!, we get as before,
in the proof of the claims (1)-(4) that ugr — @ in W?(R*;R™) and that @ is
equivariant and positive. We can argue similarly as in the proof of (2) above to
get that u is a minimizer of Jg defined in (2.101), (2.102) follows from (3).
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Step 2. (Existence of a free boundary)

We utilize that D contains a unique zero a; of W and that by equivariance we
can restrict v in D and note that

d(u(D), {W =0} \ a1) > k > 0

For implementing Proposition 2.1.3 we need a couple of observarions. Firstly u
is minimizing in the class of equivariant positive maps. We recall that in the proof
of Proposition 2.1.3 the density estimate (2.24) is utilized. We note that in the
proof of the density estimate the energy comparison maps are obtained by reducing
the modulus of the map ¢“(z) = |u(z) — a;| and leaving the angular part v*(z)
unchanged, u(z) = a; + ¢"(z)v"(z) , o(z) = a1 + ¢ (x)v*(x) , 0 < ¢%(x) < ¢*(x).

a1

Therefore by the convexity of F' the comparison map o(z) is also positive,
o(F) C F, and it can be extended equivariantly from F to R™ since Bg(zy) C F
or Br(zg) C D with xy € OF, in the boundary of F', which consists of reflection
planes in G, .

Thus Proposition 2.1.3 (ii) can be applied for a fixed ¢, with 2¢ < p, to produce
the estimate

Beg-o(20) C D = u(x) =a; in Be o (o) (2.103)
for C > C(a,n).

By taking a sequence of (s tending to infinity via a covering argument we see
that

w(z) = ay if d(z,0D) > C(a,n)g ™ (2.104)
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The proof of Theorem 2.1.1 is complete.

2.3.3 Proof of Proposition 2.1.5

Proof. From the assumption (2.16) and the Basic Estimate we have

/ X{usta,}dT = / Xae(u)dr < CR"*
Br(zo) Br(zo)

But

[ Xusaade = £l > 00 Balro))
Br(wo)

Hence

L"({u = a;} N Br(x0)) > |Br(z0)| —cR"* > CR" | R> Ry.
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2.3.4 Proof of Proposition 2.1.6

Proof. Let
0<60<dy:=min{la; —a;|:i#7,4,5€{l,...,N}}
0 arbitrary otherwise.

1. We claim that there exist at least two distinct points a; # a; in A such that
L"(Br(zo) N{Ju —ax| <0}) > CrR" , R>Ry , k=1,j
Cr = Cr(0).

Proof of the Claim. Since u is a nonconstant minimizer, there is x; such that

u(z1) # a1
= L"(Bg,(v1) N{|Ju—ai| > A}) > po (by continuity, for some Ry, pto >0 and A >0 small)
and therefore by the Density Estimate (2.24) we have:
L (Br(zy) N {|u—ai| > A}) > cR" , R> R,. (2.105)
Notice that by (2.105), there is R;(z¢) > 0 such that
L"(Br(zo) N{|u —ai| > A}) > R" , R > Ry(xy). (2.106)

Similarly, since u # ay there is xj such that u(xy) # a, and we can repeat the
arguments above with x in the place of x; to obtain

ﬁn(BR<£IZ'0) N {]u — ak\ > )\}) >R, R>R,, k=2,...N (2107)

for some small A > 0.
By Remark 5.4 in [1], V Ay, ..., Ax € (0,dp) we have

L"(Br(xo) N{|u —ag| > \e}) > aR" , R> Ry, (Ry = maXN} Ry). (2.108)

So, if A <dy—0and |[u—a;| <0 <dy<|ag — ag]

= |u—as| >|a; —as] —0>A>0= {|lu—ai| <0} C {|lu—az| > A}
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Thus
N
Ay = U {lu —ax| <0} C {|lu—as| > A} (2.109)
k=1, k#2
= AU [{|lu—ag] > A} N A5 = {Ju — az| > A}
(2.110)

& AU{lu—al>AN0( () {lu—arl>6})] ={lu—as| > \}
k=1, k#£2

and from the Basic Estimate (2.23) and the hypothesis (H1) on W we have

L(Br(zo) N{Jlu—as| > X} ([ {lu—al >0}) <er™
k=1, k#2

Hence, by (2.108) and (2.110) it holds
N
,Cn(BR(l‘O) N AQ) Z Ean = ,Cn(BR(£L‘Q> N ( U {|U — U,k| S 0})) Z Ean
k=1, k#2
and similarly, if 4, == JY, el —ar] <0}, 1=1,2,... N, we have

L"(Bg(zo) N (| J{Ju — x| <0})) >@R" | R > Ry
k£l

foralll=1,2,...,N.
Therefore there exist at least two i,j € {1,..., N} such that

L7(Bp(zo) N {Ju—ap] <0Y) >&R" , R> Ry , k=1,],

and the claim is proved.

O
2. We now proceed to conclude the proof of Proposition 2.1.6.
Let A := Br(zo)N{|lu—ar| <0} , k=1i,j
/AR X{usai} (¥)dx = L7 ({Ju — a;] > 0} N AfY)
LN
= £(({lu—al > 0y N AR) (by (2.109)) (2.111)

k=1

= WO(u)dz < cR"™' (by the Basic Estimate (2.23))
AT
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L'({u = a;} NAT) = L(A]) = L"({u # ai} NAT)
> ¢, R" — L"({u # a;} NAT)  (by Step 1.) (2.112)
> R"—cR"' > CiR" , R> Ry (by (2.111))

Similarly for {u = a;}.
Now, for obtaining (2.20), we utilize the isoperimetric inequality (see for example
[14])
min{L"(Bgr(zo) N E;) , L"(Br(xo) \ El-)}l’% < 2¢ ||0E;||(Br(xg)) (2.113)

with E; = {u(z) = a;} (E; = {u(z) = a;}). Utilizing (2.19), we have

On the other hand

Br(xo) \ E; D Br(xo) N E;

and once more by (2.19)

,Cn(BR(JTo) N EJ) Z CjRn

Thus the lower bound (2.20) follows.
The proof of Proposition 2.1.6 is complete. O]

2.3.5 Proof of Proposition 2.1.9

Proof. 1. Here we require N = m + 1 and invoke Lemma 2.2.18, and thus produce
an equivariant, positive minimizer for a = 0 satisfying the Basic Estimate (2.102).
We note that from equivariance and (2.102) it follows that u # constant (if u =
constant, from equivariance we would have that v = (0, ...,0) which contradicts
the Basic Estimate (2.102) since (0, ...,0) ¢ {W = 0}).
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2. By Proposition 2.1.6 we have that there exist Ry > 0 and at least two distinct
a; #a; (i,j €{1,..., N +1}) such that

EH(BR(O) N {u = ak}) Z CkRn s R 2 R[) s k= Z,j (2114)
We partition R"™ in D!, ..., DN*T! (see (H3)) where in each D' there is a unique
global minimum of W (i.e. a; , and D' is denoted as D). Thus u # a; in the
region D' (i # j), so from (2.114) we have

L"(Br(0) N {u=a;}) = LD N {u=a;}) >c¢R" , R> Ry, Db = D' N Bg(0)

(2.115)
and from the equivariance of u we obtain
LMDhn{u=ay})>cR" , R>Ry, k=1,..,N +1. (2.116)
3. Finally, from the Basic Estimate (2.102), we have
N+1
L(Br(0) N ((V{u# a;}) = WO(u)de < CR"! (2.117)
i=1 Br(0)
and therefore
N+1
LMDy {u#a})=LDp0 ((({u#a}) <CR™ (2.118)
i=1
The proof of Proposition 2.1.9 is complete. O]

2.4 Appendix A: The Containment

The following result was established by the first author and P. Smyrnelis in
unpublished work [9]. We reproduce it here for the convenience of the reader. For
related applications of the method of proof we refer to [38].
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Proposition 2.4.19. ([9])
Let u : R™ — R™ be a bounded (Ju(x)| < M) critical point of the functional

1
I = [ GVl + W (w)ds
in the sense that V(2 C R", open, bounded,

d
d—glgzojg(u + 8(25) =0 ; \V/¢ € C&(Q)

where

W (u) := Hkm:ll u—ag|* ,a= (g, qmy1) , 0<ap <2

Wi = {Wo(u) = X{ueSa}

(2.119)

and S4 defined as the interior of the simplex with vertices aq, ..., m, Gmi1,

m+1 m+1
Sa={Y Nai; Mel01), Vi=1,.,m+1, Y \=1} (2.120)
i=1 i=1
Then
u(z) €Sy, z €R" (2.121)

For oy, € [0,1) we require that u in addition is a minimizer in the sense of (2.3),
so that (2.123) is available.

Proof. Following an idea from [4] we introduce the set
1. ap€(0,1), k=1,..,m.
Fyoi={u:R" — R™ | v minimizer of J, |u(z)| < M} (2.122)
By Lemma 2.2.10 we have the uniform Holder estimate
u|cs@nrmy < C(M)  u€ Fy (2.123)

Let II be the face of the simplex S, defined by as, ..., ami1, Oppposite to a; and
let e L TI.
Set

P(u;x) = (u(z) — ag, €) (2.124)
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where (-, -) is the inner product in R™ and the orientation of e is such that (as —
ap,e) > 0. Set

Py =sup{P(u;z) : u(:) € Fry, v € R"}

Claim: P <0
Clearly the proposition follows from this claim. We proceed by contradiction.
Suppose Py > 0. Thus there is {ux} € Fyy, {xx} C R", such that

Pu — % < Pug, 1) < Par. (2.125)
Set
vg(x) = ug(x + xp), (2.126)
and note that v, € F); and
Py — % < P(v,0) < Py (2.127)
By (2.123),
Uk |8 @nimemy < C(M)

hence by Arzela- Ascoli for a subsequence

Vg i , on compacts (2.128)
We have
P(v;z) < Py =P(v;0) >0 , z € R" (2.129)

By the continuity of v there is R > 0 such that

P
TM < P(v;x) < Py , z € B(0; R) (2.130)
Py
P(vg;z) = (vp(x) — ag,e) > 4 o on B(0; R) (2.131)

for k large.
Thus vg(z) uniformly away from ay, ..., @y, @1, we have

Avg — Wy(vg) =0 , in B(0; R) (2.132)
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classically, since W, (u) € C' away from ay, ..., @y, i1 and z — W, (vg(x)) Holder
by (A.10), thus u € C**#(B(0; R)).
We now calculate:

AP = (Av,e) = (W,(u),e)

8 O ypmil AR’
8—%W(U) = 8—%(1_[1,:1 v —ay|™) = Z a—vj(|v — G Z)HU#W — |

Notice that

where a; = (a}, ..., a")
Hence

Wo(v) = VoW () = > ai(jo — a;|* ) (v —a;) [] v — a,|* =

i=1 Vi
= aplv — ag|* (v — ay) H v —a,|™ + Zai\v —a;|“ (v — a;) H v —a,|*.
VA2 i#2 vti
Therefore
AP = aslv — ay|**? H v —a,|™ (v — ag,e€)
v#£2
+Zozi]v —a|* v —a;e) H v — a,|*
i#2 vti

Note that by the contradiction hypothesis, (v(z) — a;,e) > 0 (think of ay as the
origin).

Hence AP > 0 on B(0; R) contradicting that P(v;z) takes its maximum at
x=0.

2.a=0
For W (u) = W°(u) := X{ues,}, the proof proceeds similarly. The difference here
is that AP = 0, in B(0; R) which also leads to a contradiction by the maximum
principle since P(v;z) takes its maximum at x = 0.

3. ar€[1,2, k=1,..,m.
In this case we define

Fyi={u:R" 5 R™, Au—W,(u) =0, |u(z)| < M}
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u a weak W12 solution. By linear elliptic theory we have the estimate (2.123).
The rest of the argument is as before.
The proof of the proposition is complete.

2.5 Appendix B: The free boundary

We follow closely the formal derivation from [1] p.140. We imbed the minimizer

in a class of variations, u(7) := u(-, 7), with u(0) corresponding to the minimizer,

u(7) = u(0) outside a ball B centered at some z and quite arbitrary otherwise.
Let

U(r) == {Ju(-,7) — a] > 0} (2.133)
for
a e {W =0}, u(r) =a on OU(T)
Set
L 2 = u(T)) dzx
A1) = 5/{1(7) \Vu(r)|dz, p(r) = U(T)W( (1)) d (2.134)

We denote V := ZX where X(s, 7) is a parametrisation of dU(7), s € @ C R L.
Then we have:

. 1
A1) = Vu(r)Vu, (1) dx + 3 / IVu(T)]?V - vdS
U(r) ou(r)
Ju 1 9
= —Au(T)u (1) dx + — - u,dS + = |Vu(r)|*V -vdS
U(r) ou(r) OV 2 Jou(r

(2.135)

where v is the unit outward normal to OU(7) (pointing outside U(7)).
Now from u(X (s, 7),7) = a we obtain:
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0 ou OuodX
0:§[U(X(377),T)] =5 t5, 9.7
ou
. Ou 2.1
uT—i—ayV v (2.136)
Hence 9 5
U (9t2y,
Ur oo = |@V’ V.v (2.137)

Then from (2.135) and (2.137) and the equation Au = W, (u) we get:

A0) = /U W0 0)dr ~ % /d o [VHOPV -5 (2.138)

On the other hand

i) = [ W)V - vds + / W (u(7))ua(7) da (2.139)
oU(r) U(r)

Here for 0 < o < 2 utilizing that W (u(0)) = 0 on 0U(0) we get:

0 =1(0) 4+ A(0)

1
:——/ [Vu(0)*V - vdS (2.140)
2 Jau(0)

and since V' is arbitrary

|IVu(0)| =0 on 9U(0) for a € (0,2). (2.141)

(we note that u € C7~1 3 = 22 by [g]).
Now, for a = 0 we have (0)) =1 on OU(0) and

0 =/1(0) 4+ A(0)

1
:/ V-de——/ |Vu(0)*V - vdS (2.142)
2U (0) 2 Jau(o)

hence 1|V, u(0)]> =1 (u is only Lipschitz, V. is the one-sided gradient).
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Chapter 3

A Relation of the Allen-Cahn
equations and the Euler equations
and applications of the
equipartition

Abstract

We will prove that solutions of the Allen-Cahn equations that satisfy the
equipartition of the energy can be transformed into solutions of the Euler equations
with constant pressure. As a consequence, we obtain De Giorgi type results, that
is, the level sets of entire solutions are hyperplanes. Also, we will determine the
structure of solutions of the Allen-Cahn system in two dimensions that satisfy the
equipartition. In addition, we apply the Leray projection on the Allen-Cahn system
and provide some explicit entire solutions. Finally, we obtain some examples
of smooth entire solutions of the Euler equations. For specific type of initial
conditions, some of these solutions can be extended to the Navier-Stokes equations.
The motivation of this paper is to find a transformation that relates the solutions
of the Allen-Cahn equations to solutions of the minimal surface equation of one
dimension less. We prove this result for equipartitioned solutions in dimension
three.

69
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3.1 Introduction

As it is well known, De Giorgi in 1978 [18] suggested a stricking analogy of the
Allen Cahn equation Au = f(u) with minimal surface theory that led to significant
developments in Partial Differential equations and the Calculus of Variations, by
stating the following conjecture about bounded solutions on R" :
Conjecture:(De Giorgi) Let u € C*(R™) be a solution to

Au—ud4+u=0

0
such that: 1. |u| <1, 2. 8_u >0 Vx € R".
x

Is it true that all the level sets of u are hyperplanes, at least for n < 87

De Giorgi’s conjecture refers to an analogy between diffused interfaces and
minimal surfaces. The relationship with the Bernstein problem for minimal graphs
is the reason why n < 8 appears in the conjecture.

The first partial results on the De Giorgi conjecture was established by Modica
and Mortola in [16] and [27].

In 1997 Ghoussoub and Gui in [12] proved the De Giorgi conjecture for n = 2.
Building on [12], Ambrosio and Cabre in [3] proved the conjecture for n = 3. Also,
Ghoussoub and Gui showed in [17] that the conjecture is true for n = 4,5 for
special class of solutions that satisfy an anti-symmetry condition.

In 2003 the conjecture was proved up to n = 8 by Savin in [27], under the
additional hypothesis: lim, 4. u(z’,x,) = +1, using entirely different methods.

Finally, Del Pino, Kowalczyk and Wei in [11] gave a counterexample to the De
Giorgi’s conjecture for n > 9. This counterexample satisfies also the limiting
assumption lim,, 4. u(2’,z,) = £1. The construction is based on a careful
perturbation argument building on the Bombieri, De Giorgi and Giusti [5] result
for minimal surfaces.

The relation of the Allen-Cahn with minimal surfaces can be seen via the
theory of I'-convergence (see [22], [16] and [26] for further details). The family of
functionals

Jo(u) = /Q(;w? + ému))d:ﬁ e>0

['-converges as € — 0 to the perimeter functional and the Euler-Lagrange equations
are

1
eAu — EW,(U) =0

therefore one expects that the level sets of the minimizers will minimize the
perimeter.
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So, one question could be, whether there exists a transformation that transforms
the Allen-Cahn equation Au = f(u) (u : € C R" — R) to the minimal
surface equation of one dimension lower (i.e. (n — 1)-dimensional minimal surface
equation). The answer is positive for the class of solutions that satisfy the equipartition,
at least in dimension 3, by Corollary 3.3.1 and then by applying a Bernstein-type
theorem for the minimal surface equation (see [10], [13]) we obtain that the level
sets of solutions are hyperlanes.

For bounded entire solutions of the Allen-Cahn equation that satisfy the equipartition
holds a more general result (see Theorem 5.1 in [4]), that is, the level sets of
entire solutions of the Allen Cahn equations that satisfy the equipartition are
hyperplanes. This was already known by Modica and Mortola in 1980 (see final
remark in [27]). In fact, any solution of the Allen-Cahn equation is smooth and
satisfies the bound |u| < 1 (see Proposition 1.9 in [14]). The point in Corollary
3.3.1 is that, we can obtain that the level set of solutions are hyperplanes in any
open, convex domain with the appropriate boundary conditions, utilizing the result
in [13].

As we can see in Appendix B, we propose a De Giorgi type property for the
2D Euler equations. The relations between different classes of equations, allow us
to obtain some explicit smooth entire solutions for the 2D and 3D Isobaric Euler
equations. Those solutions can be extended when the pressure is linear function
in the space variables. Some of these solutions have linear dependent components.
Thus, if we impose linear dependency of the components of the initial conditions,
we can obtain some explicit entire solutions and can be extended to other type
of equations. In Appendix C we give some examples of smooth entire solutions
of the Navier-Stokes equations with linear dependent components of the initial
conditions.

One of the observations in this paper, is to view the equipartition as the
Eikonal equation. As stated in Proposition 3.2.1, the Eikonal equation can be
transformed to the Euler equations with constant pressure (without the divergence
free condition). Thus, solutions of the Allen Cahn equations that satisfy the
equipartition can be transformed into the Euler equations with constant pressure,
and we obtain the divergence free condition from the Allen Cahn equations. This
observation plays a crucial role in the proof of Corollary 3.3.1, which was the initial
motivation of this work.

Furthermore, we state this result to the equation a(u)Au + b(u)|Vul? = c(u),
under the hypothesis that u = ®(v) for some v that is also in this class of equation.
This hypothesis is quite reasonable since the equation a(u)Au + b(u)|Vul|* = c(u)
is invariant under such transformations, in the sence that if u is a solution then
v = F(u) is also in this class of equations.

In the last section, we propose an analogue of a De Giorgi type result for
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the vector Allen-Cahn equations and we will prove that entire solutions of the
Allen-Cahn system in dimension 2 that satisfy the equipartition have such a
specific structure. Finally, we apply the Helmholtz-Leray decomposition in the
Allen-Cahn system and obtain an equation, independent from the potential W.
Then we apply the Leray projection (i.e. only the divergence free term from the
decomposition) and we can determine explicit entire solutions. In Appendix A, we
give some examples of such solutions and compare them to the structure we have
obtained from Theorem 3.4.6. One such example, for a particular potential W > 0
with finite number of global minima has the property that lim, ;1. u(z,y) = a*,
where a* € {W = 0} and lim, .+ u(x,y) = U*(x) where U* are heteroclinic
connections of the system (i.e. U = W,(U*)). If fact, we can have infinitely
many such solutions.

3.2 The Allen-Cahn equation and the equipartition

3.2.1 The equipartition of the energy and the Euler equations

We begin with a brief discussion on the equipartition of the energy. Let u : R — R™
be a minimizer of the energy functional

J(u) = /R(%|u'|2+W(u))dx (3.1)

where W : R™ — R is a C*? function (the potential energy) such that W > 0 on
R™\ {a*,a"}, Wy(u) = (gTwl, o gu—VZ)T.
Then u will satisfy
u" —W,(u) =0 (3.2)

We are interested in connecting the phases u; = a= , uy = a* , W(a®) = 0.
Consider also the length functional

L(u) = \/§/R VW (u)|u|dx (3.3)

which is invariant under the group of orientation preserving diffeomorphisms ¢ :
R — R, ¢ >0, that is, L(uov) = L(u).

So it holds that L(u) < J(u) and equality holds when we have equipartition of
the energy (or u is equipartitioned), that is,

S = () (3.4
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In the case of heteroclinic connections (i.e. u : R — R™ minimizer of J such
that lim, ,+. u(z) = a®) the equipartition of the energy holds (see also Theorem
2.1 in [1]).

More generally, let u be a solution of

Au—W,(u) =0, u:R*—-R™ (3.5)

the equipartition of the energy takes the form
1
§|Vu|2 = W(u) (3.6)

However, when dealing with solutions u : R™ — R™ of (3.5), even in the scalar case
m = 1, the equipartition of the energy does not hold for all solutions in general. In
the scalar case, Modica in [29] proved a gradient bound §|Vu|* < W (u) for entire
solutions u : R™ — R. If equality holds even at a single point, then it holds for
every € R™ and the solutions will be one dimensional (see Theorem 5.1 in [4]).
Therefore saddle-shaped solutions constructed in [6] or the counterexample for the
De Giorgi’s conjecture in [11] do not satisfy the equipartition of the energy. For
solutions of the Allen-Cahn equation that satisfy the equipartition in an arbitrary
domain 2 C R” there is no such a characterization in general.

In the vector case things are far more complicated, and there are examples
that violate even the Modica inequality, see section 2 in [21]. Nevertheless, in
contrast to the scalar case, we can have a wide variety of solutions that satisfy
the equipartition. In the last section we analyze the structure of solutions to the
Allen-Cahn system that satisfy the equipartition and in Appendix A we provide
some examples of solutions related to that structure.

We now illustrate a transformation that relates the Eikonal equation and the
Euler equation with constant pressure and without the incompressibility condition.
Note that z,, plays the role of the “time parameter” and z,, € R instead of x,, > 0.
We could choose any of x; , ¢ =1,....n, n > 2 as a “time parameter”, supposing
the monotonicity condition with respect to x;.

Proposition 3.2.1. Let v : 2 C R” — R be a smooth solution of
Vo|* = G(v) (3.7)

where G : R — R is a smooth function and suppose that v,, > 0.
Then the vector field F' = (Fy, ..., F,_1) where F;, = Yz 1 =1,..,n—1

Tn

satisfies the Euler equations

Fo, + FV,F =0, y=(21,..., Tn_1) (3.8)
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Proof. Differentiating (3.7) over x; gives

n
! .
2 E Ve Vaja; = G (V) , 1=1,...,m (3.9)
Jj=1
Now we have
UI,LIJ an sz U:cna:] .
Fio, = 5 ,7=1,...,n (3.10)
vz,
Vg Vi Vey — Va; Vg, Vgpa;
o FjF,,, = LotV ~ Ury Ve Vona, (3.11)
v

Thus, by (3.10) and (3.11) (for ¢ =1,...,n — 1), we have

n—1

Fip,+Y FiF,, =
j=1

2 n—1
Vo2, Ve, — Vo Vo Ve, + Zj:l (Ufcjvxixjvxn - ijvfcivxn:cj) B (3.12)

n n
Vzn Zj:l Uz Vzja; — Vny Zj:l Vz; Uz,

-1 b G0, Gy
Tn~ 9 T; T 9 Tn
j=1 Tn
n—1
= Fo+ Y FiF, =0, i=1.,n-1 (3.14)
j=1
O

Remark 3.2.2. Note that since v,, > 0 it holds that v(Q) N {G = 0} = 0.
Indeed, if v(zg) € {G = 0} = |Vuv(xg)|> = 0 which contradicts v,, > 0. So,
by setting & = P(v), where P'(v) = —— we have Vi = P'(v)Vv = |V7|? =

\/ G(v) ~
(P'())2|Vo|? = |Vi[? = 1. Thus @ satisfies |[Vo|? = 1 and F} = -2 = -

Ve, Vg,
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So, at first, it seems that this transformation can be inverted: FZ + ...+ F? | =

2 4.0 1 N 1
0z, vz, VER A+ AP+
- 1
:v:/ dx, + a(xy, ..., Tpo1) (3.15)
VERA+ AP 41

That is, if F; , i = 1,...,n — 1 satisfies the Euler equations F, + FV,F' = 0,
then v defined by (3.15) will satisfy the Eikonal equation. This statement is
true for n = 2 (see [2]). But to generalize for n > 3 it appears that further
assumptions are needed. So, the class of solutions of the Euler equations with
constant pressure seem to be “richer” in some sense than the class of solutions of
the Eikonal equation, that is, for every smooth solution of the Eikonal equation,
we can obtain a solution of the Euler equation, but not vice versa.

Theorem 3.2.3. Let u,v : QQ C R" — R such that u,, > 0 satisfy the equations

a(u)Au + b(w)|Vul* = f(u)

k(v)Av + 1(v)|Vo|* = g(v) (3.16)

and suppose that u = ®(v) for some & : R — R (¥’ # 0) and p(t) # 0, a(t) # 0,
where
p(t) = k()a(D(2)) " (t) + k(£)b(D(2))(P'(£))* — L(t)a(®(£))P'(t) .

Then the vector field F' = (F, ..., F,,_1) defined as F; = Ya ,

Tn

1=1,..,n — 1, will satisfy the Euler equations
Fxn—f-Fva:O , Y= (ZE17...,ZL'n_1> (317)
Also, divyF' = 0 if and only if ® is a solution of the ODE

a(®(1)) 2 ()G (t) + 2[b(2(1))('())* + a(@(1)) 2" (1] G (t) = 2f(2(1))  (3.18)

I
—~
o~
N—
&H
—
KH
—
o~
N—
N—
|
)
—~

t)a(®(1))®'(?)

(p as defined above)
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Proof. We have u = ®(v) and Vu = ®'(v)Vuv , therefore
Au = &' (v)Av + & (v)|Vo|?
= f(u) = b(u)|Vul* = a(®(v))(®'(v) Av + &"(v)|V]*)
= f(@(v)) = b(2()(¥'(v))*|Vo]* = a(®(v))(2'(v) Av + &"(v)| Vo)
[(@(v)) = [b(2())(P'(v))* + a(@(v)) 2" (v)] [Vo*
a(®(v))P'(v)
since u is a solution of a(u)Au + b(u)|Vu|* = f(u).

= Av = (a,®" #0) (3.19)

Now, since v is also solution of the second equation in (4.1.1), we have
f(@(v)) — [b(®(v))(P'(v))* + a(®(v)) " (v)] [Vv]?
a(®(v))®'(v)

< p(v)|Vo|* = k(v) f(D(v)) — a(P(v))¥'(v)g(v)

where p(v) = k(v)a(®(v)) 2" (v) + k(v)b(P(v))(P'(v))? — l(v)a(P(v))P' (v).
By hypothesis p # 0, thus

k(v)( ) +1(v)[Vof* = g(v)

IVo|? = G(v) (3.20)
where
PRRCILOETLIEILE 1
Also note that F, = Zx’ = le .

So we apply Proposition 3.2.1 and we obtain that

n—1
E. + FF, =0,1=1..,n—1
; T (3.22)
&S, +FV,F =0
Now, for the divergence of F"
Umizivxn - /Ua:ivmnxi
Fi T — U%
n—1 n—1 n—1
: D e Yz Ven — iy Vo Vaazs
= div, ' = Z; F . = )
vy Av — (| Vol?),
= div,F = —" (Vo[ (3.23)

V2

In
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Thus, from (3.19) and (3.20) the equation (3.23) becomes:

v, L@E)=BE)(® (v)2+a(2@) " (V)] Gl) _ G'(v),,
m a(®(v))®'(v) 2

2
an

div, F' =

Therefore
divyF = 0 & a(®(v))®'(0)G'(v) + 2[b(P(v))(¥'(v))? + a(P(v)) 2" (v)]G(v) = 2 (P(v))

]

Notes: (1) It also holds that solutions of the Allen Cahn equations that satisfy

]Vu| ) = 0 has been proved for more general type
U

of equations (see Proposition 4.11 in [6]).

(2) We could see the fact that div,F' = 0, can alternatively be obtained with
calculations utilizing the stress-energy tensor (see [1] ,p.88), applied in the scalar
case.

(3) If u : @ C R* — R, then Theorem 3.2.3 implies that F' = %= is solution of
F,+ FF, = 0 and in addition F, = 0. This gives that the levél sets of u are
hyperplanes in any open and connected domain in R2. This property of solutions
was known to hold for entire solutions in the case where u = v | a(u) = 1 =
l(u), b(u) =0=k(u) and ¢'(u) = 2f(u) to our setting (see [4], [27]).

the equipartition also satisfy div(

3.3 Applications

As we will see now, in dimension 3 we can transform the Allen Cahn equation for
the class of solutions that satisfy the equipartition of the energy, into the minimal
surface equation of dimension 2 and then apply Bernstein’s result to conclude that
the level sets of the solution are hyperplanes. The one dimensionality of entire
solutions that satisfy the equipartition is a special case of Theorem 5.1 in [4] and
it was also known by Modica and Mortola (see the final remark in [27]). However,
the result in Corollary 3.3.1 below holds for any open subset of R", so by imposing
the appropriate boundary conditions, utilizing the result in [13], we can obtain the
result for any convex domain.
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Corollary 3.3.1. Let u € C?(Q;R) be a solution of Au = W’(u) such that u, > 0,
where 0 C R? is an open, convex set. If u satisfies

%|Vu|2 = W (u) (3.24)

u u

then there exists a function ¢ such that ¢, = —— | ¢, = — that satisfies the
u u

minimal surface equation : ’

%y(wi + 1) = 20y ay + wzz(l/); +1)=0

In particular, if Q@ = R? or if Q C R? and u, = au, , u, = bu, in R?\ , then the
level sets of u are hyperplanes.

Proof. From Theorem 3.2.3 we have that div,F = 0, thus there exists some

’ll}:’l?b(l’,y,Z) :Fl :_wy and F2:¢$
As we noted in Remark 2.1, u(Q2)N{W =0} = 0 (by (3.24) and since u, > 0).

1
So we set v = G(u), with G'(u) = T thus

W (u)
V=1 and Fi=2=" p="_"
Uy Vy Uy (%
1
S22 1=, =
z FP+F;+1

(F2+ F2+1)2

A
F?tF2 41

and v, = Flv, =

jv_ﬁuﬂ+@+n—ﬂmﬂﬁwww
” (F2+ F2+1)2

Also, by Proposition 3.2.1, F' satisfy

Fi, + FiFiy, + FyFy =0
Fo, + FiFo, + Fy oy =0
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and therefore, from the fact that v,, = v, since v € C*(2), we obtain

FL(F}4+1) = FIFF. + FiFiy + FoFop = 0
= —F\FF, — FSFy— Fiy+ FiFyy + LR Foy + Fpy =0
Finally, if Q = R", by Berstein’s theorem (see Theorem 1.21 [10]) ¢ must be a
plane (in respect to the variables (z,y), since ¢y, = 14y = ¥y, = 0): ¢, = b(z) and
Y, = —a(z) (for some functions a,b: R = R) = ¢(x,y, 2) = b(2)x — a(2)y + ().
This gives: Fy = —¢, = a(z) , Fy =1, = b(z)

Ua _ Uy _
= m a(z) and " b(z)
= u(z,y,2) = G(s,y) = H(t,x)
where s::p—k/ﬁdz ,t:y—k/wlz)dz

Now we have

Uy = a(2)u, = H, = %Ht (H; # 0 since u, > 0)

1 1 1
and §|Vu|2 =W(u) = §[H§ + H}(1+ )l =W(H)
Differentiating the last equation with respect to y, z respectively (and utilizing
H, = %H,), we obtain
b
{gHth + HHy(1+ %) =W'H,
SHHy+ HHy(3 + ) — HY = W'k
2V
J— / JR—
= —H; =i 0=0 =0

thus, b = by = constant. Arguing similarly for G = G(s,y) we obtain a = a¢ =
constant. Therefore,

u(z,y,2) = haz + by + 2)
where h is a solution of the ODE
h”(t) —

In the case where Q C R?, we utilize Theorem 1.1 in [13] to obtain that 1 is linear
in  and similarly we conclude.

W'(h(t))
a?+ 0% +1

]
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Now we will prove an analogue of Theorem 5.1 in [4] for subsolutions of the
Allen Cahn equation and also, without excluding apriori some potential singularities
of the solutions. The observation in Proposition 3.3.4 below, is to utilize the main
result from [3].

Proposition 3.3.4. Let u : R® — R be a non constant, smooth subsolution of
Au = W'(u) , W : R — [0,+00), except perhaps on a closed set S of potential
singularities with H'(S) = 0 and R™\ S is connected, such that

%\vuﬁ — W () (3.25)

where H! is the Hausdorff 1-measure in R".
Then

u(z) =gla-z+b) , forsome a e R" | Ja|]=1,b€eR

and ¢ is such that ¢” = W'(g).

Proof. First we see that W is strictly positive in u(R"™\ S). Indeed, if there exists
zog € R™\ S such that W (u(zy)) = 0, then u is a constant by Corollary 3.1 in [1]

and since R™\ S is connected.

So let v = G(u), where G'(u) = ;, then
2W (u)

Vo> = (G'(u))?*|[Vul* =1 , on R"\ S

so v is a smooth solution of the Eikonal equation except perhaps of a closed set S
of potential singularities with H!(S) = 0. Thus from the result of [3], we have that
v=a-x+b ,a€R" |a|=1,b€Rorv=|r—1x|+cfor somezg € R" |, c € R.

Therefore,

u(@) =G Ha-x+0b) or u(x) =G (| — 20| +¢)

1
where G : R — R, such that G/ = —.
V2W
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If u= G !(d+ ¢) where d(z) = |z — x|, then
A= (G7Y(d 40 + PG (A + o) < Wiu) = WG (d + o)
and also,
Vul? = (G7V(d + ¢))? = 2W (u) = (G (d+ ¢) = \/2W(G-1(d + ¢))
and thus, (G™1)" = W/(G™1), so we obtain

n—1

(G"(d+¢) + (G)(d+c) <(G)'(d+c)

= (G7)(d+e)=0=/2W(G}(d+¢) =0

which contradicts the fact that W is strictly positive in w(R™ \ 5).
Therefore u(z) = g(a - z + b) where g = G~
[l

Remark 3.3.5. (1) In Proposition 3.3.4 above, radially symmetric solutions are
excluded as we see in the proof, but as it is well known (see [19]) if f is smooth and
u € C%*(Q) is a positive solution of —Au = f(u) for z € B; C R™ that vanishes on
0By, it holds that then w is radially symmetric. So radially symmetric solutions
of the Allen-Cahn equations are incompatible with the equipartition even if we do
not exclude apriori singularities.

(2) Note that, in Theorem 3.2.3, if u, v are smooth entire solutions, by (3.20) in the
proof and the monotonicity u,, > 0, arguing as in the proof of Proposition 3.3.4
above we can conclude that u, v are one dimensional and the radially symmetric
solutions are also excluded in this case.

3.4 The Allen Cahn system

3.4.1 Applications of the Equipartition

We begin by proposing a De Giorgi like result for the Allen Cahn systems for

solutions that satisfy the equipartition of the energy or as an analogy of [4] in the

vector case. First, the property that the level sets of a solution are hyperplanes can

be expressed equivalently as Yas _ ¢, i=1..,n—1 (u:R*"—=> R , u,, >0),
Tn

that is, if we consider v; = — |, i=1,...,n, v; : R* = R, then
Uy,

vi=c¢ ,i=1..n—1<rank(Vy;) <1 ,i=1,..,n—1
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We can see the above statement as follows,

fv,=¢ ,i=1,..,n—1then Vy; =0 = rank(Vy;) =0< 1

Conversely, if rank(Vv;) < 1, that is rank(Vv;) = 0 since v; : R® — R, we have by
Sard’s theorem that £!'(v;(R")) =0 , i=1,...,n —1 (see for example [25]) where
L' is the lebesgue measure on R. Thus, £'(v;(R")) = 0 = v; = ¢; (constant)
i=1,...n—1.

Now, we can generalize the above to the vector case as follows:

Let w : R" = R™ | u = (u1,...,Up) , u; = wi(z1,...,2,), we consider the
functions
uiftj . .
vy =—-,1=1.m ,j=1..,n-1
uimn

and oF = (vig, ooy Vi) 5 PR - R™ [ k=1,...n—1and V¥ : R® — R™"
Thus, if u is a solution of the Allen Cahn system, we could ask (under appropriate

assumptions) whether rank(Vo*) < min{n,m} = u (and by Sard’s Theorem we
would have that £#(9%(R™)) = 0, where £* is the Lebesgue measure in R¥).

Apart from u being a solution of the Allen Cahn system (and u;,, > 0)) we
should need further assumptions, as in the scalar case. The geometric analog in the
vector case is far more complicated than in the scalar case. In particular, there is a
relationship with minimizing partitions. However, one possible assumption would

be that u also satisfies the equipartition, i.e. §|Vu]2 = W(u). We will now prove

u.
2 and

that the above is true, at least for n = m = 2, that is, if 0 = (v, v2) , v; =
uiy

u = (u1,ug) is a solution of the Allen-Cahn system that satisfy the equipartition,

then rank(Vv) < 2. In fact, we can obtain a quite stronger result about the

structure of solutions in two dimensions, as stated in Theorem 3.4.6 that follows.

Theorem 3.4.6. Let u : R2 — R? be a smooth solution of
Au = Wy (u) (3.26)

with u,, >0, i =1,2 and W : R? — [0, +00) smooth.
If u satisfies

%\Vu\z — W () (3.27)
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Then

either wu(z,y) = (Ui(cix +y), Us(cox +y))
. 3.28
where U{':w i=1,2 (3.28)
c; +1
h Uiy U2g

) =0

) )
uly Ugy

(3.29)
and ugyhv1 — u%yhv2 =0

or

for some h:R?2 = R.

In particular, £2(v(R?)) = 0, where v = (ulx Ugg

s .
uly Ugy

Proof. We differentiate (3.27) with respect to x , y

{ulxulxx + Uy Uty + U2 Uge T U2y Uy = Wululx + Wu2u2x

Utz Utzy + Uy Ulyy + U2q Uayy + UgyU2yy = Wululy + Wu2u2y

(3.30)
and utilizing (3.26) we get
Uz Uz + ulyulyx + U Uger + u2yu2ya: = uleul + u2xAu2 (3 31>
Utz Ulzy + Uy Ulyy + U2z U2zy + UgyU2yy = ulyAul + u2yAU/2
UtyUtyz T U2yUzyzr = Uiz Uryy + Up U2
o y=ly Y=y vy vy (332)
Uiz Ulgy + U2 U2y = UlyUlxy + U2y U
Uiy
Now we define v; :=

— , 1 = 1,2 and by the second equation in (3.32) we have
uiy

- UlgzUly — UlzUlys
Vg =

2
. U2 U2zy — U2yUdgy o u2y
2 = 2 =75 Un
Uty Uty Uiy (3'33>
2 2 _
& UL, U1p + Uy U2y = 0

similarly by the first equation in (3.32) we have

2 2 _
ulyvly + U2y’U2y =0

(3.34)
From (3.33), (3.34) and the assumption u;, > 0, ¢ = 1,2 we obtain that

V1,V — V1yVe, = 0 & det(Vv) =0 |, V (7,y) € R?

(3.35)
Since det(Vv) = 0, we have that rank(Vv) < 2 and by Sard’s Theorem (see for

example [25], p. 20) we have that £2(v(R?)) = 0. By Theorem 1.4.14 in [25], since
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rank(Vv) < 2, we have that vy, ve are functionally dependent, that is, there exists
a smooth function h : R? — R such that

h(vr,v9) = 0 < h(22 122y _ 0 Y (2,y) € R? (3.36)

Uly Ugy

Thus we have
Py V12 + hoyvo, = 0 and hy,v1y + hy,vey =0 (3.37)

so, together with (3.33), (3.34) we get
(Ul oy — U3 hy, JUae =0 and (Ui, he, — U5, he, 2y =0 (3.38)

which gives
vy = 0 and vy, =0

3.39
or ufth — ugyhv1 =0 (3:39)
in the first case we also have
v, =0 and vy, =0 (3.40)
and therefore
Nr c; and Wor _ Cy
Uiy Ugy (341)
= wi(z,y) = Ui(az +y) and us(z,y) = Ua(c2z +y)
where
Wy, (Uy, U
Ul = —Ulg L02) g
c;+1
In the second case we see that both equations of (3.29) are satisfied. ]

Note: If W(uy,ug) = Wi(uy) + Wa(uz), then (3.26) becomes
Aui = W;(Ul) s 1= 1, 2

so, by analogy with the scalar case we should suppose u;,, > 0 as we see in Theorem
3.4.6 above.
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3.4.2 The Leray projection on the Allen-Cahn system

We begin with a calculation with which we will obtain an equation independent
of the potential WW.

Let u : R? — R? be a smooth solution of the system

Auy = W, (Uh Uz)

3.42
Aug = Wy, (ug, ug) ( )

Au =W, (u) & {

where W : R? — R, a C? potential.
From (3.42), differentiating over x , y we obtain

Auly = Wu1u1 Uty + Wu1u2u2y
Aulr - Wulululz + Wu1u2u2z
AUQy = Wuwluly + Wugug“Qy
Au?x = Wuzululr + WuQUQu2J:

(3.43)

and therefore

ulmAuly + UQxAUQy - Wu1u1u1yu1w + Wuzugu2yu2x <3 44>

+Wu1u2 (ulxu2y + uly“Qm)
thus we have
ulmAuly + ngAUQy = ulyAulx + UQyAU/Qx (345)

Now we will apply the Helmholtz-Leray decomposition, that resolves a vector
field u in R™ (n = 2,3) into the sum of a gradient and a curl vector. Regardless
of any boundary conditions, for a given vector field u can be decomposed in the
form

u=Vo+7= (¢, + 1,0, + 52)

where div o = 0 & 01, + 09y = 0 since we are in two dimensions, and thus
01 = —0y , 02 = 05. S0, we have that

U = (¢m _0y7¢y+0m)

for some ¢, 0 : R? — R.
Utilizing now this decomposition of u, we obtain

(Pre = Oya) Ay — Oyy) + (Bya + 0ua) APy + Ouy)

3.46
= (¢xy - Uyy>A(¢m - ny) + ((byy + ny)A(¢yx + O4a) ( )
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Thus, if in particular we apply the Leray projection, v = P(u), we have that v = &,
that is, v = (—0y, 04). So, from (3.46) we have

Oya DOy + 023 AOzy = 0yy ATy + 05y A0,

(3.47)
& (000 — Oyy) A0y = 04y A(00z — 0yy)
Note that a class of solutions to (3.47) is o that satisfy
C104y = C2(Opy — Oyy) (3.48)

and we can solve explicitly in R?,

o(x,y) =A(x)+ B(y) , if =0

/ 2 42
o(x,y) = F(cx +y)+G(x —cy) , where c= 0T 22;+ 02, if co#0

(3.49)
for arbitrary functions A, B, ;G : R — R.
In the first case, the Leray projection of the solution is of the form
v = P(u) = (b(y), a(x)) (3.50)
and in the second case
v="Pu) = (cg(z —cy) — flex +y), 9(x — cy) + cf(cx +y)) (3.51)

Similarly, if we take the projection to the space of gradients, we have v =
(¢z, ¢y) that will also satisfy

(¢:(:a: - ¢yy)A¢xy = ¢xyA(¢xx - ¢yy) (352)

so again, the projection to the space of gradients of the solution will be of the form

either a(z,y) = (a(z),b(y))

~ - R - ~ (3.53)
or a(z,y) = (cf(cx +y) + g(x — cy), flex +y) — cg(z — cy))
Therefore, if we determine a class of potentials W, such that the solutions (or
some solutions) are invariant under the Leray projection (or the projection to the
space of gradients), we can obtain explicit solutions of the form (3.49) or (3.53).
In the Appendix we give such examples.
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3.5 Appendix A: Some examples of entire solutions
of the Allen-Cahn system

We note that solutions of the form (3.49) and (3.53) are equivalent in the special
case that (3.48) is satisfied. So in the class of solutions of (3.48) the Leray
projection is, in some sense equivalent with the projection to the space of gradients.
Suppose now that u = V¢ for some ¢ : R? — R, that is, a solution of the Allen-

Cahn system remains invariant under the projection to the space of gradients.
Then, as (3.52) we have

(bmyA((bzm o ¢yy) = (¢$I - (byy)A¢xy (354)

So a simple solution to (3.54) is

Goz — Gy = 0= ¢(z,y) = Fz +y) + Gz —y) (3.55)

and u(z,y) = (¢4, ¢y), so in this case u has the form

u(z,y) = (f(x +y)+ g9 —y), f(x+y) —glx —y)) (3.56)

for some f,g: R — R.

If u has the form (3.56), we can see that it also satisfies the equipartition.
Indeed, (3.42) becomes

{Qf,, far =W, {2(]”” +g")(f' +g) =Wu(f' +9g) (3.57)
2f//_29//:Wu2 Q(f//_g//)(f/_g/) :Wu2(f’_g’)
N 4f//f/ + 4gl/g/ = W, (f/ + g’) + Wuz(f/ - g,) (358)

=2/ +2¢) =W(f+g,f—9) +c



88CHAPTER 3. RELATION OF THE ALLEN-CAHN AND THE EULER EQUATIONS

and the equipartition can be written as
1
SVl = W)

S2f'(x+y)+2d(@—y) =W({f(@+y) +g9@x—y), flz+y) —glx—y))
(3.59)

(the system (A.1) remains equivalent if we add a constant to the potential)

First we note that solutions of the form (3.56) satisfy (3.29) in Theorem 3.4.6.
Indeed, if w is of the form (3.56),

u = flr+y) +9(r—y) and uy = f(z +y) —g(zr —y)
"+ 4 "~ 3.60
:%:f/jtg/: and %:f/ I, (3.60)
uy  f =g ugy 'ty

so the function i : R? — R in (3.29) is h(s,t) = st — 1. Also,
u_%y = —(f/_gl)Q and % -2 —<f,_g/)2 = U_%y
u%y (f/ + g/)2 h’v2 U1 (f/ + gl)2 u%y
Now we will see some examples of solutions to the Allen Cahn system that are
not in the form (3.28) in Theorem 3.4.6 (which are more similar to the ones in
the scalar case). Some of the examples of such solutions are in the form (3.56)

and for all solutions in this form the function A in (3.29) is, as mentioned above,
h(s,t) = st — 1.

U1

(3.61)

Example 3.5.7 (1). If W (uy,us) = ujus, then
T+y . Ty r+y . Ty
,y) = (cosh(=—=2) + sin(=—=2), cosh(—=2) — sin(—==
u(z,y) = (cosh( NG ) + sin( 7 ), cosh( 7 ) — sin( ))

ty ot
e +e " . . . . i
, is a solution of Au = W, (u) that satisfies the equipartition

where cosh(t) =

and is of the form (3.29). A more general solution is

u(x,y) = (1™ + cpe™ Y 4 casin(as + bsy) + cacos(asr + byy),
1Y 4y 2T cosin(agx + bsy) — cqcos(agr + byy))
where a? +b2 =1, i=1,23,4,c€R i=1,23,4.

However, not all solutions in this form satisfy the equipartition. In this example

the zero set of the potential is {W = 0} = {u; = 0} U {us = 0}. Such potentials
W belong in a class of potentials that have been thoroughly studied in [9].
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[(ur +ug)® — 4" + [(u1 — ug)? — 4]

Example 3.5.8 (2). If W(u,up) = 16

, then

r+vy r—vy r+vy Tr—y

+ tanh(—==), tanh — tanh

7 ) ( 7 ), tanh( 7 ) ( 7
is a solution of Au = W, (u) that satisfies the equipartition (and is of the form
(3.29) and h(s,t) = st — 1). In addition, u above connects all four phases of the
potential W at infinity, that is

u(z,y) = (tanh( ) (3.62)

lim w(z,y) = (£2,0) and lim wu(z,y) = (0,+2)

r—to00 y—to0

{W =0} ={(2,0),(-2,0),(0,2), (0, -2)}.

This solution is a saddle solution (see [15]) and is invariant under rotations of
7 angle (i.e. uw(w(z,y)) = wu(xr,y), where w is the F-rotation matrix.

Also, another solution of Au = W, (u) for such potential is
Tty Tty

Y
NG ), tanhz — tanh( NG ) (3.63)

for this solution the function A in (3.29) is h(s,t) = s+t — 2 but u in (3.63) does
not satisfy the equipartition. Thus, the class of solutions of the Allen-Cahn system
that are of the form (3.29) in Theorem 3.4.6, is more general than that of solutions

to the Allen-Cahn system that satisfy the equipartition. Note that u in (3.63) has
the property that

u(z,y) = (tanhz + tanh(

lim w(z,y) = (£2,0) and lim wu(z,y) = (tanhz £ 1, tanhz F1)  (3.64)
r—300 y—=+oo
and W (—uy,us) = W(uy,uz). The general existence of solutions with property

similar to (3.64) for potentials with such symmetry hypothesis can be found in [4].
More generally, if a? + b* = 1 = ¢* + d?, then

u(x,y) = (tanh(az + by) + tanh(cz + dy), tanh(azx + by) — tanh(cz + dy))
(3.65)

solves (3.42) and we obtain infinitely many solutions which connect the four
minima of W in sectors of variable angle.
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Example 3.5.9 (3). If W(uy,up) = uf +u2 — 1, then

b b b b
u<x7 y) — (Clealir Y 4 Czea2r+ 2Y C3€a3x+ 3Y 4 C4€a4x+ 43/’

clemx—i—bly + 626a2x+b2y . Cgeagz-‘rbgy . C46a4a:+b4y)

is a solution of Au = W, (u), where a? +b? =2 , ¢; € R.
In this case, {W =0} = {uf +u3 = 1}.

Also, if W (uy,us) = W(u? 4+ u3) and W’ < 0, we have that

u(z,y) = (cos(azx + by + ¢),sin(ax + by + ¢))

with a? 4+ b* = —2W’(1), is a solution to Au = W, (u).

3.6 Appendix B: Entire solutions of the Euler
equations

In this Appendix we will determine some smooth entire solutions of the 2D and
3D Euler equations and the pressure being a linear function with respect to the
space variables.

We begin by illustrating an analogy for steady solutions of the incompressible
Euler equations in two space dimensions and the De Giorgi conjecture.

Let u = (ug,ug) : R x (0, +00) = R? | u; = u;(z,t) , © = (z1,72) be a smooth
solution of the Euler equations. The incompressibility condition div u = 0 gives
that there exists a (unique up to an additive constant) stream function ¢ (z,t)
such that

U= (_¢x2a 77Z)ac1)

In addition, by Proposition 2.2 in [20], a stream function ¢ on a domain 2 C R?
defines a steady solution (i.e. time independent) of the 2D Euler equation on 2 if
and only if

Ay = F(1) , for some function F

So, if ¢ is a bounded, entire solution such that v,, > 0, then by De Giorgi’s
conjecture (see Theorem 1.1 in [12]) it holds that

Y(x1, x2) = glazy + bxs)
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Therefore we raise the following question.

Question: Let u : R? x (0,400) — R* | (u = u(z,y,t) = (u1,us)) be a
smooth, bounded entire solution of the Isobaric 2D Euler equations

UL ¢ + ULUL 5 +U2U1y =0
Ugt + UUg z + Uty =0 (3.66)

Uy + Uz y = 0
Is it true that then

u = c1 g(Br +yy — (B +7E)t) + ¢, us = cog(Br+vy — (Bé +C)t) + 2 7
(3.67)
where ¢18 + coy =0 , ¢1,¢9,¢1,00, 8,7 € R.

From the form of solution (3.67) we can obtain a solution of the 2D Euler
equation with pressure being a linear function in respect to the space variables.

Let u:R? — R? | (u=u(z,y,t) = (us,us)) is such that

uy = ¢y g(Bx + vy — (Be +7E)t) + NA(t) + &
Uy = CQQ(Bﬁ + YY — (651 + ’}/52)t> + £A<t) + 52 (368)
and p(z,y,t) = —a(t)(Azr + &y) + b(t)

where A'(t) = a(t) , a,b : R — R and ¢y, ¢, 9,09, 8,7, A, € R are such that
a1+ coy=0and \G+ &y =0.

Then u = (uq, uy) satisfies

Ury + U1 ¢ + UU1y = —Pg
U ¢ + ULU2 5z + UgUy = —Py (3.69)

u1x+u2y20

Now we give some examples of smooth entire solutions for the three dimensional
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Euler equations. If u = (uy, up, uz) : R* — R? where u; = u;(z,y, 2,t) is such that
u(z,y,2,t) = Glert —y+c2z) , we(w,y,2,t) = H(eit — y + caz) — A(t)
1 1
us(z,y,2,t) = —H(cit —y+c2) — —A(t) + C
Co Co

and p(z,y,z,t) = a(t)(y + 6—22) + b(t)

—c
where A'(t) =a(t), a,A,G,H:R—R |, ¢, 40, C = —
(&)

(3.70)
then u = (uy, ug,u3) is an entire solution of the Euler equations, that is u satisfies
ULt + U1UL ¢+ U2Up y + USUL , = — Py

Ug ¢ + UTU2 & + UsUo o + UUo , = —
2t 1U2 ¢ 2U2 y 3U2 Py (3'71)
Uzt + UUZ , + UUgy + USUZ , = — D2

U1I+U2y+U3Z:0

Note that from symmetry properties of the Euler equations and from (3.70) we
can also have the following solution of (3.71):

1 1
u(z,y, 2, t) = c_QH(CIt — z+ o) — C—2A(t) +C , us(z,y,z,t) = Glat — z + cox)
U3($7y7 Z7t) = H(Clt —z+ 6217) - A(t)
and p(x,y, 1) = a(t)(z + =) + b(?)
2

where A'(t) =a(t), a, A, GGH:R—-R | co#0, C = —a
(&)
(3.72)
and also,
u(z,y,z,t) = H(cit — x + coy) — A(t)
1 1
us(x,y, z,t) = C—H(clt — T+ cy) — C—A(t) +C

2 2

3.73

(9. %.6) = Glert — 2 + ) and p(ey. =0 = (e + L) o) T

2
where A/(t) :a(t) ) CL,A,G,H R—R , C2 #07 C: __Cl
C2

Finally, another example of smooth entire solution of (3.71) is the following
u(2,y, 2,t) = G([kér + &)t + [ker + lea]e — ky — 12) — A(t)
us(x,y, z,t) = crug(x,y, 2, t) + ¢, us(z,y,2,t) = couy(z,y, 2,t) + Co
and p(z,y,2,t) = a(t)(z + c1y + c22)
where A'(t) =a(t) , a,A,G:R =R and ¢, co,¢,0,k, 1 € R.

(3.74)
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(we can choose A such that A(0) = 0)

Therefore we conclude to the following result

Theorem 3.6.10. Let u = (uy, ug, u3) , u; ,p: R? x (0,+00) — R and consider
the initial value problem

us +uVu = —Vp
divu =0 (3.75)
u(‘/L‘7 y7 27 O) - g(x7 y? Z)

where g = (g1, g2, g3) is either of the form

9= (91,191 + ¢1, 2091 + &2) and gi(x,y, 2) = g1([kcr + leo]x — ky — 12)

. (3.76)
c1,C2,C1,Co, k, 1 € R | g smooth

or

1 c
g = (91, 92, 0_292 - C—:) and 91(1’7%2) = G(cpz — y) , Ga(m,y, Z) = H(C2Z - y)
c1,09,¢61 € R, G, H smooth
(3.77)

Then there exists a smooth, globally defined in ¢ > 0, solution of (3.75).
In particular, either u and p are given by (3.74) if the initial value g is of the
form (3.76) or u and p are given by (3.70) if ¢ is of the form (3.77).

The condition (3.77) could be easily modified in order to obtain the solutions
given by (3.72) and (3.73).

Remark 3.6.11. Such solutions can be extended to general dimensions, i.e. solutions

of (3.8) and n > 4, together with the divergence free condition and a pressure being
a linear function with respect to space variables.

3.7 Appendix C: Some examples of entire solutions

of the Navier-Stokes equations

First we note that some solutions of the 3D Euler equations in Appendix B have
the form u = (uy, cuy + €1, couy + G2), that is, we have linear dependence of the



94CHAPTER 3. RELATION OF THE ALLEN-CAHN AND THE EULER EQUATIONS

components of the solution. So, now we will determine some specific examples of
solutions of the Navier-Stokes equations with linear dependent components.
Let u = (uy,us) , u; = ui(z,y,t) : R* x (0, +00) — R defined as

ur(z,y,t) = crg(z — ey, t) — ctAt) + o, wa(w,y,t) = g(x — a1y, t) — A(t)
and p(z,y,t) =a(t)(arx+y)+b(t) ,t>0 |, c,c0€R
where gt + Cags = M(C% + l)gss y § = g(S,t) : RQ —+R
and A'(t) = a(t) , a,b,A: R —>R
(3.78)
then u is a solution of

Uy g + ULy 5 + UgUy y = — Py + AUy
Uy + UtUg 5 + Uy = —Py + AUy , >0 (3.79)

le—i"LLzy:O

Similarly in the three dimensional case, we give some examples of solutions of

Ut + U UL 5 + UpUy y + UsUy 2 = =Dy + AU
Ugy + UUg 5 + UgUs y, + UgUs , = —Py + AU

2t 1U2 2U2 y 3U2 Dy T~ AU 4> 0 (3.80)
U3y + U U3 5 + UpUsy + UgUs . = —D, + pAus

u1x+qu+U3Z:O

Let g = g(s,n,t), g: R?x (0,4+00) — R be a solution of

L)y + (5 — )y = i
261 202 In = H

c c
gt_<_1+_2)gs+<

1
79 ss ss 3.81
2 2e + 5)(Gss + o) + 1gss (3.81)

4_cf 4c;

where ;4 > 0, ¢1,¢9,¢1,¢0 € Rand ¢ > 0.
Then u = (uy,us, uz) , u; : R3 x (0,+00) = R | i=1,2 3 defined as

CoY + C1z2 CoY — C12

u1<x7yaz7t):g<x_ 7t)_A<t) ) (‘ruy72)€R37t>0

2cico | 2ci09
us(x,y, z,t) = crug(x,y, 2, t) + &, us(z,y,z,t) = cour(x,y, z,t) + G2
and p(z,y, 2,t) = a(t)(z + c1y + c22) + b(t)
where A'(t) =a(t), a,A:R—>R
(3.82)
is a solution of (3.80).

Therefore we conclude to the following
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Proposition 3.7.12. Let u = (uy,us,u3) , ug, p @ R? x (0,+00) — R3 and
consider the initial value problem

uy +uVu = —=Vp + pAu
divu=0 , >0, (z,y,2,t) € R® x (0,+00) (3.83)
limy o+ u(z,y, 2,t) = h(z,y, 2)

where h = (hy, c1hi+¢1, cahi+¢2) and hy(x,y, 2) = H(2c1c00—coy—c12) , ¢1,C2,C1,Co €
R such that ¢éicy + ¢;é, = 0 and H smooth.

Then there exists a smooth, globally defined in ¢ > 0, solution to (3.83).

In particular,

u(z,y, z,t) = (u1, cruy + €1, coug + &) and p(z,y, z,t) = a(t)(z + a1y + c22) + b(t)
where u;(z, y, z,t) = g(2c1c00 — oy — 12, t) — A(t)

_ls—w]?

and g = g(s,t) =

).

(A'(t) = a(t) , A(0) =0)
(3.84)

Remark 3.7.13. We can also have the same result for a bit more general initial
values h in Proposition 3.7.12, as we can see from (3.81), (3.82). It suffices to have
linear dependency of the components of h and h; above can also be for example
of the form hy(z,y, z) = H(2c1cow — coy — €12, Coy — €12).
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Chapter 4

On the ['—convergence of the
Allen-Cahn functional with
boundary conditions

Abstract

We study minimizers of the Allen-Cahn system. We consider the e—energy functional
with Dirichlet values and we establish the I'-limit. The minimizers of the limiting
functional are closely related to minimizing partitions of the domain. Finally,
utilizing that the triod and the straight line are the only minimal cones in the
plane together with regularity results for minimal curves, we determine the precise
structure of the minimizers of the limiting functional, and thus the limit of minimizers
of the e-energy functional as ¢ — 0.

101
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4.1 Introduction

In this work we are concerned with the study of vector minimizers of the Allen-
Cahn e-functional,

Jo(u,Q) = /Q <%|Vu|2+§W(u)> dz,

u: ) — R™

(4.1)

where (2 C R” is an open set and W is a N-well potential with N global minima.
Let

u. = argmin {J.(v,Q) : v|oo = glon} , where g. € WHA(QR™).  (4.2)
veWL2(Q;R™)

Thus u. € WH2(Q; R™) is a weak solution of the system

{eAuE — %Wu(ug) =0, in Q, (43)

w.=g. , on 99,

We study the asymptotic behavior of u. within the framework of I'-convergence.
Moreover, we analyze the relationship between minimizers of the Allen-Cahn system
and minimizing partitions subject to Dirichlet boundary conditions. For some
particular assumptions on the limiting boundary conditions, we will prove uniqueness
for the limiting geometric problem and we will determine the structure of the
minimizers of the limiting functional.

4.1.1 Main Results
Hypothesis on IV:

(H1) W € Co%(R™;[0,400)) , {W =0} = {a1,as,...,an} , N € N ,q; are the

loc
global minima of W. Assume also that

Wy(u) -u >0 and W(u) > ci|ul?, if |u| > M.

Hypothesis on the Dirichlet Data:

1
(H2)() |g-| < M, g- o go and J:(g-, Q,, \ Q) < C', where 09 is Lipschitz and
Q,, is a small dilation of 2, py > 1, in which g. is extended (C, M indep. of ¢).
And either

— M
(ii) g. € C**(Q) , |ge)1a < - and 99 is C?, where we denote with | - |1, as

the C'* norm.
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Or (ii’) g. € HY(Q) and J.(u.,Q) < C.

Fori #j , 4,5 € {1,2,...N}, let U € W'*(R;R™) be the 1D minimizer of
the action

+o00 1
045 1= mln/ <—|(]/|2 + W(U)) dt < +00 ,
—oo N2 (4.4)
tl}r_nooU(t) =aq; , tlgrnooU(t) =a; , UR) e R"\{W =0}
where U is a connection that connects a; to a; , 7,j € {1,2,...,N}.
The existence of such geodesics has been proved under minimal assumptions
on the potential W in [38].

Let J. defined in (4.1), we define

JE<U,Q> = loc( ) )

~ Jo(u, Q) ,if u=yg. on Q) \Q , ue H}
. (4.5)
+00 , otherwise

where Q C Q,, as in (H2)(i) and let

Jo(u,Q) = Z ain”_l((‘)*QiﬁE)*QjﬂQ) = Z O'inn_l(Si'(U)ﬂQ)7 (46)

1<i<j<N 1<i<j<N

where S;;(u) = 0 {u = a;} N 0{u = a;} , uw € BV(Q;{ay,az,...,ay}) and we
denote as 0%, the reduced boundary of €.
Finally we define the limiting functional subject to the limiting boundary
conditions
- {Jo(u, Q) ,if uwe BV(;{ai,as,...,an}) and u =gy on €, \ 2
Jo(u, Q) = .
400 , otherwise
(4.7)
We can write J., Jy, Jo, Jo : LY(Q;R") — R, where R = R U {oo} and the
I'-convergence will be with respect to the L' topology.
Our first main result is the following

Theorem 4.1.1. Let J. be defined by (4.1) and J. , J; defined in (4.5) and (4.7)
respectively.
Then
I — lim Jo(u, Q) = Jo(u, Q). (4.8)
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Remark 4.1.2. Note that the domain of Jy is the closure of 2, which means that
there is a boundary term (see also (2.9) in [32] for the analog in the scalar case).
More precisely, by Proposition 4.3.13 and Theorem 5.8 in [14] we can write

T =53 [ 1D 0 w)

_1 3 1 S n—1
—5;/9’1)(¢i0u)|+5;/@9|T<¢iou)_T(¢iogo)|d%

where ¢; defined in (4.15) and T is the trace operator for BV functions.
(4.9)

The overview of the strategy of the proof of Theorem 4.1.1 is as follows. First
we observe that the I'—limit established in [7], in particular Theorem 2.5, holds
also without the mass constraint (see Theorem 4.2.5 in Preliminaries section).
Next, we apply a similar strategy to that of [6, Theorem 3.7] in which there is a
I'-convergence result with boundary conditions in the scalar case which states that
we can incorporate the constraint of Dirichlet values in the I'—limit, provided that
this I'=limit is determined. Since by Theorem 4.2.5 we have that J. ['-converges
to Jy, we establish the I-limit of J., that is, the I'—limit of the functional .J. with
the constraint of Dirichlet values. For the proof of the I'—limit we can assume
either (H2)(ii) or (H2)(ii’).

Next, we study the solution of the geometric minimization problem that arise
from the limiting functional.

In order to obtain precise information about the minimizer of the limiting
functional jo(u,Fl) , By C R%, we impose that the limiting boundary conditions
go have connected phases. So we assume,

(H2) (iii) Let go = 320, ai x1,(0) , 0 € [0,27), [; C [0,27) , US_,I; = [0,27) be
the limit of g.. Assume that [; are connected and that

2
Oy < g , where 0, is the largest angle of the points p; = 01, N I,
k#£1,ie{1,2,3}\ {k,(}.

The assumption 6y < 2 arises from the Proposition 3.2 in [30] that we utilize
for the proof (see Proposition 4.2.7 in Preliminaries section) and guarantees that
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the boundary of the partition defined by the minimizer will be line segments
meeting at a point inside Bj.
Our second main result is the following

Theorem 4.1.3. Let uy = aixq, + a2xq, + asXq, be a minimizer of jo(u,Fl)
subject to the limiting Dirichlet values (H2)(iii).
Then the minimizer is unique and in addition,

0€,; N 0N are line segments meeting at 120° in a point in By (¢ # j). (4.10)

For proving Theorem 4.1.3, we first prove that the partition defined by wug
is (M,0,0)—minimal as in the Definition 2.1 in [30] (see Definition 4.2.3). This
is proved by a comparison argument by defining a Lipschitz perturbation of the
partition of the minimizer with strictly less energy. Then, by utilizing a uniqueness
result for (M, 0,d)—minimal sets in [30] (see Proposition 4.2.7), we can conclude
that the minimizer of the limiting energy is unique and the boundaries of the
partition that the minimizer defines are are line segments meeting at 120° degrees
in an interior point of the unit disc.

In the last subsection, we note that the result in Theorem 4.1.3 can be extended
also to the mass constraint case (see [7]). However, in this case the uniqueness will
be up to rigid motions of the disc (see Theorem 3.6 and Theorem 4.1 in [11]).

4.1.2 Previous fundamental contributions

We will now briefly introduce some of the well known results in the scalar case.
The notion of I'-convergence was introduced by E. De Giorgi and T. Franzoni
in [16] and in particular relates phase transition type problems with the theory
of minimal surfaces. One additional application of I'-convergence is the proof of
existence of minimizers of a limiting functional, say Fy, by utilizing an appropriate
sequence of functionals F. that we know they admit a minimizer and the I'-limit
of F. is Fy. And also vice versa ([25]), we can obtain information for the F. energy
functional from the properties of minimizers of the limiting functional Fy. We can
think of this notion as a generalization of the Direct Method in the Calculus of
Variations i.e. if Fj is lower semicontinuous and coercive we can take F. = Fj and
then I'—-lim F, = Fy.

There are many other ways of thinking of this notion, such as a proper tool in
finding the limiting functional among a sequence of functionals.
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Let X be the space of the measurable functions v : 2 C R” — R endowed with
the L' norm and

Jo 5IVul? + W (w)de , ue WH(Q;R)N X

+00 , elsewhere in X

F.(u,Q) := {

oH" 1 (Su) , ue SBV(Q{-1,1})NX
400 , elsewhere in X

Fo(u, Q) = {

1
where W :R — [0,400) , {W =0} ={-1,1}, 0 = / \/2W (u)du
-1
and Swu is the singular set of the SBV function wu.

Let now u. be a minimizer of F, subject to a mass constraint, that is, fQ u =
V € (0,]2]). The asymptotic behavior of u. was first studied by Modica and
Mortola in [27] and by Modica in [16, 29]. Also, later Sternberg [34] generalized
these results for minimizers with volume constraint. Furthermore, Owen, Rubinstein
and Sternberg in [32] and Ansini, Braides and Piat in [6], among others, studied
the asymptotic behavior of the minimizers subject to Dirichlet values for the scalar
case.

As mentioned previously, one of the most important outcomes of I'-convergence
in the scalar phase transition type problems is the relationship with minimal
surfaces. More precisely, the well known theorem of Modica and Mortola states
that the e-energy functional of the Allen-Cahn equation I'-converges to the perimeter
functional that measures the perimeter of the interface between the phases (i.e.
I'—lim F. = Fp). So the interfaces of the limiting problem will be minimal surfaces.

This relationship is deeper as indicated in the De Giorgi conjecture (see [15])
which states that the level sets of global entire solutions of the scalar Allen-
Cahn equation that are bounded and strictly monotone with respect to x,, are
hyperplanes if n < 8. The relationship with the Bernstein problem for minimal
graphs is the reason why n < 8 appears in the conjecture. The I'-limit of the
g-energy functional of the Allen-Cahn equation is a possible motivation behind
the conjecture.

In addition, Baldo in [7] and Fonseca and Tartar in [20] extended the I'-
convergence analysis for the phase transition type problems to the vector case
subject to a mass constraint and the limiting functional measures the perimeter
of the interfaces separating the phases, and thus there is a relationship with the
problem of minimizing partitions. In section 5 we analyze this in the set up of
Dirichlet boundary conditions. Furthermore, the general vector-valued coupled
case has been thoroughly studied in the works of Borroso-Fonseca and Fonseca-
Popovici in [8] and [21] respectively.

There are many other fundamental contributions on the subject, such as the
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works of Gurtin [17, 18], Gurtin and Matano [19] on the Modica-Mortola functional
and its connection with materials science, the work of Hutchingson and Tonegawa
on the convergence of critical points in [24], the work of Bouchitté [9] and of
Cristoferi and Gravina [13] on space-dependent wells and extensions on general
metric spaces in the work of Ambrosio in [5]. Several extensions to the non-local
case and fractional setting have also been studied by Alberti-Bellettini in [3], by
Alberti-Bouchitté-Seppecher in [4] and by Savin-Valdinoci in [33] among others.

Acknowledgements: [ wish to thank my advisor Professor Nicholas Alikakos
for his guidance and for suggesting this topic as a part of my thesis for the
Department of Mathematics and Applied Mathematics at the University of Crete.
Also, T would like to thank Professor P. Sternberg and Professor F. Morgan
for their valuable comments on a previous version of this paper, which let to
various improvements. Finally, I would like to thank the anonymous referee for
their valuable suggestions, which not only enhanced the presentation but also
significantly improved the quality of the paper by relaxing some of the assumptions
in our results.

4.2 Preliminaries

4.2.1 Specialized definitions and theorems for the I'—limit

First, we will define the supremum of measures that allow us to express the limiting
functional in an alternative way. Let p and v be two regular Borel measures on
Q2 we denote by p\/ v the smallest regular positive measure which is greater than
or equal to p and v on all borel subsets of €2, for i, v being two regular positive
Borel measures on ). We have

(u\/y)(ﬂ) =sup{u(A) +v(B): ANB=0, AUB CQ, A and B are open sets in Q}.

Now let

/ | D(¢y 0 uo)| == SUP{Z/ D(¢r 0 ug)| : UL, Ay C 9,

A,NA;=0,1i%#j, A open setsin Q}.
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We will now provide a Lemma from [6] that is crucial in the description of the
behavior of the I'—limit with respect to the set variable. Let {2 C R" be an open
set. We denote by Aq the family of all bounded open subsets of 2.

Lemma 4.2.4. ([6]) Let J. defined in (4.1). Then for every ¢ > 0, for every
bounded open sets U, U, V, with U CC U’, and for every u,v € L} (R™), there

exist a cut-off function ¢ related to U and U’, which may dependone ,U , U’ ,V ,u ,v
such that

J(pu+ (1 =)o, UUV) < J(u,U") + J.(v,V) + d.(u,v, U, U", V),

where 6, : L}

L(R™?Z x A3 — [0, +00) are functions depending only on ¢ and J.
such that

lim 0. (ue, v, U, U, V) = 0,
e—0

whenever U , U, V € Aq, U CcC U’ and u. , v. € L}, (R") have the same limit
as e — 0in L*((U'\ U)N V) and satisfy

suIO)(JE(ug, U+ J.(ve, V) < +oo.

>

The above result is Lemma 3.2 in [6] and has been proved in the scalar case.

The proof also works in the vector case with minor modifications. In [6], there is
an assumption on W, namely W < ¢(|u|” + 1) with v > 2 (see (2.2) in [6]). This
assumption however is only utilized in the proof of Lemma 2.1 above to apply the
dominated convergence theorem in the last equation. In our case this assumption
is not necessary since W(u.) and W (g.) are uniformly bounded (see (H2)(i) and
Lemma 4.3.9). In fact, the only reason we assume in (H1) that W (u) > ¢ |u|? for
|u| > M is to apply the above Lemma.

In [7] it has been proved that .J. ['—converges to Jy with mass constraint, but
it also holds without mass constraint (see Theorem 2.5). We will point out this
more clearly in the proof of Theorem 4.1.1. In particular, it holds

Theorem 4.2.5. ([7]) Let J. defined in (4.1) and Jy defined in (4.6). Then I' —
lim. 0 Jz(u, Q) = Jo(u, Q) in L}(Q; R™). That is, for every u € L*(€; R™), we have
the following two conditions:

(i) If {v.} € LY(Q;R™) is any sequence converging to u in L', then

lim iélf J(ve, Q) > Jo(u, §2), (4.11)
E—

and
(ii) There exist a sequence {w.} C L'(Q;R™) converging to u in L' such that

lim J. (w2, ) = Jo(u, ). (4.12)
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Remark 4.2.6. We note that in [7], there is also a technical assumption for
the potential W (see (1.2) in p.70). However for the proof of the I'—limit this
assumption is only utilized for the proof of the liminf inequality in order to obtain
the equiboundedness of the minimizers wu. (see proof of (2.8) in [7]). However in
our case we obtain equiboundedness from Lemma 4.3.9 in the following section.
Therefore in our case this assumption is dismissed.

4.2.2 Specialized definitions and theorems for the Geometric
problem

In addition, we introduce the notion of (M,0,d)-minimality as defined in [30]
together with a Proposition that certifies the shortest network connecting three
given points in R? as uniquely minimizing in the context of (M,0,5)— minimal
sets. This characterization is one of the ingredients for the solution of the geometric
minimization problem in the last section. In fact, in [30] the more general notion
of (M,e,d)-minimality (or (M, cr®,§)-minimality) is introduced and regularity
results for such sets are established. Particularly, (M, 0,d)— minimality implies
(M, cr®, 0)-minimality (see [30]).

Definition 4.2.3. ([30]) Let K C R"™ be a closed set and fix § > 0. Consider
S C R™\ K be a nonempty bounded set of finite m-dimensional Hausdorff measure.
S'is (M, 0,d)-minimal if S = spt(H™[S) \ K and

H™(SNW) <H™(¢(SNW)),
whenever

(a) ¢:R"™ — R" is lipschitzian,
) W=R"N{s : ¢(s) £ 2},
(¢) diam(W U ¢(W)) < 4,

(d) dist(W U (W), K) > 0.
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Proposition 4.2.7. ([30]) Let K = {p1, p2, p3} be the vertices of a triangle in the
open d-ball B(0,6) C R?, with largest angle  for some fixed § > 0. Then there
exist a unique smallest (M, 0,)—minimal set in B(0,d) with closure containing
K, in particular:

(a) if 0 > 120°, the two shortest sides of the triangle;
(b) if 0 < 120°, segments from three vertices meeting at 120°.

Here by the “unique smallest” we mean any other such (M, 0,J)—minimal set S
has larger one-dimensional Hausdorff measure.

We now state a well known Bernstein-type theorem in R2.

Theorem 4.2.8. ([2]) Let A be a complete minimizing partition in R? with N = 3
(three phases), with surface tension coefficients satisfying

o < 0+ o4, for j#ik with 4,7,k € {1,2,3}. (4.13)
Then 0A is a triod.

For a proof and related material we refer to [37] and the expository [2].

4.3 Basic Lemmas

Lemma 4.3.9. For every critical point u. € Wh?(Q; R™), satisfying (4.3) weakly
together with the assumptions (H1) and (H2)(i),(ii), it holds

C
llue||lpe < M and  ||Vue||pe < ’

Proof. By linear elliptic theory, we have that u. € C?*(2; R™) (see for example
Theorem 6.13 in [14]). Set v.(x) = |u.(z)|?, then

Av, = 2W, (ue) - ue + 2|Vu > >0 for |u| > M,

Hence maxq |u.|> < M?.

On the other hand (from (H2)), maxpq |u.| < M. Thus maxg |u.| < M.
For the gradient bound, consider the rescaled problem y = £, denote by @, g the
rescaled u. , g, so by elliptic regularity (see for example Theorem 8.33 in [14]),
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[i)10 < C(|[a][ze +9ha) < 20M

c
= || Vi~ < 20M = |Vue| < —.

Lemma 4.3.10. Let u. defined in (4.2), then

1
J(u.) = / (g|Vu5|2 + —W(ug)) dr < C',
Q 3

C independent of € > 0, if €2 is bounded.

Proof.  Without loss of generality we will prove Lemma 4.3.10 for 2 = By (or else
we can cover ) with finite number of unit balls and the outside part is bounded

by (HD(@).
Substituting y = -
€ 1 1
Js e) — <_v~€2_ _W~a>nd’
) = [ (51w 5+ 2w )y

1
€

1
where . = u.(ey) and for e = —,

R
1 . . 1 1 N -
= J.(u.) = 8”1/3 (§\Vyu5]2 + W(u5)> dy = T /B <§]VyuR|2 + W(uR)) dy
B 1 o
= WJR(UR)

So, i is minimizer of Jg(v) = fBR(%]VU\Q + W(v))dx.
By Lemma 4.3.9 applied in u., it holds that |tg|, |[Vig| are uniformly bounded
independent of R and via the comparison function (see [1] p.135), for R > 1

a , for |z| <R-1
v(z) = ¢ (R—|z|)a; + (|z] — R+ Dag(z) , for |z € (R—1,R]
ugr(z) , for |z| > R
we have
Jr(tig) < J(v) < CR"' | C independent of R.
Thus

Je(ue) = Jr(tr) < C (C independent of € > 0).

Rn—l
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Lemma 4.3.11. Let u. defined in (4.2), then u, L—1> up, along subsequences and
up € BV (S;R™). Moreover, ug = Y0 | aixa,, H" 1(9*Q;) < oo and [Q\UY, Q| =
0.

Proof. By Lemma 4.3.9 we have that u. is equibounded. Now arguing as in the

proof of Proposition 4.1 in [7] (see also Remark 4.2.6), we obtain that ||u.||gv(orm)

is uniformly bounded, u. — g in L' along subsequences and also uy € BV (€; R™).
From Lemma 4.3.10, it holds

1
g/ W(ue(x))de < C (C independent of € > 0).
Q

Since |u.| < M and W is continuous in By C R™ = W(u.) < M, therefore by
the dominated convergence theorem we obtain

N
/ Wug(x))der =0=ug € {W =0} ae. =uy= Zaixgi
Q

=1

where xgq, have finite perimeter since uy € BV (Q; R™) (see [14]).

The proof of Lemma 4.3.11 is complete. O

Also, gy takes values on {W = 0}.

Lemma 4.3.12. Let gy be the limiting boundary condition of g..
Then

N
go = Z aixr, , where I; have finite perimeter and |09\ UY ,[;| = 0.
i=1

Proof. By (H2)(i),

1
= - W(g.)dx
Qpo\2

Je(Qm on \ Q) <C
<C

So, arguing as in the proof of Lemma 4.3.11, we have that gy € {W = 0} and we
conclude. O
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Proposition 4.3.13. It holds that

N
ID(groug)l = > ouwH" (I uNIQNQ)
v i=1,itk
k=1,2,..,N ,for every open Q' C (,

(4.14)

where ¢p(z) = d(z,ax) , k = 1,2,..., N, and a;, are the zeros of W and d is the
Riemannian metric derived from W1/2, that is

d(z1,22) = inf {/0 VW2 (y () [y (t)]dt v € CH([0,1]; R?),7(0) = 21, 7(1) = 22} :
(4.15)

Proof.  The proof can be found in Proposition 2.2 in [7].
O

Furthermore, reasoning as in the proof of Proposition 2.2 in [7] we have,

N
k=1

1<i<j<N

The above equation is an alternative way to express the limiting functional.

4.4 Proof of the I'-limit

Throughout the proof of the I'—limit we will assume (H1) and (H2)(i),(ii).
The proof if we assume (H2)(ii’) instead of (H2)(ii) is similar with minor
modifications.

Proof of Theorem 4.1.1.

We begin by proving the I' — lim inf inequality.

Let u. € L'(;R™) such that u. — w in L'(;R™). If u. ¢ H}_ or u. # g.
on Q,,\ 2, where Q@ C Q,, as in (H2)(i), then J.(u.,Q) = 400 and the liminf
inequality holds trivially. So, let u. € H. (Q;R™) such that u. — u in L' and
us = g. on Q, \ Q.

Let p > 1 such that p < py in (H2)(i), we have

Jo(ue, Q) = J(us, ,) — Jo(9:,9,\ Q), (4.17)
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where 092, € C? since it is a small dilation of Q and there is a unique normal vector
v L 09,, such that each x € 9 can be written as v = y+v(y)d , d = dist(x, 012,)
(see the Appendix in [14]).

So,

a0\ = [* [ (5I90p+ W) )dsir<clo-1, (@19

by Fubini’s Theorem and (H2)(i).
Hence, by (4.17), for every u. converging to u in L' such that u. = g. on ,,\Q
and liminf. .o J:(us, Q) < +00, we have that

lim inf J. (u., Q) > lim iglf Je(us,Q,) —O(p —1). (4.19)
e—

e—0

Also, by the liminf inequality for J. (see Theorem 4.2.5 and (4.16)), we can obtain

liminf Jo(ue, Q) > > oy H (0" N0 NQ,) = Jo(u, Q). (4.20)

e—0
1<i<j<N

Thus, by (4.19) and (4.20), passing the limit as p tends to 1 we have the liminf
inequality ) B
liminf J. (ue, Q) > Jo(u, §2), (4.21)

e—0

utilizing also the continuity of measures on decreasing sets.

We now prove the I'—limsup inequality. Let u € BV (Q;{a1,aq,...,an}) be
such that u = go on Q,, \ .

a) We first assume that u = gy on Q \ ,, with p; <1 and |p; — 1| small.

As we observe in the proof of Theorem 2.5 in [7] the I'-limsup inequality for J.
also holds without the mass constraint, see in particular the proof of Lemma 3.1
in [7]. Since the I'-liminf inequality holds, the I'-limsup inequality is equivalent
with

Jo(u, Q) = ll_rg J:(ue, ), (4.22)

for some sequence wu. converging to u in L'(Q;R™). So let u. be a sequence
converging to u in L'(Q,;R™) such that (4.22) is satisfied. In particular u,.
converges to go on 2\ €,,, where €2, is a small contraction of €.

Now, utilizing the sequence u. obtained from (4.22), we will modify it by a cut-
off function so that the boundary condition is satisfied. By Lemma 4.2.4, there

exist a cut-off function ¢ between U = Q1+,; and U’ = Q such that
2

Je(uedp + (1 — 9)ge, Q) < Je(ue, Q) + Jo(ge, V) + 0c(ue, g, U, U, V), (4.23)
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where V = Q\ Q,, and g. is extended in V trivially.
By the assumptions on u. and (H2) we also have

u: = go, g —go i L'(V).
Hence, again by Lemma 4.2.4 we get

lim 6. (u., 9., U, U, V) = 0.
e—0

Note that the condition sup..q(Je(us, U’) + Je(ge,V)) < 400 in Lemma 4.2.4 is
satisfied. To be more precise, from Lemma 4.3.10 it holds

sup J.(ue, U') < 400 , where U’ =,
e>0

and by (H2)(i),
sup J.(g-, V) < +oo , where V =Q\ Q,,.

e>0

So, by (4.17), (4.18) and (4.23)
[' —lim sSup ja(am Q) < jﬂ(u’ Q)a

e—0

where @, = u.¢ + (1 — ¢)g. and 4. = g. in Q,, \ Q.
b) In the general case we consider p; < 1 and we define u,, (z) = u(pilx) and
without loss of generality we may asume that the origin of R™ belongs in 2.

By the previous case (a) and (4.6),

I' — lim sup js(upl, Q) S j(](’upl, Q) = Z O'ij/}‘[nil(sij (Upl) N Q)
e=0 1<i<j<N
< D o (S N + 01— oY) (4.24)
1<i<j<N
= Jo(u, Q) +O(1 = pi ™).
Since u,, converges to u as p; tends to 1, if we denote

I (upy, Q) =T — limsup J.(u,,, ),

e—0
then by the lower semicontinuity of the I'—upper limit (see e.g. Proposition 1.28
in [10]) and (4.24),

T —limsup J.(u,,, Q) < liminf J'(u,,, Q) < Jo(u, Q). (4.25)

e—0 p1—1

Hence by (4.21) and (4.25) we get the required equality (4.8). O
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4.5 Minimizing partitions and the structure of
the minimizer

In this section we begin with the basic definitions of minimizing partitions. Then
we underline the relationship of minimizing partitions in R? with the minimizers
of the functional J, and we analyze the structure of the minimizer of .J, that
we obtain from the I'-limit. Utilizing a Bernstein type theorem for minimizing
partitions we can explicitly compute the energy of the minimizer in Proposition
4.5.16 and by regularity results in [30] we can determine the precise structure of
a minimizer subject to the limiting boundary conditions in Theorem 4.1.3 and
prove uniqueness. In subsection 4.5.2 we make some comments for the limiting
minimizers in dimension three. Finally, in the last subsection we note that we can
extend these results to the mass constraint case.

Let €2 C R™ open, occupied by N phases. Associated to each pair of phases 7
and j there is a surface energy density o;;, with o;; > 0 for ¢ # j and 0;; = 0y,
with 0;; = 0. Hence, if A; denoted the subset of 2 occupied by phase i, then € is
the disjoint union
and the energy of the partition A = {A4;}Y is

E(A) = ) oyH" 0" Aind"A)), (4.26)

1<i<j<N
where H"! is the (n — 1)-Hausdorff measure in R™ and A; are sets of finite
perimeter. If ) is unbounded, for example Q2 = R" (we say then that A is

complete), the quantity above in general will be infinity. Thus, for each W open,
with W CC (), we consider the energy

EAW)= > oyH" 0" A NI A4NW). (4.27)

0<i<j<N

Definition 4.5.4. The partition A is a minimizing N-partition if given any W CC
2 and any N-partition A" of ) with

N
a4 ccw, (4.28)
i=1

we have

E(A; W) < E(A;W).
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The symmetric difference A;AA! is defined as their union minus their intersection,

To formulate the Dirichlet problem, we assume that 9 is C! and given a

partition C' of 9Q up to a set of H"~!-measure zero, we may prescribe the boundary
data for A:

(0qA); =0A,N0N=C;, i=1,...,N.
Now the energy is minimized subject to such a prescribed boundary.

Remark 4.5.14. Note that the minimization of the functional Jo(u, Q) is equivalent
to minimizing the energy E(A; Q) under the appropriate Dirichlet conditions.

013

Figure 1.

In Figure 1 we show a triod with angles 61, 62, 65, and the corresponding triangle
with their supplementary angles 6; = m — 0; . For these angles Young’s law holds,
that is,

sinél B sinég B sinég (4.29)

023 013 012

Definition 4.5.5. Let A,, = {A;, A2, A3} be a 3—partition of R? such that A; is
a single infinite sector emanating from the point xy, € R? with three opening angles
0; that satisfy (4.29). We call as a triod Cy,(xo) the boundary of the partition A,,,
that iS, Ctr($0) = {aAZ N aAj}1§i<j§3-
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So, in other words, the triod is consisted of three infinite lines meeting at a point
xo and their angles between the lines satisfy the Young’s law (4.29) (see Figure 1).
As we see in Theorem 4.2.8, the triod is the unique locally 3—minimizing partition
of R%. The point xg, i.e. the center of the triod, is often called a triple junction
point.

4.5.1 The structure of the minimizer in the disk

Throughout this section we will assume that o;; = ¢ > 0 for 7 # j, therefore we

2
have by Young’s law 6; = % , 1 = 1,2,3. As a result of Theorem 4.2.8, we

expect that, by imposing the appropriate boundary conditions, the minimizer ug
of Jo(u, B1) , By C R? which we obtain from the I-limit will be a triod with angles

T
3 restricted in B; and centered at a point x € B;.

We now recall Steiner’s problem that gives us some geometric intuition about
this fact.

Let us take three points A, B and C, arranged in any way in the plane. The
problem is to find a fourth point P such that the sum of distances from P to
the other three points is a minimum; that is we require AP + BP + CP to be a
minimum length.

If the triangle ABC' possesses internal angles which are all less than 120°, then
P is the point such that each side of the triangle, i.e. AB, BC' and C'A, subtends
an angle of 120° at P. However, if one angle, say ACB, is greater than 120°, then
P must coincide with C.

The Steiner’s problem is a special case of the Geometric median problem and
has a unique solution whenever the points are not collinear. For more details and
proofs see [22].

The problem of minimizing partitions subject to boundary conditions, in contrast
to the mass constraint case, might not always admit a minimum, we provide an
example in Figure 2 below.
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A Q9 B

go = 1

Figure 2.
However a minimizer will exist for the minimization problem min, ¢ gy (o:{w=o}) jo(u, Q),
for instance the one we obtain from the I'-limit, which will form a “boundary layer”
in the boundary of the domain instead of internal layer (i.e. the interface separating
the phases). Particularly, in Figure 2 above, up = a;, a.e. will be a minimizer of

Jo and

3
Jo(uo, 2) = %Z /m T (¢ © ug) — T(¢s © go)ldH' = oH' (0Qap),
i=1

where 05 is the part of the boundary of €2 in which gy = a;. When there are
no line segments in the boundary of the domain or when gy does not admit jumps
nearby such line segments, then we expect that there are no boundary layers and
the boundary term in the energy of Jy vanishes (see Remark 4.1.2), otherwise we
could find a minimizer with strictly less energy. In the cases where the boundary
term vanishes we can write Jo(ug, Q) = Jo(uo, Q). This can be proved rigorously
in the case where Q = B and assuming (H2)(iii), utilizing also Proposition 4.2.7
as we will see in the proof of Theorem 4.1.3.

Remark 4.5.15. For the mass constraint case, by classical results of Almgren’s
improved and simplified by Leonardi in [26] for minimizing partitions with surface
tension coefficients o;; satisfying the strict triangle inequality (see (4.13)), €, can
be taken open with 02; real analytic except possibly for a singular part with
Hausdorff dimension at most n — 2. Therefore 9*Q; N 9*Q; = 9, N O, , H™ -
a.e., where ug = sz\il a;Xgq, is the minimizer of Jy with a mass constraint. These
regularity results have been stated by White in [36] but without providing a proof.
Also, Morgan in [31] has proved regularity of minimizing partitions in the plane
subject to mass constraint. However, we deal with the problem with boundary
conditions, so we cannot apply these regularity results.



120CHAPTER 4. ON THET—CONVERGENCE OF THE ALLEN-CAHN FUNCTIONAL

Notation: We set as xy € By the point such that the line segments starting
from p; =0, NOIL, , k#1,i¢€{1,2,3} \ {k,[} and ending at x(, meet all at angle
2 (see (H2)(iii) and Proposition 4.2.7). Also we denote by Cy the sum of the
lengths of these line segments. The following Proposition measures the energy of

the limiting minimizer.

Proposition 4.5.16. Let (u.) be a minimizing sequence of J.(u, By). Then u. —
ug in L' along subsequence with vy € BV (By;{ay,as,as}) and ug is a minimizer
of Jy(u, By) subject to the limiting Dirichlet values (H2)(iii), where we extend u
by setting u = gy on R?\ B.

In addition, we have

> HY(UNOYNB) =Co (4.30)

1<i<j<3

where ug = a1xq, + a2xq, + a3Xs-

Proof. From Lemma 4.3.10, 4.3.11 it holds that if u. is a minimizing sequence for
jg(u, By), then je(us, Bi) < C and thus u. — ug in L' along subsequence. The fact
that ug is a minimizer of Jy is a standard fact from the theory of I'—convergence.
It can be seen as follows.

Let w € BV (B, {ai,as,as}) such that w = gy on R?\ By, then from the limsup
inequality in Theorem 4.1.1, we have that there exists w. € H. (R*R™) , w. = g.
on R?\ B; such that w, — w in L' and limsup, ., J.(w., B;) < Jo(w, B;). Now
since u. is a minimizing sequence for js(u, By) and from the liminf inequality in
Theorem 4.1.1, we have

jo(lb(], §1> < 111811_>1ng js(us, Bl) < hIgn_}glf je(ws, Bl>

] =0 4.31
< limsup J.(w., B1) < Jo(w, By) 3y

e—0

For proving (4.30), we utilize Theorem 4.2.8 (i.e. Theorem 2 in [2]). Since the
triod is a minimizing 3-partition in R? we have that for any W CC R? and any
partition it holds that E(A, W) < E(V, W), where suppose that A = {A;, As, A3}
is the partition of the triod and V = {Vi, Vs, V3} is a 3-partition in R2.
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We have uy = a1xq, + a2xa, + asxq, such that ug = gy on 0B; and extend
2
1y in R?, being the triod with 6; = g in R?\ B; centered at xg. This defines a

3-partition in R?, noted as Q = {€;}2_,. Since the triod is a minimizing 3-partition
in the plane, we take any W CC R? such that By CC W and | J7_, (A;AQ;) cC W,
so we have

E(A, W) =FE(A,B) + E(AW\B,) <EQW)=EQ B, +EQW\B)
(4.32)
where A is the partition of the triod.
Now since

from the way we extended 1y in R? and

E(AB))=0 Y H'(0A;,N0A4;NB) = Coo

1<i<j<3

since dA; N DA; N B, are line segments inside B; with sum of their lengths equals
Cy, we conclude
C()O' S E(Q,El) = jo(UO,Fl)
sC< Y H(OUNTYNB) (4.33)
1<i<j<3

For the upper bound inequality > ;i HY 0" N O*Q; N By) < Co, we
consider as a comparison function @ = ayxa, + a2Xxa, + a3xa,, where Cy.(z9) =
{A;, Ay, A3} is the partition of the triod centered at xy € B; and angles 6; = %’r
(see Definition 4.5.5).

Then @ satisfies the boundary condition @ = g on R? \ B; and therefore by
the minimality of uy we have

Jo(ug, By) < Jo(t, By) = Cyo
= > HYIUNINE) < Co. (4.34)

1<i<j<3
O

Corollary 4.5.1. Assume for simlicity that zy in Proposition 4.5.16 above is the
origin of R?. Then for every R > 0 the energy of the limiting minimizer will satisfy

j[)(UO,ER) = 30R. (435)

In addition, there exists an entire minimizer in the plane and the partition that
defines is a minimal cone.
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Proof.  Since x is the origin of R?, it holds that Cj in (4.30) equals 3. Arguing
as in Proposition 4.5.16 above we can similarly obtain a minimizer of j()(UO,ER)
that satisfies (4.35). By a diagonal argument the minimizer can be extended in
the entire plane and will also satisfy

HL(0Q; N O N Bg)

R =C ,VR>NO.

Thus, the partition that it defines is a minimal cone (see [37] or [2]). O

Finally, we will prove that the minimizer of Jo in B, is unique, that is, the
only minimizer is the triod restricted to B; centered at a point in B;. In Figure 3
below we provide the structure of the minimizer ug obtained in Theorem 4.1.3.

go = as
go = G2

C
Figure 3.

Proof of Theorem /.1.3.  Firstly, we show that the minimizing partition of B;
with respect to the boundary conditions defined from gy, is a (M, 0, d)-minimal for
d > 0 (see Definition 4.2.3). If not, let S be the partition defined from wg, we can
find a Lipschitz function ¢ : R? — R? such that

HY S NW) > H (p(SNW)),
with

W =R*nN{x:¢(x) #x} , dam(W U p(W)) <6
and dist(W U ¢(W),R*\ B;) > 0.
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So if we consider the partition

- S, SNW=0
S = ,
{¢(SHW) , SNW #10

then the boundary of the partition defined by S will satisfy the boundary conditions
(since dist(W U ¢(W),R?\ By) > 0) and also H'(S) < H'(S) which contradicts
the minimality of .S.

Thus, by (H2)(iii) we apply Proposition 4.2.7 and we have that the unique
smallest (M, 0, §)-minimal set consists of three line segments from the three vertices
defined from gq (i.e. the jump points in 0B;) meeting at %’T The meeting point is
unique and belongs in the interior of B;. Thus, 0€; N 0Q; = 9*(; N 0*(2; are line

segments meeting at 2?” in an interior point of Bj. O

Corollary 4.5.2. Let uyp = a1xqo, + a2Xq, + asXq, be a minimizer of JNO(u,El)
subject to the limiting Dirichlet values go(0) = 1X (0,20) FA2X (2x 4m)FA3X (37 o) 0 e
(0,2m). Then 9§ N 9K are radi of By , || = 3|B1| and the minimizer is unique.

A

go = a1
go = a3
N,
B
C
go = a2
Figure 4.

In Figure 4 above we illustrate the structure of the minimizer uy obtained in
Corollary 4.5.2.
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4.5.2 Minimizers in dimension three

In this subsection we will briefly make some comments for the structure of minimizers
in R3. If we impose the appropriate boundary conditions in B C R?® and
{W = 0} = {a1,a9,a3} , g- — go in L'(Bg;R3) such that the partition in
0Bpg defined by go is equal to the partition of (Cy. x R) N 0Bg, where Cy, is the
triod as in Figure 1 (with equal angles), then by Theorem 3 in [2], arguing as in
Proposition 4.5.16 (see also Corollary 4.5.1), we can obtain

= 3
Jo(u, Bg) = §J7TR2 ,

which gives

H2(0Q; N0, N Br) 3

(JJQR2 N 2 ’
where wy is the volume of the 2-dimensional unit ball (see [37]). That is, the
partition that the minimizer defines can be extended to a minimal cone in R3.
Now since the only minimizing minimal cones are the triod and the tetrahedral
cone (see [35]), then the minimizer of Jy is such that ug = 3o, aixq,, Where
Q ={Q,;}2_, is the partition of (Cy. x R) N Bg.

Similarly, if {W = 0} = {a1, as, a3, a4} and we impose the Dirichlet conditions
such that gy defines the partition of the tetrahedral cone intersection with JBg,
then again ug = S5, a;xq,, where Q = {Q;}L, is the partition of the tetrahedral
cone restricted in Bpg.

4.5.3 Minimizers in the disc for the mass constraint case

Throughout this subsection we will assume that a; , ¢ = 1,2,3, are affinely
independent, that is, they are not contained in a single line. This can also be
expressed as

3 3
whenever » a;\; =0 with » X\ =0, then \; =0,i=1,23 (436

i=1 i=1

In addition, we consider that m = (my, my) € R? such that my, my > 0 (as in [7]).
Let up be a minimizer of Jy(u, B;) , By C R? defined in (4.6) subject to the
mass constraint

/B | w(z)de =m | (4.37)
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(i.e. the minimizer ug of Theorem p.70 in [7]) and {W = 0} = {ay,as,as}. Then
Uy = 2?21 a;Xq,, where €y, {2y, Q3 is a partition of By which minimizes the quantity

Z 0?—[1(8*91 N (‘3*9]) 5 (438)

1<i<j<3
among all other partitions of By such that 327 [Q]a; = m.

Theorem 4.5.17. Let uy be a minimizer of Jy(u, B;) as above and assume that

3 3
m = Zciai , where ¢; > 0, with ch- = |By]. (4.39)

i—1 i=1
Then

U =¢,i=1,2,3, 0°Q; N 0" = 0Q; N OSY; are piecewise smooth

4.40
and the minimizer is unique up to a rigid motion of the disc. ( )

In particular, the boundary of the partition is consisted of three circular arcs
or line segments meeting at an interior vertex at 120 degrees angles, reaching
orthogonally dB; and so that the sum of geodesic curvature is zero.

Proof.  We have that ug = 3.°_, a;xq,, where Q; are such that S, || = |By|
and ug minimizes the quantity (4.38).
By the assumption (4.39), since wuq satisfies (4.37), we have

3 3 3

= | =c¢ ,1=1,2,3, and ¢; € (0,|By)),

since a; are affinely independent.
Now by Theorem 4.1 in [11] we conclude that the minimizer is a standard graph
i.e. it is consisted of three circular arcs or line segments meeting at an interior
vertex at 120 degrees angles, reaching orthogonally 0B; and so that the sum of
geodesic curvature is zero. So, 9%€2; N 0*C); = 0Q; N OS); are piecewise smooth.
Finally, the minimizer is unique up to rigid motions of the disc by Theorem
3.6 in [11]. O

Note that in the case where m = 3| B S, ¢y, it holds that |€;] = $|Bi|, i=
1,2,3, and 0%; NS are line segments meeting at the origin and the minimizer
is unique up to rotations.
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Chapter 5

Applications of P—functions to
Fully Nonlinear Elliptic
Equations: Gradient Estimates
and Rigidity Results

Abstract

We introduce the notion of P—functions for fully nonlinear equations and establish
a general criterion for obtaining such quantities for this class of equations. Some
applications are gradient bounds, De Giorgi-type properties of entire solutions
and rigidity results. Particularly, we establish a gradient bound and a rigidity
result for Pucci’s equations. Furthermore, we prove Harnack-type inequalities and
local pointwise estimates for the gradient of solutions to fully nonlinear elliptic
equations. In addition, we consider such quantities for higher order nonlinear
equations and for equations of order greater than two we obtain Liouville-type
theorems and pointwise estimates for the Laplacian.
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5.1 Introduction

In this work we introduce the notion of P— function for fully nonlinear partial
differential equations or differential inequalities and we incorporate the “P— function
technique” in a general setting. This abstract setting allow us to obtain many
applications by only determining an example of a P—function. Some of these
applications are gradient bounds for entire solutions, Harnack -type inequalities
for the gradient of solutions and rigidity results.

The structure of this paper is as follows. In section 2 we define the notion of
P— functions and study such quantities for fully nonlinear elliptic equations. We
provide two general criteria for obtaining P— functions for this class of equations.
Different examples of such quantities may give various types of gradient bounds for
solutions of a particular equation. For instance, in section 3, we obtain a gradient
bound for entire solutions of the Allen-Cahn equation that differs from the Modica
inequality.

Moreover, in section 3, we prove an abstract pointwise estimate, i.e. Theorem
5.3.5, for a class of P— functions that are associated to any given fully nonlinear
equation. This pointwise estimate is in fact a gradient bound for entire solutions
in a wide variety of fully nonlinear elliptic equations and some examples of such
gradient bounds are given. As an application, we prove a gradient bound for entire
solutions of Pucci’s equations. Other consequences are also illustrated in section
4 where we establish a Liouville-type theorem and a De Giorgi-type property for
entire solutions. One additional application is Theorem 5.4.10, that is an abstract
rigidity result for entire solutions of fully nonlinear elliptic equations such as Pucci’s
equations. This result also recovers as particular cases the classical results of J.
Serrin in [19].

In section 5 we establish a Harnack-type inequality and local pointwise estimates
for the gradient of solutions to quasi-linear equations. These estimates can be
extended to fully nonlinear elliptic equations, such as for the Monge-Ampere
equation.

Additionally, in section 6, we study such quantities for nonlinear equations of
order greater than two together with some applications. For example, we establish
an a priori bound for the Laplacian and pointwise estimates through the mean
value properties for higher order equations. Also, some Liouville-type properties
can be established for nonlinear equations of order greater than two. In this setting,
one can obtain many other types of bounds for any order of derivatives, assuming
a C%2 a priori estimate and provided that we have an appropriate P— function
related to the respective equation.

We will now briefly discuss some of the most important contributions on the
“P— function technique” and it’s applications. Perhaps the most well-known
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example is P(u,z) = 3|Vu|? — W (u) that is related to the Allen-Cahn equation
Au=W'(u) ,u:QCR" =R (5.1)

and Modica in [16] proved the well-known gradient bound
1 2
§|Vu| < W(u) (5.2)

for every bounded entire solution of (5.1).

Later, Caffarelli et al in [4] generalized this gradient bound for a class of
varational quasi-linear equations and proved Liouville-type and De Giorgi-type
properties for a particular choise of P— function related to the equation div(®'(|Vu|?)Vu) =
F’(u). This bound was extended for anisotropic partial differential equations and
other general types of equations in [5, 8, 9]. The gradient bound (5.2) also holds
in unbounded domains with nonnegative mean curvature as proved in [10].

Furthermore, P—functions had been already studied by Sperb in [20], Payne
and Philippin in [17, 18] who studied other types of quasilinear equations for the
form div (A(u, |Vu|?)Vu) = B(u,|Vul?), which are not necessarily Euler-Lagrange
equations of an elliptic integrand. They derived maximum principles for some
appropriate P—functions. Due to the greater generality, however, the relevant P
and the conditions under which satisfies an elliptic differential inequality are rather
implicitly given while in [4, 6] are given explicitly.

There are many other applications of P—functions that can be found in [20],
among others, such as lower bounds for eigenvalue problems. One additional
important application is in [1], where they showed that the monotonicity assumption
u,, > 0, that is also stated in the De Giorgi’s conjecture, does in fact imply the
local minimality of w. Such implication is by no means trivial and it is based
on the construction of a so-called calibration associated to the energy functional.
Such notion is intimately connected to the theory of null-Lagrangians, see [13],
chapter 1 and chapter 4, section 2.4. In Theorem 4.4 in [1], they carry out the
construction of the appropriate calibration for general integrands of the calculus
of variations and such construction relies explicitly on the P— function.

Last but not least, there are applications such as gradient bounds similar to
(5.2) and Liouville-type properties for vector equations. To be more precise, in
Theorem 3.5 in [21], is a gradient bound is proved for the Ginzburg-Landau system
of equations.



134CHAPTER 5. APPLICATIONS OF P—FUNCTIONS TO NONLINEAR EQUATIONS

5.2 P—functions for Fully Nonlinear Elliptic equations

We begin by defining the notion of P-function

Definition 5.2.6. Let u: Q C R® — R? be a smooth solution or subsolution of
F(z,u,Vu,..,.V™u) =0 (5.3)

where F'is a continuous function.
We say that P = P(x,u, Vu, ..., V™" 'u) is a P—function of (5.3) if there exists
an elliptic operator L and a non negative function p = pu(z) >0

L=— z”: ijOr;z; + zn:bi(?xi +c , with ¢>0

ij=1 i=1

such that L P <0 , in Q.

(5.4)

An immediate corollary is that any P—function related to an equation or to
a differential inequality attains its maximum at the boundary 0f) or at a point
x € 2 such that u(x) = 0.

We initially state as a direct consequence a strong maximum principle that
holds in general (see Theorem 2.2 in [4] or Theorem 4.7 in [6]).

Theorem 5.2.1. Let u be a smooth solution or subsolution of
F(z,u,Vu,...,V™) =0 , u:Q—R?

5.5
where () is a connected, bounded subset of R" (5:5)

such that infgg(VFu) > 0 for some g : R"*4 — [0,400) , k € {1,...,m — 1}
and suppose that P = P(z,u, Vu, ..., V"™ !u) is a P—function of (5.5) with p =
w(g(VEu)) , p(t) >0, Vt>0.

If there exists zy € €2 such that

P(x0,u(x0), ..., V" ru(z0)) = sup P(x, u, ..., V" tu) (5.6)
0

then P(x,u, Vu, ..., V™ 1u) is constant in Q.

Proof. The proof is an immediate consequence of the strong maximum principle
since

w(g(VEu)) > 0 in Q. O
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The most common choice of g in Theorem 5.2.1 above is the Euclidean norm.
For example, if £ = 1, g(Vu) = |Vu|. If p > 0, V¢ > 0, then the assumption
infg g(VFu) > 0 is dismissed.

Remark 5.2.2. The constancy of P—functions with a particular form hides geometric
information on the level sets {z € R™ | u(x) = t} of the solution u, such as the
property of being surfaces of zero mean curvature (see Proposition 4.11 in [6]).

We now focus on fully nonlinear elliptic equations. Let u : 2 C R” — R be a
smooth solution of

F(x,u, Vu, V) = 0 (5.7)

where F' : Q x R x R® x R"™™ — R is a continuous function and satisfies the
ellipticity condition

ANEP <Y F,, (0, Vu, Vu)&g < AP Vo eQ, VEER” (5.8)

]
Here we use the notation F' = F(z,s,q,A) , s€ R, ¢ € R" , A € R"™" and
oF
i 80@]’
(1) Pucci’s equations.

We introduce the Pucci’s extremal operators. Let 0 < A < A and A € §, where S
is the class of symmetric n X n matrices, we define

. Some important examples of fully nonlinear elliptic equations are

M(ANN) =M (A) =2 e;+AD e

e; >0 e; <0 (5 9>
MIANN) = MF(A) =2 e;+ A e
e; <0 e; >0

where e; = e;(A) are the eigenvalues of A. It holds that M~ and M™ are uniformly
elliptic with ellipticity constants A and nA (see [2]).
Pucci’s equations are

M= (V?u) = f(z,u) (5.10)

and

MT (V) = f(z,u) (5.11)
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respectively.
(2) Monge-Ampere’s equation
det(V?u) = f(x)
for strictly convex solutions u and f > 0.
(3) Equation of Prescribed Gauss curvature
)n+2

det(V?u) = K (2)(1 + |Vul

K (z) is the Gauss curvature of the graph u at (z,u(z)). Again, this equation is
elliptic for strictly convex solutions w.

(4) Quasi-Linear equations of the form

Z @ij(vu)uziwj = F($, u, VU)

where a;; satisfy the ellipticity condition N[§|* < 37, - a;;6:€; < Al¢]*. The p—Laplace
equation, the Allen-Cahn equation and the minimal surface equation belong in this
class of equations. Such equations are thoroughly studied in [4, 6, 9] among others.

There are many other examples of fully nonlinear elliptic equations, such as
Bellman equation and Isaacs equation (see [2]).

We now provide two general criteria for obtaining P—functions.

Lemma 5.2.3. Let u be a smooth solution of (5.7) and F' satisfies (5.8). Consider
the quantity

I:=(Ag"(u) — 2F,)|Vul]? + (¢'(u)V F — 2V, F)Vu + ¢'(u Z TR % )

and assume that I > 0 for some function g : R — R.
Then P(u, Vu) = |[Vul? + g(u) is a P—function of (5.7).
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Proof. Assume that I > 0 for some g : R — R and let P(u, |Vul?) = |Vu|* + g(u)
(i.e. P(s,t) =1+ g(s)).
We have

k

= Pa:ia:j =2 Z(uwkx]uxkxl + uackuackxixj) + gll(u)uxiuxj + g’(u)uwixj
k

= Z dijpxixj =2 Z(dijuzkm]‘ Ugyz; T dz‘juzvkuxkzwj) + g”(u) Z dijuxiumj (5.13)

i,k 1,7
/ 2 :
U) d,’jumim].
,J

> 2\ Hes ul* + 2 Z dijle, gy z,e; + Mg (w)|[Vul* + ¢'( Z dijUs,z,

i7j7k“
oOF

where di; = F,,, = 0
aij

Differentiating (5.7) over z, and then multiplying by ux, we obtain

F:ck + Fuua:k + Z quuazma:k + Z dmlu:cmazla:k =0
m m,l

1 1
= Y gty a0, = —VoFVu— F,|Vul* - SVl + 5g’(u)quvu
m,lk
(5.14)
Therefore the last equation of (5.13) becomes

> dijPuy, + Vo FVLP > 2)\Hes uf* + ¢/ (u)V,FVu + (Ag"(u) — 2F,)|Vu/?
2%
—2VuV,F + ¢ Z iy Uiy >

(5.15)
]

Lemma 5.2.4. Let u be a smooth solution of (5.7) and F' satisfies (5.8). Consider
the quantity

J = (AB"(u) — 2A4'(|Vu|?) ) |Vul? + (B'(w)V, F — 2A'(|Vul?) V. F)Vu

: L AMBW)? (5.16)
+B'(u ZFa” Ug,z; W
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and assume that J > 0 for some functions A, B: R — R with A’ > 0, V¢ > 0 and
A" > 0.
Then P(u, Vu) = A(|Vul|*) + B(u) is a P—function of (5.7).

Proof. We argue as in Lemma 5.2.3 and obtain

Z diijﬂj = A”(Z dl][|vu|2]xz[|vu|2]x3) + 2A/(Z dij [uﬂckxj Ugz; T uwkuxkl‘ﬂ?g])
2,] 2,] 1,5,k
+ 3 " dig (B (u)ug g, + B (u)y,)
4.J
> 24N Hes ul® + 24"~ dijtig, Upya,0, + AB"|Vul” + B> dijtiyz,)
4,5,k ,J
(5.17)
OF

D
We also calculate from the first equation of (5.13) and the Cauchy-Schwarz
inequality

by (5.8) and since A” > 0, where d;; =

> (Py, — Blug,)* < A(A?|Vul*|Hes uf?

' (5.18)
1
2 2 2 2
In addition, similarly to (5.14) we have

1
24

> ittty ae, = —VoFVu — F|Vul? = = (V,FV,P — B'VuV,F) (5.19)

m,l,k

We plug (5.18) and (5.19) into (5.17) and thus

/\ 2 2 2 2
;dijpwj > W(WH — 2B'VuVP + (B)?Vul?) + AB"|Vul

1
+B"> " dijity i, + 24/ (Vo FVu — F,[Vul* — 54 (VaFVaP — B'VuV,F))
1,J
(5.20)
which gives
AB'(u)
di;i Py .. YV, P>J

Z J i + (A/(|vu|2)|vu|2vu+vq )V (521)

1,J

and we conclude. O
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A direct consequence of Lemma 5.2.4 is the following.

Corollary 5.2.1. Let u: 2 C R" — R be a smooth solution of
Au = f(u) (5.22)

and let P(s,t) = A(t) + B(s) such that A’ > 0 for ¢ > 0, A” > 0 and assume that

2 1 / (BI(3>)2 1042\ 42 ¢!
t°B"(s) 4+ B'(s)f(s) + A1) +2A'(t)t° f'(s) > 0 (5.23)

Then P = P(u, |Vul|?) is a P—function of (5.22).

5.2.1 Examples of P—functions

(1) The well known P—function of (5.22) is

P u) = 2L pw)

where F'(u) = f(u)

(5.24)

(see [16] or Chapter 5 in [20]).
It is easy to see that (5.24) satisfies (5.23) in Corollary 5.2.1.

(2) Another general example of P—function of (5.22) is

P, |Vul) = 'V“'4 //\/ D @d)dy i fF(H) 20, ViR
Plu,|Vuf?) = W“—Q/’/\/ OF@d2dy i FOF) <

and satisfies condition (5.23) of Corollary 5.2.1.
Note that the above example is not in the form P = g(u)|Vu|? 4+ h(u) that we
see in [20] as general form for P related to equation (5.22).

(5 25)
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(3) Let u be a solution of

F(|Vul|? — cu, V?u) = 0 (5.26)

where F'satisfies the ellipticity condition (5.8) and assume ), ; Fo, g0, < 5 0c>
0.

Then P = P(u, |Vul?) = |Vu|* — cu is a P—function of (5.26) since P satisfies
condition (5.16) of Lemma 5.2.4.

(4) The following example is in [18] (see Theorem 1).
Let u be a solution of

div(®'(|Vul?)Vu) = p(|Vu|?) F'(u) (5.27)

with @'(t), p(t) > 0 and ®'(¢) + 2t®"(t) >0, Vt > 0.
Consider the function
t(P/ 2 @//
P(s,t) — / W)+ 209") ) op(s) (5.28)
0 p(y)
Then P = P(u, |Vu|?) is a P—function of (5.27).

Note that for p = 1, we have the one studied in [4].

5.3 Gradient Bounds for entire solutions of Fully
Nonlinear equations

In this section we will see that utilizing the techniques of [4, 9], we can obtain
gradient bounds for solutions of equations of the form (5.7). To be more precise,
for any explicit example of P—function, we obtain a particular gradient bound.
Some of the regularity assumptions in this work can be relaxed for some classes
of equations. In the study of Quasi-linear equations for example, we can only
assume that u € W2 (R*)NL>(R"), as in assumption (i) in Theorem 1.6 in [4] and
utilize regularity results in [22] afterwords. For fully nonlinear elliptic equations
also, we can relax the regularity of solutions and then utilize regularity results
from [2, 23]. However, our main goal is not the optimal regularity assumptions

since we state the results in an abstract form. Therefore, we will assume that the
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solutions are smooth and satisfy an analog of assumption (ii) in Theorem 1.6 in
[4]. One application of interest is a gradient bound for entire solutions of Pucci’s
equation that we establish in subsection 3.1.

Assumption.

u € C*(R")NL®R"), Vu € C2(R";R") for some « € (0,1)
and there exists C' = C(||u||g@n)) > 0 such that |[Vu(z)| <C,V z€R"
(5.29)

The next theorem provides an a priori pointwise estimate for solutions of (5.7).
In contrast to the gradient bounds in [4, 6], the theorem below holds for any
P—function that satisfies P(u,0) < 0. When P is of the form P = P(u,Vu)
we use the notation P(u,0) instead of P(u,0,...,0) and also we sometimes write
P = P(u; x) for simplicity.

Theorem 5.3.5. Let u be an entire solution of
F(z,u, Vu, V*u) =0 (5.30)

that satisfy assumption (5.29). If P = P(u, Vu) is a P—function of (5.30), with
= p(|Vul), p(t) >0, ¥t > 0, such that P(s,0) <0,
Then
P(u(z),Vu(z)) <0 , VzeR™ (5.31)

Proof. Let u be a solution of (5.30) that satisfies assumption (5.29) and consider
the family of all translations of w,

F ={v :R" - R|3ze€R" such that v(z) =u(z+2) Yz e R"}  (5.32)

Z is non empty since u € .%.
Let P be a P—function of (5.30), with u = p(|Vul), u(t) > 0, ¥t > 0, such that
P(u,0) < 0. For simplicity, we denote P = P(u; ) instead of P = P(u(z), Vu(z)).
Consider now
Py =sup{P(v;z) |ve.F, zeR"} (5.33)

We will prove that

Py<0 (5.34)
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and from this we conclude.
We argue by contradiction, so we suppose that

Py >0 (5.35)
Then, by (5.33) there exist (wg)ren in F and (zx)ren in R™ such that

lim P(wg;zr) = Py (5.36)
k—+o00
Let vg(x) = wy(x+x1). Also, by definition we have that v, € % and P(uvg;0) =
P(wy; xy), so that (5.36) can be rewritten as

lim P(v;0) = B (5.37)

k—+4o0

Since v, € Cllo’f‘
argument, we can extract from (vg)ren @ subsequence, denoted by (v,(ck))keN that
converges with its first-order derivatives, uniformly on compact subsets of R"™.
Denote by v the limit function.

By the assumption (5.29) we have that

(R™), by the Ascoli-Arzela theorem together with a diagonal

F is relatively compact in C.%(R™) (5.38)
Thus ¢ € % and
P(#;0) = lim P 0) =P (5.39)
k—+4o00

by (5.37).
Consider now the set

U={zeR"|P(v;z) =P} (5.40)

from the continuity of P on R™ | U is closed and non empty since 0 € U. We will
prove that U is also open. Let zy € U, we observe that |Vi(zg)| # 0, otherwise
we would have

Py = P(0;20) = P(0(xg), Vo(z0)) = P(0(x),0) <0

against the assumption that Fy > 0.
By continuity, there exists 0 > 0 such that

_inf |V9| >0 and thus inf u(|Vo]) >0 (5.41)

Bs (o) Bs(wo)

and by Theorem 5.2.1 we conclude that
P(v;2) = Py in Bs(xo) (5.42)
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So U is open and it follows that U = R™ by connectedness.
On the other hand, since v is bounded it holds that there exists a sequence
(y1)1en in R™ such that
lim Vo(y,) =0 (5.43)
l—+00
By the boundedness of © we also have o(y;) = Uy — vy up to a subsequence
that we still denote as y;, and so we obtain

0.< Py = Jim P(i(3), Volu) = Plvo,0)

which contradicts the assumption P(s,0) < 0. Therefore Py < 0 and we conclude.
O

A direct consequence is a general gradient bound for fully nonlinear equations.

Corollary 5.3.1. Let u be an entire solution of
F(z,u, Vu, V*u) =0 (5.44)

that satisfy assumption (5.29) and F' satisfies the ellipticity condition (5.8). Consider
P = P(u,Vu) = A(|Vul|?) + B(u) is a P—function from Lemma 5.2.4 such that
B <0.
Then
Vul* < (u)

where W¥(s) = A~} (—B(s)) (5.45)

Similarly, if P is obtained from Lemma 5.2.3 and g < 0, we have |Vu|* < G(u),
where G = —g > 0.

Remark 5.3.6. Note that the condition P(u,0) < 0 can be removed. Consider
for example P = P(u, Vu) be a P—function of (5.30) such that the condition
P(u,0) <0 is not satisfied and set P(u, Vu) = P(u, Vu) — supg. P(u,0). Then P

is also a P—function of (5.30) and satisfies P(u,0) < 0. The only difference is that
the gradient bound in this case takes the form P(u(x), Vu(z)) < supg. P(u(x),0).
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5.3.1 Gradient Bound for entire solutions of Pucci’s equations

We denote as M~ and M™ as the Pucci’s extremal operators defined in (5.9). The
first application of Theorem 5.3.5 is the following.
Theorem 5.3.7. Let v : R” — R be an entire solution of

M= (V*u)=F'(u) , F>0 (5.46)

that satisfy assumption (5.29).
Consider the quantity

T=XA Y e A Y S, (5.47)

i<J, ek>0 x’xﬂ i<J, ek<0 xzx]
and assume R~ - I < 0.
Then | Fu)
9 u
— < 4
2|Vu| < (5.48)
Proof. We set in Lemma 5.2.4, A(t) = £, B(s) = =X\ and we calculate
F"(u) F'(u) ~ OM(V?u) (F"(u))?
J = A F// 2 -
e L e D
B (F’(u IOM(V?u)
= J = Z Diora, Uz;z,
Also we have the following,
616 — {(U’Lk) N Y Z. j . (549)
auxiwj QUZ Uj 9 1 # j

where vF

distinct).
Identity (5.49) is an algebraic fact and can be proved as follows. Let A be an
n X n symmetric matrix with eigenvalues e, and respective unit length eigenvectors

v¥,

is the unit length eigenvector of e (this identity holds since e are

A oF = et

= (dA)V" + A(dv*) = degv® + epdo®
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where d is a differential operator, say for example the partial derivative with respect
to the element a;; of A. Since v* is unit length, v*dv* = 1d(|v*?) =0, so

(V)T (dA)V" = dey,

since (vF)TA = e, (vF)T.

Thus,
S s AL Y A e, =
by er>0 4,5 ity er<0 14,5 b
A Z (Z lemj + Z 21) um1z1> +A Z (Z umzm] + Z 2U uxm]>
er>0 1#£j e,<0 1#]
(5.50)
by (5.49).

Also, (vF)T(V2u)v* = ey, since (v%)Tv* =1, so

ST (i) or (o Do)
i i#]

i i ex>0 ex<0 i#j
OM™(V?u)
;‘ZW nay =AY et A e
iLyj e >0 e <0
+A Z Z 20Fv uxﬂj +A Z Z ZUfUJ’?uxixj
e >0 i<j er<0 i<j
) dey, dey, / -
TVOEAD D Gt HA DD St = F@) 4 R
e >0 1<y wlxﬂ e <0 i<y xzx]
(5.51)
by (5.46) and (5.49).
Therefore,
(F'(u OM(V?u) F'(u)
J = Upz; = — R >0
Z au%% by b\
thus, by Lemma 5.2.4, we have that P(u,|Vu|?) = 3|Vu|?> — =¥ is a P—function
of (5.46).

In addition, P(u,0) = —@ < 0, therefore by Theorem 5.3.5 we conclude that

F(u)

) , Vo e R"

1
ZIVul? <
JIVuf? <
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Remark 5.3.8. (1) The gradient bound (5.48) also holds for the operator M*
with similar calculations by considering

T =\ Z Ty A Z . (5.52)

1<J, ek<0 $’m3 i<j, ek>0 xlx]

and assuming that RT - F” < 0.

(2) Note that in the case where A = A = 1, we have M~ = M* = Au and
R~ = R" =0, so the assumption R~F’ <0 (or R* - F’ < 0) is dismissed. In this
view, Theorem 5.3.7 can be seen as a generalization of the Modica inequality for
the Pucci’s operators.

We will now see that in two dimensions the quantity R~ is non positive, and
therefore the assumption R~ F’ < 0 can be relaxed.

Theorem 5.3.9. Let u : R2 — R be an entire solution of

M~ (V) = F'(u) (5.53)
that satisfy (5.29) and assume that F, F" > 0.
Then ) Fu)
9 u
— < 5.54
S < (5.54)

Proof. In the cases where e - e; > 0 we have that M~ = (A 4+ A)Au = F'(u) and
by setting A(t) = £ and B(s) = —@ in Lemma 5.2.4 we calculate J,

F'(u) (F"(u))?
4,
and thus the elliptic inequality for the P— function is satisfied.
So we consider the case where e; < 0 < ey. In this case e; and e; can be
written explicitly,
Au—+D i Au + D
e =— " and eg= ——
! 2 2 9 (5.55)
where D = (Au)® — 4det(Vu) = (ugp — tyy)* 4 4ul, > 0
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as solutions of the characteristic polynomial of the matrix (VZu).
Next, we can calculate explicitly R~ in Theorem 5.3.7.

_ 862 861
R = —uy, + A\—u,
auxy“ vt auxy“ 4
and
dey _  2ugy and des _ 20y,
Oy vD My VD
thus
».
R =20—-AN)—3£<0
(=42 <

147

and " > 0, therefore the condition R~F" < 0 is satisfied and by Theorem 5.3.7

above, we conclude that

A

1
ZIVul? <
IVl <

Note: The gradient bound in Theorem 5.3.9 also holds for M*(V2u) = F'(u) if

we assume that F'(u) < 0 (instead of F’ > 0).

5.3.2 Gradient Bounds for entire solutions by the Examples

of subsection 2.1

Next, we observe that in Example (2) above, for solutions of (5.22),

Pl vy = S5 2 [ VErar@ara i oo <o

(5.56)

satisfies P(u,0) < 0.

Therefore, we have
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Corollary 5.3.1. Let u be a smooth and bounded entire solution to

Au = f(u)
where f € CH*(R"™) and f(t)f'(t) <O0.

|v“|4 //Wszdy (5.58)

(5.57)

Then

Proof. By elliptic regularity theory (see [14]) we have that u € C**(R") and that
|Vu| is bounded in R™. It suffices to prove that P defined in (5.56) is a P—function
of (5.57) and then the conclusion is direct application of Theorem 5.3.5.

We have that P satisfies (5.23),

P(s,t) = ——2//\/7]‘"dz =—+q()

so P, =t>0fort>0, Py >0and p = Py(u,|Vul]?)|Vu|? = 1|Vul*.
Finally,

t*Pys(s,1%) + Pu(s,8%) f(s) + 2Pi(s, ") f'(s) = 2t f'(s) + 14" (s) + ¢'(5).f (s) = 0

since the above polynomial has zero discriminant. O

For Example (3), we have the following gradient bound

Corollary 5.3.2. Let u be a non negative entire solution of
F(|Vul|? — cu, V?u) = 0 (5.59)
that satisfy (5. 29) where F' satisfies the ellipticity condition (5.8) and assume

Z@] a;j Uz, < 7 for some ¢ > 0.

Then
Vul? < cu (5.60)
Proof. We have that the function
P(s,t)=t—cs
satisfy the condition (5.16) and also, P(u,0) = —cu < 0 since u is non negative

by assumption. Therefore we conclude by the Theorem 5.3.5. O
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The following gradient bound that we derive from Theorem 5.3.5, via Example
(4), is a quite more general form of the gradient bound in [4].

Corollary 5.3.3. Let u be an entire solution of
div(®'(|Vul*)Vu) = p(|Vul>) F'(u) , F >0 (5.61)

that satisfy assumption (5.29), with ®'(¢), p(¢t) > 0 and ®'(¢)+2tP"(t) > 0 ,Vt > 0.
Then
|Vul? < W(u) , where ¥(u) = Q '(2F (u))

and Q(t) = /0 W) :(z?;@”(y) a (5.62)

Proof. By Theorem 1 in [18], we have that P(u,|Vu|?) = Q(|Vul?) — 2F(u) is a
P—function of (5.61) with u(¢) > 0, Vt > 0 and satisfies P(u,0) < 0 since F' > 0.
Thus we apply Theorem 5.3.5 and we conclude. O

5.4 Rigidity results and properties of entire solutions
of fully nonlinear equations

In this section we will see that if an equation admits a P—function of the form
P = |Vu|?, then the solutions that satisfy assumption (5.29) are constant. As a
result we have a Liouville theorem for Pucci’s equations and special cases are some
of the well-known results of J. Serrin in [19].

In particular we have

Theorem 5.4.10. Let uw be an entire solution of
F(u, Vu, V?u) =0 (5.63)

that satisfy assumption (5.29) where F satisfies the condition (5.8) and assume
F, <.
Then u is a constant
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Proof. The proof of Theorem 5.4.10 is a consequence of Theorem 5.3.5 and Lemma
5.2.3 by considering P = |[Vul?. O

Remark 5.4.11. (1) If F = F(z,u, Vu, V?u) and assume in addition that V,F -
Vu < 0, then the conclusion of Theorem 5.4.10 still holds by Theorem 5.3.5 and
Lemma 5.2.3. Note also that Theorem 1, Theorem 6 and Theorem 8 in [19] are
recovered.

(2) We note that, in the special case where equation (5.63) takes the form

div(®'(|Vul*Vu) = f'(u) (5.64)
then the condition F,, < 0 reads f”(u) > 0 which implies stability of the solutions,

i.e. the second variation of the associated energy functional J(u) = [(5P(|Vul?)+
f(u))dx is non negative (see also Theorem 4.5 in [4]).

In addition, we have a Liouville-type result for Pucci’s equation as a direct
application of Theorem 5.4.10.

Corollary 5.4.1. Let u be an entire solution of
M~ (V) = F'(u) (5.65)

that satisfy (5.29) and assume that F”(u) > 0.
Then u is a constant.

Another consequence of Theorem 5.3.5 is the following Liouville-type result

Theorem 5.4.12. Let u be an entire solution of (5.30) that satisfies assumption
(5.29) and P is a P—function from 5.2.4 that satisfies P(u,0) < 0. If there exists
zo € R"™ such that B(u(zg)) = 0, then u = const. in R™.
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Proof. We argue as in the proof of Theorem 1.8 in [4] with slight modifications.
For the convenience of the reader we provide the details.
Suppose that B(u(zg)) = 0, let ug = u(xy) and consider the set

V = {z € R" | u(z) = uo) (5.66)

V is a closed set and by the assumption, non empty. Let x;y € V and consider
the function ¢(t) = u(xq + tw) — ug, where |w| = 1 is arbitrarily fixed. We have
|¢'(t)| = |Vu(x; + tw)|. By the gradient bound in Corollary 5.3.1 we have,

|Vul? < WU(u) , where ¥(s) = A~ (—=B(s)) (5.67)

Since ¥ € C*(R) and ¥ (ug) = 0, we have ¥(u) = O(Ju—1uo|?), as |u—wug| — 0. So,
we conclude from (5.67) that |¢/(t)| < C|é(t)| for ¢ small enough. Since ¢(0) = 0,
we must have ¢ = 0 on [0, d], for some § > 0. Thus V is open, which gives that
V =R" [

Also, we have a De Giorgi type property for solutions that attain the equality
at a point in the gradient bound obtained in Corollary 5.3.1.

Theorem 5.4.13. Let u be an entire solution of
F(u, Vu, V?u) = 0 (5.68)

that satisfy assumption (5.29) and let P = P(u, |Vu|?) be a P—function of (5.68)
obtained in Lemma 5.2.4 that satisfies P(u,0) < 0. If there exists o € R™ such
that

P(u(xo), |Vu(zo)*) =0 (5.69)

then there exists a function g : R — R such that

either w(z)=g(a-z+b), a € R" with |a| =1, ,b€R

5.70
or u(zx)=g(|lzr—2]|+c), 20€R" and c€ R (5.70)

Proof. By Corollary 5.3.1, we have that P(u, |Vu|?) < 0.
We begin by considering the set

 ={x €R" : P(u,|Vul?) =0} (5.71)
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4/ is closed and by the assumption & # (). We are going to prove that .7 is open.

Let xy € &7, if Vu(z,) = 0, we obtain by the form P(s,t) = A(t) + B(s) that
P(u(x1),0) = —B(u(x1)) = 0. By Theorem 5.4.12; we conclude that v = u(x;)
and Vu = 0 and hence P = 0.

On the other hand, if Vu(x;) # 0, we have infg; () |Vu| > 0 for some §; > 0
and by Theorem 5.2.1 we conclude that P(u, |Vu|?) = 0 in Bs, (z;) and therefore
o/ is open.

By connectedness, we have that </ = R", that is,

P(u,|Vu|*) =0 , Vo € R" (5.72)
and P, = A'(t) > 0, thus
Vul? =¥(u) , in R | where ¥(u) = A~ (—=B(u)) (5.73)

Now, if there exists zo € R™ such that ®(u(xs)) = 0, so |Vu(xs)| = 0, again by
Theorem 5.4.12 we have that u = u(xs).
If, on the other hand ¥(u(x)) >0 , Vx € R", we set

1

v=G(u) , where G'(s) = W (s) (5.74)

and |[Vo|*=1 in R"
Therefore, by the result in [3], we have that

either v(z) =a-2+0b , a € R" with |a| =1 and be R

(5.75)
or v(z)=|r—2|+c, 2eR" and ce R

So we conclude that

either wu(z)=g(a-x+0b) , a € R" with |a| =1, b€ R where g(s) = G (s)
or u(z)=g(z—20|4+¢c), 20€R" and c € R

(5.76)

[

Remark 5.4.14. Note that if v : 2 — R where €2 is an open and connected
domain in R” and P = P(u, |Vu|?) = A(|]Vu|?) + B(u) with A’ > 0 that attains its
maximum at a point then u will be a solution of the Eikonal equation |Vu|* = ¥(u).
If in addition u,, > 0 and consider F; = —*i by Proposition 2.1 in [11], the function

Uy,

F = (Fy,..., F,_1) will satisfy the Isobaric Euler equation.
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5.5 A Harnack-type inequality and Local Estimates
for the gradient

5.5.1 Estimates for Quasi-Linear equations

We will establish a Harnack inequality and local estimates for the gradient of
solutions to Quasi-linear equations in a domain 2 C R". Properties of entire
solutions for such equations have been studied in [4, 6, 9] among others. These
estimates can be extended for some fully nonlinear equations such as for the Monge-
Ampere equation.

Let u : 2 C R™ — R be a smooth solution of

div(®(|Vu|?)Vau) = f'(u) (5.77)

or equivalently,

Z aij(VU)uxixj = f/(U)

(5.78)
where Cl,l'j(O') = Q(I)//<|O_|2)O_Z'Uj -+ Cbl(’0|2)5ij
and we assume that a;; satisfy the ellipticity condition
011 <) ay&g; < OI¢P (5.79)
]
Some important examples are
(1) The p—Laplacian
div(|VulP?Vu) = f'(u) , for p>1 (5.80)
(2) The Allen-Cahn equation (for p = 2)
Au = f'(u) (5.81)
(3) The minimal surface equation
div(— )~ () (5.82)

V1+ |Vu|2)

Assume also that a;; € L*>(€2). First, we have Local Boundedness on the
gradient of solutions.
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Theorem 5.5.15. Let u : Q© C R” — R be a smooth solution of (5.77) and assume
(5.79). Suppose f"(u)|Vul* € L(Q) for some g > 2.
Then for any B C 2, any 0 <r < R and any p > 1

||vu| |%2P(BR)

2
Vel = =

+ R24| £ (w) [V ul?| | o) (5.83)

where C'= C(n, 0,0, p,q) is a positive constant.
In addition, if f” > 0, the assumption on f”(u)|Vu|? is dismissed and we have

C

2 2
Sup [Vu|® < WHVUHL?P(BR) (5.84)

Proof. Arguing as in Lemma 5.2.3 with ¢ = 0, we have

Z ;jPriw; > 20| Hes ul® + 2 Z iUy Uy i (5.85)

?:7j ?:7j7k

Differentiating (5.78) over xy, multiplying with u,, and summing over k,

Z(aijumx]‘)wkum = f”(u)‘vulz (586)
gk
i Oak
Now since -2 = 2% o have
aO'k 80’j
Z(aijuwkxi)xjuxk = f"(uw)|Vul®
gk
(5.87)
= Z aijua:kazia:juxk = f”(u>|vu|2 - Z(alj)$]u$kxluxk
gk gk
and thus (5.85) becomes
> (ai;Py,)s, > 20|Hes uf* + 2f"(u)| Vul? (5.88)

1,3

Finally, by the local boundedness for elliptic equations we conclude (see for example
Theorem 4.14 in [15]).

In the case where f” > 0 holds, we have that — »_, .(a;; Py, ).; < 0 and similarly
we have (5.84). O
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Additionally, a Harnack-type inequality is established with similar arguments.

Theorem 5.5.16. Let u : £ — R be a smooth solution of (5.77) and assume
(5.79). Suppose |Hes ul?, f"(u)|Vul* € L) for some ¢ > %. Then for any

Bpr C ) there holds that for any 0 <p < ~#5 and any 0 <n <7 <1

1

1 . _n
Cl+n [Vul*)r < inf |Vul? + R*"% ||Hes ul[Jayg,y + |17 (@)[ V|| oy
R™ Jprr Bnr "

(5.89)

where C' = C(n,p,q,0,0,n,7).
Moreover, if f” < 0, the assumption on f”(u)|Vu|? is dismissed and we have

1

1 . n
C(ﬁ /BTR |vu|2p)p S élslg ’vfu’Q —|— R2 p||H€S ul‘%gq(BR) (590)

Proof. As in the proof of Theorem 5.5.15, together with the ellipticity of a;; there
holds
> (@i Pr,)a, < 20|Hes uf” + 2" (u)|Vul (5.91)
.3
and by the Harnack inequality applied in P = |Vu|* we conclude (see for example
Theorem 4.15 in [15]).
If f7 <0, (5.91) becomes

— (@i P,)a, > —20|Hes uf’ (5.92)
i,

and similarly we conclude. O

5.5.2 Estimates for Fully-Nonlinear Elliptic equations

The local estimates and the Harnack-type inequality can be extended to fully
nonlinear elliptic equations. By Lemma 5.2.3 with ¢ = 0 or by Lemma 5.2.4
with B = 0, we can utilize the elliptic inequality (5.15) or (5.21) respectively and
assuming that F,,, € L*(f2), we can apply Local Estimates for subsolutions to
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general elliptic operators to the P—function and obtain similar local estimates for
the gradient of solutions to fully nonlinear equations.

So, we consider solutions of the equation
F(z,u, Vu, V*u) =0 (5.93)

where F' : 2 x R x R® x R — R is a continuous function and satisfies the
ellipticity condition (5.8). We denote F' = F(z,s,q,A) , F,, =

CA T
dg; " " Oay

In this subsection we will assume the bound

‘Faij

[ Fy,

<M (5.94)

We first establish a local pointwise estimate for the gradient of solutions.

Theorem 5.5.17. Let u :  — R be a smooth solution of (5.93) and assume
V.F -Vu <0and F,|Vu|* € L"(Q).
Then for any Byr C 2 and any p > 1

IVull7
sup [Vu|? < O[———2r(Br)

R
—||F, 2l 1n 5.95
u Bon[1/7 +AH (w) [V ul*||Ln (B, (5.95)

where C' = C(n,p, A\, A, M R?) is a positive constant.
In addition, if F, < 0, the assumption on F,(u)|Vu|? is dismissed and we have

C
sup |Vul? < ————||Vul[?,, 5.96
B}fl ’ = |BQR|1/p|| ||L (B2r) ( )

Proof. Set P = |Vu|?, by Lemma 5.2.3 and the assumption V,F - Vu < 0 we have

N " diyPre, + VFV,P > —2F,|Vu| (5.97)

2%

where d;; = Fy,;. That is
L P <2F,|Vul? (5.98)

Thus, by classical local pointwise estimates for subsolutions of elliptic equations
(see for example Theorem 9.20 in [14]) we obtain (5.95).
In the case where F,, < 0 we have L P < 0 and similarly we conclude. ]
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As in the previous subsection, we obtain the following Harnack estimate

Theorem 5.5.18. Let u : © — R be a smooth solution of (5.93). Assume
V.F-Vu>0,|Hesul? F,(u)|Vul|? € L"(Q).
Then for any Byr C €2 there holds that for any p > 1,
(5 [ IVuP?)3 < Ol I9ul? + Ll Hes ulfangy + 3 1F () VP o)
Bl Jbx = Vba A Lo (Bar) O\ br(Ber)
(5.99)
where C' = C'(n, p, \, A, M R?).

Moreover, if F, > 0, the assumption on F,(u)|Vu|? is dismissed and we have

1 l . R
(_\BR| ; Vul?)h < C(lélRf’Vu’?—l— I Hes ull2on (o) (5.100)
R

Proof. Set P = |Vu|>. We argue as in the proof of Lemma 5.2.3 and by the
assumption V,F - Vu > 0 to obtain

> dijPag, + VFV,P < —2F,|Vul® + 2A|Hes ul? (5.101)
2%

So, by the Harnack inequality for supersolutions of elliptic equations (see Theorem
9.22 in [14] for instance), we obtain (5.99).
If in addition F,, > 0, we have L P > —2A|Hesu|?, where L = — 7, . d;j0y,x; —
> Fy0x; and we conclude.
m

Last but not least, we have the following estimates for the Monge-Ampere
equation
Corollary 5.5.1. Let u : 2 — R be a smooth and convex solution of
det(V*u) = f(u, Vu) (5.102)

where f > 0 and assume |f,|, |adj’ (V?u);;] < M.
(1) If f, >0, then for any Bsr C € and any p > 1 we have

C

2 2

s;lqu] < Rn/p||Vu||L2p(32R) (5.103)
R
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(2) If f, <0 and |Hesu|* € L"(), then for any Bygr C Q and any p > 1 we have
1

( B

1Bzl /by,

where C' = C'(n,p, A\, A, M R?).

Proof. The proof (1) is a consequence of Theorem 5.5.17 and the proof of (2) is a

consequence of Theorem 5.5.18 and since aBTI;(A) = adjT(A);;, for F(A) = det(A)

by Jacobi’s formula. O]

1 . R

Note: If Q = R", the fact that |[Vu|? is a P—function of (5.102) in view
of Theorem 5.4.10 states that there is no solution of (5.102) that satisfies the
assumption (5.29). Indeed, if we assume that u is an entire solution of (5.102)
that satisfies (5.29), then by Theorem 5.4.10 we have that u is constant in R",
which contradicts the fact that it’s Hessian has positive determinant. We can
also see this as follows, if |Vul| is bounded in R", then Vu can not be a global
diffeomorphism and thus det(V?u) can not be strictly positive in R™.

5.6 Higher order nonlinear equations

In this last section, we will provide examples of P—functions for higher order
nonlinear equations and their applications. In particular, an analogous version of
Theorems 5.3.5 and 5.4.10, allow us to obtain properties and pointwise estimates of
entire solutions even in this case. Moreover, we establish local pointwise estimates
for nonlinear equations of order greater than two, through the mean value properties
of the P—functions or with analogous arguments to that of section 5, applied in
higher order equations. This method can be applied to many other classes of
higher order nonlinear equations.

We begin by stating the analogous Theorem 5.3.5 for equations of general order.

Assumption
u€ C™(R™) N L®R") , V™" luec CF(R™) for some o € (0,1)

5.105
and there exists C' > 0 such that |V'u|<C ,1=1,..,m— 1. ( )
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Theorem 5.6.19. Let u be an entire solution or subsolution of
F(z,u,Vu,..,.V™u) =0 (5.106)

that satisfies assumption (5.105) and let P = P(u,..., V™" 'u) = P(u;z) be a
P—function of (5.106) such that one of the following holds:
(i) = p(g(V¥u)) for some g : R™ - R, g(z) >0,Vz#0, ¢((0,...,0)) =0,
pu(t) >0,Vt>0and Plu;x) <0, when VFu = (0,...,0) , k€ {1,....m — 1},
(i) pu = p(g(VFu)) for some g : R™ =R, g(2) >0,Yz#0, ¢((0,...,0)) =0,
put)>0,Vt>0, Plu;z) <0, when Viu=(0,...,0) , k#1, k,le{l,...m—1}
and g(V*u) >0,V z € R™.

Then P(u,...,V"™ lu) <0 Vz € R™

Proof. The proof is similar to that of Theorem 5.3.5 with minor modifications. [

We now provide the generalization of Theorem 5.4.10 in the higher order case.

Theorem 5.6.20. Let u be an entire solution of
F(z,u,Vu,..,.V™u) =0 (5.107)
and let P = P(u,..., V™" 'u) = P(u;x) be a P—function of (5.106) such that

1= p(g(V*u)) for some g : R - R, g(2) >0,Yz#£0, ¢((0,...,0)) =0, u(t) >
0,Vt>0and

P = H(V*u) , where H : R" — [0, +00)

) (5.108)
and {H=0}={0eR"} ,ke{l,..m—1}
Then V¥~ 14 is a constant.

Proof. The proof is direct consequence of Theorem 5.6.19 since P = H(V*u) =0
when V*u vanish which gives P = 0 in R". O
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5.6.1 Local and Global Pointwise estimates

The arguments of section 5, can be applied for higher order nonlinear equations.
In this case, we extract local and global estimates for higher order of derivatives
of u, such as for the Laplacian.

Proposition 5.6.21. Let u : Q2 — R be a smooth and convex subsolution of
A*u — F(z,u, Vu, V?u, V?u) =0 , with F >0 (5.109)

Then for any B C 2, any 0 < r < R and any p > 1,

C
2 2
S};})(AU) < m||AU||L2p(BR) (5.110)
where C' = C(n, p).
Proof.
P,, = 2AulAu,,
Py.v, = 2(Auy,)? + 2AuA Uy, (5.111)

= AP = 2|VAu|* + 2Aul?u > 2|VAu|? + FAu > 0

Therefore, by classical estimates for subsolutions of elliptic equations he conclude
(see for example Theorem 4.14 in [15]). O

Furthermore, we give some examples of P—functions of the form P = P(u, |Vu|, Au)
related to forth order nonlinear equations together with applications.

Proposition 5.6.22. Let u be a smooth solution of

a(Au)[|VulPA%u — Au(Vu - VAu)] = b(u)|Vul*

5.112
where a,b :R —R and a >0, a >0 ( )

and set P(s,t) = A(t) — B(s) such that A’ = a and B” = b.
Then P = P(u, Au) = A(Au) — B(u) is a P—function of (5.112).
In addition, if u satisfies (5.105) with m =4, B(u) > 0 and u,, > 0, then

Au<T(u) VzeR", where I'(u) = A (B(u)). (5.113)
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Proof. We have
P,, = Pu,, + PAu,, (5.114)

and so,

Au(VP - Vu) = P|Vul|*Au + PtAuZ U, Ay,

i=1

: (5.115)
& —B'(u)|Vu*Au = Au(VP - Vu) — A’(Au)AuZumAuxi

i=1
on the other hand we have

P$L$Z = Pssuii + 2PstuxiAuJ:i + Ptt(Auzi)Q + Psuariari + PtAua:LJ:Z
= AP = (=B"(u))|Vul* + A"(Au) > (Au,,)* — B'(u)Au + A'(Au) A%y
i=1
(5.116)
and by (5.115) and the assumptions of A and B, (5.116) becomes

|VulPAP — Au(VP - Vu) > a(Au)[|Vul*A*u — Au(Vu - VAuU)] — b(u)|Vul* =0
(5.117)

For the bound of the Laplacian, we have P(u,0) = —B(u) < 0 and u = |Vu|* >

0 Va € R" since u,, > 0, so the assumption (i) in Theorem 5.6.19 is satisfied and
we conclude. O

Proposition 5.6.23. Let u be a smooth solution of

|Hes ul* = F(u, |Vu|?, Au) + gAQU

where F:R® — R is such that F(s,t,w) >

(5.118)

w?.

DN | —

Then P = P(u, |Vul?, Au) = |Vu|? — uAu is a P—function of (5.120).
In addition, if u is non negative, convex solution of (5.120) that satisfies assumption
(5.105), then
Vul* <uAu , VzeR™ (5.119)

Proof. We have that

n
P, =2 E Uy Ug;z; — Uz, AU — UAU,

j=1
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and
AP =2|Hes u|* + 2VuVAu — (Au)? — 2VuVAu — ul’u
so by (5.120),

AP = 2F (u, |Vu|?, Au) — (Au)* > 0

For the gradient bound we see that P(u,0,Au) = —uAu < 0 since u is non
negative and convex, so the assumption (i) of Theorem 5.6.19 is satisfied and we
conclude. ]

As a result, we have the following pointwise estimate

Corollary 5.6.1. Let u: By C R” — R be a smooth solution of

|Hes u|® = F(u, |Vul?, Au) + gAzu
(5.120)

where F :R® — Ris such that F(s,t,w) > ~w?.

N —

Then

Vu(z)|* = u(z)Au(z) < C(lJullm sy + [|Aullr2s,) |

(5.121)
Vee Bi={yeR" : |yl <1}, and C depends only on n.

Proof. By Proposition 5.6.23, we have that P = |Vu|*> — uAu = P(u;x) is
subharmonic. Therefore we have

1

Plu;z) < ———— P(u;y)dy , ¥ B(x,r) C By (5.122)
’B(l’,?”” B(z,r)
Also, P < [Vul* + (u? + (Au)?).
So,
| Py < lullipen + |80l ¥ Blar) € Be (5129
B(z,r)

Thus, for any x € B; (since B(x,1) C Bsy), we have

1
P(u;z) < E(HUHH%BQ) + [|Aul|g2(B,)) (5.124)
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Remark 5.6.24. Note that if F(u,|Vu|?, Au) = 1(Au)?, we have a reduction of
order result, that is, if v is a smooth and bounded entire solution of

2|Hes ul* = (Au)? + uA’u (5.125)

such that Vu, Au € L®(R"™), then u satisfies uAu = |Vu|? + ¢ for some ¢ € R.
We can see this from the proof of Proposition 5.6.23, where P = |Vu|?> — uAu
will be harmonic for this particular equation. Also, |P| < M for some M =
M (||u]| oo (mny, || V|| oo mny, || Al | Loo(mn)) > 0 and thus P =constant.

A special case of Corollary 5.6.1 is the following estimate

Corollary 5.6.1. Let u : By C R? — R be a smooth solution of

det(V?u) = G(u, |Vul*) — Y A2y
(V) = Glu, [Vuf) - & 5190
where G : R* — [0, +00)

Then
Vu(@)P = u(e)Aa(a) < Ofullmsy + 1Aullisy)  (5.127)

1
Proof. We write det(V?u) = 5((Au)2 —|Hesu|?) since u is defined a domain in the

plane and then the proof is a consequence of Corollary 5.6.1 for F' = G(u, |Vu|?) +
(Au)? , G >0. O

5.6.2 A Liouville theorem and a De Giorgi-type property

A direct consequence of Theorem 5.6.20 is the following

Corollary 5.6.2. Let u be a convex entire subsolution of
Z ai;(z,u, Vu, V2u, V) Ay, — F(z,u, Vu, V2, Vu) = 0 (5.128)
2

that satisfies assumption (5.105) with m = 4 and assume a;; satisfy the ellipticity

condition (5.8) and F' > 0.
Then v is constant.
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Proof. Consider P = P(u,Vu,Au) = (Au)? so as in the proof of Proposition
5.6.21 we calculate

Prio; = 28Up; Aty + 20Uy 4,
= Zaijpmj > 2\ VAul> + FAu > 0 (5.129)

2
and P(u,Vu,0) = 0 with u = 1, so by Theorem 5.6.20 we obtain Au = 0 in R"
and w is bounded by (5.105), so u is constant. O

Finally, we have a De Giorgi-type property

Proposition 5.6.25. Let u : R? — R be a smooth and bounded solution of
F(u, Vu, V?u, Viu, Vi) = 0 (5.130)

such that u, > 0 and assume P = P(u, Au) is a P—function of (5.130), such that
P >0
(P = P(s,t)) with p = pu(|Vul), u(t) >0, Vt>D0.

If there exists xyp € R? such that

P(u(xo), Au(zg)) = SI}k}"p P(u, Au) < 400 (5.131)

then there exists a function g : R — R such that
uw(z) = glax +by) , for a,beR (5.132)

Proof. Arguing as in the proof of Theorem 5.4.13 we obtain that
P(u,Au) = ¢y , where ¢q = sup P(u, Au) (5.133)
R

since P, > 0 we have
Au= f(u) , forsome f:R—R (5.134)

and u is bounded entire solution of (5.134) such that u, > 0.
Therefore, by Theorem 1.1 in [12], we conclude that

u(z) = glax +by) , forsome g: R — R (5.135)
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5.7 Appendix A: Some additional examples of
P—functions and their gradient bounds

(1) The following example can be found in [17]. Let u be a solution of

Au = u(k|Vul® + de=)

pok A (kre) 4 5.136
and let P(s,t) = ‘ 2 TR b7 | )
te’s” — \g2 , k= —c

Then P = P(u, |Vu|?) is a P—function of (5.136).
Corollary 5.7.1. Let u be an entire solution of
Au = u(k|Vul* + de) (5.137)

that satisfy (5.29).

Then ,
— A emeu if \(k <0
V< § RS0 (7+ ) (5.138)
Aue ,if k=—cand A >0
Proof. By [17], we have that
t —ks? A —5%(k+c) k _
Pls,t)=4°¢ , TErC k7 e (5.139)
te®s” — \s? , k=—c

is a P—function of (5.137) with u(t) > 0, V¢ > 0 and P(s,0) < 0 in both cases
since either A\(k 4+ c¢) < 0 or k = —c and A > 0. Therefore by Theorem 5.3.5
we conclude that P(u,|Vul?) < 0 Vzr € R" and we obtain the gradient bound
(5.138). O
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Remark 5.7.26. For A\ = 0, Corollary 5.7.1 says that |Vu| = 0 and thus u
is a constant. That is a Liouville-type result and can also be obtained either
as an application of Theorem 5.63 or by Liouville’s theorem by setting v =
g(u) , where g¢g(z fo #*dz and then Av = 0 and v is bounded since u is
bounded.

(2) Consider the equation

div(|Vul*Vu) = f'(u) (5.140)

where f is such that f > 0 and f” <0.

This is a quasi-linear equation of the form (5.77) with ®(¢) = ¢*. In view of
Theorem 5.4.10, the assumption f” < 0 is reasonable since the entire solutions
would be constant in the case where f” > 0.

By Lemma 5.2.4 we have that
2 2 O
P(u, |Vul|?) = |Vul|* — Xf(u) (5.141)

is a P—function of (5.140), where A is the ellipticity constant.
Indeed, we calculate J in (5.16) with A(t) = ¢, B(s) = =S f(u)

T = B (@) + 20 @)Vl + B (1) 3 G2t
1,7,k
FBY) Y 0 (g, + 5 (B0
5] a ;
> () [Vl = 570 3 S (V) — 3 (@) + (@)

Jdo
.7,k k

where a;; = 40;0; + 2|0|?*d;; as defined in (5.78).
Therefore we have

0

36; = 40,0 + 400 + 40105
k

Z 0, 94y (V) Uy, Us,z, = 2 (1)

4,5,k

So,
J > —4f"(uw)|Vul* >0
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since f” < 0.
In addition, P(u,0) = —% f(u) <0, since f is non negative. Thus, by Theorem
5.3.5 we obtain the bound

Corollary 5.7.1. Let u be an entire solution of
div(|Vul*Vu) = f'(u) (5.143)

that satisfy (5.29), where f is such that f > 0 and f” <0.
Then

|Vul? < gf(u) (5.144)
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Chapter 6

On the Stability and Convergence
of Physics Informed Neural
Networks

Abstract

Physics Informed Neural Networks is a numerical method which uses neural networks
to approximate solutions of partial differential equations. It has received a lot of
attention and is currently used in numerous physical and engineering problems.
The mathematical understanding of these methods is limited, and in particular, it
seems that, a consistent notion of stability is missing. Towards addressing this issue
we consider model problems of partial differential equations, namely linear elliptic
and parabolic PDEs. We consider problems with different stability properties, and
problems with time discrete training. Motivated by tools of nonlinear calculus of
variations we systematically show that coercivity of the energies and associated
compactness provide the right framework for stability. For time discrete training
we show that if these properties fail to hold then methods may become unstable.
Furthermore, using tools of I'—convergence we provide new convergence results
for weak solutions by only requiring that the neural network spaces are chosen to
have suitable approximation properties.

171
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6.1 Introduction

6.1.1 PDEs and Neural Networks

In this work we consider model problems of partial differential equations (PDEs)
approximated by deep neural learning (DNN) algorithms. In particular we focus
on linear elliptic and parabolic PDEs and Physics Informed Neural Networks, i.e.,
algorithms where the discretisation is based on the minimisation of the L? norm
of the residual over a set of neural networks with a given architecture. Standard
tools of numerical analysis assessing the quality and performance of an algorithm
are based on the notions of stability and approximability. Typically, in problems
arising in scientific applications another important algorithmic characteristic is the
preservation of key qualitative properties of the simulating system at the discrete
level. In important classes of problems, stability and structural consistency are
often linked. Our aim is to introduce a novel notion of stability for the above DNN
algorithms approximating solutions of PDEs. In addition, we show convergence
provided that the set of DNNs has the right approximability properties and the
training of the algorithm produces stable approximations.

In the area of machine learning for models described by partial differential
equations, at present, there is intense activity at multiple fronts: developing new
methods for solving differential equations using neural networks, designing special
neural architectures to approximate families of differential operators (operator
learning), combination of statistical and machine learning techniques for related
problems in uncertainty quantification and statistical functional inference. Despite
the progress at all these problems in the last years, basic mathematical, and hence
algorithmical, understanding is still under development.

Partial Differential Equations (PDEs) has been proven an area of very important
impact in science and engineering, not only because many physical models are
described by PDEs, but crucially, methods and techniques developed in this field
contributed to the scientific development in several areas where very few scientists
would have guessed as possible. Numerical solution of PDEs utilising neural
networks is at an early stage and has received a lot of attention. Such methods
have significantly different characteristics compared to more traditional methods,
and have been proved quite effective, e.g., in solving problems in high-dimensions,
or when methods combining statistical approaches and PDEs are needed. Physics
Informed Neural Networks is one of the most successful numerical methods which
uses neural networks to approximate solutions of PDEs, see e.g., [39], [33]. Residual
based methods were considered in [29], [6], [40], [46] and their references. Other
neural network methods for differential equations and related problems include,
for example, [41], [18], [27], [48], [12], [20], [23]. The term Physics Informed
Neural Networks was introduced in the highly influential paper [39]. It was then
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used extensively in numerous physical and engineering problems; for a broader
perspective of the related methodologies and the importance of the NN methods
for scientific applications, see e.g., [26]. Despite progress at some fronts, see [46],
(3], [44], [45], [35, 36], the mathematical understanding of these methods is limited.
In particular, it seems that, a consistent notion of stability is missing. Stability is
an essential tool, in a priori error analysis and convergence of the algorithms, [30].
It provides valuable information for fixed values of the discretisation parameters,
i.e., in the pre-asymptotic regime, and it is well known that unstable methods
have poor algorithmic performance. On the other hand, stability is a problem
dependent notion and not always easy to identify. Towards addressing this issue
we consider model problems of partial differential equations, namely linear elliptic
and parabolic PDEs. We consider PDEs with different stability properties, and
parabolic problems with time discrete training. Since, apparently, the training
procedure influences the behaviour of the method in an essential manner, but,
on the other hand, complicates the analysis considerably, we have chosen as a
first step in this work to consider time discrete only training. Motivated by tools
of nonlinear calculus of variations we systematically show that coercivity of the
energies and associated compactness provide the right framework for stability. For
time discrete training we show that if these properties fail to hold then methods
become unstable and it seems that they do not converge. Furthermore, using tools
of I'—convergence we provide new convergence results for weak solutions by only
requiring that the neural network spaces are chosen to have suitable approximation
properties.

6.1.2 Model problems and their Machine Learning approximations

In this work we consider linear elliptic and parabolic PDEs. To fix notation, we
consider simple boundary value problems of the form,

{Lu:f in {2

Nl
u=0 on 02 (6.1)

where v : 2 C R? — R, Q is an open, bounded set with smooth enough boundary,
f € L?(Q) and L a self-adjoint elliptic operator of the form

Lu .= — Z (aijuxi)x_ + cu

1<i,j<d

where Zaij(:p)figj > 0|¢|* for any x € Q and any £ € R™, for some 6 > 0
1,J

(6.2)
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also, a;; = a;; € C1(Q), b;, ¢ € L=() and hence bounded in Q. Further assumptions
on L will be discussed in the next sections. Dirichlet boundary conditions were
selected for simplicity. The results of this work can be extended to other boundary
conditions with appropriate technical modifications.

We shall study the corresponding parabolic problem as well. We use the
compact notation Qp = Q x (0,7], 0Qr = 92 x (0, T] for some fixed time 7" > 0.
We consider the initial-boundary value problem

us+ Lu=f, in Qp,
u=0, on 99 x (0,7, (6.3)

u=u’, in Q,

where f € L*(Qr), v° € H}(Q) and L is as in (6.2). In the sequel we shall use
the compact operator notation .Z for either u; + Lu or Lu for the parabolic or the
elliptic case correspondingly. The associated energies used will be the L?—residuals

E(v) :/ | Lv — f|*dT + u/ ]v—u0\2dx+7'/ lv[*dS (6.4)
op Q o0

defined over smooth enough functions and domains 2p being Qr or  (with
measures dT ) for the parabolic or the elliptic case correspondingly. Clearly, the
coefficient > 0 of the initial condition is set to zero in the elliptic case.

It is typical to consider regularised versions of £(v) as well. Such functionals
have the form

Ereg(v) = E(v) + AT (v), (6.5)

where the regularisation parameter A = A, > 0 is in principle small and J(v) is
an appropriate functional (often a power of a semi-norm) reflecting the qualitative
properties of the regularisation. The formulation of the method extends naturally
to nonlinear versions of the generic operator Zv — f, whereby in principle both
% and f might depend on v.

6.1.3 Discrete Spaces generated by Neural Networks

We consider functions ug defined through neural networks. Notice that the structure
described is indicative and it is presented in order of fix ideas. Our results do not
depend on particular neural network architectures but only on their approximation
ability. A deep neural network maps every point T € {2p to a number uy(T) € R,
through

up(T) =Crooco0Cp_y---000C(T) VT € p. (6.6)

The process
Cr =Croc0Cp_1---000(C] (6.7)
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is in principle a map Cy, : R™ — R™': in our particular application, m = d (elliptic
case) or m = d + 1 (parabolic case) and m’ = 1. The map Cy, is a neural network
with L layers and activation function o. Notice that to define uy(Z) for all 7 € 2p
we use the same Cr, thus ug(-) = Cr(+). Any such map Cy, is characterised by the
intermediate (hidden) layers Cj, which are affine maps of the form

Cry = Wiy + by, where W), € R&+1%dk p c Ré+1, (6.8)

Here the dimensions dj, may vary with each layer k£ and o(y) denotes the vector with
the same number of components as y, where o(y); = o(y;) . The index 0 represents
collectively all the parameters of the network Cr, namely Wy, by, k= 1,..., L. The
set of all networks Cy, with a given structure (fixed L,dy,k = 1,..., L) of the form
(6.6), (6.8) is called N. The total dimension (total number of degrees of freedom)
of N, is dim N = 31 diy1(dy + 1) . We now define the space of functions

Viv = {ug : 2p — R, where uy(T) = CL(T), for some C;, € N' }. (6.9)
It is important to observe that V) is not a linear space. We denote by
O = {9 Uy € VN} (610)

Clearly, © is a linear subspace of R4™V

6.1.4 Discrete minimisation on V),

Physics Informed Neural networks are based on the minimisation of residual-type
functionals of the form (6.5) over the discrete set Vi :

Definition 6.1.7. Assume that the problem

min &(v) (6.11)

veEVN
has a solution v* € V). We call v* a deep-V)y minimiser of £ .

A key difficulty in studying this problem lies on the fact that V) is not a
linear space. Computationally, this problem can be equivalently formulated as a
minimisation problem in R¥™V by considering 6 as the parameter vector to be
identified through

Ieréiél E(uyp). (6.12)

Notice that although (6.12) is well defined as a discrete minimisation problem, in
general, this is non-convex with respect to € even though the functional £(v) is
convex with respect to v. This is the source of one of the main technical difficulties
in machine learning algorithms.
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6.1.5 Time discrete Training

To implement such a scheme we shall need computable discrete versions of the
energy &£(ug). This can be achieved through different ways. A common way to
achieve this is to use appropriate quadrature for integrals over (2p (Training
through quadrature). Just to fix ideas such a quadrature requires a set K} of
discrete points z € K} and corresponding nonnegative weights w, such that

S wglz)~ /Q o(7) dz. (6.13)

z€Kp,

Then one can define the discrete functional

Eon(g) = Y w:|Lv(z) = f(2)] . (6.14)

zeKp

In the case of the parabolic problem a similar treatment should be done for the term
corresponding to the initial condition [, [v—u°|*dx . Notice that both deterministic
and probabilistic (Monte-Carlo, Quasi-Monte-Carlo) quadrature rules are possible,
yielding different final algorithms. In this work we shall not consider in detail
the influence of the quadrature (and hence of the training) to the stability and
convergence of the algorithms. This requires a much more involved technical
analysis and it will be the subject of future research. However, it will be instrumental
for studying the notion of stability introduced herein, to consider a hybrid algorithm
where quadrature (and discretisation) is applied only to the time variable of the
parabolic problem. This approach is instrumental in the design and analysis of
time-discrete methods for evolution problems, and we believe that it is quite useful
in the present setting.

To apply a quadrature in the time integral only we proceed as follows: Let
0=1t" <t <... <tV =T define a partition of [0,7] and I, := (t" 1",
k, := t" —t"~'. We shall denote by v™(-) and f™(-) the values v(-, ™) and f(-, ™).
Then we define the discrete in time quadrature by

S kag(t") / o(t) dt. (6.15)

We proceed to define the time-discrete version of the functional (6.5) as follows

N n _ ,n—1
Grie(v) = Z ky, ‘lJer”—f"‘Q dz + [ |[v—u’de (6.16)
n=1 Q kn Q

We shall study the stability and convergence properties of the minimisers of the
problems:

min G 15(v) . (6.17)

vEV)N
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It will be interesting to consider a seemingly similar (from the point of view of
quadrature and approximation) discrete functional:

N

n __ ,n—1
Grop(v) = kn /Q |% + Lo" = P da U/Q lv —u’2dz, (6.18)
n=1 n

and compare its properties to the functional Gy g, and the corresponding Vi,
minimisers.

6.2 Our results

In this section we discuss our main contributions. Our goal is twofold: to suggest
a consistent notion of stability and a corresponding convergence framework for the
methods considered.

Equi-Coercivity and Stability.

Equi-Coercivity is a key notion in the ['—convergence analysis which drives compactness
and the convergence of minimisers of the approximate functionals. Especially, in

the case of discrete functionals (denoted below by &, ¢ stands for a discretisation
parameter) stability is a prerequisite for compactness and convergence. Our analysis

is driven by two key properties which are roughly stated as follows:

[S1] If energies & are uniformly bounded
Eolug] < C,
then there exists a constant C; > 0 and /—dependent norms V; such that

[uellv, < Ch. (6.19)

[S2] Uniformly bounded sequences in ||uy||y, have convergent subsequences in H,

where H is a normed space (typically a Sobolev space) which depends on the form
of the discrete energy considered. Property [S1] requires that &[v,] is coercive with
respect to (possibly ¢-dependent) norms (or semi-norms). Further, [S2], implies
that, although || - ||y, are ¢-dependent, they should be such that, from uniformly
bounded sequences in these norms, it is possible to extract convergent subsequences
in a weaker topology (induced by the space H).
We argue that these properties provide the right framework for stability. Although,

in principle, the use of discrete norms is motivated from a nonlinear theory, [21],
[9], [22], in order to focus on ideas rather than on technical tools, we started
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our study in this work on simple linear problems. To this end, we consider four
different problems, where [S1] and [S2] are relevant: Two elliptic problems with
distinct regularity properties: namely elliptic operators posed on convex and non-
convex Lipschitz domains. In addition, we study linear parabolic problems and
their time-discrete only version. The last example highlights that training is a
key factor in algorithmic design, since it influences not only the accuracy, but
crucially, the stability properties of the algorithm. In fact, we provide evidence
that functionals related to time discrete training of the form (6.87), which fail to
satisfy the stability criteria [S1] and [S2], produce approximations with unstable
behaviour.

Section 3 is devoted to elliptic problems and Section 4 to parabolic. In Section
3.1 and Section 3.2 we consider the same elliptic operator but posed on convex
and non-convex Lipschitz domains respectively. It is interesting to compare the
corresponding stability results, Propositions 6.3.2 and 6.3.6 where in the second
case the stability is in a weaker norm as expected. Similar considerations apply to
the continuous formulation (without training) of the parabolic problem, Proposition
6.4.9. Here an interesting feature appears to be that a maximal regularity estimate
is required for the parabolic problem. In the case of time-discrete training, Proposition
6.4.12, [S1] holds with an /— dependent norm. Again it is interesting to observe
that a discrete maximal regularity estimate is required in the proof of Proposition
6.4.12. Although we do not use previous results, it is interesting to compare to
(28], [31], [2].

Let us mention that for simplicity in the exposition we assume that the discrete
energies are defined on spaces where homogenous Dirichlet conditions are satisfied.
This is done only to highlight the ideas presented herein without extra technical
complications. It is clear that all results can be extended when these conditions
are imposed weakly through the loss functional. It is interesting to note, that in
certain cases, however, the choice of the form of the boundary terms in the discrete
functional might affect how strong is the norm of the underlined space H in [S1],
[S2], see Remark 6.3.3.

Convergence — liminf — limsup framework.

We show convergence of the discrete minimisers to the solutions of the underlined
PDE under minimal regularity assumptions. For certain cases, see Theorem 6.3.4
for example, it is possible by utilising the stability of the energies and the linearity
of the problem, to show direct bounds for the errors and convergence. This
is in particular doable in the absence of training. In the case of regularised
fuctionals, or when time discrete training is considered one has to use the liminf-
limsup framework of De Giorgi, see Section 2.3.4 of [14], and e.g., [10], used
in the I'—convergence of functionals arising in non-linear PDEs, see Theorems
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6.3.5, 6.3.8, (regularised functionals) and Theorem 6.4.13 (time-discrete training).
These results show that stable functionals in the sense of [S1], [S2], yield neural
network approximations converging to the weak solutions of the PDEs, under no
extra assumptions. This analytical framework combined with the stability notion
introduced above provides a consistent and flexible toolbox, for analysing neural
network approximations to PDEs. It can be extended to various other, possibly
nonlinear, problems. Furthermore, it provides a clear connection to PDE well
posedness and discrete stability when training is taking place.

Previous works.

Previous works on the analysis of methods based on residual minimisation over
neural network spaces for PDEs include [46], [3], [44], [45], [35], [25], [36]. In
[46] convergence was established for smooth enough classical solutions of a class of
nonlinear parabolic PDEs, without considering training of the functional. Convergence
results, under assumptions on the discrete minimisers or the NN space, when
Monte-Carlo training was considered, were derived in [44], [45], [25]. In addition,
in [45], continuous stability of certain linear operators is used in the analysis. The
results of [3], [35], [36] were based on estimates where the bounds are dependent
on the discrete minimisers and their derivatives. These bounds imply convergence
only under the assumption that these functions are uniformly bounded in appropriate
Sobolev norms. The results in [25] with deterministic training, are related, in the
sense that they are applicable to NN spaces where by construction high-order
derivatives are uniformly bounded in appropriate norms. Conceptually related
is the recent work on Variational PINNs (the residuals are evaluated in a weak-
variational sense), [8], where the role of quadrature was proven crucial in the
analysis of the method.

As mentioned, part of the analysis is based on I'-convergence arguments. I'-
convergence is a very natural framework which is used in nonlinear energy minimisation.
In [37] I'-convergence was used in the analysis of deep Ritz methods without
training. In the recent work [32], the liminf —limsup framework was used in
general machine learning algorithms with probabilistic training to derive convergence
results for global and local discrete minimisers. For recent applications to computational
methods where the discrete energies are rather involved, see [5], [21], [9], [22].

It seems that these analytical tools coming from nonlinear PDEs provide very
useful insight in the present neural network setting, while standard linear theory
arguments are rarely applicable due to the nonlinear character of the spaces V.
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6.3 Elliptic problems

We consider the problem

Lu=f (6.20)

where u : © € R — R, Q is an open, bounded set with Lipschitz boundary,
f € L*) and L the elliptic operator as in (6.2).
For smooth enough v now define the energy as follows

E(v) :/Q|Lv—f|2dx—|—/aﬂ lv|? d (6.21)

Define now the linear space Hy = {v € H*(Q2) : Lv € L*(Q2) }. We consider now
the minimisation problem:

min &(u) . (6.22)

u€EHy,

We show next that the (unique) solution of (6.22) is the weak solution of the PDE
(6.20). The Euler-Lagrange equations for (6.22) are

/(Lu—f)Lv dm+/ uvdr =0 forall v e Hy . (6.23)
Q o9

Let w € H}(Q) be given but arbitrary. Consider ¥ to be the solution of Lt = w
with zero boundary conditions. Hence o € HZ(2). Then there holds,

/(Lu—f)wd$+/ uﬁdx:/(Lu—f)w dz =0 for all w € Hy(Q).
Q 0 0

’ (6.24)
Hence, Lu = f in the sense of distributions. We turn now to (6.23) and observe
that f 80 wvdzr = 0 for all v € H; . We conclude therefore that © = 0 on 952 and
the claim is proved.

In this section we assume that if we select the networks appropriately, as we
increase their complexity we may approximate any w in H? . To this end, we select
a sequence of spaces Vj as follows: for each ¢ € N we correspond a DNN space
Vi, which is denoted by V; with the following property: For each w € HZ()) there
exists a w, € V, such that,

|lwe — w2 < Be(w), and Sy (w) -0, {— o0. (6.25)
If in addition, w € H™(Q) N HZ(Q) is in higher order Sobolev space then

lwe = wllze) < Bellwllgme), — and B =0, £— oo. (6.26)
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We do not need specific rates for 3, but only the fact that the right-hand side
of (6.26) has an explicit dependence of Sobolev norms of w. This assumption is
a reasonable one in view of the available approximation results of neural network
spaces, see for example [48], [13, 24, 43, 16, 7], and their references.

Remark 6.3.1. Due to higher regularity needed by the loss functional one has to
use smooth enough activation functions, such as tanh or ReLU*, that is, o(y) =
(max{0,y})*, see e.g., [48], [15]. In general, the available results so far do not
provide enough information on specific architectures required to achieve specific
bounds with rates. Since the issue of the approximation properties is an important
but independent problem, we have chosen to require minimal assumptions which
can be used to prove convergence.

6.3.1 Convex domains

Next, we study first the case where elliptic regularity bounds hold. Consider the
sequence of energies

Eo(ug) = (6.27)

5(Ug) , up €V, ﬂHg(Q)
+o0o0 , otherwise

where V; are chosen to satisfy (6.25).

Stability
Now we have equicoercivity of & as a corollary of the following result.

Proposition 6.3.2 (Stability/Equi-coercivity). Assume that € is convex. Let
(ug) be a sequence of functions in V; such that for a constant C' > 0 independent
of ¢, it holds that

&(W) S C. (628)

Then there exists a constant C; > 0 such that

el 2g0) < Cr (6.29)

Proof. Since &(u;) < C, from the definition of &, it holds that E(uy) < C. We
have that

E(u) = /Q(|Lu\2 Cof Lu+ |f)de < C. (6.30)
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From Holder’s inequality we have, since f € L*(f2),
|[Lul|r2(q) < Ch. (6.31)

Finally, since u|so = 0, by the global elliptic regularity in H? theorem (see Theorem
4, p.334 in [19]) we have

lullz2@) < Col[Lul|z20) + [lull2@) (6.32)

where Cy depends only on 2 and the coefficients of L. Now since 0 ¢ ¥ (X is the
spectrum of L), by Theorem 6 in [19] (p.324), we have

[ull 20y < Csl|Lul|r2o) (6.33)

where C3 depends only on  and the coefficients of L. Thus by (6.31), (6.32) and
(6.33) we conclude

[[ull 20y < € (6.34)
L]

Remark 6.3.3 (Boundary loss). As mentioned in the introduction, in order
to avoid the involved technical issues related to boundary conditions we have
chosen to assume throughout that homogenous Dirichlet conditions are satisfied.
It is evident that that our results are valid when the boundary conditions are
imposed weakly through the discrete loss functional under appropriate technical
modifications. In the case where the loss is

/|Lv—f\2da:+7/ w2 ds (6.35)
Q o0

the assumption & (uy) < C provides control of the ||v||z2(s0) which is not enough
to guarantee that elliptic regularity estimates will hold up to the boundary, see
e.g., [11], [42], for a detailed discussion of subtle issues related to the effect of the
boundary conditions on the regularity. Since the choice of the loss is at our disposal
during the algorithm design, it will be interesting to consider more balanced choices
of the boundary loss, depending on the regularity of the boundary. This is beyond
the scope of the present work. Alternatively, one might prefer to use the framework
of [47] to exactly satisfy the boundary conditions. As noted in this paper, there are
instances where the boundary loss of (6.35) is rather weak to capture accurately
the boundary behaviour of the approximations. The above observations is yet
another indication that our stability framework is consistent and able to highlight
possible imbalances at the algorithmic design level.
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Convergence of the minimisers

In this subsection, we discuss the convergence properties of the discrete minimisers.
Given the regularity properties of the elliptic problem and in the absence of
training, it is possible to show the following convergence result.

Theorem 6.3.4 (Estimate in H?). Let & be the energy functionals defined in
(6.27) and let (ug), up € Vi, be a sequence of minimisers of &. Then, if u is the
exact solution of (6.1),

H’LL — UgHHz(Q) < C Jg‘f/[ Hu — SDHHQ(Q) . (636)

and furthermore,
up —u, in H*(Q), = o0 (6.37)

Proof. Let u € HZ(2) be the unique solution of (6.20). Consider the sequence of
minimisers (ug) . Obviously,

Eo(ug) < E(vy), for all v, € V.

Then,
Exlus) = / Lug — 2 = / L — ) > Bllu — uglage). (6.38)
Q Q

by Proposition 6.3.2, which proves the first claim. For the second, let u € HZ() be
the unique solution of (6.20). Consider the sequence of minimisers (u,) . Obviously,

Eo(ug) < E(vy), for all v, € V.

In particular,

Eo(ug) < Ei(y),

where 1 is the recovery sequence corresponding to u by assumption (6.25). Then
Gy — u in H*(Q) and

£:(i) = 1L — fll3aqoy = 1L — ) e (6.30)
and the proof is complete in view of (6.38). O

In the present smooth setting, the above proof hinges on the fact that £(u) = 0
and on the linearity of the problem. In the case of regularised functional

Ereg(v) = E(0) + AT (v), (6.40)
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the proof is more involved. We need certain natural assumptions on the functional
J(v) to conclude the convergence. We shall work with convex functionals J(v)
that are H consistent, i.e., they satisfy the properties:

(i) J(v) =0,

() JT(w) < lign inf J (vy) for all weakly convergent sequences v, — v € H,
—00

(1ii) J(w) = élim J (wy) for all convergent sequences w, — w € H,
—00

(6.41)

where H is an appropriate Sobolev (sub)space which will be specified in each
statement.

The proof of the next theorem is very similar to the (more complicated) proof
of the Theorem 6.3.8 and it is omitted.

Theorem 6.3.5 (Convergence for the regularised functional). Let &y, Eregr be
the energy functionals defined in (6.40) and

greg(Ug), Up € W N Hg(Q)

] (6.42)
400, otherwise .

greg,Z (UZ) = {

Assume that the convex functional J(v) is H?(Q) consistent. Let (ug), uy € V4,
be a sequence of minimisers of &, i.e.

gTeQ,Z(UZ) = inf greg,é(vﬂ) . (643)
’U[EVZ
Then,
u — u®, in HY(Q), {— 00, (6.44)
where 14 is the exact solution of the regularised problem
Ereg(uM) = min  &.y(v). 6.45
g(u™) o a(v) (6.45)

Proof. We assume there is a sequence, still denoted by vy, such that &(v,) < C
uniformly in ¢, otherwise £(u) < liminf, , & (vy) = +00. From Proposition 6.3.2
the uniform bound &(v,) < C implies that ||vg|| g2(q) are uniformly bounded. Since
H?(Q) is reflexive Banach space, therefore weakly compact, we conclude that there
exists a v € H%(Q)

V2u, — V?u weakly in L*(9) (6.46)

hence Lv, — f — Lv — f. The convexity of [, |Lu; — f|* implies weak lower
semicontinuity, that is

/ |Lv — f]* < liminf/ |Lv, — f? (6.47)
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and therefore we conclude that £(v) < liminf, ., &(v,) for each such sequence
(ve).

We will now prove the limsup inequality. And in fact we will show, £(w) =
limy_, o E(wy) for a recovery sequence (wy). Let w € HZ(S)) arbitrary. By (6.25),
there exists w, € V, such that w, — v in H*(Q) (and in particular w, — w in
H'(2)). In particular, we have w, — w in H*(Q), 50 ;j0p,0,wp — Aij0p,p,w in
L*(Q) and thus, Lwy, — f — Lw — f in L*(2), which gives

| Lwe — fll2@ = |1 Lw = fll2@) (6.48)

and

gg(’wg) — S(w) (649)

Next, let u € HZ() be the unique solution of (6.20). Consider the sequence
of minimisers (u;) . Obviously,

5@(Ug) < Eg(vg), for all v, € V,.

In particular,
Eo(ug) < Eo(uy),

where @, is the recovery sequence corresponding to u by assumption (6.25) . Thus
the discrete energies are uniformly bounded. Then the stability result, Proposition
6.3.2, implies that

[uell g2y < €, (6.50)

uniformly. By the Rellich-Kondrachov theorem, [19], and the liminf argument
above, there exists u € HZ(Q) such that u, — u in H'(Q) up to a subsequence
not re-labeled here. Next we show that u is a global minimiser of £. We combine
the liminf and limsup inequalities as follows: Let w € HZ(f2), then the limsup
inequality implies the existence of w, € V; such that ||Lw, — f||r2() = ||[Lw —
fllrz2@) , Therefore, since ug — win H*(Q) the lim inf inequality and the fact that
uy are minimisers of the &, imply that

E(u) < lign inf E(uy) < limsup & (u,) < limsup & (wy) = E(w), (6.51)

{—00 L—o0

for all wHE (). Therefore u is a minimiser of £, and hence the unique solution of
(6.20). O

6.3.2 Non-convex Lipschitz domains

In this subsection we discuss the case on non-convex Lipschitz domains, i.e., elliptic
regularity bounds are no longer valid, and solutions might form singularities and
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do not belong in general to H*(£2). We will see that the stability notion discussed
in [S1] and [S2] is still relevant but in a weaker topology than in the previous case.

In the analysis below we shall use the bilinear form associated to the elliptic
operator L, denoted B : Hj(Q) x H(©2) — R. In particular,

B(u,v) = / < Z ijlg, Vg, + CUV > dz . (6.52)
Q

1,j=1

In the sequel, we shall assume that the coefficients a,;, ¢ are smooth enough and
satisfy the required positivity properties for our purposes. We have the following
stability result:

Proposition 6.3.6. The functional £ defined in (6.5) is stable with respect to the
H'-norm: Let (u) be a sequence of functions in V; such that for a constant C' > 0
independent of ¢, it holds that

Eo(ug) < C. (6.53)

Then there exists a constant C; > 0 such that
[uell 1) < Ch. (6.54)

Proof. We show that, if &(v) < C for some C' > 0, then ||v||1(qy < C for some
C > 0. Indeed the positivity properties of the coefficients imply, for any v € H}(£2),

0/|VolZ2q) < B(v,v). (6.55)
Also, if Lu € L*(),
B(v,v) = / vLode < [[olll| Lol (6.56)
Q
and the claim follows by applying Holder and Poincaré inequalities. O

The convergence proof below relies on a crucial limsup inequality which is
proved in the next Theorem 6.3.8.

Theorem 6.3.7 (Convergence in H'). Let & be the energy functionals defined
in (6.27) and let (ug), up € Vi, be a sequence of minimisers of &, where ) is a
possibly non-convex Lipschitz domain. Then, if u is the exact solution of (6.1),

ug —u, in HY(Q), ¢ — 00. (6.57)
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Proof. Let u € Hj be the unique solution of (6.20). Consider the sequence of
minimisers (ug) . Obviously,

5@(Ug) < Eg(vg), for all v, € V,.

By the proof of Proposition 6.3.6, we have, for ¢y > 0,

Exur) = / Lug— fP = / L — w)]? > eollu — el - (6.58)

Furthermore, let @, be the recovery sequence corresponding to u constructed in
the proof of Theorem 6.3.8. Since

Eo(ug) < Ei(tiy),

and

l—00

the proof follows. O

Next, we utilise the standard lim inf-lim sup framework of I'-convergence, to
prove that the sequence of discrete minimisers (uy) of the regularised functionals
converges to a global minimiser of the continuous regularised functional.

Theorem 6.3.8 (Convergence of the regularised functionals ). Let &y, Eregr
be the energy functionals defined in (6.40) and (6.42) respectively, where Q is a
possibly non-convex Lipschitz domain. Assume that the convex functional J(v)
is H, consistent. Let (u;), ug € Vi, be a sequence of minimisers of &,.4,. Then,

u —u™, in L2(Q), w—u™, in HY(Q), {— 0. (6.59)
where 1 is the exact solution of the regularised problem

Ereg(uM) = veIS'I-lliLI(lQ) Ereg(V) . (6.60)
Proof. We start with a liminf inequality: We assume there is a sequence, still
denoted by u,, such that (u,) < C uniformly in £, otherwise £(u) < liminf, o Ex(uy) =
+00. The above stability result, Proposition 6.3.6, implies that ||u||g1 ) are
uniformly bounded. Therefore, up to subsequences, there exists a v € H'(Q),
such that u, — v in H' and w, — w in L?, thus uy — u in H'. Also, from the
energy bound we have that || Lug||;2q) < C and therefore Lu, — w. Next we shall
show that w = Lu. Indeed, we have

lim [ Luypdr = / wodr , V¢ e C5°(), (6.61)
0 Q

f—o00
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and

lim [ Luggdr = lim B(ug, ¢) = B(u,¢), since uy — u in H'(Q), (6.62)
—00

L—00 Q

hence,
B(u, ¢) = / w¢ dz, (6.63)
0

for all test functions. That is, Lu = w weakly. The convexity of [, |Lus — f|?
implies weak lower semicontinuity, that is

/ |Lv — f|* < liminf/ |Lv, — f? (6.64)

and since J (v) is H, consistent, (ii) of (6.41) implies that &,..4(v) < Hminf, oo Ereqo(ve)
for each such sequence (vy).

Let w € Hy be arbitrary; we will show the existence of a recovery sequence
(wy), such that E(w) = limy_, E(wy). For each § > 0 we can select a smooth
enough mollifier ws € HZ(Q) N Cy(Q), m > 2, such that

Hw — w5||H1(Q) + ||Lw — Lw5||L2(Q) SJ 6, and,
1 (6.65)
|'LU5|Hs(Q) 5 5—S|w|H1(Q).

For w;, (6.26), there exists wys € V; such that

~ 1 -
He(Q) < 055 1wl 1@, and [y (w) — 0, {— o0,

|we,s — ws || g2y < Be || ws]

Choosing & appropriately as function of 8, we can ensure that w, = wy,s satisfies,
[Lwe = fllz2@) = [ Lw = fllize) (6.66)

since J(v) is ‘Hj, consistent, (iii) of (6.41) implies that J(w,;) — J(w) and hence
Erega(we) = Ereg(w). (6.67)

Next, let ™ € Hy be the unique solution of (6.60) and consider the sequence of
the discrete minimisers (u,) . Clearly,

greg,é(ué) < Sreg,ﬂ(vz), for all Vp € ‘/é .

In particular, &.cqo(tr) < Erege(lie), where @y is the recovery sequence constructed
above corresponding to w = u™. Thus the discrete energies are uniformly bounded.
Then the stability result Proposition 6.3.6, implies that

[wel| g2y < C, (6.68)
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uniformly. By the Rellich-Kondrachov theorem, [19], and the liminf argument
above, there exists @ € Hp, such that u, — w in L*(Q2) up to a subsequence not
re-labeled here. Next we show that @ is a global minimiser of &,..,. We combine
the liminf and limsup inequalities as follows: Let w € H, and w, € V, be its
recovery sequence such that |[Lw; — fl|r2@) — [|[Lw — f||r2() . Therefore, the
lim inf inequality and the fact that u, are minimisers of the &,¢4 ¢, imply that

Ereg(1) < Hminf &g o(ue) < Umsup Eegr(ue) < Umsup Eegr(we) = Ereg(w),
{—00 /—00 {—00
(6.69)

for all w € Hy. Therefore @ is a minimiser of £, and since ©™ is the unique global

minimiser of &,., on H;, we have that u = u™.

]

6.4 Parabolic problems

Let as before Q C R, open, bounded and set Q7 = Q x (0, T for some fixed time
T > 0. We consider the parabolic problem

uy+ Lu=f, in Qp,
u=0, on 990 x (0,7, (6.70)
u=u’ on Q x {t=0}.

In this section we discuss convergence properties of approximations of (6.70)
obtained by minimisation of continuous and time-discrete energy functionals over
appropriate sets of neural network functions. We shall assume that €2 is a convex
Lipschitz domain. The case of a non-convex domain can be treated with the
appropriate modifications.

6.4.1 Exact time integrals

So now we define G : H'(0,T; L?(Q)) N L2(0,T; H(2)) — R as follows

G(v) = /0 lve(t) + Lo(t) = F(O) | Z2@dt + [0(0) — u’[31q) - (6.71)

We use H'(Q) seminorm for the initial condition, since then the regularity properties
of the functional are better. Of course, one can use the L*(€2) norm instead with
appropriate modifications in the proofs.
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As before, we select a sequence of spaces Vs as follows: for each ¢ € N we
correspond a DNN space Wy, which is denoted by W, such that: For each w &€
HY0,T; L*(Q)) N L*(0,T; H*(Y)) there exists a wy € W, such that,

|we — w|| 10,7522 nz2 0,052 < Be (w), and f (w) =0, ¢ — o0.
(6.72)

If in addition, w has higher regularity, we assume that

||(w£ - w)/HHl(0,T;L2(Q))mL2(o,T;HZ(Q)) < Be ||w/||Hm(0,T;H2(Q))7 and Be — 0, £—o00.
(6.73)

As in the elliptic case, we do not need specific rates for 3;, but only the fact that
the right-hand side of (6.73) has an explicit dependence of Sobolev norms of w. See
[1] and its references where space-time approximation properties of neural network
spaces are derived, see also [48], [15] and Remark 6.3.1.

In the sequel we consider the sequence of energies

G(ue), ue € W,NL*0,T; Hy())

) (6.74)
—+00, otherwise

Gi(ug) = {
where W, is chosen as before.

Equi-coercivity

Now we have equicoercivity of G, as a corollary of the following result.

Proposition 6.4.9. The functional G defined in (6.71) is equicoercive with respect
to the
H(0,T; H2(2))-norm. That is,

If G(u) <C for some C >0, we have

6.75
lull 202 + 1l z20:2200 < (679)
Proof. As in the proof of equicoercivity for (6.5), we have
O(w) = [ (fuu-+ Luf = 2f (w+ Lu) + 1) < € (6.76)
Qp

Hence, one can conclude that since f € L*(Qr),

Hut + LUHLQ(O’T;LQ(Q)) S Cl (677)
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From regularity theory for parabolic equations (see for example Theorem 5, p.382
in [19]) we have

ess suPg<,<r|[u(t) 0 + ull20mm2@) + W] 20.1220)

N (6.78)
< CO([lue + Lul|r20,7,020)) + |[u(0)]| 2 0))

the constant C' depending only on Q , T and the coefficients of L. Notice that (6.78)
is a maximal parabolic regularity estimate in L*(0,T; L*(Q2)) . This completes the
proof. O

Compactness and Convergence of Discrete Minimizers

As in the previous section, from standard arguments in the theory of I'-convergence,
we will prove that under some boundedness hypothesis on uy, the sequence of
discrete minimizers (uy) converges in L*(0,T; H'(Q)) to a global minimiser of the
continuous functional. We will also need the well-known Aubin-Lions theorem as
an analog of the Rellich-Kondrachov theorem in the parabolic case, that can be
found, for example, in [49].

Theorem 6.4.10 (Aubin-Lions). Let By, B, By be three Banach spaces where
By, By are reflexive. Suppose that B is continuously imbedded into B, which is
also continuously imbedded into By, and the imbedding from B, into B is compact.
For any given pg, p; with 1 < pg, p1 < 00, let

W ={v|veLP(0,T],Bo) , v € LP*([0,T], B1)}. (6.79)

Then the imbedding from W into LP°([0,T], B) is compact.

Theorem 6.4.11 (Convergence of discrete minimisers). Let (u;) C W, be a
sequence of minimizers of Gy, i.e.,

Go(ue) = Jof Ge(wy) (6.80)
then
ug — u, in L*(0,T; H(Q)) (6.81)

where u is the solution of (6.70).
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Proof. We begin with the liminf inequality. We assume there is a sequence,
still denoted by wug, such that Gy(u,) < C uniformly in ¢, otherwise G(u) <
liminf,, o Gs(ug) = +o0. From Proposition 6.4.9, the uniform bound Gy(u,) < C
implies that ||wel| z2(0,7;m2(0)) +||Ug| | 2(0,7;22(0)) are uniformly bounded. This implies
(we denote u' := wuy)

V2u, — V2u and uj, — o' weakly in L*(0,T; L*(2)), (6.82)

and hence uy+ Luy;— f — v+ Lu— f . The convexity of fQT |uj, + Luy, — f]* implies
weak lower semicontinuity, that is

—00

/ '+ Lu — f|* < hm mf/ luj, + Lug — f? (6.83)
QT QT
and therefore we conclude that G(u) < liminf,_,o Go(uy).

Let w € HY0,T;L*(Q)) N L?(0,T; H*(Y)), by (6.72) there exists w, € W,
such that w, — w in H*(0,7T;L*(Q)) N L*(0,T; H*(2)). We can conclude that
wj + Lwy; — w' + Lw in L*(0,T; L*(Q2)), and hence

Hw} + ng — f“LZ(OJ";L?(Q)) — Hw/ + Lw — f|’L2(0’T;L2(Q)) (684)

That is, G,(w;) — G(w) . We argue as in Theorem 6.3.8 and we conclude the proof.
The only difference is that we utilise Theorem 6.4.10 instead of Rellich-Kondrachov
Theorem, with By = H*(Q) , B = H'(Q) and B, = L*(Q). O

6.4.2 Time discrete training

To apply a quadrature in the time integral only we proceed as follows: Let 0 = t° <
t! < .- <t¥ =T define a partition of [0, 7] and I,, := (t" 1 t"], k,, :=t" — " L.
We shall denote by v™(-) and f™(-) the values v(-,t™) and f(-,t™). Then we define
the discrete in time quadrature by

S ko g(t") = /0 o(t) dt. (6.85)

We proceed to define the time-discrete version of the functional (6.5) as follows

N

" — Un—l
Grex(v) = Z Ky /Q ‘k— + Lv™ — f"f dor + /leo — uoﬁil(m dzr. (6.86)
n=1 n



6.4. PARABOLIC PROBLEMS 193

We shall study the stability and convergence properties of the minimisers of the
problems:

min Grex(v). (6.87)

Next we introduce the time reconstruction U of a time dependent function U to be
the piecewise linear approximation of U defined by linearly interpolating between
the nodal values U™ ! and U™

U(t) == U™ + 0 @U", tel, (6.88)

with €3(t) := (t" — t)/k, and (7(t) := (t — t""')/k,. This reconstruction of the
discrete solution has been proven useful in various instances, see [4], [38], [17] and
for higher-order versions [34]. Correspondingly, the piecewise constant interpolant
of U7 is denoted by U,

Ut):=U" tel,. (6.89)

So now the discrete energy Grp i can be written as follows
Grex(U) =||U; + LU — 7”%2(0,T;L2(Q)) + /Q U° =’ ?{1(9) dz

T - - (6.90)
:A|M+LU—Nﬁm&+lﬁﬂ—M@mﬂm

Stability-Equi-coercivity

Now we have equicoercivity of G;g as a corollary of the following result.

Proposition 6.4.12. The functional G;pj defined in (6.90) is equicoercive with
respect to U, U. That is,

If Ge(U) <C for some C' >0, we have

- iy (6.91)
||U||L2(0,T;H2(Q)) + ||U ||L2(0,T;L2(Q)) <Ci
Proof. As in the proof of equicoercivity for (6.5), we have
/ﬂ@+ﬂm—ﬁwﬁim+ﬁﬁ§0 (6.92)
Qr

Thus we can conclude that since f € L?(Q7), we have the uniform bound

1T + LU|| 201220 < Ch - (6.93)
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We shall need a discrete maximal regularity estimate in the present Hilbert-space
setting. To this end we observe,

N
1Us + LU 205200y = 1Uill20,220)) + 1LU 220 ms200y) + 22 /[ (U, LU) dt
n=1 n
= HUtH%Z(o,T;L?(Q)) + ||LUH%2(O,T;L2(Q))
N
Um — Un—l
42 2T LU dt
O e
= HUtH%Q(o,T;B(Q)) + HLUH%Q(O,T;LQ(Q))
N
+2) ([Ur—urT, L)
n=1
= HUtH%%o,T;m(Q)) + HLUH%Q(O,T;LQ(Q)) +(LUN, UY)
N
+y (LT U Ut = Ut — (LU UY).
n=1

(6.94)

Since all but the last term (L U°, U°) are positive, we conclude,
U122 012200 + I LU 202020000y < NUs + LU 22012000y + (LU, UP), (6.95)

and the proof is complete. O

liminf inequality

We assume there is a sequence, still denoted by Uy, such that G;g,(U;) < C
uniformly in ¢, otherwise liminfy ,o Grp¢(Us) = +00. From the discrete stability
estimate, the uniform bound G, ¢(Uy) < C implies that ||Ug||L2(07T;H2(Q))+||[/]\éHLz(QT;B(Q))
< (1, are uniformly bounded. By the relative compactness in L*(0,7T; L*(2)) we
have (up to a subsequence not re-labeled) the existence of u(;) and w2 such that

LU, — Lugy and U; — Uu(y weakly in L*(0,T; L*()) . (6.96)
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Notice that, for any space-time test function ¢ € C§° there holds (we have set

o" = iflngp dt

T A T A
- / (O ')dt = / (O, ot
0 0

N n— 1 N
UEL_UK n ~n n— 1 ~n
_ A S U,
> IR =3 &)
N N
= (UP ") = (UL " ) (U [ — ") — (U [ — "))
n=1 n=1
N N
=- Z Up, " ="M +> (U =077, (8" =" '])
n=1

:_/ T, dt+z wp - Up1), [6" - "))
0

(6.97)

By the uniform bound,

N
77 1 n n—
U202 () = Z k—HUe — Uy 32 < CF,

n=1

and standard approximation properties for ¢" — " ! we conclude that for any
fixed test function,

/T (U, ¢)dt — /T (Uphdt —0, £ — 0. (6.98)
0 0
We can conclude therefore that u(y) = u ) = u and thus,
U+LU, —f—u+Lu—f,  {—oc0. (6.99)
The convexity of fQT | - |? implies weak lower semicontinuity, that is
/ W+ Lu — f]* < 1iminf/ U, + LU, — f|? (6.100)
Qr t=oo Ja,

and therefore we conclude that G(u) < liminf, . Grgo(Us).
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lim sup inequality

Let w € HY(0,7T;L*(Q)) N L*(0,T; H*()). We will now show the existence of
a recovery sequence (wy) such that w, — w and G(w) = limy_,~ Grge(w,). Since
C>=(0,T; H?*(2)) is dense in L*(0,T; H*(Q2)) we can select a (w;s) C C>(0,T; H*(2))
with the properties

lw — ws|| g1 0,7, 2())n 20, H200)) SO, and,
/ 1 (6.101)
(w5 1 (0.1, L2 Q)N L2 (0,13 H2(Q)) S 3|w|H1(0,T;L2(Q))mL2(0,T;H2(Q))-

If ws, € W, is a neural network function satisfying (6.72), (6.73), we would
like to show

@5 + Lwse — Fllzzorc2) = W' + Lw = fll20m:02() (6.102)
where 6 = §(¢) is appropriately selected. Then,
Greo(wse) = G(w) . (6.103)
To this end it suffices to consider the difference
|W5, + LWs e —w' — Lw| z2(0.7,02(0)) - (6.104)
We have
| W5 + LWse — w' — Lwl| 200,020 <||Wsp + LWse — W5 — LWs||22(0,m502(2))
+ ||Ws + Lws — w' — Lw|| r20.1;12(02))

= Al + A2 .
(6.105)

To estimate A; we proceed as follows: Let 6y(t) := ws¢(t) — ws(t) . Then,

@5, — W5l 72 0.7.22(0)) = dt

1220

N n n—1
”92 - 9@ 2
k
" I

2
—

- _Het’ ‘9?71”12(9)

1 , (6.106)
_Z _nH/I 0 (1) dt”i?(g)

1 /
sz; e L P

= 1011 Z20,7:12(0) -

PT‘

2
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Similarly,

N .
| LwWse — Lws||r20,:20)) = {; /In L ggHiQ(Q) dt}
: { m)} +{§; k—ln | /IHLGg(t)dtHiQ(Q) }1/2
wlle = [ 200} {3 [ 10000 @)
@)

1/2

WE

1
b6 = 1 [ Loor,

i
I

IA
——
WE

n

1

3
I

1/2
+ |L Ocl 20,722 -

M-

1
b l207 = - [ Lodoll,

n

3
I
—

(6.107)
It remains to estimate,
N N
L1 s 12 1 . 2 12
{2 ka || L 67 — k. /In LOy(t)dt|| g, } = {2:1 k. | /In (L0} — LOu(t)] dt]]} }
N
1 . 2 1/2
<A 5 1 I 200y}
N
1 5 1/2
A 5 1L S 100y 0
N / )Y 1/2
~{ Xkl [ 200y ]
n=1 n
S k HL 92|‘L2(0,T;L2(Q)) .
(6.108)
We conclude therefore that, £k = max, k,,
Ay <10l z20,mi220) + 1L Oel 2 0/mi22(2)) + K I L el 20,7220 - (6.109)
On the other hand, standard time interpolation estimates yield,
Ay < Ck(llwgll 202 + 1L whll 20020 - (6.110)

Hence, we have using (6.72), (6.73), (6.101),

Ay + Ay < Bo(ws) +

BZHUJHB(O,T;H?(Q)) + OgHw||H1(O,T;LQ(Q))HLQ(O,T;H2(Q)) .
(6.111)

5m+1

Therefore, we conclude that (6.102) holds upon selecting § = 6(¢, k) appropriately.
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Convergence of the minimisers

In this subsection, we conclude the proof that the sequence of discrete minimisers
(ug) converges in L?(0,T; H*(€2)) to the minimiser of the continuous problem.

Theorem 6.4.13 (Convergence). Let G, Grp s be the energy functionals defined
in (6.71) and (6.86) respectively. Let u be the exact solution of (6.70) and let (uy),
ug € Vi, be a sequence of minimisers of Grpy, i.e.

Grpe(u)) = inf Grp.e(ve). (6.112)

Then,
iy — u, in L*(0,T; HY(Q)), (6.113)

where 4, is defined by (6.88).

Proof. Next, let u € L*(0,T; H*(Q)) N H'(0,T; L*(2)) be the solution of (6.70).
Consider the sequence of minimisers (u,) . Obviously,

Gree(ue) < Gree(ve), for all v, € V;.
In particular,
Gree(we) < Gree(ty),

where 1, is the recovery sequence ws, corresponding to w = u constructed above.
Hence, we conclude that the sequence Grg ¢(uy) is uniformly bounded. The stability-
equi-coercivity of the discrete functional, see Proposition 6.4.12, implies that

el 20,7302 () + el 20, 75m2(2)) + [l 207522 () < € (6.114)

The Aubin-Lions theorem ensures that there exists @ € L?(0,T; H'(€2)) such that
ue — u in L*(0,T; H(Q))) up to a subsequence not re-labeled. Furthermore
the previous analysis shows that La € L*(0,T;L*(2)). To prove that @ is the
minimiser of G, and hence 4 = u, we combine the results of Sections 6.4.2 and
6.4.2: Let w € HY(0,T; L*(Q)) N L*(0,T; H*()). We did show the existence of a
recovery sequence (wy) such that w, — w and

G(w) = ehj?o Greo(wp).

Therefore, the liminf inequality and the fact that u, are minimisers of the discrete
problems imply that

G(u) < ligrgci)glf Gree(ue) <limsupGrpe(ue) < limsup Grpe(wy) = G(w), (6.115)

{— o0 L—o0

for all w € H'(0,T; L*(2)) N L*(0,T; H*(2)). Therefore @ is the minimiser of G,
hence u = v and the entire sequence satisfies

iy — u, in L*(0,T; H(Q)).
Therefore the proof is complete. O
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Explicit time discrete training

It will be interesting to consider a seemingly similar (from the point of view of
quadrature and approximation) discrete functional:

N

n _ ,n—1
Gree(v) = g k, / ‘% + Lo™ — f”_l}Q de + / lv — u’|*dz, (6.116)
n=1 Q n Q

and compare its properties to the functional Gy ;5(v) and the corresponding Vi
minimisers. The functional (6.116) is related to explicit Euler discretisation in
time as opposed to the implicit Euler discretisation in time for Gy ;p(v). Clearly,
in the discrete minimisation framework, both energies are fully implicit, since the
evaluation of the minimisers involves the solution of global space-time problems. It
is therefore rather interesting that these two energies result in completely different
stability properties.

Let us first note that it does not appear possible that a discrete coercivity
such as (6.91) can be proved. Indeed, an argument similar to (6.97) is possible
but with the crucial difference that the second to last term of this relation will be
negative instead of positive. This is a fundamental point directly related to the
(in)stability of the forward Euler method. Typically for finite difference forward
Euler schemes one is required to assume a strong CFL condition of the form
k < Ch? where h is the spatial discretisation parameter to preserve stability.
It appears that a phenomenon of similar nature is present in our case as well.
Although we do not show stability bounds when spatial training is taking place,
the numerical experiments show that the stability behaviour of the explicit training
method deteriorates when we increase the number of spatial training points while
keeping k constant. These stability considerations are verified by the numerical
experiments we present below. Indeed, these computations provide convincing
evidence that coercivity bounds similar to (6.91) are necessary for stable behaviour
of the approximations. In the computations we solve the one dimensional heat
equation with zero boundary conditions and two different initial values plotted in
black. All runs were performed using the package DeepXDE, [33], with random
spatial training and constant time step.

Acknowledgements We would like to thank G. Akrivis, E. Georgoulis, G. Karniadakis,
T. Katsaounis, K. Koumatos, M. Loulakis, P. Rosakis, A. Tzavaras and J. Xu for
useful discussions and suggestions.
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Figure 6.1: Explicit time discrete training. Left: time step 0.4 : the approximate
solution seems that diverge. Right: time step 0.01 : with much smaller time step the
approximate solution has stable behaviour.
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Figure 6.2: The approximations at times t, = n(0.2), n = 1,2,..., are displayed with
red and the initial condition with black. Left: Explicit time discrete training with
time step 0.2 and 16 training points. The approximate solution seems that diverge.
Left: Implicit time discrete training with time step 0.2 and 16 training points. The
approximate solution seems reasonable.
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Figure 6.3: Left: Explicit time discrete training with time step 0.01 and 16 training
points. The approximate solution seems reasonable due to the much smaller time step.
Left: Implicit time discrete training with time step 0.01 and 16 training points.
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Figure 6.4: Left: Explicit time discrete training with time step 0.01 and 100 training
points. Initial instabilities are again evident, due to the higher number of spatial training
points while the time step is the same as in Figure 3. Left: Implicit time discrete training
with time step 0.01 and 100 training points.
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