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Abstract

Ergodic theory has been an active area of research in recent decades. Furstenberg’s original
work in the proof of Szemerédi’s theorem was the spark for the development of a whole new research
field, since dynamical methods were then understood to be a potent tool for solving combinatorial
problems. These methods naturally led researchers to ask many follow-up questions and nowadays
we have generalizations of Furstenberg’s results concerning patterns beyond arithmetic progressions
as well as deep theorems describing the structure of measure-preserving systems.

In this thesis, we investigate the problem of convergence of multiple ergodic averages along se-
quences that arise from functions that have polynomial growth and some extra regularity properties,
such as monotonicity and smoothness. Typical examples include the polynomials or the fractional
powers nc, where c > 0 is not an integer. We show that under some simple assumptions on the
growth rates of the functions we have convergence of multiple ergodic averages along these sequences
in all measure-preserving systems. As a consequence of these results, we derive several combinatorial
applications showing that all subsets of Z with positive density contain patterns of a specific form.
In the case of nilmanifolds, we prove pointwise convergence results for these averages and then use
well-known structure theorems to deduce convergence results for general measure-preserving systems.
Furthermore, we ask the same questions for multiple ergodic averages evaluated along the prime num-
bers and we show that under the same assumptions, the corresponding averages converge and the
limit is the same as the limit of the typical averages along the naturals.

The results of this thesis are contained in the following articles (listed in chronological order):
1) K. Tsinas. Joint ergodicity of Hardy field sequences. Transactions of the American Mathematical

Society, 376:3191–3263, 2023.
2) K. Tsinas. Pointwise convergence in nilmanifolds along smooth functions of polynomial growth.

Ergodic Theory and Dynamical Systems. Published online p:1-46. doi:10.1017/etds.2023.6, 2023
3) A. Koutsogiannis and K. Tsinas. Ergodic averages for sparse sequences along primes. Preprint

2023, arXiv.2309.0493
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Chapter 1

Introduction

In this thesis, we investigate problems concerning the convergence of multiple averages along many
sequences of interest and we derive several combinatorial applications, indicating that positive density
subsets of the integers contain many patterns of a specific form. The idea of using tools from ergodic
theory and dynamical systems can be traced back to Furstenberg [21] who gave a different proof of
the following theorem of Szemerédi [53].

Theorem A (Szemerédi’s theorem). Any positive density subset of N contains arbitrarily long arith-
metic progressions.

In his seminal work [21], Furstenberg established his multiple recurrence theorem for general
measure-preserving systems, which, in conjunction with Furstenberg’s correspondence principle, yields
another proof of Theorem A. In the field of ergodic theory, a measure-preserving system is a proba-
bility space (X,X , µ) equipped with an invertible measure-preserving transformation T . This means
that µ(A) = µ(T−1A) for any measurable set A. One can also consider a probability space with many
commuting transformations measure-preserving transformations T1, . . . , Tk acting on it at the same
time. We then call (X,X , µ, T1, . . . , Tk) a measure-preserving system with k commuting transforma-
tions. In several places throughout the text, we will omit the σ-algebra from the notation if there is
no confusion.

First of all, we state the correspondence principle. Assume E ⊂ N. Then, we define the upper
density of the set E as the limit

d̄(E) := lim sup
N→∞

|E ∩ [1, N ]|
N

and the lower density d is defined similarly with lim inf instead of lim sup. If these limits coincide,
then we say that the set E has natural density d(E) equal to the limit.

Theorem B (Furstenberg’s correspondence principle). For any set E ⊂ N with positive upper density,
there exist an invertible measure preserving system (X,X , µ, T ) and a measurable set A ⊂ X, such
that d(E) = µ(A) and for any r1, ..., rk ∈ Z, we have

d̄(E ∩ (E − r1) ∩ · · · ∩ (E − rk)) ≥ µ(A ∩ T−r1A ∩ · · · ∩ T−rkA).

Theorem C (Furstenberg’s multiple recurrence theorem). Let k be a positive integer, (X,X , µ, T ) be
a measure-preserving system and let A ∈ X be a set with positive measure. Then, we have

lim inf
N→+∞

1

N

N∑
n=1

µ(A ∩ T−nA ∩ · · · ∩ T−knA) > 0.

In particular, there exists n ∈ N for which µ(A ∩ T−nA ∩ · · · ∩ T−knA) > 0.

Furstenberg’s correspondence principle allows us to translate problems of finding structures in
subsets of N to multiple recurrence problems in dynamical systems, where new analytic tools are
available to tackle the task at hand. Typically, we also want to determine the more difficult question
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of whether limits such as those in Theorem C exist or not and, if possible, find an explicit expression
for them. In general, our problems involve the study of the multiple ergodic averages

1

N

N∑
n=1

f1(T
a1(n)x) · ... · fk(T ak(n)x) (1.1)

where a1(n), ..., ak(n) are sequences of integers and T is an invertible measure preserving map on a
probability space (X,X , µ). In this thesis, we will only focus on the limit in the L2 sense. Similar ques-
tions can be asked about pointwise convergence of these averages, although the theory and the results
in pointwise convergence are still far behind the knowledge we have on the L2 theory. Furthermore,
understanding the L2 limiting behavior of the previous averages is sufficient for the combinatorial
applications in almost all cases.

In the case of Theorem C, one has to study the limiting behavior of the averages

1

N

N∑
n=1

Tnf1 · T 2nf2 · . . . · T knfk (1.2)

and then specialize to the case f1 = f2 = · · · = fk = 1A.
Furstenberg’s multiple recurrence is sufficient to derive Theorem A, although Furstenberg’s original

work did not determine whether the associated average converges or not. The crux of Furstenberg’s
argument was his deep structure theorem, showing how an ergodic system can be constructed by the
trivial system through a series of extensions (typically, infinitely many) with particular properties.
Using this theorem, one then has to verify that if a system possesses the multiple recurrence property
of Theorem C, then any of the extensions like the ones mentioned above will produce a new system that
still has the multiple recurrence property. Therefore, the multiple recurrence theorem can be lifted
from the trivial system to any general ergodic system and, then, to all measure preserving systems
using a standard ergodic decomposition argument.

Relying on Furstenberg’s structure theorem, many authors provided generalizations of Theorem C
even to systems involving several commuting transformations acting on the same probability space. In
particular, Bergelson and Leibman [3] generalized Theorem C (building on work of Furstenberg and
Katznelson [22] in the case of linear iterates) to polynomials of higher degree.

Theorem D (Bergelson-Leibman theorem). Let k ∈ N, (X,X , µ, T1, . . . , Tk) be a measure-preserving
system with k commuting measure-preserving transformations and let p1, . . . , pk be integer polynomials
with zero constant term. Then, there exists a positive integer n, such that

µ(A ∩ T−p1(n)
1 A ∩ · · · ∩ T−pk(n)

k A) > 0.

Once again, Furstenberg’s correspondence principle allows someone to prove that positive density
subsets of Z contain patterns of the form (m,m + p1(n), . . . ,m + pk(n)). Actually, the fact that we
can allow many distinct transformations Ti yields combinatorial results for subsets of Zk.

In 2005, Host and Kra established their famous structure theorem [29]. They show that, for any
k ∈ N, each ergodic system is an extension of a special system, called the “factor of order k” (denoted
by Zk), which in turn is the inverse limit of systems with special algebraic structure, called nilsystems.
The upside of this result is that many problems concerning averages such as (1.1) can be reduced
through a series of analytic methods to determining the limiting behavior only in the case of these
special factors, whose structure is now well understood. For instance, the Host-Kra structure theory
can be used to show convergence of the averages in (1.2) and this was carried out in [29]. Subsequently,
an independent proof of this was given by Ziegler [60]. This theorem has also proven very effective
in handling the case of polynomial iterates. In particular, Leibman [38] proved that the averages in
(1.1) converge in L2(µ) in the case where ai(n) are integer polynomials. In this setting, the structure
factors are called characteristic for the polynomial averages. More specifically, we say that a factor
(Y,Y, ν, T ) 1 of the system (X,X , µ, T ) is characteristic for the averages (1.1), if we have that∥∥∥ 1

N

N∑
n=1

T a1(n)f1 · ... · T ak(n)fk −
1

N

N∑
n=1

T a1(n)Eµ(f1|Y ) · ... · T ak(n)Eµ(fk|Y )
∥∥∥
L2(µ)

→ 0

1For a strict definition of a factor system, we refer the reader to the following chapter.
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as N → +∞. In order to make sense of the conditional expectation with respect to a factor, we remark
briefly that there is a correspondence between factors of a system and T -invariant sub σ-algebras (cf.
Chapter 2).

The main topic of this thesis is to investigate convergence results along sequences with polynomial-
like behaviour. Some typical examples of sequences that we study are polynomial sequences with real
coefficients or sequences involving fractional powers ⌊nc⌋. More generally, we will consider sequences
of the form ⌊f(n)⌋ where f is a function that has polynomial growth2 and several more regularity
properties (like, for example, smoothness and monotonicity). Furthermore, we will tackle similar
problems for the same sequences evaluated along the prime numbers. It is generally understood that
the most natural class of functions to study are the functions that belong to a Hardy field.

Let B denote the set of germs at infinity of real valued functions defined on a half-line [x,+∞].
That means two functions f, g will be considered the same if f(t) = g(t) for t sufficiently large. Then,
(B,+, ·) is a ring.

Definition 1.0.1. A sub-field H of B that is closed under differentiation is called a Hardy field. We
will say that a(n) is a Hardy sequence, if for n ∈ N large enough we have a(n) = f(n) for some
function f ∈ H.

We will make some small abuse of language and sometimes also refer to sequences of the form
⌊f(n)⌋ as Hardy sequences, since the rounding functions will appear several times throughout the
text.

An example of a Hardy field is the field LE of logarithmico-exponential functions. These are defined
on a half line of R by a finite combination of the operations +,−, ·,÷, exp, log and composition of
functions acting on a real variable t and real constants. This class contains the polynomials p(t), the

fractional powers tc, as well as functions like t log t, t(log t)
2
and e

√
t/t2.

The problem of determining whether or not multiple ergodic averages with Hardy field iterates
converge has been studied extensively. The simpler case involving one function is well understood
through the work of Boshernitzan, Kolesnik, Quas and Wierdl [7], relying in particular on Bosher-
nitzan’s characterization of when a Hardy sequence is equidistributed modulo 1 [5]. To be more
precise, we have the following theorems.

Theorem E (Boshernitzan). Let the function a ∈ H have polynomial growth. Then, the sequence
a(n) is equidistributed mod 1 if and only if

lim
t→+∞

|a(t)− q(t)|
log t

= +∞ for any polynomial q(t) ∈ Q[t]. (P)

This theorem characterizes when a Hardy sequence is equidistributed modulo 1. One can combine
this with the spectral theorem for unitary operators and (almost) determine whether the averages
in (1.1) converge in the case of k = 1 and when a is not ”essentially” equal to a polynomial. The
polynomial case was also well understood before the investigation of Hardy sequences began and, as
it turns out, there is also one final extra case where convergence still holds. All of the above are
the content of the following theorem, which was proven in [7] by Boshernitzan, Kolesnik, Quas and
Wierdl.

Theorem F. Let H be a Hardy field and a ∈ H be a function of polynomial growth satisfying one of
the following three conditions:
i) we have

lim
t→+∞

|a(t)− cq(t)|
log t

= +∞ for all c ∈ R and q(t) ∈ Z[t],

ii) there exist c, d ∈ R and q(t) ∈ Z[t] such that

lim
t→+∞

|a(t)− cq(t)| = d or

2A function f is said to have polynomial growth, if there exists a positive integer d, such that the ratio f(t)

td
converges

to 0, as t → +∞.
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iii) there exists an integer m and a positive constant C such that∣∣∣a(t)− t

m

∣∣∣ ≤ C log t for all t ∈ R+.

Then, for any measure preserving system (X,X , µ, T ) and function f ∈ L2(µ), the averages

1

N

N∑
n=1

T ⌊a(n)⌋f

converge in L2(µ). Furthermore, in cases i) and iii), the limit of the averages is equal to the conditional
expectation Eµ(f |I(T )), where I(T ) is the invariant factor of the system.

If the system is ergodic, then the invariant factor is trivial and the conditional expectation above
is constant and equal to the integral of f . If a function a ∈ H has polynomial growth and does not
satisfy one of the previous three conditions, then we can show that convergence fails for at least one
system.

The previous theorem (as well as Theorem E) implies that the distance of a from real multiples of
integer polynomials is precisely what determines whether the Hardy sequence is good for convergence
in the single iterate case. Namely, the Hardy sequence must be either far away from polynomials
(i.e their distance ”growing” faster than log t) or very close to polynomials (i.e the distance stays
bounded). The polynomials of the form t

m for m ∈ Z \ {0} are the only exception to this, since
condition iii) allows the distance to grow slower than log t, but still go to infinity.

In the setting of several iterates, Frantzikinakis proved [13] that for a function a ∈ H of polynomial
growth that satisfies one of conditions i), ii) or iii), the averages

1

N

N∑
n=1

T ⌊a(n)⌋f1 . . . T
k⌊a(n)⌋fk

converge in L2(µ). Using this theorem, he was able to prove a strengthening of Szemerédi’s theorem,
namely that positive density subsets of N contain arbitrarily long arithmetic progressions, where the
step of the progression has the form ⌊a(n)⌋. In the same article, Frantzikinakis showed that if the
Hardy field functions a1, . . . , ak satisfy certain growth assumptions, then the averages

1

N

N∑
n=1

T ⌊a1(n)⌋f1 . . . T
⌊ak(n)⌋fk

converge to the product of the integrals in ergodic systems. In addition, he posed a conjecture that
the same result holds under the more general assumption that all linear combinations of the functions
a1, . . . , ak satisfy condition i) in Theorem F. This condition is natural, in the sense that under this
assumption and Boshernitzan’s equidistribution theorem [5], we can verify this statement for the
simplest systems, namely rotations on finite-dimensional tori. One of our results below verifies this
conjecture.

Our results are separated into three categories. In the first case, we study the behavior of multiple
ergodic averages for collections of Hardy field functions for which we expect convergence to the product
of the integrals. In the following section, we will have to tackle the case where we have convergence
to a limit other than the product of the integrals. In this case, we will rely on the Host-Kra structure
theorem and, therefore, we have to prove convergence for nilsystems, which are the building blocks in
the structure theory. We remark here briefly that we will avoid the study of nilsystems for the results
in Section 1.1 thanks to a recent characterization of ”joint-ergodicity” due to Frantzikinakis [17]. In
the third section of this chapter, we will investigate the previous questions again in the setting where
the sequences are evaluated along the sequence of prime numbers. We shall provide combinatorial
applications of our ergodic theoretic results as well and we will discuss previous results in the literature
in each section below.
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1.1 Convergence to the product of the integrals

In order to prove the theorems in this section, we will have to work with Hardy fields H that contain
the Hardy field LE of logarithmico-exponential functions and which are closed under composition and
compositional inversion of functions, when defined. An example of a Hardy field that satisfies the
above property is the Hardy field of Pfaffian functions. All the subsequent results in this section will
be stated under the above assumption. More background on Hardy fields will be presented in the
next chapter, where we also present the definition of Pfaffian functions as well. We denote by CZ[t]
the collection of all real multiples of integer polynomials on some variable t. If a1, ..., ak are general
sequences or functions, we will denote by L(a1, ..., ak) ⊆ H the set of non-trivial linear combinations
of the functions a1, ..., ak (here H is a vector space over R).

Theorem 1.1.1. [54, Theorem 1.2] Let H be a Hardy field that contains LE and is closed under
composition and compositional inversion of functions, when defined 3. Assume a1, ..., ak ∈ H have
polynomial growth and that every function in L(a1, ..., ak) satisfies

lim
t→+∞

|a(t)− q(t)|
log t

= +∞ for all q(t) ∈ CZ[t] (1.3)

Then, for any ergodic measure preserving system (X,X , µ, T ) and functions f1, ..., fk ∈ L∞(µ), the
averages

1

N

N∑
n=1

T ⌊a1(n)⌋f1 · ... · T ⌊ak(n)⌋fk (1.4)

converge in mean to the product of the integrals
r
f1 dµ· · ·

r
fk dµ.

Remark. The condition on the linear combinations of the functions a1, ..., ak can be substituted by
the following more general assumption: for any real numbers t1, ..., tk ∈ [0, 1), not all of them zero, we
have

lim
N→+∞

1

N

N∑
n=1

e(t1⌊a1(n)⌋+ · · ·+ tk⌊ak(n)⌋) = 0,

where we denote e(t) = e2πit (see our notational conventions). This is a necessary and sufficient
condition in order to have convergence to the product of the integrals in every ergodic system. However,
it is difficult to relate this condition with the form the functions must take in Theorem F.

If we do not impose an ergodicity assumption on the system (X,µ, T ), then we can show that the
averages in the above theorem converge to the product

Eµ(f1|IT ) · ... · Eµ(fk|IT ),

where Eµ(f |IT ) is again the projection of f to the invariant factor of the system. This follows from
an ergodic decomposition argument.

This theorem generalizes several results in the literature. In the case of real polynomials, Theorem
1.1.1 was established in [34]. As we briefly mentioned in the introduction, this result was established
in [13] in the case where all functions a1, ..., ak have different growth rates and satisfy tNi+ε ≪ ai(t) ≺
tNi+1 for non-negative integers Ni and some ε > 0. More recently, 1.1.1 was established in [4] under a
linear independence condition on the functions a1, ..., ak and on all of their derivatives. It was proven,
however, that if we use a weaker averaging scheme than Cesáro averages, we can establish convergence
results for the corresponding multiple ergodic averages. Finally, Theorem 1.1.1 was established recently
for linear combinations of tempered functions from a Hardy field and real polynomials in [17] (for
functions f belonging to H, the tempered condition is equivalent to the relation tk log t ≺ f(t) ≪ tk+1,
for some non-negative integer k). A case that is not covered in any of the previous results is the pair
(t log t, t2 log t).

A variant of Theorem 1.1.1 for commuting transformations was proven in [14] under more restrictive
conditions, which we will review when we discuss the convergence results along primes. Our methods

3This means that if f, g ∈ H are such that g(t) → +∞, then f ◦ g ∈ H and g−1 ∈ H.
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fail to extend Theorem 1.1.1 to this case, the main reason being that we cannot establish the required
seminorm estimates as in the single transformation case.

If our only objective is to determine characteristic factors for our averages, we can relax the condi-
tions of Theorem 1.1.1 considerably. More precisely, we have the following theorem which appeared as
a conjecture in [13, Problem 3]. The notion of the Host-Kra factor of a system is somewhat technical
and we postpone it until the following chapter.

Theorem 1.1.2. [54, Theorem 1.3] Let H be a Hardy field that contains LE and is closed under
composition and compositional inversion of functions. Assume that the functions a1, ..., ak ∈ H have
polynomial growth and satisfy

lim
t→+∞

|ai(t)|
log t

= +∞ for all 1 ≤ i ≤ k

and

lim
t→+∞

|ai(t)− aj(t)|
log t

= +∞ for all i ̸= j.

Then, there exists a positive integer s such that, for any measure preserving system (X,X , µ, T ), we
have

lim
N→∞

∥∥ 1

N

N∑
n=1

T ⌊a1(n)⌋f1 · ... · T ⌊ak(n)⌋fk −
1

N

N∑
n=1

T ⌊a1(n)⌋f̃1 · ... · T ⌊ak(n)⌋f̃k
∥∥
L2(µ)

= 0,

where f̃i := Eµ(fi|Zs(X)) is the projection of fi to the s-step Host-Kra factor of the system.

Most of the work will be allocated into proving this theorem. The conditions in Theorem 1.1.1
arise from the joint ergodicity criterion of Frantzikinakis, which requires certain trigonometric averages
to vanish. The conditions in the last theorem are necessary (one can consider some weakly-mixing
systems that are not strongly-mixing to see this). Since for weak-mixing systems, the Host-Kra factors
of any order are trivial, we get the following corollary, which extends the results in [1, Theorem 1.2]
where the iterates are polynomials taking integer values on the integers, as well as some of the results
in [2] involving tempered functions.

Corollary 1.1.3. [54, Corollary 1.4]Let H be a Hardy field that contains LE and is closed under
composition and compositional inversion of functions. Assume that the functions a1, ..., ak ∈ H have
polynomial growth and satisfy

lim
t→+∞

|ai(t)|
log t

= +∞ for all 1 ≤ i ≤ k

and

lim
t→+∞

|ai(t)− aj(t)|
log t

= +∞ for all i ̸= j.

Then, for any weak-mixing system (X,X , µ, T ), we have

lim
N→∞

1

N

N∑
n=1

T ⌊a1(n)⌋f1 · ... · T ⌊ak(n)⌋fk =
w
f1 dµ · ... ·

w
fk dµ,

where convergence takes place in L2(µ).

Finally, we provide some combinatorial applications of our convergence results which follow by
using Furstenberg’s correspondence principle. As a corollary of Theorem 1.1.1, we get the following
multiple recurrence result.

Corollary 1.1.4. [54, Corollary 1.5] Suppose H and a1, . . . , ak satisfy the hypotheses of Theorem
1.1.1. Then, for any measure preserving system (X,X , µ, T ) and any set A ⊂ X with µ(A) > 0, we
have

lim
N→∞

1

N

N∑
n=1

µ(A ∩ T−⌊a1(n)⌋A ∩ · · · ∩ T−⌊ak(n)⌋A) ≥ µ(A)k+1.

9



A similar result was established in [4] with lim sup in place of the limit, but under more general
conditions on the functions a1, ..., ak.

Utilizing Furstenberg’s correspondence principle, we can deduce a combinatorial result about large
sets of integers.

Corollary 1.1.5. [54, Corollary 1.6] Let E ⊂ N have positive upper density and suppose H and
a1, . . . , ak satisfy the hypotheses of Theorem 1.1.1. Then,

lim inf
N→∞

1

N

N∑
n=1

d̄(E ∩ (E − ⌊a1(n)⌋) ∩ · · · ∩ (E − ⌊ak(n)⌋)) ≥ (d̄(E))k+1.

As we mentioned above, a similar result was obtained in [4], which was sufficient to deduce that
there exist infinitely many n ∈ N for which d̄(E ∩ (E − ⌊a1(n)⌋) ∩ · · · ∩ (E − ⌊ak(n)⌋)) > 0.

1.2 Pointwise convergence in nilmanifolds and the case of linearly
dependent iterates

As we discussed in the introduction, a powerful theorem in the study of the averages in (1.1) is the
structure theorem of Host-Kra [29], which can reduce the above problem to studying rotations on
particular spaces called nilmanifolds. A nilmanifold is a homogeneous space X = G/Γ, where G is
a nilpotent Lie group and Γ is a discrete cocompact subgroup. In this sense, nilmanifolds are the
nilpotent analog of finite dimensional tori, which constitute the abelian case of the nilpotent theory.
In this section, our results will focus on determining the distribution of orbits in a nilmanifold along
Hardy sequences.

The reader may observe that there is no mention of nilmanifolds in the results of the previous
section. The reason is that we can bypass the use of the Host-Kra structure theorem by using the
joint ergodicity criterion of Frantzikinakis. In simplistic terms, this joint ergodicity criterion implies
that in the case of convergence to the product of the integrals, we only need to establish convergence
for “abelian” nilmanifolds, which are precisely the finite-dimensional tori. In this case, our linear
independence assumption (1.3) and Theorem E allow for a quick verification of this condition. However,
the joint ergodicity criterion cannot be used when there are linear dependencies between the Hardy
field functions and, therefore, we need to investigate the non-abelian nilmanifolds in this case.

In order to prove the corresponding convergence results for the associated ergodic averages, the
investigation of equidistribution properties for Hardy sequences has been carried out several times
throughout the literature. Theorem E solves the problem in the abelian case.

Suppose now that we are given a nilmanifold X = G/Γ, where G is a nilpotent Lie group. We are
interested in the behavior of the sequence

v(n) = (b
⌊a1(n)⌋
1 Γ, . . . , b

⌊ak(n)⌋
k Γ), (1.5)

where b1, . . . , bk are elements of the group G and a1, . . . , ak are Hardy field functions. Notice that this
is a sequence on the product nilmanifold Xk.

The most fundamental equidistribution result in the nilpotent case is due to Leibman [39, 40],
who showed that if the functions a1, . . . ak are integer polynomials, then we have equidistribution on
a ”subspace” of X (called a subnilmanifold), as long as we restrict the values of n to appropriate
arithmetic progressions. This was an important ingredient in his proof that polynomial ergodic aver-
ages converge in the case of a single transformation [38]. More specifically, we present the following
theorem [39, Theorem B].

Theorem G (Leibman). Let X = G/Γ be a nilmanifold and x ∈ X. Consider the sequence

g(n) = b
q1(n)
1 . . . b

qk(n)
k (1.6)

in G, where b1, . . . , bk ∈ G and q1, . . . , qk are polynomials with integer coefficients. Then, there exists
Q ∈ N, a closed, connected and rational subgroup H of G and points x0, . . . , xQ−1 ∈ X, such that for
every r ∈ {0, . . . , Q− 1} the sequence g(Qn+ r)x is equidistributed on the subnilmanifold Hxr.

10



Using this theorem, Leibman showed that if F : X → C is a continuous function, then the averages

1

N

N∑
n=1

F (g(n)x)

converge pointwise for all x ∈ X. In addition, he proved that if G is connected, the equidistribution
of the sequence g(n)Γ is controlled by the projection of g(n)Γ on the ”abelianization” G/[G,G]Γ of
G/Γ, which is a finite-dimensional torus called the horizontal torus of X.

The next breakthrough in this problem4 was made by Green and Tao in [27], who quantified pre-
cisely the behavior of polynomial orbits on nilmanifolds. This new theorem had notable applications
in number theory, most notably in establishing the Gowers uniformity of the W -tricked von Man-
goldt function. As is evident in Leibman’s work, this theorem provides a tight connection between
the equidistribution properties of a polynomial sequence on a nilmanifold with its projection to the
horizontal torus.

We now return to the setting of more general Hardy sequences. In the case k = 1, Frantzikinakis
established [12] that if the function a(t) satisfies (P), then the sequence b⌊a(n)⌋x is equidistributed on
the orbit Y = {bnx: n ∈ N} of b for any b ∈ G and x ∈ X. This implies that the distance of a from
rational polynomials is linked to its equidistribution properties, even in the nilpotent case. In the
case of several functions of polynomial growth, he also proved that if a1, . . . , ak have pairwise distinct
growth rates and satisfy

lim
t→+∞

∣∣∣ ai(t)
tki log t

∣∣∣ = lim
t→+∞

∣∣∣ tki+1

ai(t)

∣∣∣ = +∞ (1.7)

for some ki ∈ N, then, for any nilmanifold X = G/Γ and b1, . . . , bk ∈ G, the sequence(
b
⌊a1(n)⌋
1 x1, . . . , b

⌊ak(n)⌋
k xk

)
n∈N

(1.8)

is equidistributed on (bn1x1)n∈N × · · · × (bnkxk)n∈N for all x1, . . . , xk ∈ X. He conjectured that if the
linear combinations of the functions a1, . . . , ak satisfy the more relaxed assumptions of Theorem 1.1.1,
then the sequence in (1.8) is equidistributed on (bn1x1)n∈N × · · · × (bnkxk)n∈N. We remark here that
all of these theorems do not follow from results for general systems (such as Theorem 1.1.1), because
those yield information for the limit in the L2-sense.

Recently, Richter [49] established another equidistribution theorem for Hardy sequences. Assume,
for the sake of exposition, that the underlying Lie group G is connected and simply connected. In this
case, there is a natural way to define the elements bs for b ∈ G and s ∈ R. We also denote

∇− span{a1, . . . , ak} = {c1a(n1)
1 (t) + · · ·+ cka

(nk)
k (t): ci ∈ R, ni ∈ N ∪ {0}}.

Then, Richter proved that if a1, . . . , ak are chosen so that for any function a ∈ ∇− span{a1, . . . , ak},
we have that

|a(t)− q(t)| is bounded or lim
t→+∞

|a(t)− q(t)|
log t

= +∞,

for any polynomial q(t) ∈ R[t] then, for any commuting elements b1, . . . , bk ∈ G, there exists a closed,
connected, and rational subgroup H of G and points x0, . . . xQ−1 in X, such that the sequence

b
a1(Qn+r)
1 . . . b

ak(Qn+r)
k .

is equidistributed on the subnilmanifold Hxr of X for all r ∈ {0, . . . , Q− 1}.
This theorem is a generalization of Leibman’s theorem to the setting of Hardy seqeunces, imply-

ing that the orbits are equidistributed on a subspace of X, after we pass to appropriate arithmetic
progressions. Using a notion of equidistribution with respect to (weaker) averaging schemes in place

4While their theorem was established under the stronger hypothesis that the underlying nilpotent Lie group G is
connected and simply connected, one can typically reduce to this case in many applications. We will use this reduction
in our arguments as well.
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of Cesáro averages5, Richter weakened the assumptions on a1, . . . , ak significantly. Lastly, we remark
that while the previous theorem involves the sequences ai(n) instead of ⌊ai(n)⌋ in the exponents, the
statement is in a sense more general since it can be used to prove equidistribution theorems for the
sequences ⌊ai(n)⌋.

In order to state our results, we will assume that we have a fixed Hardy field H that includes the
polynomial functions. Removing this last restriction may be possible, though this would certainly
complicate our arguments. We will make an exception only for Theorem 1.2.3, since we will have to
employ Theorem 1.1.2 that has stronger assumptions on H. We will use the nilmanifolds (bRx) and

(bNx) below, which are defined by

(bRx) = {bsx: s ∈ R}

and similarly for (bNx). We will be able to define (bRx) only under the assumption that the nilpotent
Lie group G is simply connected. While their definition as subsets of X is not ambiguous, it is not
clear that these sets can be equipped with the structure of a nilmanifold (i.e. a homogeneous space on
some nilpotent Lie group). We will prove this assertion in the next chapter and we will keep referring
to them as subnilmanifolds in our theorems for now.

Theorem 1.2.1. [55, Theorem 1.1] Let H be a Hardy field containing the polynomial functions. Let
a1, ..., ak be functions in H that have polynomial growth. Assume that there exists6 an ε > 0, such that
every function a ∈ L(a1, ..., ak) satisfies

lim
t→+∞

|a(t)− q(t)|
tε

= +∞ for any polynomial q(t) ∈ Q[t]. (1.9)

Then, we have the following:
(i) For any collection of nilmanifolds Xi = Gi/Γi, elements bi ∈ Gi and xi ∈ Xi, the sequence(

b
⌊a1(n)⌋
1 x1, ..., b

⌊ak(n)⌋
k xk

)
is equidistributed on the nilmanifold (bN1 x1)× · · · × (bNkxk).
(ii) For any collection of nilmanifolds Xi = Gi/Γi such that the groups Gi are connected, simply
connected, elements bi ∈ Gi and xi ∈ Xi, the sequence(

b
a1(n)
1 x1, ..., b

ak(n)
k xk

)
is equidistributed on the nilmanifold (bR1 x1)× · · · × (bRkxk).

Remark. We will establish the more general statement that if b1, . . . , bk commute, the sequence

b
a1(n)
1 · · · bak(n)k Γ is equidistributed on the nilmanifold bR1 · · · bRkΓ. The fact that this is indeed a more
general statement can be seen by passing to the product nilmanifold X1×· · ·×Xk. A similar assertion
holds for Theorem 1.2.2 below and we provide more details on this deduction after Proposition 4.2.1.

In contrast to Theorem E, we have the term tε in the denominator, which is just out of reach of
the conjectured optimal term log t. As an example, using Theorem 1.2.1, we can prove that for any

elements b1, b2 ∈ G, the sequence (bn logn
1 Γ, bn

3/2

2 Γ) is equidistributed on the nilmanifold (bR1Γ, b
R
2Γ),

assuming that G satisfies the appropriate connectedness assumptions, since we want these elements
to be well defined.

If we have functions that are not linearly independent, then the above theorem fails, as can be
seen by noting that the sequence (n3/2, n1/2, n3/2 + n1/2) is not equidistributed on T3. However, we
can relax the linear independence condition in Theorem 1.2.1 and still obtain a convergence result:

Theorem 1.2.2. [55, Theorem 1.2] Let H be a Hardy field containing the polynomial functions. Let
a1, ..., ak be functions in H that have polynomial growth. Assume that there exists ε > 0, such that
every function a ∈ L(a1, ..., ak) satisfies either

lim
t→+∞

|a(t)− q(t)|
tε

= +∞ for any polynomial q(t) ∈ Q[t], (1.10)

5A very simple example in the abelian setting is the sequence logn, which is not equidistributed in the standard sense,
but is equidistributed with respect to logarithmic averages.

6The value of ε depends only on the initial collection {a1, ..., ak}.
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or
the limit lim

t→+∞
a(t) is a real number. (1.11)

Then, we have the following:
(i) For any collection of nilmanifolds Xi = Gi/Γi, elements bi ∈ Gi, xi ∈ Xi and continuous functions
f1, ..., fk with complex values, the averages

1

N

N∑
i=1

f1(b
⌊a1(n)⌋
1 x1) · ... · fk(b

⌊ak(n)⌋
k xk)

converge.
(ii) For any collection of nilmanifolds Xi = Gi/Γi such that the groups Gi are connected, simply
connected, elements bi ∈ Gi, xi ∈ Xi and continuous functions f1, ..., fk with complex values, the
averages

1

N

N∑
i=1

f1(b
a1(n)
1 x1) · ... · fk(b

ak(n)
k xk)

converge.

The main difference between Theorems 1.2.1 and 1.2.2 is that we allow for linear dependencies
between the functions a1(t), ..., ak(t) in the second case (for example, we may have the functions
(t log t, t3/2, t3/2 + t log t)). We will use this theorem and Theorem 1.1.2 to deduce the following.

Theorem 1.2.3. [55, Theorem 1.3] Let H be a Hardy field that contains the field LE of logarithmico-
exponential functions and is closed under composition and compositional inversion of functions (when
defined). Furthermore, assume that the functions a1, ..., ak ∈ H are as in Theorem 1.2.2. Then, for
any measure preserving system (X,X , µ, T ) and any functions f1, ..., fk ∈ L∞(µ), the averages

1

N

N∑
n=1

T ⌊a1(n)⌋f1 · ... · T ⌊ak(n)⌋fk (1.12)

converge in L2(µ).

Determining the exact limit of the averages is very difficult in this case and relies on understanding
the exact polynomial relations between a1, . . . , ak, which can be very complicated in the general setting.

Theorems 1.2.1 and 1.2.2 extend the equidistribution result of Frantzikinakis [12], where the func-
tions a1, ..., ak were assumed to have different growth rates and satisfy the growth condition in (1.7).
On the other hand, our results are complementary to the results in [49], in the sense that each covers
collections of functions that are not covered by the other one. The main new cases that are cov-
ered in our results (in the case k ≥ 2) involve functions satisfying a growth condition of the form
tℓ ≺ a(t) ≪ tℓ log t, where ℓ is a positive integer. For instance, we can cover all functions of the form∑k

i=1 cit
ai(log t)bi , where ai > 0 and bi, ci ∈ R (assuming, of course, that the linear combinations of

the involved functions satisfy either (1.10) or (1.11)).
As we stated, there are cases covered in the results of [49] that do not follow from the arguments

presented here. These examples concern functions that grow slower than fractional powers tδ, such as
the function (log t)A for A > 0 or the function exp(

√
log t). An example that is not covered by Theorem

1.2.2 is the pair of functions (log2 t, t3/2), which can be covered by the results in [49]. We remark that
the conjectured optimal restrictions on the functions a1, ..., ak in Theorem 1.2.2 are expected to be
that the functions are good for convergence when the system (X,µ, T ) is any rotation on some torus
Td. A conjecture of Frantzikinakis appears in [15, Problem 22], although the statement needs to be
changed to the following:

Conjecture 1. Let a1, ..., ak be functions in LE (or any other Hardy field) with polynomial growth
such that for all real numbers t1, ..., tk ∈ [0, 1), the averages

1

N

N∑
n=1

e(t1⌊a1(n)⌋+ · · ·+ tk⌊ak(n)⌋) (1.13)
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converge. Then, for any measure preserving system (X,µ, T ) and functions f1, ..., fk ∈ L∞(µ), the
averages

1

N

N∑
n=1

T ⌊a1(n)⌋f1 · ... · T ⌊ak(n)⌋fk (1.14)

converge in L2(µ) and, if (X,µ, T ) is a nilsystem and the functions f1, ..., fk are continuous, then
those averages converge pointwise everywhere.

1.3 Ergodic averages along prime numbers

A general problem in ergodic theory is to prove whether the convergence of the averages (1.1) is still
true, if we restrict the range of summation to the primes. More specifically, we want to determine
whether the averages

1

π(N)

∑
p∈P: p≤N

T
a1(p)
1 f1 · . . . · T ak(p)k fk (1.15)

converge in L2(µ) and what is the corresponding limit of these averages. Here, π(N) denotes the
number of primes less than or equal to N and P is the set of primes. In this section, we will present
results concerning convergence of averages like (1.15) in the case of Hardy sequences and their applica-
tions to combinatorics. It will be clear in the results involving prime numbers, that certain arithmetic
obstructions (related to polynomial functions) force us to consider the set of shifted primes P− 1 (or
P + 1) in place of P to prove multiple recurrence results. A simple example is the set 4Z + 2 which
has positive density, but does not contain a pair of the form (m,m+ p) with m ∈ N and p ∈ P.

Historically, the first result concerns the case k = 1 and is due to Sárközy [50]. Using methods
from analytic number theory, he showed that sets of positive density contain patterns of the form
(m,m + p − 1), where p is a prime. Wierdl [57] established the pointwise convergence result of the
averages (1.15) in the case k = 1 and a1(n) = n and Nair generalized this theorem to polynomials
evaluated at primes [46].

In the case of several iterates, Frantzikinakis, Host, and Kra [19] proved that sets of positive den-
sity contain 3-term arithmetic progressions whose common difference is a shifted prime. They also
showed that the averages in (1.15) converge in the case k = 2, T1 = T2 and ai(n) = in, i ∈ {1, 2}.
Wooley and Ziegler [59] generalized this to the case of systems with a single transformation and where
ai(n), i ∈ {1, . . . , k} are polynomials with integer coefficients. Following that, Frantzikinakis, Host,
and Kra [20] proved that the Bergelson-Leibman theorem (Theorem D) holds along the shifted primes.
In addition, they showed that the averages in (1.15) converge in norm when ai(n) are integer polyno-
mials, conditional to a conjecture that polynomial ergodic averages converge for several commuting
transformations. This last conjecture was subsequently verified by Walsh [56].

Sun obtained convergence and recurrence results in [52] in the case of a single transformation
and sequences of the form i⌊an⌋, where i ∈ {1, . . . , k} with a irrational. Koutsogiannis extended the
convergence result of [20] to real polynomials in [33], obtaining recurrence for polynomials with real
coefficients rounded to the closest integer. Combinatorial applications along the shifted primes were
derived as well through Furstenberg’s correspondence principle.

A common theme in all of these results was the reliance on tools built by Green and Tao in their
aim to show that primes contain arbitrarily long arithmetic progressions [24]. In particular, a deep
theorem known as the Gowers uniformity of the von Mangoldt function (proven by Green and Tao in
[25] conditional to conjectures that were subsequently verified in [28] and [26]) is very important in
almost all of these results.

Frantzikinakis conjectured that ergodic averages along primes should converge for more general

sequences involving fractional powers nc, such as
⌊
n3/2

⌋
,
⌊
n
√
e
⌋
as well as for more general Hardy field

sequences. To be more precise, he conjectured that the averages

1

π(N)

∑
p∈P: p≤N

T ⌊pc⌋f1 · . . . · T k⌊p
c⌋fk (1.16)
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converge in L2(µ) for all positive integers k and all positive non-integers c and that the limit is the
same as the limit of the averages (1.2). When 0 < c < 1, the range of ⌊pcn⌋ contains all sufficiently
large integers, so that the multiple recurrence result follows easily. Additionally, the convergence of
the previous averages is known in the case k = 1 since one can use the spectral theorem and the fact
that the sequence {pcna} is equidistributed mod 1 for all non-zero a ∈ R. This last assertion follows
from [51] or [58] when c < 1 and [41] in the case c > 1.

There were significant obstructions to the solution of this problem. One approach would be to
modify the comparison method from [20] (concerning polynomials), but the Gowers uniformity of the
von Mangoldt function is insufficient to establish this claim. The other approach would be to use the
method of characteristic factors, which eventually reduces the task of proving convergence to the case
of nilmanifolds. However, this required some equidistribution results on nilmanifolds for the sequence
⌊pcn⌋, which were very difficult to establish.

A similar conjecture by Frantzikinakis was made for iterates involving distinct fractional powers,
such as

1

π(N)

∑
p∈P: p≤N

T ⌊pc1⌋f1 · . . . · T ⌊pck⌋fk

for distinct positive non-integer c1, . . . , ck. Recently, Frantzikinakis [16] verified that these averages
converge in L2(µ) to the product of the integrals of the functions f1, . . . , fk in any ergodic system in
the more general case where the sequences in the iterates are linearly independent fractional polyno-
mials. These methods relied heavily on the use of the joint ergodicity results in [17] and, thus, the
linear independence assumption on the fractional polynomials is necessary. In the same paper, it was
conjectured [16, Problem] that the case of fractional polynomials can be generalized to the larger class
of Hardy field functions.

We present here our main theorems again under the assumption our Hardy field H contains the
polynomial functions. A few results impose additional assumptions on H and we state those when
necessary. These extra assumptions are a byproduct of convergence results along N.

First of all, we will need to introduce the von Mangoldt function, which will be used in place of
the characteristic function of the primes. This is defined by

Λ(n) =

{
log p , if n = pk for some prime p and k ∈ N
0 , otherwise

. (1.17)

The function Λ has average 1 by the prime number theorem. Usually, the prime powers with exponents
at least 2 contribute a term of significantly lower order in asymptotics, so Λ is morally supported on
primes. However, due to the irregularity of the distribution of Λ in residue classes to small moduli,
one typically considers a modified version of Λ, called the W-tricked version. To define this, let w be
a positive integer and let W =

∏
p≤w,p∈P p. Then, for any integer 1 ≤ b ≤ W with (b,W ) = 1, we

define the W -tricked von Mangoldt function Λw,b by

Λw,b(n) =
ϕ(W )

W
Λ(Wn+ b), (1.18)

where ϕ denotes the Euler totient function. This modification can be traced back to [24], where Green
and Tao proved that primes contain arbitrarily long arithmetic progressions.

The first theorem will allow us to transfer mean convergence results for Cesàro averages to the
prime setting, by establishing a comparison between standard Cesàro averages and averages weighted
by theW -tricked von Mangoldt function. The proof requires some equidistribution assumption on the
functions aij , which is characterized through Theorem E.

Theorem 1.3.1. [36, Theorem 1.1] Let H be a Hardy field that contains the polynomial functions.
Let ℓ, k be positive integers and, for all 1 ≤ i ≤ k, 1 ≤ j ≤ ℓ, let aij ∈ H be functions of polynomial
growth such that

lim
t→+∞

∣∣∣∣aij(t)− q(t)

log t

∣∣∣∣ = +∞ for every polynomial q(t) ∈ Q[t], (1.19)
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or
lim

t→+∞
|aij(t)− q(t)| = 0 for some polynomial q(t) ∈ Q[t] + R. (1.20)

Then, for any measure-preserving system (X,X , µ, T1, . . . , Tk) and functions f1, . . . , fℓ ∈ L∞(µ), we
have

lim
w→+∞

lim sup
N→+∞

max
1≤b≤W
(b,W )=1

∥∥∥ 1

N

N∑
n=1

(
Λw,b(n)− 1

) ℓ∏
j=1

( k∏
i=1

T
⌊aij(Wn+b)⌋
i

)
fj

∥∥∥
L2(µ)

= 0.

Theorem 1.3.1 is used to derive all of our applications on the primes, at least when combined with
known results for averages along N. We remark that unlike several of the theorems above or in the
literature, there are no linear independence assumptions between the functions aij , although these
assumptions will be necessary in subsequent theorems. The following result, which is effectively a
corollary of Theorem 1.3.1, exemplifies how the comparison between averaging schemes works.

Theorem 1.3.2. [36, Theorem 1.2] Let H be a Hardy field that contains the polynomial functions. Let
ℓ, k be positive integers, (X,X , µ, T1, . . . , Tk) be a measure-preserving system and f1, . . . , fk ∈ L∞(µ).
Assume that for all 1 ≤ i ≤ k, 1 ≤ j ≤ ℓ, aij ∈ H are functions of polynomial growth such that the
following conditions are satisfied:
(a) Each one of the functions aij(t) satisfies either (1.19) or (1.20).
(b) For all positive integers W, b, the averages

1

N

N∑
n=1

( k∏
i=1

T
⌊ai1(Wn+b)⌋
i

)
f1 · . . . ·

( k∏
i=1

T
⌊aiℓ(Wn+b)⌋
i

)
fℓ (1.21)

converge in L2(µ).
Then, the averages

1

π(N)

∑
p∈P: p≤N

( k∏
i=1

T
⌊ai1(p)⌋
i

)
f1 · . . . ·

( k∏
i=1

T
⌊aiℓ(p)⌋
i

)
fℓ (1.22)

converge in L2(µ).
Furthermore, if the averages in (1.21) converge to the function F ∈ L∞(µ) for all positive integers

W, b, then the limit in L2(µ) of the averages (1.22) is equal to F .

In our setting, the fact that we require convergence for sequences along arithmetic progressions is
typically harmless. Indeed, convergence results along N typically follow from a growth condition on the
implicit functions aij (such as (1.19)) and it is straightforward to check that the function aij(Wt+ b)
satisfies a similar growth condition to aij(t).

The final part of Theorem 1.3.2 allows us to compute the limit of averages along primes in cases
where we have an expression for the limit of the standard Cesàro averages. This is possible, in rough
terms, whenever the linear combinations of the functions aij do not contain polynomials or functions
that are approximately equal to a polynomial. The reason for that is that there is no explicit description
of the limit of polynomial ergodic averages in a general measure preserving system unless we have some
total ergodicity assumptions on the system.

1.3.1 Convergence of ergodic averages along primes

The first application is that the averages in (1.2) converge when a(n) is a Hardy sequence and when
we average along primes. The following theorem is a corollary of our comparison and the convergence
results of Frantzikinakis [13]. This provides an affirmative answer to [13, Problem 7], which was stated
only in the special case of fractional powers nc, c ∈ R+ \ N.

Theorem 1.3.3. [36, Theorem 1.3] Let a ∈ H be a function of polynomial growth that satisfies either

lim
t→+∞

∣∣∣∣a(t)− cq(t)

log t

∣∣∣∣ = +∞ for every c ∈ R and every q ∈ Z[t], (1.23)
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or
lim

t→+∞
|a(t)− cq(t)| = d for some c, d ∈ R and some q ∈ Z[t]. (1.24)

Then, for any positive integer k, any measure-preserving system (X,X , µ, T ) and functions f1, . . . , fk ∈
L∞(µ), we have that the averages

1

π(N)

∑
p∈P: p≤N

T ⌊a(p)⌋f1 · . . . · T k⌊a(p)⌋fk (1.25)

converge in L2(µ).
In particular, if a satisfies (1.23), the limit of the averages in (1.25) is equal to the limit in L2(µ)

of the averages

1

N

N∑
n=1

Tnf1 · . . . · T knfk.

Remark. The reader may observe that condition iii) in Theorem F is the only one missing above.
However, the proof of Theorem 1.3.1 becomes much more complicated if we allow this case as well.

The following theorem concerns the “jointly ergodic” case for one transformation, which refers to
the setting when we have convergence to the product of the integrals in ergodic systems. Observe
that the assumptions on the Hardy field functions are exactly the same as in Theorem 1.1.1 and
the conclusion is the same apart from the fact that we average along the prime numbers. This
theorem generalizes the theorem of Frantzikinakis [16, Theorem 1.1] and gives a positive answer to
[16, Problem].

Theorem 1.3.4. [36, Theorem 1.4] Let H be a Hardy field that contains LE and is closed under
composition and compositional inversion of functions, when defined. For a positive integer k, let
a1, . . . , ak be functions of polynomial growth and assume that every non-trivial linear combination a
of them satisfies

lim
t→+∞

∣∣∣a(t)− q(t)

log t

∣∣∣ = +∞ for every q(t) ∈ Z[t]. (1.26)

Then, for any measure-preserving system (X,X , µ, T ) and functions f1, . . . , fk ∈ L∞(µ), we have
that

lim
N→+∞

1

π(N)

∑
p∈P: p≤N

T ⌊a1(p)⌋f1 · . . . · T ⌊ak(p)⌋fk = f̃1 · . . . · f̃k, (1.27)

where f̃i := E(fi|I(T )) = limN→+∞
1
N

∑N
n=1 T

nfi and the convergence is in L2(µ).

We remark that we can also transfer the convergence result of Theorem 1.2.3 to primes.
In the case of several commuting transformations, results on the limiting behavior for averages for

Hardy sequences along N are few. The only known convergence result is due to Frantzikinakis [14,
Theorem 2.3], which we now transfer to the prime setting. By a shift-invariant Hardy field, we are
referring to a Hardy field such that a(t+ h) ∈ H for any h ∈ Z and function a(t) ∈ H.

Theorem 1.3.5. [36, Theorem 1.5] Let k ∈ N, H be a shift-invariant Hardy field that contains the
polynomial functions, a1, . . . , ak be functions in H with pairwise distinct growth rates and such that
there exist integers di ≥ 0 satisfying

lim
t→+∞

∣∣∣ ai(t)
tdi log t

∣∣∣ = lim
t→+∞

∣∣∣ tdi+1

ai(t)

∣∣∣ = +∞.

Then, for any system (X,X , µ, T1, . . . , Tk) and functions f1, . . . , fk ∈ L∞(µ), we have

lim
N→+∞

1

π(N)

∑
p∈P: p≤N

T
⌊a1(p)⌋
1 f1 · . . . · T ⌊ak(p)⌋

k fk = f̃1 · . . . · f̃k,

where f̃i := E(fi|I(Ti)) = limN→+∞
1
N

∑N
n=1 T

n
i fi and the convergence is in L2(µ).

While there are more restrictions compared to Theorem 1.3.4, we note that Theorem 1.3.5 covers
at least the case of distinct fractional powers, i.e. when ai(t) = tci for distinct, positive non-integers
ci.
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1.3.2 Applications to multiple recurrence and combinatorics

In this subsection, we will translate the previous convergence results to multiple recurrence results and
then combine them with Furstenberg’s correspondence principle (Theorem B) to derive combinatorial
applications. Due to arithmetic obstructions arising from polynomials, we have to work with the
set of shifted primes in some cases. In addition, it was observed in [33] that in the case of real
polynomials, one needs to work with the rounding to the closest integer function instead of the floor
function. Indeed, even in the case of sequences of the form ⌊ap(n) + b⌋, explicit conditions that
describe multiple recurrence are very complicated (cf. [13, Footnote 4]). We will denote by [[x]] the
closest integer to x.

Our first application relates to the averages appearing in Theorem 1.3.3.

Theorem 1.3.6. [36, Theorem 1.6] Let a ∈ H be a function of polynomial growth. Then, for any
measure-preserving system (X,X , µ, T ), k ∈ N, and set A with positive measure we have the following:
(a) If a satisfies (1.23), we have

lim
N→+∞

1

π(N)

∑
p∈P: p≤N

µ(A ∩ T−⌊a(p)⌋A ∩ · · · ∩ T−k⌊a(p)⌋A) > 0.

(b) If a satisfies (1.24) with cp(0) + d = 0,7 then for any set A with positive measure, the set{
n ∈ N : µ

(
A ∩ T−[[a(n)]]A ∩ · · · ∩ T−k[[a(n)]]A

)
> 0
}

has non-empty intersection with the sets P− 1 or P+ 1.

This theorem and Furstenberg’s correspondence principle yield the following corollary.

Corollary 1.3.7. [36, Corollary 1.7] For any set E ⊆ N of positive upper density, k ∈ N, and function
a ∈ H of polynomial growth, the following holds:
(a) If a satisfies (1.23), we have

lim inf
N→+∞

1

π(N)

∑
p∈P: p≤N

d̄
(
E ∩ (E − ⌊a(p)⌋) ∩ · · · ∩ (E − k⌊a(p)⌋)

)
> 0.

(b) If a satisfies (1.24) with cp(0) + d = 0, then the set{
n ∈ N : d̄

(
E ∩ (E − [[a(n)]]) ∩ · · · ∩ (E − k[[a(n)]])

)
> 0
}

has non-empty intersection with the sets P− 1 or P+ 1.

Specializing to the case where a(n) = nc where c is a positive non-integer, Theorem 1.3.3 and part
(a) of Theorem 1.3.6 provide an affirmative answer to [15, Problem 27].

We remark here that in part (a) of both Theorem 1.3.6 and Corollary 1.3.7 one can evaluate the
function a along the affine shifts ap + b for a, b ∈ Q with a ̸= 0. This follows from the fact that the
function ai(at+ b) satisfies (1.23) as well, if ai does. However, the shifts p− 1 and p+ 1 are the only
correct ones in part (b) of Theorem 1.3.6 as there are simple counterexamples otherwise.

Now, we state the recurrence result obtained by Theorem 1.3.4.

Theorem 1.3.8. [36, Theorem 1.8] Let k ∈ N, H be a Hardy field that contains LE and is closed
under composition and compositional inversion of functions, when defined, and suppose a1, . . . , ak ∈ H
are functions of polynomial growth whose non-trivial linear combinations satisfy (1.3). Then, for any
measure-preserving system (X,X , µ, T ), and set A with positive measure, we have that

lim
N→+∞

1

π(N)

∑
p∈P: p≤N

µ
(
A ∩ T−⌊a1(p)⌋A ∩ · · · ∩ T−⌊ak(p)⌋A

)
≥
(
µ(A)

)k+1
.

7We have to use an assumption that the polynomial has no constant term, in order to obtain a recurrence result.
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Corollary 1.3.9. [36, Corollary 1.9] For any k ∈ N, set E ⊆ N of positive upper density, Hardy field
H and functions a1, . . . , ak ∈ H as in Theorem 1.3.8, we have

lim inf
N→+∞

1

π(N)

∑
p∈P: p≤N

d̄
(
E ∩ (E − ⌊a1(p)⌋) ∩ · · · ∩ (E − ⌊ak(p)⌋)

)
≥
(
d̄(E)

)k+1
.

In particular, we conclude that for any set E ⊆ N with positive upper density and a1, . . . , ak as
above, the set

{n ∈ N: there exists m ∈ N such that m,m+ ⌊a1(n)⌋, . . . ,m+ ⌊ak(n)⌋ ∈ E}

has non-empty intersection with the set P.
The following is a multidimensional analog of Theorem 1.3.8 and relies on the convergence result

of Theorem 1.3.5.

Theorem 1.3.10. [36, Theorem 1.10] Let k ∈ N, H be a shift-invariant Hardy field and suppose that
a1, . . . , ak ∈ H are functions of polynomial growth that satisfy the hypotheses of Theorem 1.3.5. Then,
for any system (X,X , µ, T1, . . . , Tk) and set A with positive measure, we have that

lim
N→+∞

1

π(N)

∑
p∈P: p≤N

µ
(
A ∩ T−⌊a1(p)⌋

1 A ∩ · · · ∩ T−⌊ak(p)⌋
k A

)
≥
(
µ(A)

)k+1
.

Lastly, we present the corresponding combinatorial application of our last multiple recurrence
result. Given a set E ⊆ Zd, its upper density is given by

d̄(E) := lim sup
N→+∞

|E ∩ {−N, . . . , N}d|
(2N + 1)d

.

Corollary 1.3.11. [36, Corollary 1.11] For any k ∈ N, set E ⊆ Zd of positive upper density, Hardy
field H and functions a1, . . . , ak ∈ H as in Theorem 1.3.10 and vectors v1, . . . ,vk ∈ Zd, we have

lim inf
N→+∞

1

π(N)

∑
p∈P: p≤N

d̄
(
E ∩ (E − ⌊a1(p)⌋v1) ∩ · · · ∩ (E − ⌊ak(p)⌋vk)

)
≥
(
d̄(E)

)k+1
.

Equidistribution in nilmanifolds

In this part, we present some results relating to pointwise convergence in nilmanifolds along Hardy
sequences evaluated at primes. We have the following theorem that translates results from the setting
of averages along N to primes, similar to Theorem 1.3.2.

Theorem 1.3.12. [36, Theorem 1.12] Let k be a positive integer. Assume that a1, . . . , ak ∈ H are
functions of polynomial growth, such that the following conditions are satisfied:
(a) For every 1 ≤ i ≤ k, the function ai(t) satisfies either (1.19) or (1.20).
(b) For all positive integers W, b, any nilmanifold Y = H/∆, pairwise commuting elements u1, . . . , uk
and points y1, . . . , yk ∈ Y , the sequence(

u
⌊a1(Wn+b)⌋
1 y1, . . . , u

⌊ak(Wn+b)⌋
k yk

)
is equidistributed on the nilmanifold (uZ1y1)× · · · × (uZkyk).

Then, for any nilmanifold X = G/Γ, pairwise commuting elements g1, . . . , gk ∈ G and points
x1, . . . , xk ∈ X, the sequence (

g
⌊a1(pn)⌋
1 x1, . . . , g

⌊ak(pn)⌋
k xk

)
n∈N

,

where pn denotes the n-th prime, is equidistributed on the nilmanifold (gZ1 x1)× · · · × (gZkxk).
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Instead of the “pointwise convergence” assumption (b), one can replace it with a weaker conver-
gence (i.e. in the L2-sense) hypothesis. However, we will not benefit from this in applications, so we
opt to not state our results in that setup.

In the case of a polynomial function, a convergence result along primes follows by combining [26,
Theorem 7.1] (which is the case of linear polynomials) and the fact that any polynomial orbit on a
nilmanifold can be lifted to a linear orbit of a unipotent affine transformation on a larger nilmanifold
(an argument due to Leibman [39]). Nonetheless, in this case, we do not have a nice description for
the orbit of this polynomial sequence.

On the other hand, this theorem is the first result on equidistribution in higher-step nilmanifolds
(along primes) for sequences such as ⌊pcn⌋, with c > 1 a non-integer (this was previously unknown even
in the simplest case of one fractional power).

All of the pointwise convergence theorems that we mentioned above can be transferred to the prime
setting. As an application, we have the following corollary of Theorem 1.3.12 and Theorem 1.2.1. The
term invariant under affine shifts refers to a Hardy field H for which a(Wt+ b) ∈ H whenever a ∈ H,
for all W, b ∈ N.

Corollary 1.3.13. [36, Corollary 1.13] Let k be a positive integer, H be a Hardy field invariant under
affine shifts, and suppose that a1, . . . , ak ∈ H are functions of polynomial growth, for which there exists
an ε > 0, so that every non-trivial linear combination a of them satisfies

lim
t→+∞

∣∣∣a(t)− q(t)

tε

∣∣∣ = +∞ for every q(t) ∈ Z[t]. (1.28)

Then, for any collection of nilmanifolds Xi = Gi/Γi i = 1, . . . , k, elements gi ∈ Gi and points xi ∈ Xi,
the sequence (

g
⌊a1(pn)⌋
1 x1, . . . , g

⌊ak(pn)⌋
k xk

)
n∈N,

where pn denotes the n-th prime, is equidistributed on the nilmanifold (gZ1 x1)× · · · × (gZkxk).

The condition on H is necessary, because we want to apply Theorem 1.2.1 for sequences of the
form a(Wn+ b) for all choices of W, b ∈ N. The assumption on H can, in principle, be dropped since
the arguments in our proofs rely on some growth assumptions on the functions ai which also hold for
their shifted versions, but this would complicate the statement and proof of Theorem 1.2.1.

Our corollary implies that the sequence(
g
⌊pc1n ⌋
1 x1, . . . , g

⌊pckn ⌋
k xk

)
is equidistributed on the subnilmanifold (gZ1 x1)×· · ·× (gZkxk) of X1×· · ·×Xk, for any distinct positive
non-integers c1, . . . , ck and for all points xi ∈ Xi. This is stronger than the result of Frantzikinakis [16]
that establishes convergence in the L2-sense (for linearly independent fractional polynomials). This
result is novel even in the simplest case k = 1. Furthermore, we remark that in the case k = 1 we can
actually replace (1.28) with the optimal condition that a(t)− q(t) grows faster than log t, for all q(t)
that are real multiples of integer polynomials, using the results from [12].

Ideas and organization of the proofs

In general, we have a very strong and developed theory in determining convergence of averages like
(1.1), which is the Host-Kra structure theory. This works really well in the case of polynomial se-
quences, because we can use elementary tools such as the Cauchy-Schwarz and van der Corput inequal-
ities to reduce the complexity of the polynomials appearing in the iterates. In very broad terms, this
allows to replace the sequence q(n) (where q is a polynomial) with sequences of the form q(n+h)−q(n)
where h is a parameter over which we average. The significant gain of this procedure is that this new
polynomial has smaller degree than the previous one. Thus, after finitely many steps, this process
will terminate and we will be able to bound ergodic averages involving polynomials by an appropri-
ate Host-Kra seminorm (defined in the next chapter), which, on its own, is sufficient to reduce the
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problem to the case of nilmanifolds. In short, there is some sort of induction happening in the case of
polynomials that reduces their degrees after finitely many iterations of this procedure.

In the case of Hardy sequences, our main task is to transfer our initial problem to a setting involving
only polynomial iterates. This can be achieved through Taylor expansion in an appropriate range.
More specifically, the best way to achieve this is to show that if we average over a short interval of the
form [N,N + L(N)] where L(t) is a positive function that grows to infinity slower than linearly, then
we can approximate our Hardy sequence a(n) by its Taylor polynomial in the range [N,N + L(N)].
Of course, this polynomial varies with N , but the methods of the polynomial case can still be applied
here. If we can bound averages over a narrow range like [N,N +L(N)], then a very simple argument
shows that this bound holds for averages in the long ranges such as [1, N ]. In some cases, we may need
to consider more complicated averaging schemes (i.e considering a double average over the parameter
N as well) but the main principle underpinning these arguments is still the same.

There are several differences regarding the proofs of the results in the three previous sections.
The results in Section 1.1 rely on bounding ergodic averages involving Hardy sequences by Host-Kra
seminorms, which is equivalent to proving Theorem 1.1.2. This is done by repeatedly using the van
der Corput inequality and an induction scheme originally due to Bergelson [1] (called PET induction
in the literature). The remaining theorems of this section follow from these bounds and the joint
ergodicity criterion of Frantzikinakis. The joint ergodicity criterion has two conditions that need to
be verified. The first necessary condition is that our averages are bounded by a Host-Kra seminorm
(which will occupy the bulk of the proof) and an equidistribution (mod 1) assumption on the sequences
involved, which will follow easily from Theorem E.

The results involving convergence on nilmanifolds will be attacked by a reduction to a problem
involving polynomial sequences through Taylor expansion. Since these polynomials vary with the
underlying short interval, we will need a quantitative equidistribution criterion for polynomial orbits
on a nilmanifold, which is already known due to Green and Tao [27]. However, this theorem requires
several technical definitions relating to nilmanifolds, so we have to postpone its statement till the next
chapter.

In order to prove the results along primes, we will use similar approximations as in the case of
averages along N. First of all, we will use some very recent number theoretic input from [44] that
establishes the Gowers uniformity of the von Mangoldt function in short intervals. However, there are
still several complications arising when studuying averages weighted by a von Mangoldt weight, since
the von Mangoldt function is unbounded. This creates some problems when trying to completely elim-
inate the error term of the Taylor polynomials in the iterates so that we can have genuine polynomial
sequences. This is circumevented through a series of equidistribution arguments, which at the end will
allow us to reduce our problem to averages with iterates of the form ⌊pN (n)⌋, where pN are polynomi-
als with real coefficients. If the integer parts were not present, then the argument of Frantzikinakis,
Host, and Kra ([19] and [20]) that handles the case of integer polynomials could be applied. In order
to achieve this, we will pass to an extension of the system (X,X , µ, T1, . . . , Tk), wherein the actions Ti
are lifted to R-actions (also called measure-preserving flows) and the integer parts are removed. This
argument was used by Koutsogiannis in order to tackle the case of polynomials with real coefficients
and has its origins in [6] and [42].

There are a lot of technical details missing that cannot possibly be fitted in this short discussion.
In particular, the whole inductive procedure that we have to follow below is very complicated and
notationally heavy. For this reason, we have several examples in Chapters 3, 4 and 5, which all handle
very simple cases of the theorems discussed in this chapter. Chapter 3 will concern the proods of all
the results of Section 1.1, Chapter 4 will contain the proofs of Section 1.2 and, lastly, we will include
the proofs of the remaining results of Section 1.3 in Chapter 5.

1.3.3 Notational conventions

Throughout this thesis, we denote with N = {1, 2, . . .}, Z, Q, R, C and P the sets of natural, integer,
rational, real, complex numbers and prime numbers respectively. We denote the one dimensional torus
T = R/Z, the exponential phases e(t) = e2πit, while ∥x∥T = d(x,Z), [[x]], ⌊x⌋, ⌈x⌉, and {x} are the
distance of x from the nearest integer, the nearest integer to x, the greatest integer which is less or
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equal to x, the smallest integer which is greater or equal to x, and the fractional part of x respectively.
We let 1A denote the characteristic function of a set A and |A| is its cardinality. For any integers

a,Q we use the symbol a (Q) to denote the residue class a modulo Q. Therefore, the notation 1a (Q)

refers to the characteristic function of the set of those integers, whose residue when divided by Q is
equal to a.

For two sequences an, bn, we say that bn dominates an and write an ≺ bn or an = o(bn), when
an/bn goes to 0, as n → +∞. In addition, we write an ≪ bn or an = O(bn), if there exists a positive
constant C such that |an| ≤ C|bn| for large enough n. When we want to denote the dependence of
the constant C on some parameters h1, . . . , hk, we will use the notation an = Oh1,...,hk(bn). In the
case that bn ≪ an ≪ bn, we shall write an ∼ bn. We say that an and bn have the same growth rate
when the limit of anbn , as n→ +∞ exists and is a non-zero real number. We use a similar notation and
terminology for asymptotic relations when comparing functions of a real variable t.

Under the same setup as in the previous paragraph, we say that the sequence an strongly dominates
the sequence bn if there exists δ > 0 such that

an
bn

≫ nδ.

In this case, we write bN ≪ aN , or aN ≫ bN .
8 We use similar terminology and notation for functions

on a real variable t.
Finally, for any sequence (a(n)), we will use the averaging notation

E
n∈S

a(n) =
1

|S|
∑
n∈S

a(n)

to denote averages over a finite non-empty set S. We will typically work with averages over the
integers in a specified interval, whose endpoints may not necesseraly be integers. We will use the
symbol Eµ(f |Y) to denote the conditional expectation of a function f with respect to the σ-algebra
Y.

We will use the letters b, g, u, w to denote elements of a Lie group and we will use either bold
letters to indicate vector-valued quantities.

Notation involving cubes

Given a positive integer s, we will denote by [[s]] the set {0, 1}s of ordered s-tuples of zeroes and ones,
which contains 2s elements (which we refer to as cubes). For elements of cube sets [[s]] only, we will
use the notation ε instead of bold letters. For convenience, we will write 0, 1 for the elements (0, 0, ...0)
and (1, 1, ..., 1) of [[s]] respectively. We will also define |ε| to be the sum of elements of ε. For a finite
set Y , we will similarly use the notation Y [[s]] to denote the set Y 2s . Each element h ∈ Y [[s]] can be
represented as h = (hε, ε ∈ [[s]]) where each hε belongs to Y . For complex numbers z, we define the
operator Ckz, where Ckz := z, if k is an even number and Ckz := z̄ otherwise.

8This notation is non-standard, so we may refer back to this part quite often throughout the text.
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Chapter 2

Background

2.1 Preliminaries on Hardy fields

In this section, we describe some basic properties of Hardy fields. The main advantage when working
with functions in a Hardy field (instead of just the C∞ functions) is that any two functions f, g ∈ H
are comparable. That means that the limit

lim
t→∞

f(t)

g(t)

exists (possibly ±∞) and thus it makes sense to talk about and compare their growth rates. The fact
that the limit exists follows from the fact that H is a field and the fact that every function in H has a
limit. In addition, since every function in our Hardy field has a multiplicative inverse, we can easily
infer that it is eventually monotone and, therefore, has constant sign eventually.

It will be crucial in the proof of the theorems of Section 1.1 to assume that H is closed under
composition and compositional inversion of functions, when defined. More precisely, if f, g ∈ H are
such that lim

t→+∞
g(t) = +∞, then we have that f ◦ g ∈ H and g−1 ∈ H. The Hardy field LE does

not have this property. This can be achieved by working with the Hardy field P of Pfaffian functions
[32], which contains LE and satisfies the previously mentioned assumptions. This field can be defined
inductively as follows:
i) Let P1 be the set of the smooth functions satisfying the differential equation f ′ = p(t, f) for some
polynomial p with integer coefficients.
ii) Let Pk be the set of the smooth functions satisfying the differential equation f ′ = p(t, f1, ..., fk) for
some polynomial p with integer coefficients and fi ∈ Pi for 1 ≤ i ≤ k − 1. Then P contains all germs
at infinity of the set ∪∞

i=1Pi.
From now on, we will assume that H has all the above properties. In the appendix, we have

gathered some lemmas regarding growth rates of functions in H, which will play a crucial role in the
approximations in the following sections.

Finally, we give some definitions for functions whose growth rate is of particular interest.

Definition 2.1.1. We say that a function a ∈ H has polynomial growth if there exists a positive
integer d such that a(t) ≪ td. The minimal value of d that can be chosen to satisfy this inequality will
be called the degree of a. We say that a has sub-linear growth rate (or is sub-linear), if a(t) ≺ t. We
say that a function a ∈ H has sub-fractional growth rate (or is sub-fractional), if for all δ > 0, we
have f(t) ≪ tδ.

Functions that are sub-fractional behave differently from super-fractional functions in terms of
the Taylor expansion. That is if we have an interval of the from [N,N + N c] where c < 1, then a
simple calculation using the mean value theorem shows that we have that |a(n)− a(N)| = oN (1) for
every n ∈ [N,N + N c]. Thus, these functions are essentially constant in short intervals of length
approximately N c. This will create the need to separate these functions from super-fractional in our
iterates.

Some simple examples of sub-linear functions are
√
t, e

√
log t and log3(t). Among these, the func-

tions e
√
log t and log3(t) are also sub-fractional, while the first one is not sub-fractional.
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Definition 2.1.2. We will call a function f ∈ H of polynomial growth strongly non-polynomial, if
there exists a non-negative integer d, such that

td ≺ f(t) ≺ td+1.

For example, the functions t3/2 and log3(t) are strongly non-polynomial, while the function t2+
√
t

is not.

2.1.1 Lemmas on growth rates of Hardy sequences

Let us fix a Hardy field H that contains the polynomials. Firstly, we will need a basic lemma that
relates the growth rate of a Hardy field function of polynomial growth with the growth rate of its
derivative. To do this, we recall a lemma due to Frantzikinakis [12, Lemma 2.1], as well as [54,
Proposition A.1].

Lemma 2.1.3. Let a ∈ H satisfy t−m ≺ a(t) ≺ tm for some positive integer m and assume that a(t)
does not converge to a non-zero constant as t→ +∞. Then,

a(t)

t(log t)2
≺ a′(t) ≪ a(t)

t
.

Sketch of proof. Firstly, observe that since a(t) goes to either 0 or ±∞, L’ Hospital’s rule implies that

lim
t→∞

log |a(t)|
log t

= lim
t→+∞

ta′(t)

a(t)
.

The limit on the right-hand side exists because a(t), a′(t) and t all belong to H. Since t−m ≪ |a(t)| ≪
tm, we conclude that the limit on the left and side is finite. This implies that

ta′(t)

a(t)
≪ 1 =⇒ a′(t) ≪ a(t)

t
.

To prove the remaining inequality, it suffices to show that the limit of t(log t)2a′(t)
a(t) as t → +∞ is

infinite. If that is not the case, then we would have

(log |a(t)|)′ ≪ 1

t(log t)2
.

Integrating this, we deduce that

log |a(t)| ≪ 1

log t
+ c

for some c ∈ R, which implies that log |a(t)| is bounded, which contradicts the assumption that a(t)
does not converge to a finite limit.

Observe that if a function a(t) satisfies the growth inequalities in the hypothesis of this lemma,

then the function a′(t) satisfies t−1−m

log2 t
≺ a′(t) ≺ tm−1. Therefore, we deduce the relations t−m−2 ≺

a′(t) ≺ tm+2, which implies that the function a′(t) satisfies a similar growth condition. Provided that
the function a′(t) does not converge to a non-zero constant as t → +∞, the above lemma can then
be applied to the function a′(t). In particular, we can show that if a function has polynomial growth,
then after sufficiently many differentiations, we will arrive at a function that converges to zero, as
t→ +∞.

When a function a(t) is strongly non-polynomial and dominates the logarithmic function log t, one
can get a nice ordering relation for the growth rates of consecutive derivatives. This is the content of
the following proposition.

Proposition 2.1.4. Let a ∈ H be a function of polynomial growth that is strongly non-polynomial
and also satisfies a(t) ≻ log t. Then, for all sufficiently large k ∈ N, we have

1 ≺
∣∣a(k)(t)∣∣− 1

k ≺
∣∣a(k+1)(t)

∣∣− 1
k+1 ≺ t.
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Remark. The proof of Proposition 2.1.4 establishes the fact that if a satisfies the previous hypotheses,
then the derivatives of a do not converge to a non-zero constant and, thus, always satisfy the conditions
of Lemma 2.1.3.

Proof. The function a has non-vanishing derivatives of all orders, since it is not a polynomial. Let d
be an integer, such that td ≺ a(t) ≺ td+1. Then, Lemma 2.1.3 implies that |ad+1(t)| → 0. Therefore,
for any k ≥ d + 1, we have a(k)(t) ≺ 1. This gives the leftmost part of the required inequality. In
particular, (d+ 1) is minimal among the integers k, for which f (k)(t) converges to 0.

To prove the rightmost inequality of the proposition, it is sufficient to prove that

a(d+1)(t) ≻ t−d−1.

For k ≥ d + 1, the result then follows by successive applications of L’ Hospital’s rule. In the case
d = 0, the above relation also follows easily from L’Hospital’s rule. Therefore, we may assume that
d ≥ 1. Now, since a is strongly non-polynomial, we have that the function a(d)(t) goes to infinity. We
will show that

g′(t) ≫ g(t)

t log2 t
(2.1)

where g is any one of the functions a, a′, ..., a(d). The result then will follow by noting that

a(d+1)(t) ≫ a(t)

td+1(log t)2d+2
≫ 1

t(log t)2d+2
≻ 1

td+1
.

Equation (2.1) follows by applying Lemma 2.1.3 and noting that we have |g(t)| → +∞ (namely, g
does not converge to a non-zero constant), since the original function a dominates the function td.

It remains to establish the middle part, namely that if k ≥ d+ 1, then

|a(k+1)(t)|k ≺ |a(k)(t)|k+1.

However, we have |a(k+1)(t)|k ≪ |a(k)(t)|k/tk by Lemma 2.1.3 and we easily get the conclusion by
combining this relation with the relation t−k ≺ a(k)(t) that we established in the previous step.

This proposition is the first step we use to show that a strongly non-polynomial function a(t) can
be approximated by polynomials in short intervals. Indeed, assume that a positive sub-linear function
L(t) satisfies ∣∣a(k)(t)∣∣− 1

k ≺ L(t) ≺
∣∣a(k+1)(t)

∣∣− 1
k+1 (2.2)

for some sufficiently large k ∈ N (large enough so that the inequalities in Proposition 2.1.4 hold). In
particular, this implies that lim

t→+∞
a(k+1)(t) = 0 and the convergence is monotone, since a(k+1)(t) is

eventually monotone.
Using the Taylor expansion around the point N , we can write

a(N + h) = a(N) + ha′(N) + · · ·+ hka(k)(N)

k!
+
hk+1a(k+1)(ξN,h)

(k + 1)!
for some ξN,h ∈ [N,N + h]

for every 0 ≤ h ≤ L(N). However, we observe that∣∣∣hk+1a(k+1)(ξN,h)

(k + 1)!

∣∣∣ ≤ L(N)k+1|a(k+1)(N)|
(k + 1)!

= oN (1),

where we used the fact that |a(k+1)(t)| → 0 monotonically. Therefore, we have

a(N + h) = a(N) + ha′(N) + · · ·+ hka(k)(N)

k!
+ oN (1),

which implies that the function a(N + h) is essentially a polynomial in h.
The final lemma implies that if the function L(t) satisfies certain growth assumptions, then a

strongly non-polynomial function a(t) will be approximated by a polynomial of some degree k. Namely,
we can always find k ∈ N so that the inequalities (2.2) are satisfied.
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Proposition 2.1.5. Let a ∈ H be a strongly non-polynomial function of polynomial growth, such that
a(t) ≻ log t. Assume that L(t) is a positive sub-linear function, such that 1 ≺ L(t) ≪ t1−ε for some
ε > 0. Then, there exists a non-negative integer k depending on the function a(t) and L(t), such that∣∣a(k)(t)∣∣− 1

k ≺ L(t) ≺
∣∣a(k+1)(t)

∣∣− 1
k+1 ,

where we adopt the convention that
∣∣a(k)(t)∣∣− 1

k denotes the constant function 1, when k = 0.

Proof. We split the proof into two cases depending on whether a is sub-fractional or not.
Assume first that a(t) ≪ tδ for all δ > 0. We will establish the claim for k = 0. This means that

functions that are sub-fractional become essentially constant when restricted to intervals of the form
[N,N +L(N)]. The left inequality is obvious. Furthermore, since a(t) ≺ tε, Lemma 2.1.3 implies that

a′(t) ≺ 1

t1−ε
≪ 1

L(t)
,

which yields the desired result.
Assume now that a(t) ≻ tδ for some δ > 0. Observe that, in this case, we have that∣∣a(k)(t)∣∣− 1

k ≺
∣∣a(k+1)(t)

∣∣− 1
k+1

for k large enough, due to Proposition 2.1.4. We also consider the integer d, such that td ≺ a(t) ≺ td+1.
This number exists because the function a is strongly non-polynomial.

If L(t) ≺
∣∣a(d+1)(t)

∣∣− 1
d+1 , then the claim holds for k = d, since

∣∣a(d)(t)∣∣− 1
d ≺ 1 ≺ L(t).

It suffices to show that there exists k ∈ N, such that L(t) ≺
∣∣a(k+1)(t)

∣∣− 1
k+1 , which, in turn, follows

if we show that
t1−ε ≺

∣∣a(k+1)(t)
∣∣− 1

k+1 (2.3)

for some k ∈ N. We can rewrite the above inequality as a(k+1)(t) ≺ t(k+1)(ε−1). However, since the
function a(t) is strongly non-polynomial and a(t) ≻ log t, the functions a(k)(t) satisfy the hypotheses
of Lemma 2.1.3 (see also Remark 2.1.1). Therefore, iterating the aforementioned lemma, we deduce
that

a(k+1)(t) ≪ a(t)

tk+1
.

Hence, it suffices to find k such that a(t) ≪ t(k+1)ε and such a number exists, because the function
a(t) has polynomial growth.

Remark. The condition L(t) ≺ t1−ε is necessary. For example, if a(t) = t log t and L(t) = t
log t , then

for any k ∈ N, we can write

(N + h) log(N + h) = N logN + · · ·+ C1h
k

Nk−1
+
C2h

k+1

ξkN,h

for every 0 ≤ h ≤ N
logN and some numbers C1, C2 ∈ R. However, there is no positive integer k for

which the last term in this expansion can be made to be negligible since N
logN ≻ N

k
k+1 for all k ∈ N.

Essentially, in order to approximate the function t log t in these specific short intervals, one would be
forced to use the entire Taylor series instead of some appropriate cutoff.

In the proofs of our results, we will need a version of Proposition 2.1.5 for several functions
simultaneously. However, we will need a different version of this simultaneous Taylor approximation
depending on whether we work with averages along N or with averages along primes. Therefore, we
state and prove these propositions in their corresponding chapters.
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2.2 Background in ergodic theory

2.2.1 Systems, ergodicity and factors

A measure preserving system is a probability space (X,X , µ) equipped with an invertible measure
preserving transformation T . We call a system ergodic, if the only T -invariant functions in L∞(µ) are
the constant ones. The system (X,X , µ, T ) is called weak-mixing, if the product system (X ×X,X ×
X , µ× µ, T × T ) is ergodic.

More generally, let G be a group. A measure-preserving G-action on a Lebesgue probability space
(X,X , µ) is an action onX by measure-preserving maps Tg for every g ∈ G such that, for all g1, g2 ∈ G,
we have Tg1g2 = Tg1 ◦ Tg2 . In this thesis, we will only need to consider actions by the additive groups
of Z or R. Throughout the following sections, we will also refer to R-actions as measure-preserving
flows. In the case of Z-actions, we follow the usual notation and write Tn to indicate the map Tn.

We say the system (Y,Y, ν, S) is a factor of (X,X , µ, T ) (or that (X,X , µ, T ) is an extension
of (Y,Y, ν, S)), if there exist X ′ ⊂ X, Y ′ ⊂ Y of full measure that are invariant under T and S
respectively and a map p : X ′ → Y ′ such that ν = µ ◦ p−1 and p ◦ T (x) = S ◦ p(x) for all x ∈ X ′.
If p is a bijection, we say that the two systems are isomorphic. A factor of the system (X,X , µ, T )
corresponds to a T -invariant sub-σ-algebra of X (in the above example this σ-algebra is p−1(Y)).
Therefore, one can simply think of factors as T -invariant sub σ-algebras. From now on, we will often
omit the σ-algebra X from the quadruple (X,X , µ, T ) when there is no confusion.

The σ-algebra spanned by T -invariant sets will be called the invariant algebra or the invariant
factor of the system and will be denoted by I(T ). It is the smallest σ-algebra making the T -invariant
functions measurable. A system is ergodic if and only if the invariant factor is trivial.

An eigenfunction of the system (X,µ, T ) is a function satisfying the relation Tf = λf almost
everywhere, where λ is a complex number. The σ-algebra spanned by eigenfunctions is called the
Kronecker factor of the system. One can show that a system is weak-mixing if and only if the
Kronecker factor is trivial.

2.2.2 Host-Kra seminorms, structure factors and Gowers norms

Let (X,µ, T ) be an invertible measure preserving system and let f ∈ L∞(µ). We define the Host-Kra
uniformity seminorms inductively as follows:

|||f |||0,T :=
w
f dµ

and, for s ∈ Z+,
|||f |||2s+1

s+1,T := lim
H→∞

E
0≤h≤H

|||f̄ · T hf |||2ss,T . (2.4)

When there is no confusion, we will omit the transformation from the subscripts.
The existence of the limits above was proven in [29] in the ergodic case (for the non-ergodic case,

see [30] for a proof) and it was also established that the ||| · |||s are indeed seminorms for s ̸= 0. The
seminorms are increasing, which means that for any bounded function f we have |||f |||s ≤ |||f |||s+1

for all s ≥ 0. In the case s = 1, we only have an easier description of the seminorm, namely that
|||f |||1 = ∥Eµ(f |I(T ))∥L2(µ). Furthermore, it is easy to prove that |||f̄⊗f |||s,T×T ≤ |||f |||2s+1,T , where f̄⊗f
denotes the function (x, y) → f(x)f(y) on (X ×X,µ× µ, T × T ).

Expanding the inductive definition above, we infer that the seminorms |||f |||s take the form

|||f |||2ss = lim
Hs→+∞

E
0≤hs≤Hs

. . . lim
H1→+∞

E
0≤h1≤H1

w ∏
ε∈[[s]]

C|ε|T h1ε1+···+hsεsf dµ (2.5)

where we use the notation ε = (ε1 . . . , εk) for every ε ∈ [[k]]. We refer the reader to our notational
conventions for the symbols regarding cubes. We see that there is some sort of cubic structure in these
seminorms. For instance, we have that

|||f |||42 = lim
H2→+∞

E
0≤h2≤H2

lim
H1→+∞

E
0≤h1≤H1

w
f · T h1f · T h2f · T h1+h2f dµ.
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Host-Kra proved that the limits over the parameters h1, . . . , hs in (2.5) can be taken to be simultaneous
instead of iterated (for a proof in the ergodic case, see [29]).

The importance of these seminorms lies in the following two properties. Firstly, it was shown by
Host and Kra in the same article that, for all s ≥ 1, the seminorms |||f |||s,T define a factor Zs−1(X) of
X, which is characterized by the following property:

f ⊥ L2(Zs−1(X)) ⇐⇒ |||f |||s,T = 0.

The factors Zs(X) form an increasing sequence of factors, which follows from the monotonicity prop-
erty of the seminorms. The factor Z0(X) corresponds to the invariant factor of the system, while the
factor Z1(X) is the Kronecker factor of the system, when the system is ergodic. Finally, in the case
of weak-mixing systems, it can be shown that all the factors Zs(X) are trivial.

The second important property of these Host-Kra seminorms hinges on the structure of the Zs(X)
factors, which is contained in the next celebrated theorem of Host and Kra.

Theorem G (Host-Kra[29]). Let (X,µ, T ) be an ergodic system. Then, the factor Zs(X) is an inverse
limit of s-step nilsystems.

The last property implies that there exists an increasing sequence of T -invariant sub-σ-algebras
Zs(n), n ∈ N that span Zs, such that the factor Zs(n) is isomorphic as a system to an s-step nilsystem
(we give the exact definition of an nilystem in the next section).

The main strategy in proving convergence results (in the single iterate case) is as follows: we
bound the L2-norm of our averages by the Host-Kra seminorms of all functions involved using the
Cauchy-Schwarz and van der Corput inequalities. This implies that if one of the functions f1, . . . , fk in
(1.1) is orthogonal to Zs(X) (for the value of s that the inductive procedure above provides), then our
averages are zero. Thus, if we write each of the functions as the sum of its projections to L2(Zs(X))
and its orthogonal complement, then a telescoping argument implies that we can replace f1, . . . , fk
by its projections to L2(Zs(X)). In this case, we say that Zs(X) is characteristic for the averages in
question. An example of a theorem of this form is 1.1.2. After this step has been completed then
the structure theorem and a simple approximation argument allow us to reduce our problem to the
case that our system is a nilsystem. Then, one has to prove convergence in this system exploiting the
algebraic structure of the nilsystem.

The Host-Kra seminorms are related to the Gowers norms, introduced by Gowers in his proof
of Szemerédi’s theorem [23]. These are defined typically for sequences along groups and along the
integers with slight modifications. We will mostly need the latter definition in our proofs.

Let N be a positive integer and let f : ZN → C be a function. For any positive integer s, we define
the Gowers uniformity norm ∥f∥Us(ZN ) inductively by∥∥f∥∥

U1(ZN )
=
∣∣ E
n∈ZN

f(n)
∣∣

and for s ≥ 2, ∥∥f∥∥2s
Us(ZN )

= E
h∈ZN

∥∥f(·)f(·+ h)
∥∥2s−1

Us−1(ZN )
.

A straightforward computation implies that

∥∥f∥∥
Us(ZN )

=
(

E
h∈Zs

N

E
n∈ZN

∏
ε∈{0,1}s

C|ε|f(n+ h · ε)
) 1

2s

.

Observe that these seminorms are very similar to the Host-Kra seminorms (our system is ZN with the
shift map Tx = x+ 1 ( mod N)).

It can be shown that, for all s ≥ 2, ∥·∥Us(ZN ) is a norm and that

∥f∥Us(ZN ) ≤ ∥f∥Us+1(ZN )

for any function f on ZN [30, Chapter 6].
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In the setting of sequences defined along the integers, we can define the Gowers norms analogously.
For any s ≥ 1 and a finitely supported sequence f(n), n ∈ Z, we define the unnormalized Gowers
uniformity norm ∥∥f∥∥

Us(Z) =
( ∑
h∈Zs

∑
n∈Z

∏
ε∈{0,1}s

C|ε|f(n+ h · ε)
) 1

2s

(2.6)

and for a bounded interval I ⊂ R, we define∥∥f∥∥
Us(I)

=

∥∥f · 1I
∥∥
Us(Z)∥∥1I∥∥Us(Z)

. (2.7)

First of all, observe that a simple change of variables in the summation in (2.7) implies that for
X ∈ Z ∥∥f∥∥

Us(X,X+H]
=
∥∥f(·+X)

∥∥
Us[1,H]

.

Evidently, we want to compare uniformity norms on the interval [1, H] with the corresponding norms
on the abelian group ZH . To this end, we will use the following lemma, whose proof can be found in
[30, Chapter 22, Proposition 11].

Lemma 2.2.1. Let s be a positive integer and N,N ′ ∈ N with N ′ ≥ 2N . Then, for any sequence(
f(n)

)
n∈Z, we have ∥∥f∥∥

Us[1,N ]
=

∥∥f · 1[1,N ]

∥∥
Us(ZN′ )∥∥1[1,N ]

∥∥
Us(ZN′ )

.

We will need a final lemma that implies that the Gowers uniformity norm is smaller when the
sequence is evaluated along arithmetic progressions.

Lemma 2.2.2. Let u(n) be a sequence of complex numbers. Then, for any integer s ≥ 2 and any
positive integers 0 ≤ a ≤ Q− 1, we have∥∥u(n)1a (Q)(n)

∥∥
Us(X,X+H]

≤
∥∥u(n)∥∥

Us(X,X+H]
,

for all integers X ≥ 0 and all H ≥ 1.

Proof. We set uX(n) = u(X+n), so that we can rewrite the norm on the left-hand side as
∥∥uX(n)1a (Q)(X+

n)
∥∥
Us[1,H]

. Observe that the function 1a (Q)(n) is periodic modulo Q. Thus, treating it as a function

in ZQ, we have the Fourier expansion

1a (Q)(n) =
∑
ξ∈ZQ

1̂a (Q)(ξ)e
(nξ
Q

)
,

for every 0 ≤ n ≤ Q−1, and this can be extended to hold for all n ∈ Z due to periodicity. Furthermore,
we have the bound ∣∣1̂a (Q)(ξ)

∣∣ = 1

Q

∣∣∣e(aξ
Q

)∣∣∣ ≤ 1

Q
.

Applying the triangle inequality, we deduce that∥∥uX(n)1a (Q)(X + n)
∥∥
Us[1,H]

≤
∑
ξ∈ZQ

∣∣1̂a (Q)(ξ)
∣∣ · ∥∥∥uX(n)e((X + n)ξ

Q

)∥∥∥
Us[1,H]

.

However, it is immediate from (2.6) that the U s-norm is invariant under multiplication by linear
phases, for every s ≥ 2. Therefore, we conclude that∥∥uX(n)1a (Q)(X + n)

∥∥
Us[1,H]

≤
∥∥uX(n)∥∥Us[1,H]

=
∥∥u(n)∥∥

Us(X,X+H]
,

which is the desired result.

The primary utility of the Gowers uniformity norms is the fact that they arise naturally in com-
plexity reduction arguments that involve multiple ergodic averages with polynomial iterates, just like
the Host-Kra seminorms. We will use them in problems that involve polynomial ergodic averages
weighted by a sequence (a(n))n∈N in order to bound the averages by the Gowers norm of the weight
a(n). The sequence a(n) will be the modified von Mangoldt function in our applications.
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2.2.3 Joint ergodicity of sequences

Let a1(n), ..., ak(n) be sequences of integers. Following the terminology in [17], we call these sequences
jointly ergodic, if for any ergodic measure preserving system (X,µ, T ) and functions f1, ..., fk ∈ L∞(µ),
we have

lim
N→+∞

1

N

N∑
n=1

T a1(n)f1 · ... · T ak(n)fk =
w
f1 dµ · .... ·

w
fk dµ,

where convergence takes place in L2(µ). We also give the following definitions:

Definition 2.2.3. We say that a collection of sequences a1, ..., ak of integers:
i) is good for seminorm estimates, if for every ergodic system (X,µ, T ) there exists an s ∈ N, such
that if f1, ..., fk ∈ L∞(µ) and |||fℓ|||s = 0 for some ℓ ∈ {1, ..., k}, then1

lim
N→+∞

1

N

N∑
n=1

T a1(n)f1 · ... · T ak(n)fk = 0

in L2(µ).
ii) is good for equidistribution, if for all t1, ..., tk ∈ [0, 1), not all of them zero, we have

lim
N→+∞

1

N

N∑
n=1

e(t1a1(n) + · · ·+ tkak(n)) = 0.

The main result of Frantzikinakis in [17], which we are also going to use is the following:

Theorem H. [17, Theorem 1.1] Let a1, ..., ak be a collection of sequences of integers. Then, the
following are equivalent:
i) The sequences a1, ..., ak are jointly ergodic.
ii) The sequences a1, ..., ak are good for seminorm estimates and good for equidistribution.

2.3 Background on nilmanifolds

2.3.1 Definitions and basic properties

Here, we present the basic definitions and tools concerning nilmanifolds. We follow the notation and
symbols used in [30] and most of the theorems can be found in this book. The reader that is interested
in the general theory of nilpotent Lie groups can also consult [9].

Let G be a topological group. A subgroup H of a topological group G is called discrete, if there is
a cover of H by open sets of G, such that each of these open sets contains exactly one element of H.
It is called co-compact if the quotient topology makes G/H a compact space. We call a subgroup with
both of the above properties uniform and we will use the letters Γ or ∆ to denote such subgroups.

Let G be a k-step nilpotent Lie group and Γ be a uniform subgroup. The space X = G/Γ is called
a k-step nilmanifold.

Let b be any element in G. Then, b acts on G by left multiplication. Let mX be the image of the
Haar measure of G on X under the natural projection map. Then, mX is invariant under the action
of the element b (and therefore the action of G). If we set T (gΓ) = (bg)Γ, then the transformation
T is called a nilrotation, and (X,mX , T ) is called a nilsystem. If the transformation T is ergodic, we
say that b acts ergodically on the nilmanifold X. It can be proven that b acts ergodically on X if and
only the sequence (bnx)n∈N is dense on X for all x ∈ X (see, for instance, [30, Chapter 11]).

A simple example of a nilsystem is a rotation on T = R/Z, that is the space T with the Lebesgue
measure and the map x → x + a(mod1), where a ∈ [0, 1]. An example in the non-abelian case is the
Heisenberg system. This is the space 1 R R

0 1 R
0 0 1

/ 1 Z Z
0 1 Z
0 0 1


1In [17], this property is called ”very good for seminorm estimates”.
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where the multiplication is the usual matrix multiplication. This is easily seen to be a 2-step nilman-
ifold. Given any matrix element on the original Lie group we can find an element on the fundamental
domain through the map  1 x z

0 1 y
0 0 1

→

 1 {x} {z − x⌊y⌋}
0 1 {y}
0 0 1

 .

In this case, it can be shown that a rotation by a matrix element

 1 a c
0 1 b
0 0 1

 is ergodic if and

only if 1, a and b are rationally independent. Furthermore, the Kronecker factor of the system in
this case is the rotation on T2 by (x, y) → (x + a, y + b) where addition is done modulo 1. Observe
that the condition that a rotation on the Heisenberg manifold is ergodic is equivalent to the condition
that the induced rotation on the Kronecker factor is ergodic. We will see that this holds for general
nilmanifolds.

Let xn be a sequence of elements on X = G/Γ. We say that xn is equidistributed on X = G/Γ if
and only if for every continuous function F : X → C, we have

lim
N→+∞

E
1≤n≤N

F (xn) =
w
FdmX

where mX is the (normalized) Haar measure of X. We say that xn is well-distributed on X = G/Γ if
and only if for every continuous function F : X → C, we have

lim
N→+∞

sup
M∈N

E
M≤n≤M+N

F (xn) =
w
FdmX .

A rational subgroup H is a subgroup of G such that H · eX is a closed subset of X = G/Γ, where
eX is the identity element of X. Equivalently, HΓ is a closed subset of the space G. This, also, implies
that H must be closed in G (see [30, Chapter 10, Lemma 14]).

A subnilmanifold of X = G/Γ is a set of the form Hx, where H is a closed subgroup of the Lie
group G, x ∈ X and such that Hx is closed in X. Observe that if H is a rational subgroup of G, then
HeX is a subnilmanifold of X.

Horizontal torus and characters

Assume X = G/Γ is a k-step nilmanifold with G connected and simply connected and consider the
subgroup G2 = [G,G]. The nilmanifold Z = G/(G2Γ) is called the horizontal torus of X. We observe
that Z is a connected, compact Abelian Lie group, and thus isomorphic to some torus Td. For a b ∈ G,
it can be shown that the nilrotation induced by b is ergodic, if and only if the induced action of b on Z
is ergodic. More precisely, we have the following theorem due to Leibman (see the theorem in section
2.17 of [39]). Given an amenable group A and a homomorphism ϕ : A→ G, then A acts on X = G/Γ
by translations (ϕ(u))(x) = ϕ(u)x. This action is called ergodic if the only functions invariant under
the action of A are constant.

Theorem I (Leibman). Let X = G/Γ be a connected nilmanifold, A be an amenable group acting on
X and let G◦ be the connected component of the identity element. Then, the action of A is ergodic if
and only if the induced action on the factor torus [G◦, G◦]\X is ergodic.

This theorem was proven by Parry [47] in the case of a connected group G. The nilmanifold
[G◦, G◦]\X is referred to as the maximal factor torus of X. It can be shown that the induced action
of an element b on the maximal factor torus is isomorphic to a unipotent affine transformation on a
finite-dimensional torus. This, however, complicates things when G is not connected. However, notice
that when G is connected, then the maximal factor torus is the same as the horizontal torus. Thus,
we have the following corollary.

Corollary 2.3.1. Let X = G/Γ be a nilmanifold with G connected. Then, the action of b is ergodic
if and only if the induced action on the horizontal torus is ergodic.
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A horizontal character χ is a continuous group morphism χ : G → C, such that χ(gγ) = χ(g) for
all γ ∈ Γ. We observe that χ also annihilates G2 and therefore descends to the horizontal torus Z.
Thus, under the natural projection map π, χ becomes a character on some torus Td. We will often
use the notation χ ◦ π when working in the horizontal torus, while we reserve the letter χ to denote
the same character in the original group G.

2.3.2 Nilorbits and Ratner’s theorem

Let G be a connected, simply-connected nilpotent Lie group. It is well known that the exponential
map exp from the Lie algebra of G to G is a diffeomorphism (see, for instance, [9, Theorem 1.2.1]). In
particular, it is a bijection between G and its Lie algebra g. For b ∈ G and t ∈ R we can then define
the element bt as the unique element of G satisfying bt = exp(tL), where L ∈ g satisfies exp(L) = b.
As a corollary of Ratner’s theorem [48], we get the following:

Lemma 2.3.2. Let X = G/Γ be a nilmanifold with G connected and simply connected. For any
elements b1, ..., bk ∈ Γ, we have that the set

bR1 · · · bRkΓ = {bt11 · · · btkk Γ: t1, ..., tk ∈ R}

is a subnilmanifold of X = G/Γ with a representation H/∆, for some closed, connected and rational
subgroup H of G that contains the elements bs1, ..., b

s
k for all s ∈ R and ∆ is a uniform subgroup of H.

We call the set {btΓ: t ∈ R} the nil-orbit of the element b. We will analogously denote by bZΓ the

set {bnΓ: n ∈ Z} and bNΓ = {bnΓ: n ∈ N}.
We establish the following lemma, which will be necessary for our proofs.

Lemma 2.3.3. Let X = G/Γ be a nilmanifold and let b1, ..., bk ∈ Γ be any pairwise commuting
elements. Then, there exists a real number t such that

bR1 . . . b
R
kΓ = {bn1t

1 . . . bnkt
k Γ: n1, ..., nk ∈ Z}.

Proof. We want to find some t ∈ R so that the sequence

ϕt(n1, ..., nk) = bn1t
1 . . . bnkt

k

is equidistributed on the nilmanifold Y = bR1 . . . b
R
kΓ. By Lemma 2.3.2, Y has a representation as H/∆,

where H is connected, simply connected and rational. Observe that ϕt naturally induces a Zk action
on Y by (ϕt(n1, ..., nk), h∆) → bn1t

1 . . . bnkt
k h∆. It is sufficient to show that this Zk-action is ergodic on

Y , since this implies that Y = {ϕt(n)y,n ∈ Zk} for all y ∈ Y . However, using Theorem I, the above
action is ergodic if and only if it is ergodic on the horizontal torus Z of Y , which is homeomorphic to
some torus Td. Equivalently, if we denote by (bi,1, ..., bi,d) the projection of the point biΓ on Z, then
we need to check whether the sequence(

t(n1bi,1 + · · ·+ nkbk,1), ..., t(n1b1,d + · · ·+ nkbk,d)
)

is dense on Td. It suffices to choose t so that 1/t is rationally independent of any integer combination
of the coordinates bi,j . This completes the proof.

2.3.3 Polynomial sequences on nilmanifolds

In the proofs of our theorems, we will approximate our Hardy sequences with polynomials. We
define polynomial sequences here, though we work in a more general setting by defining polynomial
sequences through filtrations. We will need this to state the quantitative results on the equidistribution
of polynomial orbits in larger generality.
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Definition 2.3.4. A filtration G• of degree d on a nilpotent Lie group G is a sequence of closed
connected subgroups

G = G(0) = G(1) ⊇ G(2) ⊇ · · · ⊇ G(d) ⊇ G(d+1) = eG,

such that [G(i), G(j)] ⊆ G(i+j) for all i, j ≥ 0. The filtration is called rational if all groups G(i)

appearing in the above sequence are rational subgroups of G. A polynomial sequence on G with respect
to the above filtration is a sequence g(n) such that, for all positive integers h1, ..., hk, we have that the
sequence ∂h1 . . . ∂hkg takes values in G(k), for all k ∈ N, where ∂h denotes the ”differencing operator”
that maps the sequence (g(n))n∈N to the sequence (g(n+ h)(g(n))−1)n∈N.

An example of a filtration is the lower central series of the group G. For our purposes, we will
only need to consider polynomial sequences of the form

v(n) = b
p1(n)
1 · ... · bpk(n)k (2.8)

where bi ∈ G for all 1 ≤ i ≤ k and pi are real polynomials. Note that the terms b
pi(n)
i are well

defined, due to our connectedness assumptions. To see that this is indeed a polynomial sequence with
our initial definition, we construct a specific filtration on G. We assume that G is k-step nilpotent
and we also denote the maximum degree among the polynomials pi as d. We consider the filtration
(of degree dk) G• = (G(i))0≤i≤dk, where G

(i) = G⌊i/d⌋+1 and Gj are the commutator subgroups of
G. This is a rational filtration because all commutator subgroups of G are rational (see [30, Chapter
10, Proposition 22] for the proof). Then, the sequence v(n) in (2.8) is a polynomial sequence with
respect to this filtration. We direct the reader to the discussion after [27, Corollary 6.8], where these
last observations were made originally. We will also call the projected sequence v(n)Γ on X = G/Γ a
polynomial sequence on X.

2.3.4 Quantitative equidistribution

Assume that p(t) is a polynomial. Then, p(n) can be expressed uniquely in the form

p(n) =
d∑
i=0

ain
i

for some real numbers ai and d ∈ N. For N ∈ N, we define the smoothness norm2

∥e(p(n))∥C∞[N ] = max
1≤i≤d

(N i ∥ai∥R/Z). (2.9)

A filtration on a Lie group G gives rise to a basis on its Lie algebra g, which is called a Mal’cev basis
[43]. Mal’cev bases play an essential role in the theory of quantitative equidistribution on nilmanifolds.
Firstly, we give the following definition:

Definition 2.3.5. Let X = G/Γ be a k-step nilmanifold with a rational filtration G• = (G(i))i≥0.
Define m = dim(G) and mi = dim(G(i)). A basis (ξ1, ..., ξm) of the associated Lie algebra g over R is
called a Mal’cev basis adapted to G•, if the following conditions are met:
i) For each 0 ≤ j ≤ m− 1, hj = span(ξh+1, ..., ξm) is a Lie algebra ideal on g and thus Hj = exp(hj)
is a normal Lie subgroup of G.
ii) For every 0 ≤ i ≤ k, we have G(i) = Hm−mi.
iii) Each b ∈ G can be uniquely written in the form exp(t1ξ1)... exp(tmξm) for ti ∈ R.
iv) The subgroup Γ consists precisely of those elements which, when written in the above form, have
all ti ∈ Z.

2The definition of the smoothness norms is a bit different in [27]. There, the authors write the polynomials in the form
p(n) =

∑d
i=0 ai

(
n
i

)
and define the smoothness norm using the same definition as (2.9) (the coefficients ai are different).

However, these definitions give two equivalent norms and, thus, all theorems can be stated for both norms, up to changes
in the absolute constants.
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Suppose that the element b is written in the form exp(t1ξ1) · · · exp(tmξm). The map ψ : G → Rm
defined by ψ(b) = (t1, ..., tm) is a diffeomorphism from G to Rm. The numbers (t1, ..., tm) are called
the coordinates of g with respect to the associated Mal’cev basis. If we consider the Euclidean metric
on Rm, we can construct a Riemannian metric dG on G, whose value at the origin is equal to the
Euclidean metric of Rm at the origin (of Rm) composed with the inverse map ψ−1. This metric is
invariant under right translations and induces a metric dX on X = G/Γ defined by the relation:

dX(gΓ, hΓ) = inf{dG(b, b′), bg−1 ∈ Γ, b′h−1 ∈ Γ}.

The metric used in [27] is slightly different than the one we consider here, but as the authors remark,
these metrics are equivalent and all theorems hold as well by changing the absolute constants.

The sequence (g(n)Γ)1≤n≤N is said to be δ-equidistributed on the nilmanifold X = G/Γ if and
only if for any Lipschitz function F : X → C, we have that∣∣ E

1≤n≤N
F (g(n)Γ)−

w

X

FdµX
∣∣ ≤ δ ∥F∥Lip(X)

where

∥F∥Lip(X) = ∥F∥∞ + sup
x,y∈X, x ̸=y

|F (x)− F (y)|
dX(x, y)

.

We now fix a k-step nilmanifold X = G/Γ, as well as a positive integer d. We equip it with the
rational filtration G• of degree dk that we defined above (after Definition 2.3.4), as well as a Mal’cev
basis adapted to this filtration and the corresponding coordinate map ψ : G→ Rm (m is the dimension
of G). Observe that under this filtration, we have that G(d+1) = G2 and property ii) in Definition
2.3.5 implies that G2 = Hm−md+1

. Thus, the Mal’cev basis induces an isometric identification of the
horizontal torus Z = G/G2Γ with the torus Tm−md+1 equipped with the standard metric.

Let π : X → Z denote the projection map and let χ be a horizontal character on G. Consider
an element b ∈ G with coordinates (t1, ..., tm). Then, by properties iii) and iv) in Definition 2.3.5, we

have that there is some
→
ℓ = (ℓ1, ..., ℓm−md+1

) ∈ Zm−md+1 such that

χ ◦ π(b) = ℓ1t1 + · · ·+ ℓm−md+1
tm−md+1

.

Thus, we get a character on the torus Tm−md+1(written here with additive notation). We can then
define the modulus ∥χ∥ of the character χ to be equal to∥∥∥∥→ℓ ∥∥∥∥ = |ℓ1|+ · · ·+ |ℓm−md+1

|. (2.10)

If v(n) is the polynomial sequence in (2.8) (recall that it is a polynomial sequence with respect to
the filtration G•), then the sequence χ ◦ π(v(n)Γ) is a polynomial sequence on the horizontal torus
Z ∼= Tm−md+1 . Indeed, if we denote ψ(bi) = (ti,1, ..., ti,m), then a simple calculation shows that

χ(π(v(n)Γ)) = χ
(
π(b

p1(n)
1 · ... · bpk(n)k )

)
=

p1(n)(ℓ1t1,1 + · · ·+ ℓm−md+1
t1,m−md+1

) + · · ·+ pk(n)(ℓ1tk,1 + · · ·+ ℓm−md+1
tk,m−md+1

),

which makes the fact that χ(π(v(n)Γ)) is a polynomial sequence more evident.
The primary tool that we shall use is the following theorem of Green-Tao which describes the orbits

of polynomial sequences in finite intervals. We present it in the case of our filtration G•, although the
statement holds for any rational filtration. Some quantitative information (specifically relating to the
concepts of quantitative rationality of Mal’cev bases) has been suppressed, since in our applications
the nilmanifold will be fixed and the above condition on the Mal’cev bases is guaranteed if we take δ
small enough.

Theorem J. [27, Theorem 2.9] Let d be a non-negative integer, X = G/Γ be a nilmanifold with G
connected and simply connected and we equip the nilmanifold X with the Mal’cev basis adapted to
the dk filtration G• as above. Assume δ is a sufficiently small (depending only on X, d) parameter.
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Then, there exist a positive constant C = C(X, d) with the following property: For every N ∈ N, if
(v(n))n∈N is a polynomial sequence with respect to G• such that the finite sequence (v(n)Γ)1≤n≤N is
not δ-equidistributed, then for some non-trivial horizontal character χ (that depends on N and the
sequence v(n)) of modulus ∥χ∥ ≤ δ−C we have

∥χ(π(v(n)Γ))∥C∞(N) ≤ δ−C ,

where π denotes the projection map from X to its horizontal torus.

In order to get a sense of how this theorem works, we refer the reader to Lemma 2.3.7 below which
handles the case of polynomial sequences on tori. An important observation is that the constants
do not depend on the length of the averaging interval and also depend only on the degree of the
polynomial. Thus, we will be able to apply this theorem for polynomial sequences varying with N , as
long as their degrees are kept constant.

2.3.5 Quantitative equidistribution in the abelian case

In the case of polynomial sequences on tori, their equidistribution properties are well understood. If
the polynomial has rational non-constant coefficients, it is straightforward to check that the sequence
of its fractional parts is periodic. For polynomials with at least one non-constant irrational coefficient,
Weyl’s theorem implies that the sequence is well-distributed modulo 1. In the case of Hardy field
functions, we have a complete characterization of equidistribution modulo 1 due to Boshernitzan
(Theorem E).

For the proofs of the results concerning primes, we will need quantitative information for the
equidistribution of our sequences. This is provided through the means of discrepancy.

Definition 2.3.6. Let (un)1≤n≤N be a finite sequence of real numbers (un)1≤n≤N and let [a, b] ⊆ [0, 1]
be an interval. We define the discrepancy of the sequence un with respect to [a, b] by

∆[a,b](u1, . . . , uN ) =

∣∣∣∣∣
∣∣{n ∈ {1, . . . , N}: {un} ∈ [a, b]

}∣∣
N

− (b− a)

∣∣∣∣∣. (2.11)

The discrepancy of a sequence is a quantitative measure of how close a sequence of real numbers is
to being equidistributed modulo 1. For example, it is immediate that for an equidistributed sequence
un, we have that

lim
N→+∞

∆[a,b](u1, . . . , uN ) = 0,

for all 0 ≤ a ≤ b ≤ 1. For an in-depth discussion on the concept of discrepancy and the more general
theory of equidistribution on T, we refer the reader to [37]. Our only tool will be an upper bound of
Erdős and Turán on the discrepancy of a finite sequence. For a proof of this result, see [37, Chapter
2, Theorem 2.5].3

Theorem I (Erdős-Turán). There exists an absolute constant C, such that for any positive integer
M and any Borel probability measure ν on T, we have

sup
A⊆T

|ν(A)− λ(A)| ≤ C
( 1

M
+

M∑
m=1

|ν̂(m)|
m

)
,

where λ is the Lebesgue measure on T and the supremum is taken over all arcs A of T.
In particular, specializing to the case that ν = N−1

∑N
i=1 δ{ui}, where u1, . . . , uN is a finite sequence

of real numbers, we have

∆[a,b](u1, . . . , uN ) ≤ C
( 1

M
+

M∑
m=1

1

m

∣∣∣ 1
N

N∑
n=1

e(mun)
∣∣∣) (2.12)

for all positive integers M and all 0 ≤ a ≤ b < 1.

3In this book, the theorem is proven for measures of the form ν = 1
N

∑N
i=1 δxi , although the more general statement

follows by noting that every Borel probability measure is a weak limit of measures of the previous form.
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It is clear that in order to get the desired bounds on the discrepancy in our setting, we will need
some estimates for exponential sums of Hardy field sequences in short intervals. Due to the Taylor
approximation, this is morally equivalent to establishing estimates for exponential sums of polynomial
sequences. There are several well-known estimates in this direction, the most fundamental of these
being a result of Weyl that shows that an exponential sum along a polynomial sequence is small
unless all non-constant coefficients of the polynomial satisfy a “major-arc” condition. In the case of
strongly non-polynomial Hardy field functions, we will only need to study the leading coefficient of
the polynomial in its Taylor approximation (in the proofs of the results involving primes), which will
not satisfy such a major-arc condition.

Fortunately, Theorem J already provides a sufficiently strong estimate for tori. More precisely, we
have the following:

Lemma 2.3.7. Let 0 < δ < 1 and d ∈ N. There exists a positive constant C depending only on d,
such that if p(x) = adx

d + · · ·+ a1x+ a0 is a real polynomial that satisfies

∣∣∣ 1
N

N∑
n=1

e(p(n))
∣∣∣ > δ,

then, for every 1 ≤ k ≤ d, there exists q ∈ Z with |q| ≤ δ−C , such that Nk ∥qak∥T ≤ δ−C .

Again, notice that there is no dependency of the constant on the length of the averaging interval,
or on the implicit polynomial p apart from its degree).

2.3.6 Nilsequences and correlation sequences

An s-step nilsequence is a sequence of the form F (gnx), where X = G/Γ is a s-step nilmanifold,
g ∈ G, x ∈ X and F is a continuous function on X. More precisely, we have the following definition
for nilsequences in several variables.

Definition 2.3.8. Let k, s be positive integers and let X = G/Γ be a s-step nilmanifold. Assume that
g1, . . . , gk are pairwise commuting elements of the group G, F : X → C is a continuous function on
X and x ∈ X. Then, the sequence

ψ(n1, . . . , nk) = F (gn1
1 · . . . · gnk

k x), where n1, . . . , nk ∈ Z,

is called an s-step nilsequence in k-variables.

Nilsequences arise naturally when studying the Gowers norms or the Host-Kra seminorms. A deep
theorem of Green, Tao and Ziegler [28] implies that a sequence has a large Gowers norm (of degree s)
if and only if it “correlates” with a s-step nilsequence.

The main tool that we will need is an approximation of general nilsequences by multi-correlation
sequences in the ℓ∞-sense. The following lemma is established in [18, Proposition 4.2].

Lemma 2.3.9. Let k, s be positive integers and ψ : Zk → C be a (s−1)-step nilsequence in k variables.
Then, for every ε > 0, there exists a system (X,X , µ, T1, . . . , Tk) and functions F1, . . . , Fs on L∞(µ),
such that the sequence b(n1, . . . , nk) defined by

b(n1, . . . , nk) =
w s∏
j=1

(
T
ℓjn1

1 · . . . · T ℓjnk

k

)
Fj dµ, (n1, . . . , nk) ∈ Zk

with ℓj = s!/j satisfies
∥ψ − b∥ℓ∞(Zk) ≤ ε.

Remark. The definition of nilsequences used in [18] imposed that x = Γ and that n ∈ Nk. However,
their arguments generalize in a straightforward manner to the slightly more general setting that we
presented above.
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2.4 Background in number theory

In order to prove our results concerning averages over primes, we need some number theoretic input
on the von Mangoldt function Λ. First of all, we need to show that studying averages over primes and
averages weighted with the von Mangoldt function is the same. The following lemma is a standard
consequence of the prime number theorem and the sparseness of prime powers (we use this argument
in the proof of Corollary 2.4.3 below). For a proof, see, for instance, [30, Chapter 25].

Lemma 2.4.1. For any bounded sequence (a(n))n∈N in a normed space, we have

lim
N→+∞

∥∥∥ 1

π(N)

∑
p∈P: p≤N

a(p)− 1

N

N∑
n=1

Λ(n)a(n)
∥∥∥ = 0. (2.13)

Therefore, in order to study ergodic averages along primes, we can replace them with the ergodic
averages over N weighted by the function Λ(n).

In our theorems, we will use a procedure to bound our ergodic averages over primes with the
Gower norm of the weight ΛW,b. For the modified von Mangoldt function, we will use the following
deep theorem, which was recently established in [44].

Theorem K. [44, Theorem 1.5] Let ε > 0 and assume L(N) is a positive sequence that satisfies the

bounds N
5
8
+ε ≤ L(N) ≤ N1−ε. Let s be a fixed integer and let w be a positive integer. Then, if N is

large enough depending on w, we have that

∥Λw,b − 1∥Us(N,N+L(N)] = ow(1) (2.14)

for every 1 ≤ b ≤W with (b,W ) = 1.

The celebrated theorem of Green-Tao on the uniformity of the von Mangoldt function established
the previous theorem for the Gowers norm over the long interval [1, N ].

We will need to use the orthogonality of Λw,b to polynomial phases in short intervals. This is an
immediate consequence of the Ud uniformity in Theorem K in conjunction with an application of the
van der Corput inequality (see Lemma 3.4.3 below) d times until the polynomial phase is eliminated.
Alternatively, one can use Proposition 5.2.1 for a rotation on the torus T to carry out the reduction
to Theorem K.4 We omit its proof.

Lemma 2.4.2. Let L(N) be a positive sequence satisfying N
5
8
+ε ≺ L(N) ≺ N1−ε for some ε > 0.

Then, we have that

max
1≤b≤W
(b,W )=1

sup
p∈R[t]
deg p=d

∣∣∣ E
N≤n≤N+L(N)

(
Λw,b(n)− 1

)
e(p(n))

∣∣∣ = ow(1) (2.15)

for every N large enough depending on w.

Remark. (i) The error term ow(1) depends on the degree d, but since this will be fixed in applications,
we suppressed that dependence above.
(ii) Quantitative bounds for similar expressions (involving the more general class of nilsequences, as
well) were the main focus in [44], though in that setting the authors used a different weight of the
form Λ−Λ#, where Λ# is a carefully chosen approximant for the von Mangoldt function arising from
considerations of the (modified) Cramer random model for the primes.

Finally, we will also use a corollary of the Brun-Titchmarsh inequality to bound the contribution
of bad residue classes in our ergodic averages by a constant term. For q ≥ 2 and (a, q) = 1, we denote
by π(x, q, a) the number of primes ≤ x that are congruent to a modulo q. Alternatively, one could
also use the asymptotics for averages of Λ in short intervals that were established by Huxley [31], since
L(N) will be chosen to grow sufficiently fast in our applications.

4Evidently, both statements rely on similar complexity reduction arguments, though Proposition 5.2.1 is stated in
much larger generality involving numerous polynomials.
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Theorem B (Brun-Titchmarsh inequality). We have

π(x+ y, q, a)− π(x, q, a) ≤ 2y

ϕ(q) log(yq )
(2.16)

for every x ≥ y > q.

While we referred to this as the Brun-Titchmarsh inequality, the previous theorem was established
in [45] by Montgomery and Vaughan (prior results contained the term 2+ o(1) in the numerator). We
will need a variant of this theorem adapted to the von Mangoldt function, which follows easily from
the previous theorem and a standard partial summation argument.

Corollary 2.4.3. For every q ≤ y ≤ x, we have∑
x≤n≤x+y

n≡a (q)

Λ(n) ≤ 2y log x

ϕ(q) log(yq )
+O

( y

log x

)
+O

(
x

1
2 log x

)
.

Proof. Consider the function

π(x, q, a) =
∑

1≤n≤x
n≡a (Q)

1P(n)

as in the statement of Theorem B, defined for all x ≥ 3/2. Let

θ(x, q, a) =
∑

1≤n≤x
n≡a (Q)

1P(n) log n, ψ(x, q, a) =
∑

1≤n≤x
n≡a (Q)

Λ(n).

It is evident that ∣∣∣θ(x, q, a)− ψ(x, q, a)
∣∣∣ ≤ ∑

pk≤x: p∈P,k≥2

log p ≤ x1/2 log x, (2.17)

since there are at most x1/2 prime powers ≤ x and each one of them contributes at most log x in this
sum. Now, we use summation by parts to deduce that

θ(x+ y, q, a)− θ(x, q, a) =
∑

x<n≤x+y
n≡a (Q)

1P(n) log n+O(1) = π(x+ y, q, a) log(x+ y)−

π(x, q, a) log(x+ 1) +
∑

x<n≤x+y
n≡a (Q)

π(n, q, a)
(
log n− log(n+ 1)

)
+O(1).

Using the inequalities log n− log(n+ 1) ≤ −(n+ 1)−1 and log(x+ y) ≤ log x+ y/x, we deduce that

θ(x+ y, q, a)− θ(x, q, a) ≤ log x
(
π(x+ y, q, a)− π(x, q, a)

)
+
π(x+ y, q, a)y

x
−∑

x<n≤x+y
n≡a (Q)

π(n, q, a)

n+ 1
+O(1).

Using the estimate π(x, q, a) ≪ x
ϕ(q) log x and Theorem B, we bound the sum in the previous expression

by

log x
2y

ϕ(q) log(yq )
+O

( (x+ y)y

ϕ(q)x log(x+ y)

)
+O

( ∑
x<n≤x+y
n≡a (Q)

1

ϕ(q) log n

)
+O(1).
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Since

∑
x<n≤x+y
n≡a (Q)

1

log n
≤

x+yw

x

dt

log t
+O(1) =

x+ y

log(x+ y)
− x

log x
+

x+yw

x

dt

log2 t
+O(1) ≤

y

log x
+O(

y

log2 x
) +O(1),

we conclude that

θ(x+ y, q, a)− θ(x, q, a) ≤ 2y log x

ϕ(q) log(yq )
+O(

y

log x
) +O(1). (2.18)

Consequently, if we combine (2.17) and (2.18), we arrive at

ψ(x+ y, q, a)− ψ(x, q, a) ≤ 2y log x

ϕ(q) log(yq )
+O(

y

log x
) +O(x

1
2 log x),

as was to be shown.

Remark. We will apply this corollary for q = W and y ≫ x5/8+ε. Note that for y in this range, the
second error term can be absorbed into the first one.
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Chapter 3

Joint ergodicity of Hardy field
sequences

3.1 The main proposition

In this section, we state the principal result that we will prove in this chapter and which asserts that
the Host-Kra factors of a given system are characteristic for the convergence of the averages (1.4). We
will need to make some small reductions to the original problem and prove several lemmas. The proof
is quite lengthy and heavy notationally. Thus, we also provide some examples that present the main
ideas, while avoiding most of the technicalities.

Proposition 3.1.1. Let H be a Hardy field that is closed under compostion and compostional inversion
of functions, when defined. Assume that the functions a1, a2, ..., ak ∈ H have polynomial growth and
suppose that the following two conditions hold:

i) The functions a1, ..., ak dominate the logarithmic function log t.
ii) The pairwise differences ai − aj dominate the logarithmic function log t for any i ̸= j.
Then, there exists a positive integer s depending only on the functions a1, ..., ak, such that for any

measure preserving system (X,µ, T ), functions f1 ∈ L∞(µ) and f2,N ..., fk,N ∈ L∞(µ), all bounded by
1, with f1 ⊥ Zs(X), the expression

sup
|cn|≤1

∥∥∥∥ E
1≤n≤N

cn T
⌊a1(n)⌋f1 · T ⌊a2(n)⌋f2,N · ... · T ⌊ak(n)⌋fk,N

∥∥∥∥
L2(µ)

(3.1)

converges to 0, as N → +∞.

Remarks. i) It is possible to establish Proposition 3.1.1 under the weaker assumption that only the
functions a1, a1−a2, ..., a1−ak dominate the logarithmic function, but this requires a few more details
in the proof and is not required for the proof of Theorem 1.1.2.
ii) It may be possible to establish that the number s does not, in fact, depend on the functions
a1, ..., ak, but it can be bounded by a function involving the number k of functions and the highest
degree1 d of the involved functions. However, we do not concern ourselves here with the optimal value
of s. In particular, we will use polynomial expansions of the functions a1, ..., ak with degrees very large
compared to the number d, which means that any possible dependence on d will be lost in the proof.

It is obvious that Proposition 3.1.1 implies Theorem 1.1.2 (this follows from a standard telescoping
argument). The reason that we work with sequences of functions and the bounded sequence cn is
because that will be helpful in some spots to absorb some of the error terms that will appear in the
iterates and also allows us to ”transform” the sequences in the iterates, so that we can reduce our
problem to the case that the first sequence a1 has some specific properties depending on the situation
at hand. As an example, we claim that we only need to consider the case when the function a1(t)
has maximal growth in the family {a1, ..., ak}. Indeed, suppose that this is not the case. Then, there
exists a function ai for some i ∈ {1, ..., k} with a1 ≺ ai. Without loss of generality, assume that the

1This means the smallest integer d, for which ai(t) ≪ td for all 1 ≤ i ≤ k.
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function ak has maximal growth rate. It is sufficient to show that for any sequence of functions gN
with ||gN ||L∞(µ) ≤ 1, we have

lim
N→∞

E
1≤n≤N

cn,N
w
gN T ⌊a1(n)⌋f1 · ... · T ⌊ak(n)⌋fk,N dµ = 0.

Then, we can choose the function gN to be the conjugate of the average

E
1≤n≤N

cn,N
w
T ⌊a1(n)⌋f1 · ... · T ⌊ak(n)⌋fk,N dµ

to get our claim. Composing with T−⌊ak(n)⌋ and applying the Cauchy-Schwarz inequality, it is sufficient
to show that

lim
N→+∞

sup
|cn|≤1

∥∥∥∥ E
1≤n≤N

cn T
−⌊ak(n)⌋gN · T ⌊a1(n)⌋−⌊ak(n)⌋f1 · ... · T ⌊ak−1(n)⌋−⌊ak(n)⌋fk−1,N

∥∥∥∥
L2(µ)

= 0.

We can write ⌊ai(n)⌋ − ⌊ak(n)⌋ = ⌊ai(n)− ak(n)⌋+ ei,n, where the errors ei,n take values in {0,±1}.
Using Lemma 3.2.1 below, the errors can be absorbed by the supremum outside the average and,
therefore, the function that corresponds to f1 is equal to a1−ak, which now has maximal growth rate
among the new family of functions. It is also easy to check that the new family satisfies the conditions
of Proposition 3.1.1.

3.2 Some averaging lemmas

This notion of absorbing the errors that we described above can be made more precise by the next
lemma.

Lemma 3.2.1. Assume that the integers ei,n,N take values in a finite set S. Then, for any sequences
ai,N of integers, complex numbers c′n,N bounded in magnitude by 1 and any 1-bounded functions fi,N ,
we have ∥∥∥∥ E

1≤n≤N
c′n,N T a1,N (n)+e1,n,N f1,N · ... · T ak,N (n)+ek,n,N fk,N

∥∥∥∥
L2(µ)

≪k,S

sup
|cn,N |≤1

sup
||f2||∞≤1,...,||fk||∞≤1

∥∥∥∥ E
1≤n≤N

cn,N T a1,N (n)f1,N · T a2,N (n)f2 · ... · T ak,N (n)fk

∥∥∥∥
L2(µ)

.

As a consequence, there exist 1-bounded functions f ′i,N , such that the original expression is bounded
by a constant multiple of the quantity

sup
|cn,N |≤1

∥∥∥∥ E
1≤n≤N

cn,N T a1,N (n)f1,N T a2,N (n)f ′2,N · ... · T ak,N (n)f ′k,N

∥∥∥∥
L2(µ)

+ oN (1).

Proof. We partition the integers n into a finite number of sets, in which all the quantities ei,n,N are
constant (as n varies). There are at most |S|k such sets. If A1, ..., A|S|k are these sets, then we have∥∥∥∥ E

1≤n≤N
c′n,N T a1,N (n)+e1,n,N f1,N · ... · T ak,N (n)+ek,n,N fk,N

∥∥∥∥
L2(µ)

≤

|S|k∑
i=1

∥∥ 1

N

∑
n∈Ai

c′n,N T a1,N (n)+e1,n,N f1,N · ... · T ak,N (n)+ek,n,N fk,N
∥∥
L2(µ)

≤

|S|k max
1≤i≤|S|k

∥∥ 1

N

∑
1≤n≤N

c′n,N1Ai(n) T
a1,N (n)f1,N · ... · T ak,N (n)+ek,n,N−e1,n,N fk,N

∥∥
L2(µ)

≤

|S|k sup
|cn,N |≤1

sup
||f2||∞≤1,...,||fk||∞≤1

∥∥∥∥ E
1≤n≤N

cn,N T a1,N (n)f1,N T a2,N (n)f2 · ... · T ak,N (n)fk

∥∥∥∥
L2(µ)

,

which is the required result. In the second to last relation, we composed with T−e1,n,N , because e1,n,N
is constant when n is restricted to the set Ai.
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Remark. In the following sections, we will encounter situations where we have some error terms in
the iterates. The above lemma is not applied verbatim to all cases below. However, the reasoning
presented above (i.e. partitioning into sets where the error sequences are constant) can be applied
directly every time to remove these error terms. In particular, we can also show (using the same
arguments) that a similar statement holds for double averages, that is, if Ir are a sequence of intervals
with lengths going to infinity, d is a natural number and the error terms ei,n,R take values on a finite
set S of integers, then

E
1≤r≤R

∥∥ E
n∈Ir

c′n,R T a1,R(n)+e1,n,Rf1,R · ... · T ak,R(n)+ek,n,Rfk,R
∥∥d
L2(µ)

≪S,k,d

sup
||f2||∞≤1,...,||fk||∞≤1

E
1≤r≤R

sup
|cn,R|≤1

∥∥ E
n∈Ir

cn,R T a1,R(n)f1,R · T a2,R(n)f2... · T ak,R(n)fk
∥∥d
L2(µ)

,

where we also use the Hölder inequality (which gives dependence on the exponent d in the implicit
constants). Therefore, instead of using the same argument repeatedly, we will cite this lemma in such
instances and add a comment when a modified version is required.

The second lemma implies that we can bound our averages over the long intervals [1, N ], if we
can obtain bounds over short inervals of the form [r, r + L(r)] for some positive sub-linear function
L(t). Due to several obstructions in the proof, we will have to average over the parameter r as well,
meaning that we will have to use a double averaging scheme in the proof.

Lemma 3.2.2. Let d be a positive integer and consider a two-parameter sequence
(
AR,n

)
R,n∈N in a

normed space such that ∥AR,n∥ ≤ 1 for all possible choices of R,n ∈ N. Let L(t) ∈ H be an eventually
positive function such that 1 ≺ L(t) ≺ t and assume that

lim sup
R→+∞

E
1≤r≤R

∥∥ E
r≤n≤r+L(r)

AR,n
∥∥d ≤ C

for some C > 0. Then, we also have

lim sup
R→+∞

∥∥ E
1≤n≤R

AR,n
∥∥ ≤ C1/d.

Proof. Combining the power mean inequality and the triangle inequality, we can easily deduce that

E
1≤r≤R

∥∥ E
r≤n≤r+L(r)

AR,n
∥∥d ≥ ∥∥ E

1≤r≤R

(
E

r≤n≤r+L(r)
AR,n

)∥∥d.
Therefore, our result will follow if we show that∥∥ E

1≤r≤R

(
E

r≤n≤r+L(r)
AR,n

)
− E

1≤n≤R
AR,n

∥∥ = oR(1).

Let u be the compositional inverse of the function t + L(t). Our assumptions on the Hardy field
H imply that u ∈ H. In addition, it is easy to check that lim

t→+∞
u(t)/t = 1. Now, we have

E
1≤r≤R

(
E

r≤n≤r+L(r)
AR,n

)
=

1

R

( R∑
n=1

pR(n)AR,n +

R+L(R)∑
n=R+1

pR(n)AR,n
)

for some real numbers pR(n). Assuming that n (and thus R) is sufficiently large (so that u(n) is
positive) we can calculate pR(n) to be equal to

pR(n) =
1

L(⌊u(n)⌋) + 1
+ · · ·+ 1

L(n) + 1
+ on(1),

since the number AR,n appears on the average E
r≤n≤r+L(r)

if and only if u(n) ≤ r ≤ n. Note that pR(n)

is actually independent of R (for n large enough) and therefore, we will denote it simply as p(n) from
now on. We claim that

lim
n→+∞

p(n) = 1. (3.2)
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Let us first see how this finishes the proof. Since for n large enough we must have p(n) ≤ 2, we can
easily deduce that

1

R

R+L(R)∑
n=R+1

p(n)AR,n = oR(1).

Here, we used the fact that L(t) ≺ t. In addition, we have

∥∥ 1
R

R∑
n=1

p(n)AR,n −
1

R

R∑
n=1

AR,n
∥∥ ≤ 1

R

R∑
n=1

|p(n)− 1|,

which is also oR(1). Combining the above we reach the desired conclusion.
In order to establish (3.2), we observe that L(t) is eventually strictly increasing, and therefore, we

can easily get
n+1w

⌊u(n)⌋

1

L(t) + 1
dt ≤ p(n) ≤

nw

⌊u(n)⌋−1

1

L(t) + 1
dt.

Thus, it suffices to show that the integrals on both sides of the above inequality converge to 1. It is
straightforward to check that each of these integrals is on(1) close to the integral

In =

nw

u(n)

1

L(t) + 1
dt.

Therefore, we only need to prove that In → 1. Using the mean value theorem, we can find a real
number hn ∈ [u(n), n] such that,

In =
n− u(n)

L(hn) + 1
=

L(u(n))

L(hn) + 1
.

The last equality follows easily from the definition of u. Since L is eventually strictly increasing, we
conclude that In is smaller than L(u(n))/(L(u(n)) + 1) ≤ 1. In addition, we also have

In ≥ L(u(n))

L(n) + 1
.

The result follows if we show (note that the function u−1 is onto in a half line of R)

lim
t→+∞

L(t)

L(u−1(t)) + 1
= 1.

However,
L(t)

L(u−1(t)) + 1
=

L(t)

L(t+ L(t)) + 1
=

L(t)

L(t+ L(t))
+ ot(1).

Using the mean value theorem, we can write

L(t+ L(t)) = L(t) + L(t)L′(xt) ,

where xt ∈ [t, t+ L(t)]. Thus,

L(t+ L(t))

L(t)
= 1 + L′(xt) = 1 + ot(1) ,

since L′(t) ≪ L(t)/t ≺ 1. The result follows.

Finally, we will use a change of variables lemma very similar to [13, Lemma 5.1], which can be
proven similarly by a standard partial summation argument. It will allows us to bound quantities
evaluated along sub-linear sequences with the same quantity evaluated along the sequence a(n) = n,
which will simplify some expressions significantly.

Lemma 3.2.3. Let (VR(n))n,R∈N be a 1-bounded, two-parameter sequence of vectors in a normed space
and let a ∈ H satisfy the growth condition tδ ≺ a(t) ≺ t. Then, we have

lim sup
R→+∞

∥∥ E
1≤n≤R

VR(⌊a(n)⌋)
∥∥≪a lim sup

R→+∞

∥∥ E
1≤n≤R

VR(n)
∥∥.
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3.3 Overview of the proof and examples

Our main objective is to reduce our problem to the study of ergodic averages of some variable poly-
nomials. Therefore, we will first study asymptotic bounds for certain polynomial families in the next
section, since they will be required for the proof of Proposition 3.1.1. This will rely on the van der
Corput inequality and an induction argument on the complexity of the family. The PET induction
argument has been carried out for polynomials in the literature, although our setting necessitates that
the bounds are finitary in nature (and, thus, more complicated). Following that, we need to show
that Hardy field sequences can be simultaneously approximated by Taylor polynomials, which we will
also need to satisfy several nice properties. This will be the content of Section 3.5 In Section 3.6, we
will establish bounds for Hardy sequences of a specific form, namely when the involved functions are
a sum of a sub-linear function and a polynomial. In Section 3.7, we shall reduce the problem to the
case of functions that are a sum of a sub-linear function and a polynomial and finish the proof.

The main idea is that we can approximate the given Hardy functions by Taylor polynomials
(possibly constant) in suitable smaller intervals (with lengths going to infinity). We shall reduce our
problem to proving a statement of the form

lim
R→+∞

E
1≤r≤R

∥∥∥∥ E
n∈Ir

cn,R T ⌊p1,r(n)⌋f1,r · ... · T ⌊pk,r(n)⌋fk,r
∥∥∥∥2t
L2(µ)

= 0, (3.3)

where the iterates are variable polynomials and f1,r has the form

f1,r = f1 · T ⌊b1(r)⌋h1 · ... · T ⌊bℓ(r)⌋hℓ

for sub-linear functions b1, ..., bℓ and h1, ..., hℓ ∈ L∞(µ).
After this reduction, we bound the innermost average using the results from Section 3.4. More

precisely, we claim that the inner average can be bounded by a quantity of the form

E
m∈[−M,M ]t

∣∣∣w T ⌊q1(r,m)⌋gr,1 · ... · T ⌊qℓ(r,m)⌋gr,ℓ dµ
∣∣∣

plus some small error terms, whereM is a finite integer (independent from the rest of our parameters)

and all the functions gr,i are either f̃r or f̃r. In addition, the functions qi(r,m) in the iterates are such
that, for (almost all) m ∈ Zl, they can be written as a sum of a sublinear function plus a polynomial,
which is the special case that we discussed above. Thus, taking first the limit R → +∞ to use
the bounds established in the special case and then taking the limits M → +∞, we shall reach our
conclusion.

3.3.1 Some examples

a) Whenever we use ≪ without indices in this example, we imply that the constants are absolute.
Assume that a(t) = t log t + log3 t, b(t) = t log t and c(t) =

√
t. We want to show that there exists

s ∈ N, such that, if |||f |||s = 0, then

E
1≤n≤N

T ⌊n logn+log3 n⌋f · T ⌊n logn⌋g1 · T ⌊
√
n⌋g2

converges to 0 in L2 as N → +∞. Here, g1 and g2 are arbitrary 1-bounded functions in L∞(µ). In
view of Lemma 3.2.2, it suffices to show that

E
1≤r≤R

∥∥ E
r≤n≤r+L(r)

T ⌊n logn+log3 n⌋f · T ⌊n logn⌋g1 · T ⌊
√
n⌋g2

∥∥2d
L2(µ)

= E
1≤r≤R

Ar (3.4)

converges to 0 as R→ +∞, for some sub-linear function L(t) ∈ H and an integer d, both of which we
will choose later.
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Step 1: Reduction to averages of variable polynomials.

We observe that

Ar =
∥∥ E
0≤h≤L(r)

T ⌊(r+h) log(r+h)+log3(r+h)⌋f · T ⌊(r+h) log(r+h)⌋g1 · T ⌊
√
r+h⌋g2

∥∥2d
L2(µ)

.

Now, we can use the Taylor expansion to write

(r + h) log(r + h) = − h3

6x2h
+
h2

2r
+ h(log r + 1) + r log r, for some xh ∈ [r, r + h],

and
√
r + h = − h2

8(x′h)
3/2

+
h

2
√
r
+
√
r, for some x′h ∈ [r, r + h],

for every 0 ≤ h ≤ L(r). Since ∣∣∣ h3
6x2h

∣∣∣ ≤ L(r)3

r2

and ∣∣∣ h2

8(x′h)
3/2

∣∣∣ ≤ L2(r)

8r3/2
,

we conclude that these two last terms are both or(1), provided that we choose the function L(t) to
satisfy L(t) ≺ t2/3. We also choose L(t) ≻ t1/2, so that both the 2-degree term in the expansion of
(r + h) log(r + h) and the 1-degree term in the expansion of

√
r + h are not bounded (for h taking

values in the range [0, L(r)]). In addition, under the above assumptions, we can also show that

max
0≤h≤L(r)

| log3(r + h)− log3(r)| = or(1)

using the mean-value theorem. Therefore, we have2

Ar ≃
∥∥ E
0≤h≤L(r)

T

⌊
h2

2r
+h(log r+1)+r log r+log3 r

⌋
f · T

⌊
h2

2r
+h(log r+1)+r log r

⌋
g1 · T

⌊
h

2
√
r
+
√
r
⌋
g2
∥∥2d
L2(µ)

=

∥∥ E
0≤h≤L(r)

T

⌊
h2

2r
+h(log r+1)+r log r

⌋
(g1 · T ⌊log

3 r⌋f) · T
⌊

h
2
√
r
+
√
r
⌋
g2
∥∥2d
L2(µ)

, (3.5)

which is an average where the iterates are polynomials in h. The fact that the or(1) terms can be
discarded follows from Lemma 3.2.1 and will be explained in depth in the formal proof. Note that the
iterates have now become polynomials in the variable h.

Remark. In the proof of Proposition 3.1.1 in Section 3.7, we will choose the function L(t) in order to
have a common polynomial expansion as above. Although in this example this is easily done by hand,
this will be accomplished in the general case using some lemmas and propositions that are proven.

We will use the van der Corput inequality (Lemma 3.4.4):

| E
1≤n≤N

an|2
d ≪d

1

M
+ E

|m|≤M
| E
1≤n≤N

⟨an+m, am⟩|2
d−1

+ oN (1) ,

which holds as long as M = o(N).
We will deal with a simpler case here, since (3.5) requires many applications of the van der Corput

inequality and the estimates are quite complicated. We shall find a bound for the average

E
1≤r≤R

∥∥ E
0≤h≤L(r)

T

⌊
h2

2r

⌋
fr
∥∥4 = E

1≤r≤R
A4
r ,

where fr = g1 · T ⌊log
3(r)⌋f .

2In this example, we split and combine the integer parts freely, which is not true in general. In our main proof, we
explain this argument using Lemma 3.2.1.
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Step 2: A change of variables trick and bounds for the polynomial averages

First of all, we can write h = k
⌊√

2r
⌋
+ s, where the integers k, s satisfy 0 ≤ k ≤ L(r)/

⌊√
2r
⌋
and

0 ≤ s ≤
⌊√

2r
⌋
− 1. Then, we have

h2

2r
=
k2
⌊√

2r
⌋2

2r
+

2k⌊
√
r⌋s

2r
+
s2

2r
.

Note that ∣∣∣k2⌊√2r
⌋2

2r
− k2

∣∣∣ ≤ 2k2
{
√
2r}√
2r

≤ 2
L2(r)⌊√
2r
⌋2√

2r
.

If we choose L(t) to satisfy the additional hypothesis L(t) ≺ t3/4 (which is vacuous since we already
have the restriction L(t) ≺ t2/3), then we get that the above quantity is or(1). In this example, we
can take L(t) = t3/5 as our sub-linear function (observe that all of the restrictions we imposed above
are satisfied). Therefore, we can use the power mean inequality to deduce that

A4
r ≤ E

0≤s≤⌊√2r⌋−1

∥∥ E
1≤k≤ L(r)

⌊√2r⌋

T ⌊k2+ps,r(k)⌋fr
∥∥4 (3.6)

for some linear polynomials ps,r(k). Denote by As,r the innermost average in the above relation.
We fix a positive integer parameter M . Applying the van der Corput inequality twice, we deduce

that

A4
s,r ≪

1

M
+ E

|m1|,|m2|≤M

∣∣∣w f̄r · T 2m1m2fr dµ
∣∣∣+ or(1),

where the implied constant is absolute (and, in particular, independent ofM). We omitted the routine
computations here (the general case is more complicated than this and is handled in Section 3.4). This
bound holds regardless of the choice of the polynomial ps,r(k) and the only thing that influences this
bound is the highest order coefficient (which is 1 for all values of s, r).

Using this bound in (3.6) we deduce that

A4
r ≪

1

M
+ E

|m1|,|m2|≤M

∣∣∣w (g1 · T ⌊log
3 r⌋f) · T 2m1m2(g1 · T ⌊log

3 r⌋f) dµ
∣∣∣+ or(1).

Remark. It is now clear that we need the outer average over r in the beginning because this last
bound is only useful on average. More generally, this problem will always appear if some of the
functions on the iterates or the differences of two functions in the iterates are sub-fractional and some
others are super-fractional. The sub-fractional functions are essentially constant in the short intervals
and, thus, the bounds we get will depend on these constant values. We average again in order to
handle the sub-fractional functions.

Therefore, the quantity in (3.4) is ≪

1

M
+ E

1≤r≤R
E

|m1|,|m2|≤M

∣∣∣ w (g1 · T ⌊log
3 r⌋f) · T 2m1m2(g1 · T ⌊log

3 r⌋f) dµ
∣∣∣+ oR(1) =

1

M
+ E

|m1|,|m2|≤M
E

1≤r≤R

∣∣∣w (ḡ1 · T 2m1m2g1) · T ⌊log
3 r⌋(f̄ · T 2m1m2f) dµ

∣∣∣+ oR(1). (3.7)

Remark. In the proof of the general case, instead of the sub-linear function
⌊
log3(r)

⌋
in the iterates

in (3.7), we may also have functions of the form ⌊u(r)⌋k, where u ∈ H is a sub-linear function and

k ∈ Z+ (like ⌊
√
r⌋3 and

⌊
r2/3

⌋5
). For instance, assume we want to study the limit of the averages

E
1≤n≤N

T ⌊
√
n+n3⌋f · T ⌊

√
n⌋g.

Using Lemma 3.2.2, it suffices to show that

E
1≤r≤R

∥∥ E
0≤h≤L(r)

T ⌊
√
r+h+(r+h)3⌋f · T ⌊

√
r+h⌋g

∥∥2d
L2(µ)
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for some d ∈ N and some sub-linear function L(t) ∈ H. If we choose L(t) appropriately, then we can
write √

r + h =
√
r +

h

2
√
r
+ or(1)

for 0 ≤ h ≤ L(r). Now, using the change of variables h = k⌊2
√
r⌋ + s, we observe that the leading

coefficient of the polynomial (r + h)3 in the iterates becomes ⌊2
√
r⌋3. If we proceed similarly as in

step 2 above using repeated applications of the van der Corput inequality, we will arrive at a similar
bound as the one in (3.7), but now the term ⌊2

√
r⌋3 will appear in the iterates.

In order to combat this situation, we need another intermediate step in our proof (this is Step 7
in Section 3.7). We shall use Lemma 3.2.3 that allows us to replace the sub-linear function 2

√
r by

the identity function a(r) = r. As an example, suppose we want to bound the limit of the averages

E
1≤r≤R

T ⌊
√
r⌋f · T ⌊

√
r⌋3+⌊r2/5⌋g

as R→ +∞. We rewrite this expression as a function of
√
r

E
1≤r≤R

T ⌊
√
r⌋f · T ⌊

√
r⌋3+⌊(√r)4/5⌋g.

Then, we can prove that

lim sup
R→+∞

∥∥ E
1≤r≤R

T ⌊
√
r⌋f · T ⌊

√
r⌋3+⌊(√r)4/5⌋g

∥∥
L2(µ)

≤ C lim sup
R→+∞

∥∥ E
1≤r≤R

T rf · T r3+⌊r4/5⌋g
∥∥
L2(µ)

for some positive real number C. Now the functions in the iterates are sub-linear functions and
polynomials, which we are now able to handle (this is the content of Section 3.6).

Step 3: Dealing with the sub-linear function.

In this step, we show that the quantity in (3.7) goes to 0, if we take R → +∞ and then M → +∞.
While steps 1 and 2 of this example correspond to parts of the proof in Sections 3.4.5 and 3.7, this
step corresponds to the proofs in Section 3.6.

We observe that the function log3(r) in the iterates is a sub-linear function. We will show that

lim
R→+∞

E
1≤r≤R

∣∣∣ w (ḡ · T 2m1m2g) · T ⌊log
3 r⌋(f̄ · T 2m1m2f)dµ

∣∣∣≪ |||f̄ · T 2m1m2f |||3. (3.8)

In addition, the implicit constants do not depend on m1,m2. Assuming that (3.8) holds, we take
the limit as M → +∞ (this can be done because all implied asymptotic constants do not depend on
m1,m2) and we need to show that

lim
M→+∞

E
|m1|,|m2|≤M

|||f̄ · T 2m1m2f |||3 = 0.

Applying the Hölder inequality, we are left with showing that

lim
M→+∞

E
|m1|,|m2|≤M

|||f̄ · T 2m1m2f |||83 = 0.

Using the definition of the Host-Kra seminorms, this relation reduces to an ergodic average with
polynomial iterates, which is well known to converge to 0 under our hypothesis on the function f
(namely, that |||f1|||s = 0 for some suitable s ∈ N).

We now establish (3.8). It suffices to show that

lim
R→+∞

E
1≤r≤R

∣∣∣w g · T ⌊log
3 r⌋fdµ

∣∣∣≪ |||f |||3,T

for any 1-bounded functions f and g, where the implied constant is absolute. We square the above
expression and apply the Cauchy-Schwarz inequality to bound it by

E
1≤r≤R

w
G · S⌊log

3(r)⌋F d(µ× µ),
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where F := f ⊗ f , G := g ⊗ g and S := T × T . Then, (3.8) follows if we show∥∥ E
1≤r≤R

S⌊log
3(r)⌋F

∥∥
L2(µ×µ) ≪ |||f |||23,T .

We use Lemma 3.2.2 once more: it suffices to show that

lim sup
r→+∞

∥∥ E
r≤n≤r+L(r)

S⌊log
3(n)⌋F

∥∥
L2(µ×µ) ≪ |||f |||23,T ,

where L(t) ∈ H is sub-linear. Using the Taylor expansion, we can write

log3(r + h) = log3(r) +
3 log2 r

r
h− 6 log xh − 3 log2 xh

2x2h
h2,

where 0 ≤ h ≤ L(r) and xh ∈ [r, r + h]. If we choose the function L(t) so that

t

log2 t
≺ L(t) ≺ t

log t
,

we can then deduce that the last term in the above expansion is or(1). Our problem reduces to

lim sup
r→+∞

∥∥ E
0≤h≤L(r)

S

⌊
log3(r)+ 3 log2 r

r
h

⌋
F
∥∥
L2(µ×µ) ≪ |||f |||23,T .

We have again reduced our problem to finding a bound for an ergodic average with (variable) poly-
nomials. In order to finish the proof, we work similarly as in the previous steps, using the change of
variables trick and one application of the van der Corput inequality (we also need to use the inequality
|||F |||2,T×T ≤ |||f |||23,T ).

b) In this second example we describe the strategy that will be used in the special case that we
discussed above, that is when our functions are sums of sub-linear functions and polynomials. This case
is covered in full generality in Section 3.6. We consider the triplet of functions in H (t+log3 t, t, log2 t)
and we shall show that there exists s ∈ N so that, if |||f |||s = 0, then

E
1≤n≤N

T ⌊n+log3 n⌋f · Tng1 · T ⌊log
2 n⌋g2

converge to 0 in mean (g1, g2 are again arbitrary 1-bounded functions).

Step 1: Reducing to the case when all iterates have sub-linear growth.

We start by using Lemma 3.2.2 to reduce our problem to

lim sup
R→+∞

E
1≤r≤R

∥∥ E
r≤n≤r+L(r)

T ⌊n+log3 n⌋f · Tng1 · T ⌊log
2 n⌋g2

∥∥2
L2(µ)

= 0 (3.9)

for some sub-linear function L(t) ∈ H. In this example, we will choose the function L(t), so that

max
r≤n≤r+L(r)

| log3(n)− log3(r)| = or(1) and max
r≤n≤r+L(r)

| log2(n)− log2(r)| = or(1).

For instance, the function L(t) =
√
t can easily be checked to satisfy the above. Therefore, if r is very

large, we can write∥∥ E
r≤n≤r+L(r)

T ⌊n+log3 n⌋f · Tng1 · T ⌊log
2 n⌋g2

∥∥
L2(µ)

=∥∥ E
r≤n≤r+L(r)

Tn+⌊log
3 r⌋+e1,nf · Tng1 · T ⌊log

2 r⌋+e2,ng2
∥∥
L2(µ)

,
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where e1,n, e2,n ∈ {0,±1}. We assume here that all the error terms are zero (in the main proof, we
will invoke Lemma 3.2.1 to remove the error terms). Therefore, we want to show that

lim sup
R→+∞

E
1≤r≤R

∥∥ E
r≤n≤r+L(r)

Tn+⌊log
3 r⌋f · Tng1 · T ⌊log

2 r⌋g2
∥∥2
L2(µ)

= 0.

Since ∥g2∥∞ ≤ 1, we reduce our problem to

lim sup
R→+∞

E
1≤r≤R

∥∥ E
r≤n≤r+L(r)

Tn(g1 · T ⌊log
3 r⌋f)

∥∥2
L2(µ)

= 0.

Note that the inner average is a polynomial average in the variable n. We fix a positive integer M
and use the van der Corput inequality to deduce that∥∥ E
r≤n≤r+L(r)

Tn(g1 · T ⌊log
3 r⌋f)

∥∥2
L2(µ)

≪ 1

M
+ E

|m|≤M

∣∣∣ w (g1 · T ⌊log
3(r)⌋) · Tm(g1 · T ⌊log

3(r)⌋) dµ
∣∣∣+ or(1),

where the implied constant is absolute. Thus, we want to show that

1

M
+ E

|m|≤M
E

1≤r≤R

∣∣∣w (g1 · Tmg1) · T ⌊log
3(r)⌋(f · Tmf) dµ

∣∣∣+ oR(1)

goes to 0, as R→ +∞ and then as M → +∞.

Step 2: Dealing with the sub-linear functions.

Our problem follows by taking the limit as R→ +∞ and then using the bound

lim sup
R→+∞

E
1≤r≤R

∣∣∣ w (g1 · Tmg1) · T ⌊log
3(r)⌋(f · Tmf) dµ

∣∣∣≪ |||f · Tmf |||3,T . (3.10)

This was established in the previous example. Using this relation and taking the limit M → +∞
(note that our asymptotic constants do not depend on M), we reach the conclusion.

Since (3.10) follows from the previous example, we will describe our arguments for a more repre-
sentative case. We shall prove that

lim sup
N→+∞

∥∥ E
1≤n≤N

T ⌊log
3 n+log2 n⌋f · T ⌊log

3 n⌋g1 · T ⌊log
2 n⌋g2

∥∥
L2(µ)

≪ |||f |||4, (3.11)

where the implied constant is absolute. Using Lemma 3.2.2, it suffices to show that

lim sup
R→+∞

E
1≤r≤R

∥∥ E
r≤n≤r+L(r)

T ⌊log
3 n+log2 n⌋f · T ⌊log

3 n⌋g1 · T ⌊log
2 n⌋g2

∥∥2
L2(µ)

≪ |||f |||24

for some sub-linear function L(t) ∈ H. We choose L(t) = t(log t)−3/2. Using similar approximations
as in the first example, we can show that for any 0 ≤ h ≤ L(r)

log3(r + h) = log3 r + h
3 log2 r

r
+ or(1),

while
log2(r + h) = log2 r + or(1)

for all 0 ≤ h ≤ L(r). Disregarding the error terms or(1) in this example, it suffices to show that

lim sup
R→+∞

E
1≤r≤R

∥∥ E
0≤h≤L(r)

T

⌊
log3 r+h 3 log2 r

r

⌋(
T ⌊log

2 r⌋f · g1
)
· T ⌊log

2 r⌋g2
∥∥2
L2(µ)

≪ |||f |||24.

Since g2 is bounded by 1, the above bound follows from

lim sup
N→+∞

E
1≤r≤R

∥∥ E
0≤h≤L(r)

T

⌊
log3 r+h 3 log2 r

r

⌋(
T ⌊log

2 r⌋f · g1
)∥∥
L2(µ)

≪ |||f |||24.
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This is an average where the iterates are variable polynomials. Working similarly to the previous
example, we can show that

∥∥ E
0≤h≤L(r)

T

⌊
log3 r+h 3 log2 r

r

⌋(
T ⌊log

2 r⌋f · g1
)∥∥2
L2(µ)

≪

1

M
+ E

|m|≤M

∣∣∣ w (T ⌊log2 r⌋f · g1
)
· Tm

(
T ⌊log

2 r⌋f · g1
)
dµ
∣∣∣+ or(1).

Thus, it suffices to show that

lim sup
M→+∞

E
|m|≤M

lim sup
R→+∞

E
1≤r≤R

∣∣∣ w (ḡ1 · Tmg1) · T ⌊log
2 r⌋(f̄ · Tmf) dµ

∣∣∣≪ |||f |||24.

Note that we started with three sub-linear functions in the iterates and now we have an average with
only one sub-linear function (our argument in the general case is based on this induction scheme).
The result follows by working similarly to step 3 in the previous example.

3.4 Bounds for polynomial averages

Our main goal in this section is to establish Proposition 3.4.5 below. This will be based on the PET
induction scheme, first introduced by Bergelson [1]. Before stating that proposition, we give some
definitions.

3.4.1 Families of variable polynomials

Assume we are given a family PN = {p1,N , ..., pk,N} of essentially distinct (i.e. their pairwise differences
are non-constant polynomials) variable polynomials, such that the degrees of the polynomials in PN
and of their pairwise differences are independent of N (for N large enough). Then, we assign to p1,N
the vector (v1,N , ..., vk,N ), where v1,N is the leading coefficient of p1,N and vj,N is the leading coefficient
of p1,N − pj,N for j ̸= 1. We denote this by S(p1,N ) and call this the leading vector of the family PN
corresponding to p1,N . We similarly define S(pi,N ) for every i ∈ {1, ..., k} and call it the leading vector
corresponding to pi,N . Let us remark that the leading vector has no elements equal to 0, because we
have assumed that the polynomials are essentially distinct. Finally, we call PN ordered, if the degrees
of the polynomials pi,N are non-increasing. In this case, the polynomial p1,N has maximal degree and
we call it the leading polynomial. The leading vector of an ordered polynomial family is defined as the
leading vector corresponding to its leading polynomial.

3.4.2 Types of polynomial families

We define the type (d,wd, ..., w1) of the polynomial family, where d is the largest degree appearing in
the polynomials of PN and wi is the number of distinct leading coefficients of the members of PN with
degree exactly i among all polynomials in the family. Note that for families of variable polynomials,
the value of this vector may depend on the variable N . We order the types by the value of d and then
order types of same degree lexicographically. We observe that a decreasing sequence of types must
eventually be constant. The type of a family is a classical quantity used in the literature when an
induction scheme on polynomial families is required.

3.4.3 Good sequences and nice polynomial families

Now, we define the notion of a nice polynomial family. Namely, we will deal with polynomials whose
coefficients are well-behaved sequences. Our arguments fail to work in the general case where the
coefficients can be arbitrary sequences.

Definition 3.4.1. a) A sequence (an)n∈N of real numbers is called ”good”, if there exists a function
f ∈ H with lim

t→+∞
f(t) ̸= 0 such that

lim
n→+∞

an
f(n)

= 1.
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b) Let PN = {p1,N , ..., pk,N} be a collection of polynomials. The family PN is called nice, if all the
degrees of the polynomials pi,N and pi,N − pj,N are independent of N for N large enough and their
leading coefficients are good sequences, for all admissible values of the i, j.

Note that any good sequence has a limit (possibly infinite). An example of a good sequence that

is not a Hardy sequence is the sequence
⌊N2/3⌋√

N
, which behaves asymptotically like N1/6. In general,

all sequences of the form ⌊f(n)⌋, where the function f ∈ H does not converge to 0 (as t → +∞), are

good sequences, while, for example,
⌊

1
logn

⌋
is not a good sequence.

Lemma 3.4.2. The type of a nice polynomial family is well-defined (independent of N) for N large
enough.

Proof. Assume that two polynomials pi,N and pj,N of the given family have the same degree s. Let
ai(N), aj(N), aij(N) be the leading coefficients of pi,N , pj,N and pi,N − pj,N , which are all good se-
quences. The degree of the polynomial pi,N − pj,N does not depend on N , for N sufficiently large, by
the definition of a nice family. Then, we have either one of the following:
i) If the polynomial pi,N−pj,N has degree equal to s, then forN large enough, aij(N) = ai(N)−aj(N) ̸=
0 and therefore the polynomials pi,N , pj,N have distinct leading coefficients eventually.
ii) If the polynomial pi,N − pj,N has degree smaller than s, then that means that, for N large enough,
we have ai(N)− aj(N) = 0 and the polynomials pi,N , pj,N have equal leading coefficients eventually.
The claim easily follows.

3.4.4 The van der Corput inequality

We shall rely heavily on the following variant of the van der Corput inequality in our proofs.

Lemma 3.4.3. For a sequence un in a Hilbert space with ∥un∥ ≤ 1 and a quantity M = o(N), we
have ∥∥ 1

N

N−1∑
n=0

un
∥∥2d ≪d

1

M
+ E

−M≤m≤M

∣∣∣ E
0≤n≤N−1

⟨un+m, un⟩
∣∣∣2d−1

+ oN (1).

Proof. This follows from the basic van der Corput inequality

∥∥ 1

N

N−1∑
n=0

un
∥∥≪ 1

M1/2
+
(

E
−M≤m≤M

∣∣∣ E
0≤n≤N−1

⟨un+m, un⟩
∣∣∣)1/2 + M1/2

N1/2

by successively squaring and applying the Cauchy-Schwarz inequality.

We will use this inequality to derive asymptotic bounds for multiple ergodic averages involving
polynomials. The above inequality holds, in particular, when M is a fixed positive integer. We state
here the equivalent result for variable sequences, since this is more consistent with the notation used
in the proof below.

Lemma 3.4.4. For sequences (un,N )n,N∈N in a Hilbert space with ∥un,N∥ ≤ 1 and a quantity M =
o(N), we have

∥∥ 1

N

N−1∑
n=0

un,N
∥∥2d ≪d

1

M
+ E

|m|≤M

∣∣∣ E
0≤n≤N−1

⟨un+m,N , un,N ⟩
∣∣∣2d−1

+ oN (1).

3.4.5 Bounds of polynomial averages

The remainder of the section will be dedicated to establishing the following proposition:
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Proposition 3.4.5. Let k, d be positive integers and let M be a positive integer parameter. Suppose
W = (d,wd, ..., w1) is a (d+1)-tuple of positive integers that is also a type for some polynomial family.
Then, there exist positive integers t = t(d, k,W), s = s(d, k,W), a finite set Y = Y (d, k,W) of
integers and integer polynomials in t variables pε,j , with ε ∈ [[s]] and 1 ≤ j ≤ k, that are at most
linear in each variable3, such that for any ordered nice family of non-constant, essentially distinct
polynomials

PN = {p1,N , ..., pk,N}

of degree d and type W with leading vector S(PN ) = {u1,N , ..., uk,N}, any increasing sequence LN →
∞, any measure preserving system (X,µ, T ) and sequences of 1-bounded functions f1,N , ..., fk,N , we
have

sup
|cn,N |≤1

∥∥ E
0≤n≤LN

cn,N

k∏
i=1

T ⌊pi,N (n)⌋fi,N
∥∥2t
L2(µ)

≪d,k,W

1

M
+

∑
h∈Y [[s]]

E
m∈[−M,M ]t

∣∣∣ w ∏
ε∈[[s]]

T ⌊Aε,N (m)⌋+hε(C|ε|f1,N ) dµ
∣∣∣+ oN (1), (3.12)

where
Aε,N (m) =

∑
1≤j≤k

pε,j(m)uj,N

are real polynomials in m. In addition, we have the following:
i) For ε ̸= 0, we have that the polynomial Aε,N (m) is non-constant.
ii) The polynomials Aε,N (m), ε ∈ [[s]] are pairwise essentially distinct.
iii) We have the relation

Aε,N (m) +Aεc,N (m) = A1,N (m)

for any ε ∈ [[s]]. More generally, if ε, ε′ ∈ [[s]] are such that ε+ ε′ ∈ [[s]] 4, then

Aε,N (m) +Aε′,N (m) = Aε+ε′,N (m)

iv) For any ε ∈ [[s]],if
c1pε,1(m) + ...+ ckpε,k(m)

is the zero polynomial for some c1, ..., ck ∈ R, then we have ci = 0 or pε,i(m) is the zero polynomial,
for every 1 ≤ i ≤ k.

Remark. The
∑

h∈Y [[s]]

means that we take the sum for all choices of h = (hε, ε ∈ [[s]]) where hε ∈ Y .

In addition, we will make a small abuse of notation and write E
m∈[−M,M ]t

to denote the average over

all m ∈ Zt ∩ [−M,M ]t.

Remarks. i) The polynomials pε,j are independent of the leading vector {u1,N , ..., uk,N} and are,
more importantly, independent of the variable N .
ii) The existence of the errors hε is merely technical and arises from the floor function in the last
expression inside the integral, since we cannot use Lemma 3.2.1 to remove the error terms in this case.
This will appear in the proof of the case of linear polynomials that follows.
iii) The quantity oN (1) depends of course on the values of d and k. It also depends on the value of
the fixed number M . However, this dependence plays no role in arguments of the following sections
(where we will usually take limits first as N → +∞ and, then, as M → +∞). For ease of notation,
we will omit all other subscripts for the term oN (1).
iv) The final condition iv) above implies that given a fixed ε ∈ [[s]], if we exclude all the constant
polynomials among the pε,j , the remaining polynomials are linearly independent.

3This means that when regarded as polynomials only in one variable, then they are linear. Examples are p1(m1,m2) =
m1 − 2m2 and p2(m1,m2,m3) = m1m2 − 3m3.

4This means that the i-th entries of ε, ε′ cannot simultaneously be 1, for any admissible value of i.
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Ignoring the technical parts of the statement, the above proposition asserts that when working with
multiple averages on some polynomials that vary with N , we can instead bound them by the averages
of a polynomial correlation sequence of only the function f1,N . Even though the new polynomials Aε,N
have several variables, they only depend on the sequences u1,N , ..., uk,N . Thus, if these sequences have
good limiting behavior, we can take the limits first as N → +∞ and then asM → +∞ to get some nice
bounds for the original averages. For instance, in the case where we have a fixed function f1,N = f1
and the sequences ui,N converge to non-zero real numbers, the above statement can be used to prove
that the lim sup of the ergodic averages in the left-hand side of (3.12) can be bounded by a power of
|||f1|||s for some suitable positive integer s. This last assertion follows from minor modifications to the
argument present in [38] to cover the case of real polynomials (instead of just integer polynomials).

Proof of Proposition 3.14 in the linear case. We establish our proposition in the case where all the
polynomials have degree 1. More precisely, assume that pi,N (t) = ai,N t+ bi,N where ai,N , bi,N ∈ R so
that the variables ai,N are (eventually) non-zero. The assumption that our polynomials are essentially
distinct implies that the numbers ai,N and aj,N are distinct. The leading vector of PN is the set

{a1,N , a1,N − a2,N , ..., a1,N − ak,N}

and these are good sequences by our assumptions.
We induct on k. For k = 1, we apply the van der Corput inequality to get∥∥ E
0≤n≤LN

cn,NT
⌊a1,Nn+b1,N⌋f1,N

∥∥2
L2(µ)

≪

1

M
+ E

|m|≤M

∣∣∣ E
0≤n≤LN

cn,Ncn+m,N
w
f1,N · T ⌊a1,Nn+b1,N+ma1,N⌋−⌊a1,Nn+b1,N⌋f1,N dµ

∣∣∣+ oN (1).

We rewrite the last quantity as

1

M
+ E

|m|≤M

∣∣∣ E
0≤n≤LN

cn,Ncn+m,N
w
f1,N · T ⌊ma1,N⌋+en,m,N f1,N dµ

∣∣∣+ oN (1),

where en,m,N ∈ {0,±1} (the implied constant is independent of all variables in the above relation).
Let Az,m,N = {n ∈ Z+: 0 ≤ n ≤ LN and en,m,N = z} for z ∈ {0,±1} = Y . Then, the innermost
average can be rewritten as∣∣∣ 1

LN

∑
z∈Y

∑
n∈Az,N,m

cn,Ncn+m,N
w
f1,N · T ⌊ma1,N⌋+zf1,N dµ| ≤

∑
z∈Y

∣∣∣ w f1,N · T ⌊ma1,N⌋+zf1,N dµ
∣∣∣,

which, combined with the above, gives the desired result (for constants t = 1 and s = 1, polynomials
p1(m) = ma1,N and p0(m) = 0 and set Y = {0,±1}).

Now assume that we have proven the result for k−1 (k ≥ 2), with the constants of the proposition
given by t = k − 1 and s = k − 1. Then, we use the van der Corput inequality to get

∥∥ E
0≤n≤LN

cn,N

k∏
i=1

T ⌊ai,Nn+bi,N⌋fi,N
∥∥2k
L2(µ)

≪k
1

M
+ oN (1)+

E
|m|≤M

∣∣∣ E
0≤n≤LN

cn,Ncn+m,N
w k∏
i=1

T ⌊ai,Nn+bi,N⌋+⌊mai,N⌋+ei,m,n,N f1,N T ⌊ai,Nn+bi,N⌋fi,N dµ
∣∣∣2k−1

,

which is smaller than

E
|m|≤M

∣∣∣ E
0≤n≤LN

cn,Ncn+m,N
w k∏
i=1

T ⌊ai,Nn+bi,N⌋−⌊ak,Nn+bk,N⌋+⌊mai,N⌋+ei,m,n,N f1,N ·

T ⌊ai,Nn+bi,N⌋−⌊ak,Nn+bk,N⌋fi,N dµ
∣∣∣2k−1

+ 1/M + oN (1), (3.13)
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where we again have ei,m,,n,N ∈ {0,±1}. In the last step, we composed with T−⌊ak,Nn+bk,N⌋ inside the
integral.

We have

⌊ai,Nn+ bi,N⌋ − ⌊ak,Nn+ bk,N⌋ = ⌊(ai,N − ak,N )n+ bi,N − bk,N⌋+ e′i,n,N

where e′i,n,N ∈ {0,±1}. Therefore, we can rewrite the last expression in (3.13) as

1

M
+ E

|m|≤M

∣∣∣ E
0≤n≤LN

cn,Ncn+m,N

k∏
i=1

w
T ⌊(ai,N−ak,N )n+bi,N−bk,N⌋+e′i,n,N

(
fi,N · T ⌊mai,N⌋+ei,m,n,N fi,N

)
dµ
∣∣∣2k−1

+ oN (1).

Then, using the Cauchy-Schwarz inequality and the argument in Lemma 3.2.1, we can bound the
innermost average in the above expression by Ok(1) times the quantity

Am,N = sup
|cn,N |≤1

∥∥ E
0≤n≤LN

cn,N

k−1∏
i=1

T ⌊(ai,N−ak,N )n+(bi,N−bk,N )⌋(fi,N · T ⌊mai,N⌋+ei,m,n,N fi,N )
∥∥2k−1

L2(µ)
.

Now, we use the argument of Lemma 3.2.1 again to deduce that Am,N is bounded by Ok(1) times

∑
zi∈{0,±1}
1≤i≤k−1

sup
|cn,N |≤1

∥∥ E
0≤n≤LN

cn,N

k−1∏
i=1

T ⌊(ai,N−ak,N )n+(bi,N−bk,N )⌋(fi,N · T ⌊mai,N⌋+zifi,N )
∥∥2k−1

L2(µ)
.

We fix some z = (z1, ..., zk−1) ∈ {0,±1}k−1. If we take the polynomial that corresponds to

f1,N · T ⌊ma1,N⌋+z1f1,N to be the new leading polynomial, then the new leading vector is the set

{a1,N − ak,N , a1,N − a2,N , ..., a1,N − ak−1,N}.

By the induction hypothesis, there exists a finite set Yk−1, for which

sup
|cn,N |≤1

∥∥ E
0≤n≤LN

cn,N

k−1∏
i=1

T ⌊(ai,N−ak,N )n+(bi,N−bk,N )⌋(fi,N · T ⌊mai,N⌋+zifi,N )
∥∥2k−1

L2(µ)
≪k

1

M
+

∑
h∈[[Yk−1]]

E
|m1|,...,|mk−1|≤M

∣∣∣w ∏
ε∈[[k−1]]

T ⌊
∑

1≤j≤k−1 pε,j(m1,...,mk−1)(a1,N−aj,N )⌋+hε

C|ε|(f1,N · T ⌊ma1,N⌋+z1f1,N ) dµ
∣∣∣+ oN (1).

Using the identification [[k]] = [[k − 1]] × {0, 1}, we can write an ε ∈ [[k]] as ε = (ε1, ε2) where
ε1 ∈ [[k − 1]] and ε2 ∈ {0, 1}. We also write m = (m,m1, ...,mk−1). Combining the integer parts, we
rewrite the last integral as

w ∏
ε∈[[k]]]

T

⌊∑
1≤j≤k−1 p′ε,j(m1,...,mk−1)(a1,N−aj,N )+p′ε,k(m)a1,N

⌋
+h′ε,m C|ε|f1,N dµ ,

where

1. p′ε,j is the polynomial pε1,j for 1 ≤ j ≤ k − 1,

2. the polynomial p′ε,k is equal to m when ε2 = 0 and is zero otherwise and

3. h′ε,m = hε1 +h2,ε,m, where5 h2,ε,m ∈ {0,±1,±2}. More importantly, h′ε,m takes values in a finite
set Yk.

5In particular, h2,ε,m is the sum of z1 plus the error term appearing by combining ⌊ma1,N⌋ with the other integer
part, whenever they both appear. Otherwise, it is zero. Thus, it takes values on a finite set of integers.
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We observe that∣∣∣w ∏
ε∈[[k]]]

T

⌊∑
1≤j≤k−1 p′ε,j(m1,...,mk−1)(a1,N−aj,N )+p′ε,k(m)a1,N

⌋
+h′ε,m C|ε|f1,N dµ

∣∣∣ ≤
∑

h∈[[Yk]]

∣∣∣ w ∏
ε∈[[k]]]

T

⌊∑
1≤j≤k−1 p′ε,j(m1,...,mk−1)(a1,N−aj,N )+p′ε,k(m)a1,N

⌋
+hε C|ε|f1,N dµ

∣∣∣.
Averaging over m,m1, ...,mk−1 and summing over z ∈ {0,±1}k−1, we have that for the finite set

Yk above, the original expression is bounded by Ok(1) times

1

M
+

∑
h∈[[Yk]]

E
m∈[−M,M ]k

∣∣∣ w ∏
ε∈[[k]]

T ⌊
∑

1≤j≤k p′ε,j(m)uj,N⌋+hε (C|ε|f1,N ) dµ
∣∣∣+ oN (1),

where u1,N = a1,N and uj,N = a1,N − aj,N . The conclusion follows.

Remark. It follows from the above proof that the polynomials Aε,N in the statement of Proposition
3.4.5 have the following form:

Aε,N (m1, ...,mk) = ε · (m1u1,N , ...,mkuk,N )

where ”·” denotes here the standard inner product on Rk. Thus, it is straightforward to check that
the polynomials Aε,N satisfy the conditions i), ii), iii) and iv) of Proposition 3.4.5. Note that all these
polynomials have degree 1. This will not be the case when working with polynomials of higher degree,
where we may have higher degree terms (like products of the form m1m2), but they will be linear in
each variable separately.

3.4.6 The PET induction.

For a polynomial pN , a family PN and h ∈ N, we define the van der Corput operation (or vdC
operation), by replacing our original family with the family

{p1,N (t+ h)− pN (t), ..., pk,N (t+ h)− pN (t), p1,N (t)− pN (t), ..., pk,N (t)− pN (t)}

and then removing polynomials of degree 0. We denote this new family by (pN , h)
∗PN . At first glance,

it is not obvious that this operation is well defined, because the constant polynomials that we discard
may be different for different values of N . We will see that this is not the case for nice polynomial
families below. We will use the vdC operation successively to reduce the ”complexity” of a polynomial
family. Our main observation is that the leading vector of a polynomial family is well behaved under
the vdC operation.

Consider a family of variable polynomials PN = {p1,N , ..., pk,N} and let the leading vector of PN
corresponding to p1,N be

S(PN ) = {u1,N , ..., uk,N}.

Fix any 1 ≤ i0 ≤ k, as well as the polynomial pi0,N , which we denote as pN from now on for
convenience. Consider the new polynomial family P ′

N,h = (pN , h)
⋆PN that arises from the van der

Corput operation. Here, h ranges over the non-zero integers.

Lemma 3.4.6. Assume that the family PN of degree d is nice and let (u1,N , ..., uk,N ) be its leading
vector corresponding to p1,N . For every choice of polynomial pN above and the value of h ∈ Z∗, we have
that each element of the leading vector of P ′

N,h corresponding to the new polynomial p1,N (t+h)−pN (t)
has one the following forms:

• They are equal to one of the ui,N for some 2 ≤ i ≤ k.

• They have the form du1,Nh.

• They are the sum du1,Nh+ ui,N for some ui,N with i ̸= 1.
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Proof. Without loss of generality, we will assume that we have taken pN = pk,N (the case pN = p1,N is
very similar). We want to study the leading vector corresponding to the polynomial p1,N (t+h)−pk,N (t).
Therefore, it is sufficient to find the leading coefficients of the polynomials(

p1,N (t+ h)− pk,N (t)
)
−
(
p1,N (t)− pk,N (t)

)(
p1,N (t+ h)− pk,N (t)

)
−
(
pi,N (t+ h)− pk,N (t)

)(
p1,N (t+ h)− pk,N (t)

)
−
(
pi,N (t)− pk,N (t)

)
for 2 ≤ i ≤ k. The leading coefficient of the first polynomial is always dhu1,N and that satisfies
our required property. The leading coefficient of the second polynomial is always equal to the leading
coefficient of p1,N (t+h)−pi,N (t+h) and this is always equal to the leading coefficient of p1,N (t)−pi,N (t)
which belongs to the leading vector. Finally, the leading coefficient of the third polynomial is equal
to the leading coefficient of p1,N (t+ h)− pi,N (t). Note that this polynomial can be rewritten as

(p1,N (t+ h)− p1,N (t)) + (p1,N (t)− pi,N (t)).

The leading coefficient of the first polynomial is equal to dhu1,N as we established above, while the
second difference has leading coefficient ui,N (by definition). Therefore, the leading coefficient of their
sum is either dhu1,N , ui,N or their sum dhu1,N + ui,N , which concludes the proof.

Observe that the particular form each element of the new leading vector is independent of N (i.e.
it cannot have the first form for one value of N and then the second form for some other value of
N). This follows from the fact that the type of the original family is independent of N , if N is large
enough. We will now use this lemma to study how the van der Corput operation affects the type of
the original family.

Corollary 3.4.7. Let PN , pN be as above and let d be the degree of the family PN . Then, there exists
a set of integers Y with at most Ok,d(1) elements such that, for every h /∈ Y , the polynomial family
P ′
N,h = (pN , h)

⋆PN that arises from the van der Corput operation is nice and its type is independent6

of the value of h.

Proof. We denote by uii,N the leading coefficient of pi,N , while uij,N denotes the leading coefficient of
pi,N − pj,N for i ̸= j. These are all good sequences by the definition of a nice family. Using Lemma
3.4.6, we can prove that the leading coefficients of all the polynomials in P ′

N,h and of their differences
can take one of the following forms:
i) they are equal to some uij,N with i ̸= j,
ii) they have the form ruii,Nh for some 1 ≤ r ≤ d or
iii) they have the form ruii,Nh+ uij,N for some 1 ≤ r ≤ d.

We prove that these sequences are good for all except Od,k(1) values of h. For all values of
1 ≤ i, j ≤ k (i ̸= j) and 1 ≤ r ≤ d, we consider the set A(i, j, r) of all possible sequences of the above
three forms (not all of them appear as leading coefficients, but this does not affect our argument),
where h is some fixed non-zero integer. There are only finitely many such sets. Note that for h ̸= 0, the
sequences of the first two forms are always good. Now consider a sequence of the form ruii,Nh+uij,N .
There exist functions f1, f2 ∈ H, not converging to 0, such that |uii,N/f1(N)| = 1 + oN (1) and
|uij,N/f2(N)| = 1+ oN (1). The function rhf1(t)+ f2(t) is obviously an element of H. In addition, for
our fixed r, the relation

lim
t→+∞

(rhf1(t) + f2(t)) = 0

can hold only for at most one possible value of h ∈ Z, which we call a ”bad value”. Then, if h is not
a bad value, we have ∣∣∣ ruii,Nh+ uij,N

rhf1(N) + f2(N)

∣∣∣ = 1 + oN (1).

Indeed, this follows easily because the functions f1 and f2 are comparable, which also means that all
the sequences involved are comparable. Thus, dividing the numerator and denominator of the above

6The type depends only on which polynomial of the initial family we choose to be the polynomial pN , as well as the
type of the original family.
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fraction by either f1(N) or f2(N), we easily get the last assertion. In short, we have shown that the
sequence ruii,Nh + uij,N is a good sequence for all non-bad values of h. Now, if we take all possible
values of the i, j, r, we conclude that there are at most Od,k(1) bad values of h.

We have shown that for every non-bad value of h, the family P ′
N,h is a nice polynomial family

and, therefore, has a fixed type (independent of N). We show that its type does not depend on h. In
order to prove this, we consider two polynomials q1, q2 of P ′

N,h of the same degree. We consider some
possible cases:
a) If q1 and q2 have the form pi,N (t)− pN (t), then whether or not their leading coefficients are equal
depends only on the type of the original family and the choice of pN (and not on h).
b) If q1 has the form pi,N (t + h) − pN (t), while q2 has the form pj,N (t) − pN (t), then their leading
coefficients can be equal in only two possible cases: if the polynomial pN has degree strictly larger
than the degree of both pi,N and pj,N (this depends only on the choice of pN , not on h), or if the
polynomials pi,N (t + h) and pj,N (t) have the same degree (bigger than or equal to the degree of pN )
and equal leading coefficients. In the second case, we must have that pi,N (t) and pj,N (t) have equal
leading coefficients, which depends only on the type of the original family and not on h.
c) If q1 and q2 both have the form pi,N (t+ h)− pN (t), then the result follows similarly as in the case
a).

The fact that the degrees of the polynomials of the new family and of their differences do not
depend on N and h can also be established easily using the preceding arguments. We omit the
details.

Proposition 3.4.8. If PN = {p1,N , ..., pk,N} is an ordered polynomial family, then there exists a
polynomial pN ∈ PN , such that for all, except at most one value of h ∈ Z, the polynomial family
P ′
N,h = (pN , h)

∗PN has type strictly smaller than the type of PN and its leading polynomial is the
polynomial p1,N (t+ h)− pN (t).

Proof. We describe the operation that reduces the type. At each step, we choose a polynomial pN ∈ PN
that has minimal degree in the family. For an h ∈ Z, apply the van der Corput operation. This forms
a polynomial family

P ′
N = {p1,N (t+ h)− pN (t), ..., pk,N (t+ h)− pN (t), p1,N (t)− pN (t), ..., pk,N (t)− pN (t)} (3.14)

and choose p1,N (t+h)− pN (t) to be the new leading polynomial. We distinguish between some cases:
a) Assume that the polynomials p1,N and pk,N have distinct degrees. Then, choose pN = pk,N ,

which by the ”ordered” assumption has minimal degree. We notice that the polynomial p1,N (t+ h)−
pN (t) has maximal degree in the polynomial family. We check that the type of the polynomial family
is reduced. Indeed, if the degree of pk,N (t) is d

′, then the number w′
d is reduced, while all the numbers

wi are left unchanged for i > d′.
b) Suppose the polynomials p1,N and pk,N have the same degree and not all leading coefficients in

the family PN are equal. In particular, we may assume, without loss of generality, that this holds for
the polynomials p1,N and pk,N . Again, choose pN = pk,N . Then, the polynomial p1,N (t + h) − pN (t)
has maximal degree in the new polynomial family. In addition, the number wd is reduced, which
means that the new family has smaller type than the original.

c) Finally, assume that all polynomials have the same degree and the same leading coefficient. We
choose again pN = pk,N . The polynomial p1,N (t+h)−pN (t) has maximal degree equal to d−1 in P ′

N ,
except possibly for one value of h ∈ Z (to see this, we can work similarly as in the proof of Corollary
3.4.7). Also, the family P ′

N has smaller type than PN , since it has degree at most d− 1.

While for a given type W there are infinite types smaller than W, it is straightforward to see that
a decreasing sequence of types is eventually constant. Therefore, the type-reducing operation that we
did above will eventually terminate to a type of degree 1, namely we will reduce our problem to the
linear case, which we have already established. To summarize all of the above, we have the following:

Corollary 3.4.9. Let PN be a nice polynomial family of degree d, with k polynomials and with type
W. Then, there exists a pN ∈ PN , such that the family P ′

N = (pN , h)
∗PN is nice and has (fixed) type

smaller than W for all, except at most Od,k(1) values of h.

57



Definition 3.4.10. We will call a van der Corput operation (pN , h)
∗PN non-degenerate, if the poly-

nomial pN ∈ PN is such, that the conditions of Corollary 3.4.9 hold.

Namely, the polynomial pN must be chosen, so that the resulting family has type independent of
N,h, provided that N is sufficiently large and h takes values outside a set of at most Od,k(1) elements
(here, this notation refers to the same asymptotic constant appearing in the statement of Corollary
3.4.9). In view of the above corollary, we deduce that there always exists a non-degenerate van der
Corput operation. We will denote a non-degenerate van der Corput operation simply by (pN )

∗PN to
indicate the independence on the parameter h.

We are now ready to finish the proof of Proposition 3.4.5:

Proof of the higher degree case. First of all, we shall explain how we will choose the parameters t, s.
These depend crucially on how the van der Corput operations are used (and there are possibly many
ways in which the successive van der Corput can be carried out), which may lead to ambiguity.

LetW = (d,wd, ..., w1) be the type of the given polynomial family. We say that a triplet (d′, k′,W′)
can be reached by the triplet (d, k,W) if there exists a sequence of non-degenerate van der Corput
operations that produces the families

P1,N = (q1,N )
∗PN , ..., Pℓ,N = (qℓ,N )

∗Pℓ−1,N ,

where the family Pℓ,N consists of k′ polynomials, has degree d′ and type W′.
Observe that the triplets that can be reached by the original triplet (d, k,W) are finitely many in

number, since there are only finitely many choices (depending on d, k,W) for each polynomial qi,N
at each step. In particular, they all have degrees at most d, types strictly smaller than W and the
number k′ can be bounded by a function of (d, k,W), since each van der Corput operation at most
doubles the number of polynomials in a family and this operation can occur finitely many times as
well. We also remind the reader that we have already established our claim for all polynomial families
of degree d = 1 and will serve as the base case of our induction).

Let Sd,k,W be the set of triplets that can be possibly reached by (d, k,W), which is a finite set. We
will use induction by considering that our claim holds for all triplets in Sd,k,W and we will show that
the claim holds for families corresponding to our original family PN that corresponds to the triplet
(d, k,W).

Fix such a triplet (d′, k′,W′) and define t(d′, k′,W′), s(d′, k′,W′) to be the numbers appearing in
the statement of Proposition 3.4.5. Namely, if the nice ordered family

QN = {q1,N , ..., qk′,N}

has degree d′ and type W′, then

sup
|cn,N |≤1

∥∥ E
0≤n≤LN

cn,N

k′∏
i=1

T ⌊qi,N (n)⌋fi,N
∥∥2t(d′,k′,W′)

L2(µ)
≪d′,k′,W′

1

M
+

∑
h∈Y [[s(d′,k′,W′)]]

E
m∈[−M,M ]t(d

′,k′,W′)

∣∣∣w ∏
ε∈[[s(d′,k′,W′)]]

T ⌊Aε,N (m)⌋+hε(C|ε|f1,N ) dµ
∣∣∣+ oN (1), (3.15)

where we are being vague on the dependence of the polynomials Aε,N on the parameters (d′, k′,W′)
and the family QN in this relation, since this will not concern us temporarily.

The number t(d′, k′,W′) is the number of times we apply the van der Corput inequality in order
to bound the left-hand side by the quantity on the right-hand side. Now, we define

t0 = max
(d′,k′,W′)∈Sd,k,W

t(d′, k′,W′),

which, of course, is a parameter that depends only on (d, k,W). Assume that the number t0 corre-
sponds to a family QN . Then, it is obvious that QN can be reached by the original family PN in only
one step. Indeed, if there was a another family in the sequence of van der Corput operations starting
from PN to QN , then this family would have a strictly larger parameter t(·) associated to it than t0.
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Assume that the family QN has the triplet (d′, k′,W′) associated to it. Although the parameter
t0 is well defined (and depends only on (d, k,W)), the parameter s(d′, k′,W′) may not be, because
there may be another family Q′

N which has the same value t0 for the first parameter, but different for
the second. In this case, we simply take QN to be the one for which the parameter s(d′, k′,W) is also
maximized (denote this simply by s from this point onward). Obviously, we have that s depends only
on (d, k,W).

For the family QN constructed above, we can write QN = (pN )
∗PN for some pN ∈ PN . Without

loss of generality, assume that pN = pk,N (the case where pN = p1,N is similar).
We apply the van der Corput inequality to get

∥∥ E
0≤h≤LN

cn,N

k∏
i=1

T ⌊pi,N (n)⌋fi,N
∥∥2t0+1

L2(µ)
≪t0

1

M
+ E

|m|≤M

∣∣∣ E
0≤n≤LN

cn+m,Ncn,N
w k∏
i=1

T ⌊pi,N (n+m)⌋fi,N · T ⌊pi,N (n)⌋fi,N dµ
∣∣∣2t0 + oN (1). (3.16)

We compose with T−⌊pN (n)⌋ in the above integral, so that

E
0≤n≤LN

cn+m,Ncn,N
w k∏
i=1

T ⌊pi,N (n+m)⌋fi,N · T ⌊pi,N (n)⌋fi,N dµ =

E
0≤n≤LN

cn+m,Ncn,N
w k∏
i=1

T ⌊pi,N (n+m)⌋−⌊pN (n)⌋fi,N · T ⌊pi,N (n)⌋−⌊pN (n)⌋fi,N dµ =

E
0≤n≤LN

cn+m,Ncn,N
w k∏
i=1

T ⌊pi,N (n+m)−pN (n)⌋+e1,n,i,m,N fi,N · T ⌊pi,N (n)−pN (n)⌋+e2,n,i,N fi,N dµ,

where the numbers e1,n,i,m,N and e2,n,i,N take values in the set {0,±1}. We use the Cauchy-Schwarz
inequality and then use Lemma 3.2.1 to bound the absolute value of the last quantity by a constant
(depending only on k) multiple of the expression

sup
|cn,N |≤1

∥∥ E
0≤n≤LN

cn,N
( k−1∏
i=1

T ⌊pi,N (n+m)−pN (n)⌋f ′i,N · T ⌊pi,N (n)−pN (n)⌋f ′i,N
)

T ⌊pk,N (n+m)−pk,N (n)⌋f ′k,N
∥∥
L2(µ)

+ oN (1)

for some 1-bounded functions f ′1,N = f1,N , f
′
2,N , ..., f

′
k,N . Recall that we chose pN = pk,N . The family

of polynomials

P ′
N,m = {p1,N (t+m)− pk,N (t), ..., pk,N (t+m)− pk,N (t), p1,N (t)− pk,N (t), ..., pk−1,N (t)− pk,N (t)}

is nice and has (fixed) type W′ <W independent of m for all, except at most Od,k(1) values of m ∈ N
(it has the same triplet (d′, k′,W′) of parameters as the family QN above). Let Q be this finite set of
”bad” values of m and let

S(P ′
N,m) = {u′1,m,N , ..., u′k′,m,N}

be the leading vector of P ′
N,m, where k

′ ≤ 2k − 1. For all m /∈ Q, we use the induction hypothesis to
deduce that

sup
|cn,N |≤1

∥∥ E
0≤n≤LN

cn,N
( k−1∏
i=1

T ⌊pi,N (n+m)−pN (n)⌋f ′i,N · T ⌊pi,N (n)−pN (n)⌋f ′i,N
)
·

T ⌊pk,N (t+m)−pk,N (t)⌋f ′k,N
∥∥2t0
L2(µ)

≪k,d,W′

1

M
+

∑
h∈[[Y0]]

E
(m1,...,mt)∈[−M,M ]t

∣∣∣ w ∏
ε∈[[s]]

T ⌊
∑

1≤j≤k′ pε,j(m1,...,mt)u′j,m,N⌋+hε(C|ε|f1,N ) dµ
∣∣∣+ oN (1) (3.17)
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for a finite set Y0 that depends only on d′,W′ and k′ (i.e. d,W and k). We will now set the parameter
t = t(d, k,W) to be simply t0 + 1.

We also observe that our induction imposes that the polynomials

Aε,N,m(m1, ...,mt) =
∑

1≤j≤k′
pε,j(m1, ...,mt)u

′
j,m,N

are non-constant and pairwise essentially distinct for any (non-zero) values of the leading vector
{u′1,m,N , ..., u′k′,m,N} and that all the polynomials pε,j are at most linear in each variable. In addition,
we claim that

Aε,N,m(m1, ...,mt) +Aε′,N,m(m1, ...,mt) = Aε+ε′,N (m1, ...,mt) whenever ε+ ε′ ∈ [[s]]. (3.18)

(we have seen that all of the above are true in the linear case). These are the properties i)-iii) in
Proposition 3.4.5.

All the u′j,m,N have the form described by Lemma 3.4.6. Therefore, we can write

pε,j(m1, ...,mt)u
′
j,m,N = p′1,ε,ℓ(m,m1, ...,mt)uℓ,N + p′2,ε,ℓ′(m1, ...,mt)uℓ′,N . (3.19)

In order to describe the form of the new polynomials p′1,ε,ℓ, p
′
2,ε,ℓ′ , we split into cases depending on the

form of u′j,m,N (cf. Lemma 3.4.6):
a) If u′j,m,N is equal to some uℓ,N for 1 ≤ ℓ ≤ k, then we have p′2,ε,ℓ′ = 0 and

p′1,ε,ℓ(m,m1, ...,mt) = pε,j(m1, ...,mt)

(thus p′1,ε,ℓ(m1, ...,mt) is constant as a polynomial in m).
b) If u′j,m,N is equal to dmu1,N (ℓ = 1), then we have again p′2,ε,ℓ′ = 0 and

p′1,ε,1(m,m1, ...,mt) = dmpε,j(m1, ...,mt).

c) In the final case that u′j,m,N = dmu1,N +uℓ′,N for some ℓ′ ̸= 1, then we have p′2,ε,ℓ′ = pε,j(m1, ...,mt)
and

p′1,ε,1(m,m1, ...,mt) = dmpε,j(m1, ...,mt).

Therefore, the new polynomials p1,ε,ℓ and p2,ε,ℓ′ are at most linear in each of the variablesm1, ...,mt,
as well as the new variable m. By grouping the terms corresponding to the same uℓ,N , we can rewrite∑

1≤r≤k′
pε,r(m1, ...,mt)u

′
r,m,N =

∑
1≤r≤k

qε,r(m,m1, ....,mt)ur,N

for some new polynomials qε,r.

Claim 1. The new polynomials
∑

1≤r≤k qε,r(m,m1, ....,mt)ur,N satisfy conditions i), ii), iii) and iv)
of Proposition 3.4.5, for any (non-zero) values of the ur,N .

Proof of the Claim. The fact that they are non-constant is trivial, since otherwise one of the polyno-
mials ∑

1≤r≤k′
pε,r(m1, ...,mt)u

′
r,m,N

would be constant, which is at odds with the induction hypothesis. Assume that condition ii) fails for
two ε1, ε2 ∈ [[s]]. Regarding these two polynomials as polynomials only in (m1, ...,mt), (3.19) would
give that the polynomials∑

1≤r≤k′
pε1,r(m1, ...,mt)u

′
r,m,N and

∑
1≤r≤k′

pε2,r(m1, ...,mt)u
′
r,m,N ,

are not essentially distinct, which is false by the induction hypothesis. Therefore, we have established
both i) and ii).
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Now, we want to prove an analogue of (3.18) for our new polynomials. But this follows by (3.19)
(the new polynomials are just a rewritten form of the Aε,N ). This establishes that the new polynomials
satisfy condition iii) in the statement of Proposition 3.4.5.

Finally, we are going to prove that the new polynomials qε,j satisfy condition iv) of Proposition
3.4.5. Fix a ε ∈ [[s]]. We will assume that all qε,j are non-zero and we will show that they are linearly
independent (if there are identically zero polynomials among the qε,j , we proceed similarly by ignoring
these polynomials). It suffices to show that if a1, ..., ak are real numbers, such that

a1qε,1(m,m1, ...,mt) + · · ·+ akqε,k(m,m1, ...,mt)

is the zero polynomial, then all the numbers ai are zero. Recalling the form of the qε,r, this becomes
a linear combination of the form

a1P1,ε(m,m1, ...,mt) +
∑
i∈I1

bipε,i(m1, ...,mt) (3.20)

for some I1 ⊂ {1, 2, ..., k′} and bi ∈ {a2, ..., ak}7. In addition, the polynomial P1,ε has the form

dm
∑
i∈I2

pε,i +
∑
i∈I3

pε,i

for some I2, I3 ⊂ {1, 2, ..., k′} with I1 ∩ I2 = ∅ and I1 ∩ I3 = ∅. We argue by contradiction. For m = 0,
the polynomial in (3.20) must be identically zero and this easily yields that all the bi must be zero
and that a1

∑
i∈I3 pε,i is also the zero polynomial. The first relation implies that a2 = ... = ak = 0

by the induction hypothesis, while the second implies that either a1 = 0 (in which case we are done),
or I3 = ∅ (since the pε,i are linearly independent by the induction hypothesis). If I3 = ∅, then (3.20)
implies that the polynomial

a1dm
∑
i∈I2

pε,i

is the zero polynomial. This implies that a1 = 0 or I2 = ∅. However, we cannot have I2 = I3 = ∅,
because that would imply that the polynomial qε,1 is identically zero, which is absurd (since we assumed
that we have already discarded the zero polynomials among the qε,i). Our claim follows.

Combining all of the above we rewrite (3.17) as

sup
|cn,N |≤1

∥∥ E
0≤n≤LN

cn,N
( k−1∏
i=1

T ⌊pi,N (n+m)−pN (n)⌋fi,N · T ⌊pi,N (n)−pN (n)⌋fi,N
)
·

T ⌊pk,N (t+m)−pk,N (t)⌋fk,N
∥∥2t0+1

L2(µ)
≪d,k,W

1

M
+

∑
h∈[[Y0]]

E
|m1|,...,|mt|≤M

∣∣∣ w ∏
ε∈[[s]]

T ⌊
∑

1≤r≤k qε,r(m,m1,....,mt)ur,N⌋+hε(C|ε|f1,N )dµ
∣∣∣+ oN (1).

We use the above bounds for all −M ≤ m ≤ M in (3.16). The possible error coming from the bad
values of the set Q can be absorbed by an Od,k(1/M) term. Finally, we get

∥∥ E
0≤h≤LN

cn,N

k∏
i=1

T ⌊pi,N (n)⌋fi,N
∥∥2t
L2(µ)

≪d,k,W

1

M
+

∑
h∈[[Y0]]

E
|m|,|m1|,...,|mt|≤M

∣∣∣ w ∏
ε∈[[s]]

T ⌊
∑

1≤r≤k qε,r(m,m1,....,mt)ur,N⌋+hε(C|ε|f1,N )dµ
∣∣∣+ oN (1),

which is what we wanted to show.

7Observe that each one of the numbers a2, .., ak appears in the set {bi, i ∈ I1} (maybe with multiplicity), because we
have assumed that each polynomial qε,ℓ, (ℓ > 1) is not the trivial polynomial (otherwise, we ignore it).
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3.5 Approximation of Hardy field functions

3.5.1 The sub-classes S(a, k)

We have already established Proposition 2.1.5 that can be used to approximate Hardy sequences in
appropriate short intervals. In the proofs of the main theorems, we need to do the above approximation
for several Hardy field functions in tandem. In order to achieve this, we will need to extend the
aforementioned proposition to hold for several functions.

We introduce some terminology first. Let a ∈ H be a strongly non-polynomial Hardy function such
that a(t) ≫ tδ, for some δ > 0. Namely, we exclude sub=fractional functions. For such a function a
and k ∈ N sufficiently large (it is only required that a(k)(t) → 0), we define the subclass S(a, k) of H
as

S(a, k) = {g ∈ H : |a(k)(t)|−
1
k ⪯ g(t) ≺ |a(k+1)(t)|−

1
k+1 },

where we recall that the notation g(t) ⪯ f(t) means that the limit lim
t→∞

|f(t)/g(t)| is non-zero. Note

that every g ∈ S(a, k) is a sub-linear function, that is g(t) ≺ t. Some very basic properties of the
classes S(a, k) are established in the following lemma.

Lemma 3.5.1. Let a ∈ H be a strongly non-polynomial function with a(t) ≫ tδ, for some δ > 0.
i) The class S(a, k) is non-empty, for k sufficiently large.
ii) For any 0 < c < 1 sufficiently close to 1, there exists k0 ∈ N, such that the function t → tc of H
belongs to S(a, k0).
iii) The class S(a, k) does not contain all functions of the form t→ tc, for c sufficiently close to 1.

Proof. i) This follows immediately from Proposition 2.1.5. We can actually show something stronger,
namely, that if a(t) ≫ tδ for some 0 < δ < 1, then

|a(k+1)(t)|−
1

k+1

|a(k)(t)|−
1
k

≫ t
δ

k(k+1) , (3.21)

which means that the functions at the ”endpoints” of S(a, k) differ by a fractional power. This last
inequality follows by combining the relations

a(k)(t) ≫ tf (k+1)(t) and a(k)(t) ≫ tδ−k.

ii) This is contained in Proposition 2.1.5.

iii) It suffices to show that there exists c ∈ [0, 1] such that |a(k)(t)|−
1
k ≺ tc. For the sake of contradiction,

we assume that this last inequality fails and use the lower bound from Lemma 2.1.3, to deduce that

t−kc ≫ a(k)(t) ≻ a(t)

tk log2k t

for every 0 < c < 1. This, implies that a(t) ≪ tk(1−c) log2k t for all 0 < c < 1, which contradicts the
hypothesis that a(t) is not sub-fractional. We remark in passing that this argument also indicates
that the integer k can be made arbitrarily large by choosing c to be sufficiently close to 1.

In essence, the claim implies that the classes S(f, k) form a ”partition” of the subclass

A = {g(t) ≫ tc: ∃ δ > 0, with g(t) ≪ t1−δ}

for some c > 0. That means that any sub-linear function that grows approximately as a (sufficiently
large) fractional power must be contained in the union of the S(a, k). This union however does not
contain functions that are ”logarithmically close” to linear functions, such as t(log t)−1. Although
inaccurate, it is instructive to imagine the classes S(a, k) as (disjoint) intervals on the real line. For
example, if S(a, k) = {g(t):

√
t ⪯ g(t) ≺ t2/3}, then we can think that S(a, k) is represented by the

interval [12 ,
2
3).

The following proposition relates the behavior of the subclasses S(a, k) and S(b, ℓ) for different
functions a, b ∈ H.

62



Proposition 3.5.2. For any two functions a(t), b(t) ∈ H as in Lemma 3.5.1 that also satisfy b(t) ≪
a(t), we have the following:

i) The relation S(a, k) = S(b, k) holds for some k ∈ N if and only if a(t) ∼ b(t).

ii) If S(a, k) ∩ S(b, ℓ) ̸= ∅, then k ≥ ℓ. In addition, if the function (a(k)(t))−
1
k is contained in

S(b, ℓ) and a ̸∼ b, then k ≥ ℓ+ 1.
iii) There exist infinitely many pairs of integers (k, ℓ), such that S(a, k) ∩ S(b, ℓ) ̸= ∅.

Proof. i) It is a straightforward application of L’ Hospital’s rule.

ii) Since the given intersection is non-empty, we must necessarily have |b(ℓ)(t)|−
1
ℓ ⪯ |a(k+1)(t)|−

1
k+1 .

Suppose that k < ℓ, so that we have the inequalities |b(ℓ)(t)|−
1
ℓ ⪯ |a(k+1)(t)|−

1
k+1 ⪯ |a(l)(t)|−

1
ℓ , which

implies that a(l)(t) ⪯ b(l)(t). Because we also have b(t) ≪ a(t), we can easily deduce that a(t) ∼
b(t) using the fact that both of these functions are strongly non-polynomial. Thus, the intersection
S(a, k) ∩ S(b, ℓ) is non-empty if and only if k = ℓ, which is a contradiction.

For the proof of the second part, we use immediately the fact that k ≥ ℓ, which follows by the first
part. Suppose that k = l and we shall arrive at a contradiction. If (a(k)(t))−

1
k ∈ S(b, k), then, we must

have (a(k)(t))−
1
k ⪰ (b(k)(t))−

1
k , which implies that b(k)(t) ⪰ a(k)(t). This contradicts the assumption

that a(t) ≻ b(t) (apply L’ Hospital’s rule k times).
iii) For any c close to 1, we can find k, such that the function tc belongs to S(a, k) (this follows from

the second statement of Lemma 3.5.1) and similarly for the Hardy function b. Then, the intersection
S(a, k) ∩ S(b, ℓ) is non-empty. Taking c → 1 from below and using the third statement of Lemma
3.5.1, we can find infinitely many such pairs.

Remark. It is straightforward to generalize the third statement of the above proposition to the case
of k distinct functions a1, ..., ak in H. We will use this observation in our arguments to find a function
L in the intersection of these classes. Note that our previous discussion implies that for such a function
L(t), all the involved functions a1, ..., ak will have a polynomial expansion on intervals of the form
[N,N + L(N)] and this will play a crucial role in our approximations.

3.5.2 The subclasses Ssml(a, k)

We can similarly define analogs of the classes S(a, k) for functions with small growth rate, that is
sub-fractional functions. Let a ∈ H be a sub-fractional function such that log t ≺ a(t). If k ≥ 1, we
can define the class

Ssml(f, k) = {g ∈ H: |f (k)(t)|−
1
k ⪯ g(t) ≺ |f (k+1)(t)|−

1
k+1 }.

The properties of Proposition 3.5.2 proven for the classes S(a, k) are carried verbatim to this new
setting. The major difference is that now every function g ∈ Ssml(f, k) dominates all functions of
the form t1−δ for δ > 0 (an example is the function t/ log t). In particular, Ssml(f, k) has trivial
intersection with the classes S(h, ℓ) defined above for any integers k, ℓ and appropriate functions f, h.

As an example, let us consider a fractional power tδ with 0 < δ < 1 and two functions f, g ∈ H
such that f(t) ≫ tε for some ε > 0, while log t ≺ g(t) and g is sub-fractional. A typical case is the
pair (t3/2, log2 t). We know that if δ is close enough to 1, then the function tδ will belong to S(f, k) for
some k ∈ N. Using approximations similar to the ones in the previous subsection, we can see that the
sequence f(n) becomes a polynomial sequence of degree k on intervals of the form [N,N +N δ]. On
the other hand, the sequence g(n), restricted to the same interval, is oN (1) close to the value g(N),
which means that it is ”essentially” constant on this interval. This difference in behavior leads to some
added complexity in our proofs, since some of our functions may be approximated by polynomials,
while other functions become constant.

On the other hand, a function a ∈ H with a(t) ≪ log t, when restricted to intervals of the form
[N,N + L(N)], is oN (1)-close to the value f(N) for any sub-linear function L(t). Functions of this
form always collapse to a constant when restricted to intervals of the above form.

We will not use of the classes Ssml(a, k) in the main proof. These classes need to be used only
in the case when all the functions in Proposition 3.1.1 are sub-fractional. The arguments are very
similar (and simpler) to the case when we have both sub-fractional and super-fractional functions,
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with the only difference being the initial choice of the short interval. We only mention them in order
to highlight that they share the same properties as the S(a, k).

3.6 The sub-linear plus polynomial case

In this section, we establish a particular case of Proposition 3.1.1, which we shall also use in the general
case in the next section. Let S denote the subset of H that contains the functions with sub-linear
growth rate and P ⊆ H denotes the collection of polynomials with real coefficients. Then, we let S + P
denote the collection of functions that can be written as a sum of a function in S and a function in P
(or equivalently, linear combinations of functions in S and P).

Let a1, ..., ak be a collection of functions in S + P. Then, we can write ai = ui + pi, where ui ∈ S
and pi is a polynomial. We will also define the degree and type of the collection a1, a2, ..., ak using a
similar notion to the degree and type of a polynomial family defined in the previous section. More
precisely, since we do not impose that the polynomials p1, ..., pk are essentially distinct, we choose a
maximal subset of the polynomials pi consisting of non-constant and essentially distinct polynomials
and we define the degree and type of the collection a1, ..., ak to be the degree and type of this new
subfamily of polynomials, respectively. Similarly, we define the leading vector of a1, ..., ak as the
leading vector of the maximal subfamily that we defined above. We can always choose this maximal
subset to contain the polynomial p1. We define the cardinality of this new maximal subset to be the
size of the collection a1, ..., ak.

Proposition 3.6.1. Let M be a positive integer and let a1, ..., ak be a collection of functions in S + P
with degree d, type W and size k′ ≤ k. Let (c1, ..., ck′) be the leading vector of the family {a1, ..., ak}.
In addition, assume that a1(t) ≻ log t and a1(t) − aj(t) ≻ log t for j ̸= 1. Then, there exist positive
integer s, t, a finite set Y of integers and real polynomials pε,j in t variables, where ε ∈ [[s]] and
1 ≤ j ≤ k, all depending only on d, k′,W, such that, for any measure preserving system (X,µ, T ) and
function f1 ∈ L∞(µ) bounded by 1, we have

sup
∥f2∥∞,...,∥fk∥∞≤1

sup
|cn|≤1

∥∥ E
1≤n≤N

cn T
⌊a1(n)⌋f1 · ... · T ⌊ak(n)⌋fk

∥∥2t
L2(µ)

≪d,k,k′,W

1

M
+

∑
h∈Y [[s]]

E
m∈[−M,M ]t

|||
∏
ε∈[[s]]

T ⌊Aε(m)⌋+hεf1|||2k+1 + oN (1) (3.22)

where

Aε(m) =

k′∑
j=1

pε,j(m)cj .

are pairwise essentially distinct polynomials.

Observe that the iterates inside the seminorm in (3.22) are real polynomials in several variables. We
can take M → +∞ and expand these seminorms to arrive at an iterated limit of polynomial averages.
It is possible to bound these averages by a suitable seminorm of the function f1 using the results in
[38] and get a simpler bound in (3.22). This necessitates that we substitute the Od,k,k′,W(1) implicit
constant by an Oa1,...,ak(1) constant and this is insufficient for our purposes in the next section, where
we will have to apply Proposition 3.6.1 for several collections of functions simultaneously. However,
in view of the above discussion, we can deduce the following:

Corollary 3.6.2. Let a1, ..., ak be a collection of functions in S + P such that a1(t) ≻ log t and
a1(t) − aj(t) ≻ log t for j ̸= 1. Then, there exists a positive integer s such that, for any measure
preserving system (X,µ, T ) and 1-bounded function f1 ⊥ Zs(X), we have

lim
N→+∞

sup
∥f2∥∞,...,∥fk∥∞≤1

sup
|cn|≤1

∥∥ E
1≤n≤N

cn T
⌊a1(n)⌋f1 · ... · T ⌊ak(n)⌋fk

∥∥
L2(µ)

= 0.
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We analyze the conditions imposed on the functions a1, ..., ak more closely: write each function ai
in the form ai(t) = ui(t) + pi(t), where ui ∈ S and pi ∈ P. The condition a1(t) ≻ log t implies that
either u1(t) ≻ log t or p1(t) is a non-constant polynomial. Similarly, the second condition implies that
either u1(t)− ui(t) ≻ log t or p1(t)− pj(t) is a non-constant polynomial.

Furthermore, we can make one more reduction. Writing again ai(t) = ui(t) + pi(t) as above and
using the same argument as in the discussion following the statement of Proposition 3.1.1), we may
assume that the function u1 has the largest growth rate among the functions ui.

In order to establish the main result of this section, we will also use the following proposition,
which is special case of Proposition 3.6.1.

Proposition 3.6.3. Let a1, ..., ak be sub-linear functions in H and assume that all the functions
a1, a1−a2, ..., a1−ak dominate log t. Then, for any measure preserving system (X,µ, T ) and function
f1 ∈ L∞(µ) bounded by 1, we have

lim sup
N→+∞

sup
∥f2∥∞,...,∥fk∥∞≤1

sup
|cn|≤1

∥∥ E
1≤n≤N

cn T
⌊a1(n)⌋f1 · ... · T ⌊ak(n)⌋fk

∥∥
L2(µ)

≪k |||f1|||2k. (3.23)

Remark. The proof that Proposition 3.6.3 implies Proposition 3.6.1 corresponds to Step 1 in example
b) of this chapter, while the proof of Proposition 3.6.3 corresponds to step 2 of the same example.

Proof that Proposition 3.6.3 implies Proposition 3.6.1. First of all, we write each ai(t) in the form
ui(t) + pi(t) as we discussed above. Our main tool will be to use Lemma 3.2.2 in order to reduce our
problem to studying averages on small intervals, where the sublinear functions ui will have a constant
integer part.

Suppose that not all of the polynomials p1(t), ..., pk(t) are constant, since that case follows from
Proposition 3.6.3 (that means the family has degree ≥ 1). We can assume, without loss of generality,
that pi(0) = 0 for all i (the constant terms can be absorbed by the functions ui). Therefore, let
L(t) ∈ H be a sub-linear function to be chosen later. In addition, we choose functions f2,N , ..., fk,N so
that the average in the left-hand side of (3.22) is 1/N close to the supremum. We want to bound

E
1≤r≤R

sup
|cn,r|≤1

∥∥ E
r≤n≤r+L(r)

cn,r T
⌊u1(n)+p1(n)⌋f1 · ... · T ⌊uk(n)+pk(n)⌋fk,R

∥∥2t
L2(µ)

for some integer parameter t, which we will choose later to depend only on the quantities d, k′,W
(thus, when applying Lemma 3.2.1 below to remove the error terms in the iterates, we will always
have that the implicit constant depends only on d, k′,W).

Recall that we have reduced our problem to the case that the function u1 has the largest growth
rate among the functions ui. Now, we want to choose the sub-linear function L(t) ∈ H so that the
functions ui(n) restricted to the interval [r, r+L(r)] become very close to the value ui(r). To achieve
this, it suffices to take L(t) ∈ H such that

1 ≺ L(t) ≺ (u′1(t))
−1.

To see that such a function exists, we only need to show that (u′1(t))
−1 ≻ 1 which follows easily from

the fact that u1(t) ≺ t. Observe that for every i ∈ {1, 2, ..., k} we must have L(t) ≺ (u′i(t))
−1, since u1

has maximal growth among the functions ui. For every n ∈ [r, r + L(r)], we observe that

|ui(n)− ui(r)| ≤ (n− r) max
x∈[r,r+L(r)]

|u′i(x)|.

Since |u′i(t)| ↘ 0, we have that for r large enough

|ui(n)− ui(r)| ≤ L(r)u′i(r) = or(1), n ∈ [r, r + L(r)].

Therefore, for r sufficiently large we have

⌊ui(n) + pi(n)⌋ = ⌊ui(r)⌋+ ⌊pi(n)⌋+ ei,n, n ∈ [r, r + L(r)],
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where ei,n ∈ {0,±1,±2}. Therefore, our original problem reduces to bounding the quantity

E
1≤r≤R

sup
|cn,r|≤1

∥∥ E
r≤n≤r+L(r)

cn,r T
⌊u1(r)⌋+⌊p1(n)⌋+e1,nf1 · ... · T ⌊uk(r)⌋+⌊pk(n)⌋+ek,nfk,R

∥∥2t
L2(µ)

. (3.24)

Using Lemma 3.2.1, we may reduce to the case that the error terms ei,n in the iterates are all equal
to zero.

Let S be the set of those i ∈ {1, ..., k} for which the polynomial pi(t) is equal to the polynomial
p1(t). Reordering, if necessary, we may assume that S = {1, ..., k0} for some k0 ≤ k. Note that the
original condition then implies that u1(t)− ui(t) ≻ log t for each 2 ≤ i ≤ k0. We rewrite (3.24) as

E
1≤r≤R

sup
|cn,r|≤1

∥∥ E
r≤n≤r+L(r)

cn,r T
⌊p1(n)⌋(

k0∏
i=1

T ⌊ui(r)⌋fi,R)
k∏

i=k0+1

T ⌊ui(r)⌋+⌊pi(n)⌋fi,R
∥∥2t
L2(µ)

=

E
1≤r≤R

sup
|ch,r|≤1

∥∥ E
0≤h≤L(r)

ch,r T
⌊p1(r+h)⌋(

k0∏
i=1

T ⌊ui(r)⌋fi,R)
k∏

i=k0+1

T ⌊ui(r)⌋+⌊pi(r+h)⌋fi,R
∥∥2t
L2(µ)

≤

E
1≤r≤R

sup
∥fk0+1∥∞,...,∥fk∥∞≤1

sup
|ch,r|≤1

∥∥ E
0≤h≤L(r)

ch,r T
⌊p1(r+h)⌋(

k0∏
i=1

T ⌊ui(r)⌋fi,R)

k∏
i=k0+1

T ⌊pi(r+h)⌋fi
∥∥2t
L2(µ)

,

(3.25)

where f1,R = f1. We also write Fr,R :=
∏k0
i=1 T

⌊ui(r)⌋fi,R for brevity.
We can assume that the polynomials pi(r+h) are non-constant (otherwise, we just ignore the cor-

responding iterate in the last average). In addition, we may assume that they are pairwise essentially
distinct, because if two polynomials are equal, we can combine both of these iterates into a single
iterate (this operation does not change the type or leading vector of the given collection of functions).
Note that under these assumptions the family of polynomials

Pr = {p1(r + h), pk0+1(r + h), ..., pk(r + h)}

is a nice family of polynomials8 in the variable h (the leading coefficients of the polynomials and their
pairwise differences are all constant sequences) and has type and leading vector equal to that of the
original collection {p1, ..., pk}. Therefore, we can apply Proposition 3.4.5: there exist positive integers
t0 and s, a finite set Y of integers and polynomials pε,j where ε ∈ [[s]] and 1 ≤ j ≤ k such that

sup
∥fk0+1∥∞,...,∥fk∥∞≤1

sup
|ch,r|≤1

∥∥ E
0≤h≤L(r)

ch,r T
⌊p1(r+h)⌋Fr,R

k∏
i=k0+1

T ⌊pi(r+h)⌋fi
∥∥2t0
L2(µ)

≪d,k′,W

1

M
+

∑
h∈Y [[s]]

E
m∈[−M,M ]t0

∣∣∣w ∏
ε∈[[s]]

T ⌊Aε(m)⌋+hε(C|ε|Fr,R) dµ
∣∣∣+ or(1), (3.26)

where
Aε(m) =

∑
1≤j≤k′

pε,j(m)cj

and (c1, ..., ck′) is the leading vector of the initial family (here we have k′ ≤ k − k0 + 1).
Using this in (3.25) with t = t0 (which depends only on d, k′,W as we claimed in the beginning),

we deduce that our original average is bounded by Od,k,k′,W(1) times

1

M
+ E

1≤r≤R

∑
h∈Y [[s]]

E
m∈[−M,M ]t0

∣∣∣ w ∏
ε∈[[s]]

T ⌊Aε(m)⌋+hε(C|ε|Fr,R) dµ
∣∣∣+ oR(1).

8There is the possibility that the polynomial p1(n) is constant (and so is the polynomial p1(r + h)) or that it does
not have maximal degree (which would prevent the use of Proposition 3.4.5, which was stated for ordered polynomial
families). However, since we have assumed that not all of the polynomials pi are constant, then we can use the same
argument in the discussion after Proposition 3.1.1 (where we reduced our problem to the case that the first function has
maximal growth rate) to replace the polynomial p1(r+h) by p1(r+h)−pi(r+h) for a non-constant polynomial pi(r+h)
among pk0+1(r + h), ..., pk(r + h).
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Using the definition of Fr,R, we rewrite this as

1

M
+ E

1≤r≤R

∑
h∈Y [[s]]

E
m∈[−M,M ]t0

∣∣∣w T ⌊u1(r)⌋( ∏
ε∈[[s]]

T ⌊Aε(m)⌋+hε(C|ε|f1)
)

k0∏
i=2

T ⌊ui(r)⌋
( ∏
ε∈[[s]]

T ⌊Aε(m)⌋+hε(C|ε|fi,R)
)
dµ
∣∣∣+ oR(1).

Now, we consider two cases:

Case 1: Firstly, assume that k0 = 1. Then, the above quantity can be rewritten as

1

M
+ E

1≤r≤R

∑
h∈Y [[s]]

E
m∈[−M,M ]t0

∣∣∣ w T ⌊u1(r)⌋(
∏
ε∈[[s]]

T ⌊Aε(m)⌋+hε(C|ε|f1)) dµ
∣∣∣+ oR(1) =

1

M
+

∑
h∈Y [[s]]

E
m∈[−M,M ]t0

∣∣∣ w ∏
ε∈[[s]]

T ⌊Aε(m)⌋+hε(C|ε|f1)) dµ
∣∣∣+ oR(1).

The result follows immediately, since∣∣∣ w ∏
ε∈[[s]]

T ⌊Aε(m)⌋+hε(C|ε|f1)) dµ
∣∣∣ ≤ |||

∏
ε∈[[s]]

T ⌊Aε(m)⌋+hε(C|ε|f1))|||2k+1.

Case 2: Assume that k0 > 1 and we want to bound

1

M
+ E

1≤r≤R

∑
h∈Y [[s]]

E
m∈[−M,M ]t0

∣∣∣ w T ⌊u1(r)⌋(
∏
ε∈[[s]]

T ⌊Aε(m)⌋+hε(C|ε|f1))

k0∏
i=2

T ⌊ui(r)⌋(
∏
ε∈[[s]]

T ⌊Aε(m)⌋+hε(C|ε|fi,R)) dµ
∣∣∣+ oR(1). (3.27)

Our original hypothesis implies that the functions u1 − ui (where 2 ≤ i ≤ k0) dominate log t. Since ui
was assumed in the beginning to have the biggest growth rate among the functions ui, we must also
have u1(t) ≻ log t.

We take the limit as R→ +∞ and rewrite the quantity in (3.27) as

1

M
+

∑
h∈Y [[s]]

E
m∈[−M,M ]t

lim sup
R→+∞

E
1≤r≤R

∣∣∣ w T ⌊u1(r)⌋(
∏
ε∈[[s]]

T ⌊Aε(m)⌋+hε(C|ε|f1))

k0∏
i=2

T ⌊ui(r)⌋(
∏
ε∈[[s]]

T ⌊Aε(m)⌋+hε(C|ε|fi,R)) dµ
∣∣∣.

Applying the Cauchy-Schwarz inequality, we deduce that

E
1≤r≤R

∣∣∣w T ⌊u1(r)⌋(
∏
ε∈[[s]]

T ⌊Aε(m)⌋+hε(C|ε|f1))

k0∏
i=2

T ⌊ui(r)⌋(
∏
ε∈[[s]]

T ⌊Aε(m)⌋+hε(C|ε|fi,R)) dµ
∣∣∣ ≤

(
E

1≤r≤R

w
S⌊u1(r)⌋(

∏
ε∈[[s]]

S⌊Aε(m)⌋+hε(C|ε|F1))

k0∏
i=2

S⌊ui(r)⌋(
∏
ε∈[[s]]

S⌊Aε(m)⌋+hε(C|ε|Fi,R)) d(µ× µ)
)1/2

,
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where S = T × T , F1 = f1 ⊗ f1 and Fi,R = fi,R ⊗ fi,R. A final application of the Cauchy-Schwarz
inequality bounds the last quantity by

∥∥ E
1≤r≤R

S⌊u1(r)⌋(
∏
ε∈[[s]]

S⌊Aε(m)⌋+hε(C|ε|F1))

k0∏
i=2

S⌊ui(r)⌋(
∏
ε∈[[s]]

S⌊Aε(m)⌋+hε(C|ε|Fi,R))
∥∥1/2
L2(µ×µ).

Applying Proposition 3.6.3, we deduce that the lim sup of this last average is bounded by Ok0(1)
(which is Ok(1)) times

|||
∏
ε∈[[s]]

S⌊Aε(m)⌋+hε(C|ε|F1)|||2k0,T×T ≤ |||
∏
ε∈[[s]]

S⌊Aε(m)⌋+hε(C|ε|F1)|||2k,T×T .

Our original problem reduces to bounding

1

M
+

∑
h∈Y [[s]]

E
m∈[−M,M ]t

|||
∏
ε∈[[s]]

S⌊Aε(m)⌋+hε(C|ε|F1)|||1/22k,T×T + oR(1),

which is smaller than

1

M
+

∑
h∈Y [[s]]

E
m∈[−M,M ]t

|||
∏
ε∈[[s]]

T ⌊Aε(m)⌋+hε(C|ε|f1)|||2k+1,T + oR(1)

and the conclusion follows.

Proof of Proposition 3.6.3. Using the arguments after the statement of Proposition 3.1.1, we may
reduce to the case that a1(t) has maximal growth rate among a1, ..., ak.

We induct on k. In the base case of the induction, we want to show that

lim sup
N→+∞

sup
|cn|≤1

∥∥ E
1≤n≤N

cnT
⌊a1(n)⌋f1

∥∥
L2(µ)

≪ |||f1|||2.

Due to Lemma 3.2.2, it suffices to show that

lim sup
N→+∞

sup
|cn,N |≤1

∥∥ E
N≤n≤N+L(N)

cn,NT
⌊a1(n)⌋f1

∥∥
L2(µ)

≪ |||f1|||2 (3.28)

for some suitable sub-linear function L(t) ∈ H. Since a1(t) ≻ log t, we conclude that

|a′1(t)|−1 ≺ |a′′1(t)|−1/2

by a simple application of L’ Hospital’s rule. We choose the function L(t) to satisfy

|a′1(t)|−1 ≺ L(t) ≺ |a′′1(t)|−1/2.

Therefore, for every n ∈ [N,N + L(N)], we can write

a1(n) = a1(N) + (n−N)a′1(N) + oN (1),

which in turn implies that, for N sufficiently large, we can write

⌊a1(n)⌋ =
⌊
a1(N) + (n−N)a′1(N)

⌋
+ en,N ,

where en,N ∈ {0,±1}. Substituting this in (3.28), we want to prove that

lim sup
N→+∞

sup
|cn,N |≤1

∥∥ E
N≤n≤N+L(N)

cn,NT
⌊a1(N)+(n−N)a′1(N)⌋+en,N f1

∥∥
L2(µ)

≪ |||f1|||2.

Using Lemma 3.2.1, we can reduce our problem to

lim sup
N→+∞

sup
|ch,N |≤1

∥∥ E
0≤h≤L(N)

ch,NT
⌊a1(N)+ha′1(N)⌋f1

∥∥
L2(µ)

≪ |||f1|||2.
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This bound can be proven using the change of variables trick that we have seen in the first example
in Section 3.1. However, we will establish our assertion with a slightly quicker argument below.

We shall apply the van der Corput inequality. We fix a positive integerM and choose the quantity
MN = ⌊|M/a′1(N)|⌋. It is easy to check that MN ≺ L(N), since L(N)|a′1(N)| → +∞. Therefore, we
can apply the van der Corput inequality to deduce that∥∥ E

0≤h≤L(N)
ch,NT

⌊a1(N)+ha′1(N)⌋f1
∥∥2
L2(µ)

≪

1

MN
+ E

|m|≤MN

∣∣∣ E
0≤h≤L(N)

ch,Nch+m,N
w
T ⌊a1(N)+ha′1(N)⌋f1 · T ⌊a1(N)+(h+m)a′1(N)⌋f1 dµ

∣∣∣+ oN (1),

where the implied constant is absolute (and does not depend on M). We write⌊
a1(N) + (h+m)a′1(N)

⌋
=
⌊
a1(N) + ha′1(N)

⌋
+
⌊
ma′1(N)

⌋
+ em,h,N ,

where em,h,N ∈ {0,±1}. We rewrite the double average in the middle as

E
|m|≤MN

∣∣∣ E
0≤h≤L(N)

ch,Nch+m,N
w
f1 · T ⌊ma

′
1(N)⌋+em,h,N f1 dµ

∣∣∣ ≤∑
z∈{0,±1}

E
|m|≤MN

∣∣∣ w f1 · T ⌊ma
′
1(N)⌋+zf1 dµ

∣∣∣.
However, note that |ma′1(N)| ≤MN |a′1(N)| ≤M . Thus, for any z ∈ {0,±1}, we have

E
|m|≤MN

∣∣∣ w f1 · T ⌊ma
′
1(N)⌋+zf1 dµ

∣∣∣ = 2M + 1

2MN + 1
E

|m′|≤M
pN (m

′)
∣∣∣ w f1 · Tm

′+zf1 dµ
∣∣∣,

where pN (m
′) = #{m ∈ N: ⌊ma′1(N)⌋ = m′}. Since a′1(N) → 0, we can easily see that for N large

enough, we must have

pN (m
′) ≤

∣∣∣ 1

a′1(N)

∣∣∣.
Therefore, we have

2M + 1

2MN + 1
E

|m′|≤M
pN (m

′)
∣∣∣ w f1 · Tm

′+zf1 dµ
∣∣∣ ≤ (2M + 1)

(2MN + 1)|a′1(N)|
E

|m′|≤M

∣∣∣w f1 · Tm
′+zf1 dµ

∣∣∣≪
E

|m′|≤M

∣∣∣w f1 · Tm
′+zf1 dµ

∣∣∣.
Thus, the square of our original average is O(1) times∑

z∈{0,±1}

E
|m′|≤M

∣∣∣w f1 · Tm
′+zf1 dµ

∣∣∣+ oN (1)

for some implied constant that does not depend on the original integer M . Therefore, we take first
N → +∞ and then M → +∞ and use the Cauchy-Schwarz inequality to reach the conclusion. This
establishes the base case of the induction.

Now assume the claim has been established for all positive integers less than or equal to k − 1
(for some k ≥ 2). We prove that it holds for k as well. Since we have assumed that a1 has maximal
growth rate, we may reorder the given functions so that we have a1(t) ≫ · · · ≫ ak(t). Let k0 ≤ k be
the largest integer, such that the function ak0 has the same growth rate as a1(t). This means that all
the functions a1, ..., ak0 have the same growth rate. We rewrite our average in (3.23) as

sup
∥f2∥∞,...,∥fk∥∞≤1

sup
|cn|≤1

∥∥ E
1≤n≤N

cn

k0∏
i=1

T ⌊(ai(n)−ak0 (n))+ak0 (n)⌋fi ·
k∏

i=k0+1

T ⌊ai(n)⌋fi
∥∥
L2(µ)

=

sup
∥f2∥∞,...,∥fk∥∞≤1

sup
|cn|≤1

∥∥ E
1≤n≤N

cn T
⌊ak0 (n)⌋(

k0∏
i=1

T ⌊(ai(n)−ak0 (n))⌋+ei,nfi)
k∏

i=k0+1

T ⌊ai(n)⌋fi
∥∥
L2(µ)

(3.29)
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for some ei,n ∈ {0,±1}. Using Lemma 3.2.1, we may reduce our problem to the case that all
the error terms ei,n are zero. Note that the function ak0(n) dominates each one of the functions
a1 − ak0 , ..., ak0−1 − ak0 , as well as the functions ai, i ≥ k0. Now, we choose sequences of functions
f2,N , ..., fk,N so that the above average is 1/N close to the supremum (we also write f1,N = f1). In
addition, we use Lemma 3.2.2and, thus, it is sufficient to show that

lim sup
R→+∞

E
1≤r≤R

sup
|cn,r|≤1

∥∥ E
r≤n≤r+L(r)

cn,r T
⌊ak0 (n)⌋(

k0∏
i=1

T ⌊(ai(n)−ak0 (n))⌋fi,R)

k∏
i=k0+1

T ⌊ai(n)⌋fi,R
∥∥
L2(µ)

≪k |||f1|||2k (3.30)

for a sub-linear function L(t) ∈ H that we shall choose momentarily. Namely, we choose the function
L ∈ H to satisfy

|a′k0(t)|
−1 ≺ L(t) ≺ |a′′k0(t)|

−1/2

and
L(t) ≺ (ψ′(t))−1

for all the functions ψ of the set A = {a1 − ak0 , ..., ak0−1 − ak0 , ak0+1, ..., ak}. To see that such a
function exists, we only need to prove that for any function ψ ∈ A, we have

(a′k0(t))
−1 ≺ (ψ′(t))−1

and
(a′k0(t))

−1 ≺ |a′′k0(t)|
−1/2.

The first relation follows easily from the fact that ak0 dominates all functions in A and L’ Hospital’s
rule. The second relation also follows from L’ Hospital’s rule, since log t ≺ ak0(t) ≺ t.

Using similar approximations as in the proof of Proposition 3.6.1, we deduce that for r sufficiently
large, we can write

⌊ψ(n)⌋ = ⌊ψ(r)⌋+ eψ,n for n ∈ [r, r + L(r)]

for every ψ ∈ A, where eψ,n ∈ {0,±1}. In addition, we can write

⌊ak0(n)⌋ =
⌊
ak0(r) + (n− r)a′k0(r)

⌋
+ eak0 ,n for n ∈ [r, r + L(r)],

where eak0 ,n ∈ {0,±1}. Using the argument Lemma 3.2.1 once more to remove the error terms, our
original problem reduces to showing

lim sup
R→+∞

sup
∥f2∥∞,...,∥fk∥∞≤1

E
1≤r≤R

sup
|ch,r|≤1

∥∥ E
0≤h≤L(r)

ch,rT

⌊
ak0 (r)+ha

′
k0

(r)
⌋
(

k0∏
i=1

T ⌊(ai(r)−ak0 (r))⌋fi)

k∏
i=k0+1

T ⌊ai(r)⌋fi
∥∥
L2(µ)

≪k |||f1|||2k. (3.31)

Since the functions fi are bounded by 1, the last relation follows if we prove that

lim sup
R→+∞

sup
∥f2∥∞,...,∥fk∥∞≤1

E
1≤r≤R

sup
|ch,r|≤1

∥∥ E
0≤h≤L(r)

ch,rT

⌊
ak0 (r)+ha

′
k0

(r)
⌋
(

k0∏
i=1

T ⌊(ai(r)−ak0 (r))⌋fi)
∥∥
L2(µ)

≪k |||f1|||2k.

We choose functions f2,R, ..., fk0,R so that the corresponding average is 1/R close to the supremum.

Write Fr,R :=
∏k0
i=1 T

⌊(ai(r)−ak0 (r))⌋fi,R. We also fix a positive integer M . Repeating the same
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argument as in the base case, we can show that

sup
|ch,r|≤1

∥∥ E
0≤h≤L(r)

ch,r T

⌊
ak0 (r)+ha

′
k0

(r)
⌋
Fr,R

∥∥2
L2(µ)

≪

1

M
+

∑
z∈{0,±1}

E
|m|≤M

∣∣∣w Fr,R · Tm+zFr,R dµ
∣∣∣+ or(1). (3.32)

Therefore, we have

sup
∥f2∥∞,...,∥fk∥∞≤1

E
1≤r≤R

sup
|ch,r|≤1

∥∥ E
0≤h≤L(r)

ch,r T

⌊
ak0 (r)+ha

′
k0

(r)
⌋
(

k0∏
i=1

T ⌊(ai(r)−ak0 (r))⌋fi)
∥∥2
L2(µ)

≪

1

M
+ E

1≤r≤R

∑
z∈{0,±1}

E
|m|≤M

∣∣∣ w Fr,R · Tm+zFr,R dµ
∣∣∣+OR(1) (3.33)

and we want to bound this last quantity by Ok(1) times |||f1|||22k.
For a fixed m ∈ [−M,M ] and z ∈ {0,±1}, we apply the Cauchy-Schwarz inequality to get

E
1≤r≤R

∣∣∣w Fr,R · Tm+zFr,R dµ
∣∣∣ ≤ ( E

1≤r≤R

∣∣∣w Fr,R · Tm+zFr,R dµ
∣∣∣2)1/2 =(w

E
1≤r≤R

(Fr,R ⊗ Fr,R) (T × T )m+z(Fr,R ⊗ Fr,R) d(µ× µ)
)1/2

=

( w
E

1≤r≤R

k0∏
i=1

(T × T )⌊ai(r)−ak0 (r)⌋
(
(fi,R ⊗ fi,R) · (T × T )m+z(fi,R ⊗ fi,R)

)
d(µ× µ)

)1/2
≤

∥∥ E
1≤r≤R

k0−1∏
i=1

(T × T )⌊ai(r)−ak0 (r)⌋
(
(fi,R ⊗ fi,R) · (T × T )m+z(fi,R ⊗ fi,R)

)∥∥1/2
L2(µ×µ)

where f1,R = f1. Note that the functions a1 − ak0 , ..., ak−1 − ak0 satisfy the hypotheses of Proposition
3.6.3. Therefore, we can apply the induction hypothesis (for k0 − 1 < k) to conclude that

∥∥ E
1≤r≤R

k0−1∏
i=1

(T × T )⌊ai(r)−ak0 (r)⌋
(
(fi,R ⊗ fi,R) · (T × T )m+z(fi,R ⊗ fi,R)

)∥∥1/2
L2(µ×µ) ≪k0

|||(f1 ⊗ f1) · (T × T )m+z(f1 ⊗ f1)|||1/22k0−2,T×T

and the last quantity is smaller than |||f1 · Tm+zf1|||2k0−1,T . Putting this in (3.33), we get

sup
∥f2∥∞,...,∥fk∥∞≤1

E
1≤r≤R

sup
|ch,r|≤1

∥∥ E
0≤h≤L(r)

ch,r T

⌊
ak0 (r)+ha

′
k0

(r)
⌋
(

k0∏
i=1

T ⌊(ai(r)−ak0 (r))⌋fi)
∥∥2
L2(µ)

≪k

1

M
+

∑
z∈{0,±1}

E
|m|≤M

|||f1 · Tm+zf1|||2k0−1,T + oR(1) ≤

1

M
+

∑
z∈{0,±1}

E
|m|≤M

|||f1 · Tm+zf1|||2k−1,T + oR(1),

since k0 ≤ k. Taking R→ +∞ and then M → +∞, we get that it suffices to show that

lim sup
M→+∞

E
|m|≤M

|||f1 · Tm+zf1|||2k−1 ≤ |||f1|||22k

for any z ∈ {0,±1}. This follows easily by raising to the 22k−1-th power and using the Hölder
inequality, as well as the definition of the Host-Kra seminorms.
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3.7 The general case of Proposition 3.1.1

In this section we aim to prove main proposition of this chapter. We maintain the notation of Propo-
sition 3.1.1 and we also assume that at least on of the functions a1, ..., ak has super-linear growth. We
also consider the set of functions

S = {a1(t), a1(t)− a2(t), ..., a1(t)− ak(t)}

Functions in S dominate log t by our hypothesis. Finally, we assume that not every one of the involved
functions has the form p(t) + g(t), where p ∈ R[t] and g ∈ H is sub-fractional, since this case was
covered in the previous section (it follows from Corollary 3.6.2). In particular, we assume that this
holds for the function a1.

We will use the following decomposition result from [49].

Lemma 3.7.1. [49, Lemma A.3] Let a1, ..., ak ∈ H have polynomial growth. Then, there exist a
natural number m, functions g1, ..., gm ∈ H, real numbers ci,j, where 1 ≤ i ≤ k and 1 ≤ j ≤ m, and
real polynomials p1, ..., pk such that:

1. g1 ≺ g2 ≺ ... ≺ gm,

2. tli ≺ gi(t) ≺ tli+1 for some li ∈ Z+ (i.e. they are strongly non-polynomial) and

3. for all i ∈ {1, 2, ..., k} we have

ai(t) =

m∑
j=1

ci,jgj(t) + pi(t) + ot(1).

Note that the functions gj do not necessarily belong in the set of linear combinations of the a1, ..., ak.
The proof of this lemma can be found in the appendix of [49]. As an example, if we have the pair
{t+t3/2, t2+t5/2}, then the functions in the above decomposition are {g1, g2, p1, p2} = {t3/2, t5/2, t, t2}.

Returning to our original problem, we split the given family of functions into two sets

J1 = {ai: ai(t) ≪ tδ for all δ > 0} and J2 = {ai: ∃ δ > 0 with ai(t) ≫ tδ}.

We do the same for the set S of differences:

S1 = {f ∈ S: f(t) ≪ tδ for all δ > 0} and S2 = {f ∈ S: ∃ δ > 0 with f(t) ≫ tδ}.

Observe that the function a1 belongs to the sets J2 and S2 due to our assumption in the beginning of
this section.

We will see that the slow-growing functions in sets J1 and S1 will be approximately equal to a
constant, when we consider averages on small intervals. For the remaining functions, we will use the
Taylor expansion to approximate them. We split the proof into several steps. Steps 1 through 4 of this
proof correspond to step 1 in example a) of section 3.1, while steps 5 and 6 of the proof correspond
to step 2 of the same example. The remaining two steps correspond to step 3 of example a). In Step
8, we will also use the results of the special case of the previous section.

3.7.1 Step 1: Introducing a double averaging

Let L(t) ∈ H be a sub-linear function to be specified later. We can consider a priori functions that
satisfy L(t) ≺ t1−ε for some ε > 0 (i.e. we exclude functions like t/ log t ). Invoking Lemma 3.2.2, we
see that it is sufficient to prove that

lim sup
R→∞

E
1≤r≤R

sup
|cr,n|≤1

∥∥ E
r≤n≤r+L(r)

cr,n T
⌊a1(n)⌋f1 · ... · T ⌊ak(n)⌋fk,R

∥∥2t
L2(µ)

= 0 (3.34)

for any sequences of 1-bounded functions f2,R, ..., fk,R and some positive integer parameter t, which will
depend only on the original functions a1, ..., ak. Therefore, when applying Lemma 3.2.1, we can always
assume that the implicit constant (which depends on the exponent 2t) is an Oa1,...,ak(1) constant.
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We observe that (3.34) follows if we show that

sup
||f2||∞≤1,...,||fk||∞≤1

E
1≤r≤R

sup
|cr,n|≤1

∥∥ E
r≤n≤r+L(r)

cr,n T
⌊a1(n)⌋f1 · ... · T ⌊ak(n)⌋fk

∥∥2t
L2(µ)

(3.35)

goes to 0, as R→ +∞.

3.7.2 Step 2: Eliminating the small functions of J1

While in example a) of Section 4 we used the Taylor expansion right at the beginning, it is more
convenient to reverse our steps a bit in the proof.

Assume that the function ai belongs to the set J1 (namely, it is a sub-fractional function). Then,
for any n ∈ [r, r + L(r)], we have

|ai(n)− ai(r)| = |n− r||a′i(ξ)|

for some ξ ∈ [r, n]. Since |a′i(t)| ↘ 0, we get

|ai(n)− ai(r)| ≤ |L(r)||a′i(r)|,

which is or(1). Note that we already assumed that we will eventually choose L ∈ H such that
L(t) ≪ t1−ε, which makes the previous statements valid (see the discussion at the end of the Appendix).
Thus, if r is sufficiently large and n ∈ [r, r + L(r)], we can write ⌊a(n)⌋ = ⌊a(r)⌋ + εr,n, where
εr,n ∈ {0, 1}. Using the argument in Lemma 3.2.1, we absorb the error terms εr,n in the supremum
outside of the averages in (3.35).

The iterate corresponding to the function fi has now become constant and we can ignore it. In
conclusion, we have reduced our problem to the case that the set J1 is empty.

3.7.3 Step 3: Concatenating the functions of the set S1

Assume that the function a1− ai belongs to S1. Then, mimicking the arguments of the previous step,
we can write ai = a1+(ai−a1) where the function ai−a1 is asymptotically a constant in the interval
[r, r + L(r)]. Then, we can combine the product of all such terms

T ⌊a1(n)⌋f1
∏

a1−ai∈S1

T ⌊ai(n)⌋fi

into one iterate T ⌊a1(n)⌋f̃r (we use again the argument in Lemma 3.2.1 to remove the error terms),
where

f̃r = f1 · T ⌊θ1(r)⌋h1 · ... · T ⌊θℓ(r)⌋hℓ, (3.36)

where h1, ..., hℓ are functions in L∞(µ) and the functions θ1, ..., θℓ ∈ H are sub-linear functions that
satisfy

log t ≺ θi(t) ≺ tδ

for all δ > 0. In addition, the assumption that the pairwise differences of the functions a1, ..., ak
dominate log t implies that

log t ≺ θi(t)− θj(t)

for i ̸= j.
Now the original problem reduces to the following: If all the functions a1, ..., ak are such that the

sets J1 and S1 are empty, then show that the averages

sup
||f2||∞,...,||fk||∞≤1

sup
||h1||∞,...,||hℓ||∞≤1

E
1≤r≤R

sup
|cr,n|≤1

∥∥ E
r≤n≤r+L(r)

cr,n T
⌊a1(n)⌋f̃r · ... · T ⌊ak(n)⌋fk

∥∥2t
L2(µ)

(3.37)
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go to 0 as R→ +∞, where the function f̃r is the function in (3.36).
We can repeat the same argument of this step to reduce to the case where ai(t) − aj(t) ≫ tδ for

some δ > 0. Indeed, if the difference ai−aj is sub-fractional, we can combine the iterates corresponding
to these two functions into a single iterate of the form T ⌊ai(n)⌋gr for some function gr. In order to
replace gr by a function that does not depend on r, we move the supremum of the f2, ..., fk inside the
outer average. In conclusion, it suffices to show that

sup
||h1||∞,...,||hℓ||∞≤1

E
1≤r≤R

sup
||f2||∞,...,||fk||∞≤1

sup
|cr,n|≤1

∥∥ E
r≤n≤r+L(r)

cr,n T ⌊a1(n)⌋f̃r · ... · T ⌊ak(n)⌋fk
∥∥2t
L2(µ)

(3.38)

goes to 0 as R → +∞, where f̃r is the function in (3.36) and all differences ai − aj dominate some
fractional power9. Recall that the functions θi satisfy

log t ≺ θi(t) ≺ tδ for every δ > 0

and
log t ≺ θi(t)− θj(t).

3.7.4 Step 4: Approximating by polynomials

In this step, we will use the Taylor expansion to replace the functions ai by polynomials in the intervals
[r, r + L(r)]. First of all, we can use Lemma 3.7.1 in order to write

ai(t) =
m∑
j=1

ci,jgj(t) + qi(t) + ot(1), (3.39)

where g1 ≺ g2 ≺ ... ≺ gm are strongly non-polynomial functions and qi(t) are real polynomials. We
immediately conclude that the function gm cannot be sub-fractional. Indeed, if that was the case,
then all the functions ai would be a sum of a polynomial plus a sub-fractional function, which is at
odds with our initial assumption.

The ot(1) terms can be eliminated by using an argument similar to the proof of Lemma 3.2.1. In
addition, we may assume that c1,m ̸= 0 (and thus gm exists in the expansion of a1). This can be
proven by an argument similar to the one in the beginning of Section 3.1 (the same reasoning we used
to reduce our problem to the case that a1 has maximal growth rate). Of course, by assuming this new
property, we abandon the assumption that a1 has maximal growth rate.

We define
F = {g1, ..., gm}

and let A = {g1, ..., gl} ⊆ F be the set of functions that satisfy gi(t) ≪ tδ for all δ > 0 (i.e the
sub-fractional functions). We have that gm ̸∈ A.

By the reductions in steps 2 and 3, we have that ai(t) ≫ tδi for some δi > 0 and a similar relation
holds for the differences ai − aj . Therefore, we have the following property:

If i1 ̸= i2, we have either ci1,j ̸= ci2,j for some j > l, or qi1(t)− qi2(t) is non-constant. (P)

Now every function g ∈ A satisfies

max
n∈[r,r+L(r)]

|g(n)− g(r)| = or(1)

by the arguments in the preceding steps. We can use the argument in Lemma 3.2.1 to remove the
error term or(1) and then substitute each function g ∈ A in the interval [r, r + L(r)] by a constant
(namely, the value of the function g at r). These constants can be absorbed by the supremum of the

9Since our functions a1, ..., ak dominate a fractional power, we can now use the fact that the classes S(ai, k) (defined
and studied in the Appendix) can be well defined in order to approximate all of them by polynomials.
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f2, ..., fk and the use of Lemma 3.2.1. Therefore, we may assume that all functions g1, ..., gm dominate
some fractional power tδ (equivalently A = ∅) and that property (P) above holds with l = 0.

Since the functions g1, ..., gm dominate some fractional power, the classes

S(gi, n) = {f ∈ H, (g(n)i (t))−1/n ⪯ f(t) ≺ (g
(n+1)
i (t))−1/(n+1)}

are well defined for n large enough. We remind the reader that these classes and their properties are
all studied in the Appendix and we will use them freely from this point onward.

Let d be a natural number and for every function g ∈ F , we consider the natural number kg, such

that the function |g(d)m (t)|−
1
d belongs to the class S(g, kg). This class always exists, if we pick our

number d to be sufficiently large. We immediately deduce that kg ≤ d for every g ∈ F , while kgm = d.
Let q be a positive real number (but not an integer), such that tq dominates all functions g1, ..., gm

and the polynomials q1, ..., qk. In particular, this implies that, for all 1 ≤ i ≤ m, all derivatives of gi
of order bigger than q go to 0 (as t→ +∞). This is a consequence of the growth inequalities of 2.1.3.
We make the additional assumption that our integers kg are very large compared to q, which can be
attained if we take our initial number d to be sufficiently large. The inequality kg ≥ 10q will suffice
for our purposes.

Definition 3.7.2. We say that two functions f ≪ g of H have the property Q, if they have the same
growth rate, or if g(t) strongly dominates f(t).

We remind the reader that we say that g(t) strongly dominates f(t) and write g(t) ≫ f(t), if the
ratio

g(t)

f(t)

dominates some fractional power tδ, δ > 0 (see also our notational conventions in the first chapter).
We consider two possible cases:

a) Assume that for every g ∈ F \ {gm}, the functions |g(d)m (t)|−
1
d and |g(kg)(t)|−

1
kg have the property10

Q. Then, our selection will be the classes S(g, kg) as they stand. Furthermore, we choose L(t) ∈ H
to be any function that belongs to the intersection of the classes S(gi, kgi) (which is non-empty by
definition). In this case, we call the function gm our ”special” function. Note that

|g(kg)(t)|−
1
kg ⪯ |g(d)m (t)|−

1
d

for g ̸= gm in this case.

b) Assume that the above case does not hold11. Then, among all the functions |g(kg)(t)|−
1
kg for which

the property Q fails (in relation to |g(d)m (t)|−
1
d ), we choose a function g for which |g(kg)(t)|−

1
kg has

minimal growth rate. Then, we choose a function L(t) ∈ H with the following properties:

i) If a function g̃ is such, that |g̃(kg̃)(t)|−
1
kg̃ fails to satisfy property Q in relation to |g(d)m (t)|−

1
d and

has different growth rate than g, then we have

|(g̃)(kg̃−1)(t)|−
1

kg̃−1 ≺ L(t) ≺ |(g̃)(kg̃)(t)|−
1
kg̃ .

Namely, we have L(t) ∈ S(g̃, kg̃ − 1).
ii) If the function g̃ has the same growth rate as g, then we have kg = kg̃ and the classes S(g, kg)

and S(g̃, kg̃) coincide. In this case, we leave the integer kg̃ as is and we will have L(t) ∈ S(g̃, kg̃).

iii) The third case is when the function g̃ satisfies property Q in relation to |g(d)m (t)|−
1
d . Then, we

leave the the integer S(g̃, kg̃) as is and take L(t) ∈ S(g̃, kg̃).

10An example of functions that fall in this case is the pair (t3/2, t log t), if we consider their second derivatives. We
can easily check that the ratio of the second derivatives of these two functions raised to the − 1

2
-th power grows like the

function t1/4.
11An example of functions that fall in this second case is the pair (t log t, t log log t), if we again consider their second

derivatives. A simple computation yields that the growth rate of the ratio of the involved functions grows like the
function

√
log t and, thus, they fail property Q.
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The existence of such a function L(t) follows by our minimality assumption on |g(kg)(t)|−
1
kg . In

this case, g is our ”special” function.
We denote by k′g the new integers that appear after the above procedure.

Claim 2. For the choice we have made above, the function |z(k′z)(t)|−
1
k′z satisfies property (Q) in

relation to our special function, for any z ∈ F .

Proof. If we are in case a) above, the functions |g(d)m (t)|−
1
d and |g(kg)(t)|−

1
kg have the same growth rate

or their ratio dominates a fractional power (for any g ∈ F) and we are done.
In case b), we have a special function g (kg = k′g). We consider functions z ̸= g such that

|g(kg)(t)|−
1
kg and |z(k′z)(t)|−

1
k′z have different growth rates (because otherwise the claim is trivial).

Then there are two possibilities:

• If the original function |g(d)m (t)|−
1
d and |z(kz)(t)|−

1
kz had a ratio dominating a fractional power,

then the claim follows (in this case, we must have k′z = kz).

• If the original function |z(kz)(t)|−
1
kz failed property Q in relation to |g(d)m (t)|−

1
d , then we have

|g(kg)(t)|−
1
kg ≺ |z(kz)(t)|−

1
kz (due to minimality)

and thus L(t) ∈ S(z, kz − 1). We easily see that the functions |g(kg)(t)|−
1
kg and |z(kz−1)(t)|−

1
kz−1 differ

by a fractional power. Indeed, we have a ”gain” of some power tδ when passing from S(z, kz − 1) to

S(z, kz) due to (3.21). Therefore, if the functions |z(kz)(t)|−
1
kz and |g(kg)(t)|−

1
kg were ”close”, then

|z(kz−1)(t)|−
1

kz−1 and |g(kg)(t)|−
1
kg differ by a fractional power.

For convenience, we will use the same notation S(g, kg) for the new classes that have been chosen
after the above operation (that is we replace k′g by kg).

Remark. The above proof also implies that the growth rate of |g(kg)(t)|−
1
kg is maximized when g is

the special function.

We denote by g̃ the special function given by our above arguments. For any function g ∈ F , we
use the Taylor expansion around the point r to obtain

g(r + h) = g(r) + · · ·+ g(kg)(r)hkg

kg!
+
g(kg+1)(ξm)h

kg+1

(kg + 1)!
for some ξm ∈ [r, r +m], (3.40)

for all 0 ≤ h ≤ L(r). We observe that the last term is or(1) while the second to last term in the above
expansion diverges when h = L(r). Therefore, we have

g(r + h) = pr,g(h) + or(1)

where pr,g is a polynomial.

3.7.5 Step 5: The change of variables

In this step, we do a change of variables trick. Our purpose is to rewrite the above polynomials in such
a way, that the leading coefficients are good sequences in order to be able to apply Proposition 3.4.5.
All the work we did in the previous step (namely, making sure that our functions satisfied Property Q)
will ensure that the leading coefficients of our polynomials will be good sequences that either converge
to a (non-zero) real number, or their growth rate is larger than some fractional power. A similar trick
is also used in [13], although the fact that the argument in this article involves essentially only one
Hardy function makes the argument much simpler.

Assume that g̃ is our special function with the polynomial expansion

g̃(r + h) = g̃(r) + · · ·+ g̃(kg̃)(r)hkg̃

kg̃!
+ or(1).
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Every 0 ≤ h ≤ L(r) can be written as

h = w
⌊∣∣∣ kg̃!

g̃(kg̃)(r)

∣∣∣ 1
kg̃
⌋
+ v

for some integers w, v, where

0 ≤ w ≤ L(r)⌊∣∣∣ kg̃ !

g̃
(kg̃)(r)

∣∣∣ 1
kg̃
⌋ = Dr

and

0 ≤ v ≤
⌊∣∣∣ kg̃!

g̃(kg̃)(r)

∣∣∣ 1
kg̃
⌋
− 1.

Note that Dr ≻ 1, because L(t) ∈ S(g̃, kg̃). We denote by u(r) the function inside the integer part
above, namely, we define

u(t) =
∣∣∣ kg̃!

g̃(kg̃)(t)

∣∣∣ 1
kg̃ ,

which is a (sub-linear) function inH. In addition, since we have chosen the numbers kg to be sufficiently
large, we can ensure that the function u dominates some fractional power (this follows by statement
ii) of Lemma 3.5.1).

We observe that (recall that f̃r is given by (3.36))

sup
∥f2∥∞,...,∥fk∥∞≤1

∥∥ E
0≤h≤L(r)

ch,r T
⌊a1(r+h)⌋f̃r · ... · T ⌊ak(r+h)⌋fk

∥∥2t
L2(µ)

≤

sup
∥f2∥∞,...,∥fk∥∞≤1

E
1≤v≤⌊u(r)⌋−1

sup
|ch,r,v |≤1

∥∥ E
h≡v(mod ⌊u(r)⌋)

ch,r,v T
⌊a1(r+h)⌋f̃r · ... · T ⌊ak(r+h)⌋fk

∥∥2t
L2(µ)

,

(3.41)

where the above bound follows by applying the Hölder and triangle inequalities. We will bound the
innermost average in the norm by a quantity that does not depend on v.

Fix a v as above. For every h ≡ v(mod ⌊u(r)⌋), we can write each of the polynomials pg,r(h) in
the previous step as a new polynomial p̃r,v,g(w) in the new variable w. We are only interested in the
leading coefficients of the new polynomials. Using (3.40), we see that it is equal to

cg(r) =
g(kg)(r)

kg!
· ⌊u(r)⌋kg =

g(kg)(r)

kg!
·
⌊∣∣∣ kg̃!

g̃(kg̃)(r)

∣∣∣ 1
kg̃
⌋kg . (3.42)

Now assume that g ∈ F . The function cg(r) is not a function in the Hardy field H, but we will
prove that it is a good sequence (see Definition 3.4.1). Therefore, we seek to approximate it by a
function in H. The simplest way to achieve this is to define the function dg(t) ∈ H by removing the
floor function:

dg(t) =
g(kg)(t)

kg!
·
∣∣∣ kg̃!

g̃(kg̃)(t)

∣∣∣ kgkg̃ . (3.43)

It is obvious that cg(r)/dg(r) → 1. However, we have something stronger:

Claim 3. For all g ∈ F , we have
|cg(r)− dg(r)| = or(1).

Proof. We will use the inequality
|ac − bc| ≤ c|a− b||a|c−1,

which holds when |b| ≤ |a| and c ∈ N. An application of this inequality reduces the problem to showing
that

|g̃(kg̃)(t)|−
1
kg̃ ≺ |g(kg)(t)|−

1
kg−1 . (3.44)
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Since L(t) ∈ S(g̃, kg̃), it is sufficient to show that

L(t) ≺ |g(kg)(t)|−
1

kg−1

and now using the fact that L(t) ∈ S(g, kg), our conclusion follows if we prove that

|g(kg+1)(t)|−
1

kg+1 ≺ |g(kg)(t)|−
1

kg−1 .

Using the inequality g(kg+1)(t) ≻ g(kg)(t)/t log2 t in the above equation (we use Lemma 2.1.3 and
the fact that the numbers kg are assumed to be large enough), this reduces to

g(kg)(t) ≺ t
1−kg

2 log(1−kg) t. (3.45)

However, recall that we have chosen a non-integer q, such that g(t) ≪ tq for all g ∈ F and we have
also chosen kg ≥ 10q − 1. Applying Lemma 2.1.3, we have g(kg)(t) ≺ tq−kg and now the claim easily
follows.

Claim 4. a) We have that the function dg(t) in (3.43) is a sub-linear function that either satisfies
tε ≺ dg(t) for some ε > 0 or converges to a non-zero constant12.

b) We have the growth relation dg(t) ≺ (g̃(kg̃)(t))
− 1

kg̃ and, thus, dg has sub-linear growth.

Proof. Property (Q) implies that dg(t) converges to a non-zero constant, or dominates a fractional
power tδ. For the second part, we observe that a simple computation shows that this is equivalent to
(3.44), which has already been established.

Claim 5. If g, h are distinct functions in the set {g1, ..., gm} such that dg(t) ∼ dh(t), then kg ̸= kh.

Proof. Assume that we have both kg = kh and dg ∼ dh. This implies that

g(kg)(t) ∼ h(kh)(t)

and L’Hospital’ rule implies that g ∼ h. Since g, h have distinct growth rates and are strongly non-
polynomial, this last relation cannot hold and we arrive at a contradiction.

We have seen that the functions g1, ..., gm admit a polynomial expansion and, after the change of
variables above, their leading coefficients become sub-linear good sequences. Now, we look how the
leading coefficients of the polynomials q1, ..., qk in (3.39) transform after the above change of variables.
Note that qi(r + h) is also a polynomial qi,r(h) in the variable h. Writing again

h = w⌊u(r)⌋+ v

as above, we see that qi(r + h) = qi,r,v(w) where qi,r,v is a real polynomial. It is straightforward to

check that the leading coefficients of the qi,r,v have the form c⌊u(r)⌋θ, where c ∈ R∗ and θ ∈ N+.
These are good sequences, since they are asymptotically equal to

c
∣∣∣ kg̃!

g̃(kg̃)(r)

∣∣∣ θ
kg̃ ,

which is a function in H (and its limit is obviously non-zero).
Now, we recall (3.39). When restricted to the interval [r, r + L(r)], every one of our original

functions ai, where 1 ≤ i ≤ k can be written as a sum of polynomials, whose leading coefficients are
good sequences, plus an or(1) term. We can eliminate the error terms or(1) by using the argument in
Lemma 3.2.1 once again. In particular, any one of these good sequences (denote ar) satisfies one of
the following:
a) there exists a sub-linear function ϕ ∈ H, such that ar = ϕ(r)+ or(1) ≺ u(r) and ϕ(t) ≫ tδ for some
δ > 0,

12Thus, the leading coefficients cg(r) in (3.42) are good sequences.
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b) they have the form c⌊u(r)⌋θ, where c ∈ R and θ is a positive integer or
c) they converge to a non-zero real number.

We denote the polynomial corresponding to ai as Pi,r,v and we observe that its degree is independent
of r. In view of Property (P), we deduce that the leading coefficient of Pi,r,v−Pj,r,v is either the leading
coefficient of the polynomial qi,r,v(t)−qj,r,v(t) (which in this case must be a non-constant polynomial),
or it is equal to the leading coefficient of

Rij.r.v(w) =
m∑
n=1

(
ci,n − cj,n

)
p̃r,gj ,v(w) (3.46)

or it is a combination of these two coefficients. In the first case, it has the form b) above and is a
good sequence. In the second case, it is a linear combination of sequences of the form a) or c). That
is, there are functions gi1 , ..., giλ , where i1, ..., iλ ∈ {1, 2, ...,m} such that the leading coefficients of the
polynomials p̃r,gij ,v are all sequences of the form a) or c) and the leading coefficient of the polynomial

Rij,r,v in (3.46) is equal to the leading coefficient of

λ∑
α=1

(ci,iα − cj,iα)p̃r,giα ,v. (3.47)

We will use Claim 5: if any two of the polynomials p̃r,giα ,v have the same degree, then their leading
coefficients are sequences with distinct growth rates. Therefore, the leading coefficient of Rij,r,v is a
linear combination of good sequences with pairwise distinct growth rates and it is straightforward to
see that it is itself a good sequence. Finally, we observe that the final case cannot happen (namely, a
combination of these two coefficients). That is because the degree of the polynomial qi,r,v(t)− qj,r,v(t),
which is equal to the degree of qi − qj , is very small compared to the degree of the polynomial in
(3.47), because we chose the degrees kg of the polynomials in the Taylor expansions to be very large
compared to the degrees of the polynomials q1, ..., qk.

Our original problem reduces to the following (recall (3.41)): for every measure-preserving system
(X,µ, T ) and function f1 ∈ L∞(µ) with f1 ⊥ Zs̃(X) for some s̃ ∈ N, there exists a positive integer
t = t(a1, ..., ak) such that:

lim
R→+∞

sup
||h1||∞≤1,...,||hℓ||∞≤1

E
1≤r≤R

E
0≤v≤⌊u(r)⌋−1

sup
||f2||∞≤1,...,||fk||∞≤1

sup
|cw,r,v |≤1

∥∥ E
0≤w≤Dr

cw,r,v T
⌊P1,r,v(w)⌋f̃r · ... · T ⌊Pk,r,v(w)⌋fk

∥∥2t
L2(µ)

= 0, (3.48)

where
f̃r = f1 · T ⌊θ1(r)⌋h1 · ... · T ⌊θℓ(r)⌋hℓ (3.49)

for functions θ1, ..., θℓ ∈ H that satisfy

log t ≺ θi(t) ≺ tδ

log t ≺ θi(t)− θj(t) ≺ tδ for i ̸= j

for all δ > 0.
Observe that

E
0≤v≤⌊u(r)⌋−1

sup
||f2||∞≤1,...,||fk||∞≤1

sup
|cw,r,v |≤1

∥∥ E
0≤w≤Dr

cw,r,v T
⌊P1,r,v(w)⌋f̃r · ... · T ⌊Pk,r,v(w)⌋fk

∥∥2t
L2(µ)

≤

max
0≤v≤⌊u(r)⌋−1

sup
||f2||∞≤1,...,||fk||∞≤1

sup
|cw,r,v |≤1

∥∥ E
0≤w≤Dr

cw,r,v T
⌊P1,r,v(w)⌋f̃r · ... · T ⌊Pk,r,v(w)⌋fk

∥∥2t
L2(µ)

.

For each r ∈ N, let vr be the value of v for which the above max is attained. Then, the polynomial
family

Pr = {P1,r,vr , ..., Pk,r,vr}
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is a nice polynomial family. Indeed, the degrees of its elements are fixed integers and the leading
coefficients of the polynomials and of their differences are good sequences irrespective of the value of
vr, as we discussed previously. Therefore, under the above assumptions, we reduce our problem to

lim
R→+∞

sup
||h1||∞≤1,...,||hℓ||∞≤1

E
1≤r≤R

sup
||f2||∞,...,||fk||∞≤1

sup
|cw,r|≤1

∥∥ E
0≤w≤Dr

cw,r T
⌊P1,r,vr (w)⌋f̃r · ... · T ⌊Pk,r,vr (w)⌋fk

∥∥2t
L2(µ)

= 0. (3.50)

We also choose functions h1,R, ..., hℓ,R ∈ L∞(µ) so that the corresponding average is 1/R close to the
supremum of the h1, ..., hℓ. Namely, we want to prove (3.50) where fr is now the function

f1 · T ⌊θ1(r)⌋h1,R · ... · T ⌊θℓ(r)⌋hℓ,R.

3.7.6 Step 6: Applying the polynomial bounds

Now, we apply Proposition 3.4.5 for the inner average in the above relation. We have established that
its hypotheses are satisfied. The degree and the type of the polynomial family all depend on the initial
functions a1, ..., ak. Therefore, all asymptotic bounds are assumed to depend only on a1, ..., ak and we
omit the indices.

Let us denote the leading vector of the family Pr by (u1,r, ..., uk,r) and recall again here that each
ui,r satisfies one of the following:
a) there exists a sub-linear function ϕi(r) ≺ u(r) that dominates some fractional power, such that
ui,r = ϕi(r) + or(1),

b) they have the form c⌊u(r)⌋θ, where c ∈ R and θ is a positive integer or
c) they converge to a non-zero real number.

Fix a positive integer M . There exist integers s, t, a finite set Y of integers and polynomials pε,i
(all depending only on the original functions a1, ..., ak), where ε ∈ [[s]] and 1 ≤ i ≤ k such that

sup
||f2||∞≤1,...,||fk||∞≤1

sup
|cw,r|≤1

∥∥ E
0≤w≤Dr

cw,r T
⌊P1,r,vr (w)⌋f̃r · ... · T ⌊Pk,r,vr (w)⌋fk

∥∥2t
L2(µ)

≪

1

M
+

∑
h∈Y [[s]]

E
m∈[−M,M ]t

∣∣∣w ∏
ε∈[[s]]

T ⌊Aε,r(m)⌋+hε(C|ε|f̃r) dµ
∣∣∣+ or(1), (3.51)

where
Aε,r(m) =

∑
1≤j≤k

pε,j(m)uj,r. (3.52)

The polynomials Aε are essentially distinct for any value of the uj,r and satisfy

Aε,r(m) +Aεc,r(m) = A1,r(m).

In addition, for an ε ∈ [[s]], we have that the non-zero polynomials among the pε,j are linearly
independent.

Applying the bounds of (3.51) to (3.50), we deduce that our original average is bounded by the
quantity

1

M
+

∑
h∈Y [[s]]

E
m∈[−M,M ]t

E
1≤r≤R

∣∣∣ w ∏
ε∈[[s]]

T ⌊Aε,r(m)⌋+hε(C|ε|f̃r) dµ
∣∣∣+ oR(1) =

1

M
+

∑
h∈Y [[s]]

E
m∈[−M,M ]t

E
1≤r≤R

∣∣∣ w ∏
ε∈[[s]]

∏
0≤i≤ℓ

T ⌊Aε,r(m)⌋+⌊θi(r)⌋+hε(C|ε|hi,R) dµ
∣∣∣+ oR(1), (3.53)

where we set θ0(r) ≡ 0 and h0,R ≡ f1 for convenience in notation. We may assume without loss of
generality that 0 ≡ θ0(r) ≪ θ1(r) ≪ ... ≪ θℓ(r). Then, we compose with T−⌊θℓ(r)⌋ inside the above
integral and combine the integer parts to obtain that the aforementioned integral is equal to

w ∏
ε∈[[s]]

∏
0≤i≤ℓ

T ⌊Aε,r(m)⌋+⌊θi(r)−θℓ(r)⌋+hi,r+hε(C|ε|hi,R) dµ,
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where hi,r ∈ {0,±1}. Putting this in (3.53), we want to bound

1

M
+

∑
h∈Y [[s]]

E
m∈[−M,M ]t

E
1≤r≤R

∣∣∣ w ∏
ε∈[[s]]

∏
0≤i≤ℓ

T ⌊Aε,r(m)⌋+⌊θi(r)−θℓ(r)⌋+hi,r+hε(C|ε|hi,R) dµ
∣∣∣ + oR(1).

Using the argument present in Lemma 3.2.1, we deduce that the last quantity is smaller than a constant
multiple of

1

M
+

∑
h∈Y [[s]]

E
m∈[−M,M ]t

sup
∥h1∥∞,...,∥hℓ∥∞≤1

E
1≤r≤R

∣∣∣ w ∏
ε∈[[s]]

∏
0≤i≤ℓ

T ⌊Aε,r(m)⌋+⌊θi(r)−θℓ(r)⌋+hε(C|ε|hi) dµ
∣∣∣+ oR(1).

We choose again sequences of functions in place of the h1, ..., hℓ, so that the corresponding quantity
is 1/R close to the supremum and we denote them again h1,R, ..., hℓ,R for convenience. Note that this
final quantity is essentially has the same form as the one in (3.53), but the function θ0 corresponding
to f1 now has maximal growth rate among the θi. Therefore, our original problem reduces to finding
a bound for

1

M
+

∑
h∈Y [[s]]

E
m∈[−M,M ]t

E
1≤r≤R

∣∣∣w ∏
ε∈[[s]]

∏
0≤i≤ℓ

T ⌊Aε,r(m)⌋+⌊θi(r)⌋+hε(C|ε|hi,R) dµ
∣∣∣ + oR(1) (3.54)

under the assumption that θ0(t) ≫ θi(t) ≻ log t for every 1 ≤ i ≤ l− 1, θℓ ≡ 0 and θi(t)− θj(t) ≻ log t
for all i ̸= j.

We write

Bm,h(r) :=
∣∣∣ w ∏

ε∈[[s]]

∏
0≤i≤ℓ

T ⌊Aε,r(m)⌋+⌊θi(r)⌋+hε(C|ε|hi,R) dµ
∣∣∣.

Taking the limit as R→ +∞, our goal is to show that the quantity

1

M
+

∑
h∈Y [[s]]

E
m∈[−M,M ]t

(
lim sup
R→+∞

E
1≤r≤R

Bm,h(r)
)
.

goes to 0, as M goes to infinity.

3.7.7 Step 7: Another change of variables trick

Before we proceed with the final details of the proof, we will make a final trick to reduce our problem
to a statement, where the results of Section 3.6 can be applied. We will use Lemma 3.2.3 to achieve
this.

Our main objective is the following: since the sequences uj,r of the leading vector can have the

form c⌊u(r)⌋k, which are tough to handle, we want to use the above lemma to replace these terms
with the terms crk, which are just polynomials. In order to facilitate this, we need to write the entire
integral Bm,h(r) as a function of ⌊u(r)⌋. Note that u(r) satisfies the growth condition in the statement
of Lemma 3.2.3. We consider three cases:
i) If the sequence uj,r has the form c⌊u(r)⌋q, for c ∈ R and q ∈ N∗, then it is already written as a
function of ⌊u(r)⌋.
ii) If the sequence uj,r converges to a non-zero real number aj , then, we have uj,r − aj = or(1) and
the constant function aj is already written as a function of ⌊u(r)⌋.
iii) Finally, assume the sequence uj,r satisfies the remaining possible condition, namely that there
exists a function ϕj ∈ H satisfying the growth condition

tδ ≺ ϕj(t) ≺ u(t)

for some δ > 0 and such that
uj,r = ϕj(r) + or(1).
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Let us assume that ϕj(t) is eventually positive (in the other case, we work with the number −uj,r).
We write ϕj(t) = Φj(u(t)), where Φj = ϕj ◦ u−1, which is well defined and thus a function in H 13.
We also have that Φj(t) ≺ t (this follows easily from the fact that ϕj(t) ≺ u(t)) and we can easily see
that Φj(t) also dominates some fractional power. In addition, we have

|Φj(u(t))− Φj(⌊u(t)⌋)| ≤ sup
x∈R,⌊u(t)⌋≤x≤u(t)

|Φ′
j(t)| = ot(1),

since Φ′
j(t) ≪ Φj(t)/t ≺ 1.

In all three cases above, we have the following: there exists a function wj ∈ H, such that

|uj,r − wj(⌊u(r)⌋)| = or(1) (3.55)

and the function wj is either a monomial, or a constant function or a sub-linear (but not a sub-
fractional) function. We write

Ãε,r(m) =
∑

1≤j≤k
pε,j(m)wj(⌊u(r)⌋) (3.56)

and observe that |Aε,r(m)− Ãε,r(m)| = or(1), for any fixed value of m. Therefore, for r large enough,
we have ⌊

Aε,r(m)
⌋
=
⌊
Ãε,r(m)

⌋
+ h′r,ε,m, (3.57)

where h′r,ε,m ∈ {0,±1}.
We do the same for the function θi. Indeed, we can use the same arguments as above to deduce

that |θi(t)−ψi(⌊u(t)⌋)| = ot(1), where ψi(t) ∈ H is the function θi ◦u−1 In addition, since u dominates
some fractional power, we have that u−1 has polynomial growth and, therefore, we easily get tε ≻
ψi(t) ≻ log t for all ε > 0, that is ψi is a (sub-fractional) function. Finally, for r large enough, we can
write

⌊θi(r)⌋ = ⌊ψi(u(r))⌋+ h′′i,r, (3.58)

where h′′i,r ∈ {0,±1}.
In view of the above, we have

∑
h∈Y [[s]]

E
m∈[−M,M ]t

E
1≤r≤R

Bm,h(r) =

∑
h∈Y [[s]]

E
m∈[−M,M ]t

E
1≤r≤R

∣∣∣w ∏
ε∈[[s]]

∏
0≤i≤ℓ

T ⌊Ãε,r(m)⌋+h′r,ε,m+⌊ψi(⌊u(r)⌋)⌋+h′′i,r+hε(C|ε|hi,R) dµ
∣∣∣+ oR(1) ≤

∑
h∈Y [[s]]

E
m∈[−M,M ]t

(
E

1≤r≤R

∣∣∣ w ∏
ε∈[[s]]

∏
0≤i≤ℓ

T ⌊Ãε,r(m)⌋+h′r,ε,m+⌊ψi(⌊u(r)⌋)⌋+h′′i,r+hε(C|ε|hi,R) dµ
∣∣∣2)1/2

+ oR(1),

where we applied the Cauchy-Schwarz inequality (the oR(1) term on the second line exists to account
for small values of r for which (3.57),(3.58) may not hold with error terms in the set {0,±1}). Thus,
we want to bound

1

M
+

∑
h∈Y [[s]]

E
m∈[−M,M ]t(
E

1≤r≤R

∣∣∣ w ∏
ε∈[[s]]

∏
0≤i≤ℓ

T ⌊Ãε,r(m)⌋+h′r,ε,m+⌊ψi(⌊u(r)⌋)⌋+h′′i,r+hε(C|ε|hi,R) dµ
∣∣∣2)1/2 + oR(1), (3.59)

where h0,R = f1.

13Note that u(t) is a positive function by its definition and therefore, goes to +∞. Consequently, u−1 also goes to
+∞.
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Claim 6. Proposition 3.1.1 holds in the case when all the functions wj (defined in (3.55)) are constant
and ℓ = 0.

Proof of the claim. This means that the polynomials Ãε,r(m) are actually independent of r and we
write them as Ãε(m). In addition, there are no functions ψi in the iterates of the above quantity.
Finally, the error terms h′′i,r do not exist in this case. Our problem reduces to finding a bound for

1

M
+

∑
h∈Y [[s]]

E
m∈[−M,M ]t

(
E

1≤r≤R

∣∣∣w ∏
ε∈[[s]]

T ⌊Ãε(m)⌋+h′r,ε,m+hε(C|ε|f1) dµ
∣∣∣2)1/2 + oR(1), (3.60)

where h′r,ε,m ∈ {0,±1}. Note that

E
1≤r≤R

∣∣∣w ∏
ε∈[[s]]

T ⌊Ãε(m)⌋+h′r,ε,m+hε(C|ε|f1) dµ
∣∣∣2 ≤

∑
h′ε∈{0,±1},ε∈[[s]]

∣∣∣w ∏
ε∈[[s]]

T ⌊Ãε(m)⌋+h′ε+hε(C|ε|f1) dµ
∣∣∣2,

which implies that the quantity in (3.60) is smaller than O(1) times

1

M
+

∑
h∈Ỹ [[s]]

E
m∈[−M,M ]t

∣∣∣w ∏
ε∈[[s]]

T ⌊Ãε(m)⌋+hε(C|ε|f1) dµ
∣∣∣+ oR(1)

for some new, larger finite set Ỹ . The statement follows if we prove that

lim
M→+∞

E
m∈[−M,M ]t

∣∣∣w ∏
ε∈[[s]]

T ⌊Ãε(m)⌋+hε(C|ε|f1) dµ
∣∣∣ = 0

for any hε ∈ Z. Note that the polynomials Ãε(m) are essentially distinct as the statement of Propo-
sition 3.4.5 guarantees. Squaring and applying the Cauchy-Schwarz inequality, we want to prove
that

lim
M→+∞

E
m∈[−M,M ]t

∣∣∣ w ∏
ε∈[[s]]

T ⌊Ãε(m)⌋+hε(C|ε|f1) dµ
∣∣∣2 = 0,

which can be rewritten as

lim
M→+∞

E
m∈[−M,M ]t

w ∏
ε∈[[s]]

S⌊Ãε(m)⌋+hε(C|ε|F1) d(µ× µ) = 0,

where S = T × T and F1 = f1 ⊗ f1. This is an average where the iterates are real polynomials and
using [17, Lemma 4.3], we can prove that this last relation holds, provided that |||Sh1F1|||s̃,T×T = 0, for
some positive integer s̃ that depends only on the polynomials Aε (which depend on the original Hardy
field functions a1, ..., ak). However, since |||F1|||s̃,T×T ≤ |||f1|||2s̃+1,T , we get that the statement holds if
the function f1 satisfies |||f1|||s̃+1,T = 0. This completes the proof of our claim.

From now on, we assume that either at least one of the functions wj is non-constant, or that ℓ ≥ 1
and we want to bound the quantity in (3.59). Writing Hi,R = hi,R ⊗ hi,R and S = T × T , we observe
that

E
1≤r≤R

∣∣∣w ∏
ε∈[[s]]

∏
0≤i≤ℓ

T ⌊Ãε,r(m)⌋+h′r,ε,m+⌊ψi(⌊u(r)⌋)⌋+h′′i,r+hε(C|ε|hi,R) dµ
∣∣∣2 =

E
1≤r≤R

w ∏
ε∈[[s]]

∏
0≤i≤ℓ

S⌊Ãε,r(m)⌋+h′r,ε,m+⌊ψi(⌊u(r)⌋)⌋+h′′i,r+hε(C|ε|Hi,R) d(µ× µ) ≤

∥∥ E
1≤r≤R

∏
ε∈[[s]]

∏
0≤i≤ℓ

S⌊Ãε,r(m)⌋+h′r,ε,m+⌊ψi(⌊u(r)⌋)⌋+h′′i,r+hε(C|ε|Hi,R)
∥∥
L2(µ×µ)
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due to the Cauchy-Schwarz inequality. Invoking14 Lemma 3.2.1, we have

∥∥ E
1≤r≤R

∏
ε∈[[s]]

∏
0≤i≤ℓ

S⌊Ãε,r(m)⌋+h′r,ε,m+⌊ψi(⌊u(r)⌋)⌋+h′′i,r+hε(C|ε|Hi,R)
∥∥
L2(µ×µ) ≪s,ℓ

sup
|cr,m,h|≤1

sup
∥Hi∥∞≤1

∥∥ E
1≤r≤R

cr,m,h

∏
ε∈[[s]]

∏
0≤i≤ℓ

S⌊Ãε,r(m)⌋+⌊ψi(⌊u(r)⌋)⌋+hε(C|ε|Hi)
∥∥
L2(µ×µ),

where H0 = f1 ⊗ f1 and h = (hε, ε ∈ [[s]]). Note that since both s, ℓ depend on the original Hardy
field functions a1, ..., ak, the implicit constant in the last bound depends only on a1, ..., ak (which we
omit from the subscripts).

Putting everything together, we get that

1

M
+

∑
h∈Y [[s]]

E
m∈[−M,M ]t

E
1≤r≤R

Bm,h(r) + oR(1)

≪ 1

M
+

∑
h∈Y [[s]]

E
m∈[−M,M ]t

sup
|cr,m,h|≤1

sup
∥Hi∥∞≤1

1≤i≤ℓ∥∥ E
1≤r≤R

cr,m,h

∏
ε∈[[s]]

∏
0≤i≤ℓ

S⌊Ãε,r(m)⌋+⌊ψi(⌊u(r)⌋)⌋+hε(C|ε|Hi)
∥∥1/2
L2(µ×µ) + oR(1).

Now, we choose functions H1,R, ...,Hℓ,R so that the above average (over R) is 1/R close to the supre-
mum. Then, we take the limit as R→ +∞ and apply Lemma 3.2.3 to deduce that the limsup of this
last quantity is bounded by Ou(1) times (which is, of course, Oa1,...,ak(1))∑

h∈Y [[s]]

E
m∈[−M,M ]t

lim sup
R→+∞

sup
|cr,m,h|≤1 ∥∥ E

1≤r≤R
cr,m,h

∏
ε∈[[s]]

∏
0≤i≤ℓ

S⌊Âε,r(m)⌋+⌊ψi(r)⌋+hε(C|ε|Hi,R)
∥∥1/2
L2(µ×µ),

where we define (recall (3.56))

Âε,r(m) :=
∑

1≤j≤k
pε,j(m)wj(r).

and H0,R = f1 ⊗ f1. Finally, we can combine the integer parts in the iterates of the above quantity
(using again Lemma 3.2.1 to remove the error terms). In conclusion, our original average is bounded
by O(1) times

1

M
+ E

m∈[−M,M ]t

(
lim sup
R→+∞

sup
|cr,m|≤1

∥∥ E
1≤r≤R

cr,m
∏
ε∈[[s]]

∏
0≤i≤ℓ

S⌊Âε,r(m)+ψi(r)⌋(C|ε|Hi,R)
∥∥1/2
L2(µ×µ)

)
≤

1

M
+
(

E
m∈[−M,M ]t

lim sup
R→+∞

sup
|cr,m|≤1

∥∥ E
1≤r≤R

cr,m
∏
ε∈[[s]]

∏
0≤i≤ℓ

S⌊Âε,r(m)+ψi(r)⌋(C|ε|Hi,R)
∥∥
L2(µ×µ)

)1/2
(3.61)

by the Cauchy-Schwarz inequality. Note that all implied asymptotic constants above did not depend
on either M or R.

14Note that all the error terms depending on r in the iterates take values on finite sets.
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3.7.8 Finishing the proof

We describe the final step here. Our main observation is that Âε,r(m) + ψi(r), when viewed as a
function of r, is a sum of sub-linear functions that dominate the function log r and monomials (possibly
of degree 0). Our goal is to use the bounds in Proposition 3.6.1 to deduce our result. However, it is not
immediately obvious that in our case a linear combination of functions of the above form dominates
the logarithmic function log r (the statement in general is false and a counterexample is given by the
pair (log2 r + log r, log2 r)). We shall establish that this is true for all m ∈ Zt outside of a negligible
set. We recall here that for every large enough r (large enough for wj(r) to be non-zero), the Âε,r(m)
are pairwise essentially distinct polynomials in the variable m and in addition satisfy

Âε,r(m) + Âεc,r(m) = Â1,r(m).

We will use the following lemma:

Lemma 3.7.3. Let p ∈ Rt(x) be a non-zero real polynomial of degree d. Then, the set of integer
solutions of the equation

p(m) = 0

in [−M,M ]t has Od(M
t−1) elements.

Proof. For t = 1 it is obvious, since the polynomial has at most d roots. Assume we have proven the
result for t− 1. We can write p(m) in the form

p(m1, ...,mt) = ad′(m1, ...,mt−1)m
d′
t + · · ·+ a1(m1, ...,mt−1)mt + a0(m1, ....,mt−1)

for some d′ ≤ d. At least one of the polynomials ai(m1, ...,mt−1) with 1 ≤ i ≤ d′ is not identically
zero and thus has at most Od,t(M

t−2) zeroes in [−M,M ]t−1. If (x1, ..., xt−1) is not one of these zeroes,
then p(x1, ..., xt−1,mt) is non-trivial as a polynomial in the variable mt. Therefore, it is satisfied by no
more than d values of mt. Summing over all tuples (m1, ...,mt−1) ∈ [−M,M ]t−1, we get the result.

Corollary 3.7.4. Let a1 ≪ ... ≪ ak be functions in H and let p1(m), ..., pk(m) ∈ Rt(x) be non-zero
linearly independent polynomials. Then, for all m ∈ Zt outside a set of density 0, we have that

p1(m)a1 + · · ·+ pk(m)ak ∼ ak. (3.62)

Proof. Let ak0 , ..., ak be the functions among the ai that have the same growth rate as ak. Then, for
k0 ≤ j ≤ k, we can write aj(t) = cjak(t) + bj(t), where cj ∈ R∗ and bj(t) ≺ ak(t). Then, the function
in (3.62) has the same growth rate as the function(

ck0pk0(m) + · · ·+ ckpk(m)
)
ak(t)

unless of course ck0pk0(m) + · · ·+ ckpk(m) = 0. However, the linear independence hypothesis implies
that this polynomial is non-zero, and thus the set of of m ∈ Zt for which this last relation holds has
density 0 in Zt by Lemma 3.7.3. The conclusion follows.

We use this corollary to prove the following:

Claim 7. For all m ∈ Zt outside a set Λ of density 0, we have that the functions (in the variable r)

Âε,r(m) + ψi(r) =
∑

1≤j≤k
pε,j(m)wj(r) + ψi(r)

are a sum of a sub-linear function and a real polynomial. In addition, we have that they either dominate
the function log r, or they are a constant function.
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Proof of the claim. We use Corollary 3.7.4 to find a set Λ ⊂ Zt of density zero, so that for m /∈ Λ, we
have that for any ε ∈ [[s]] and any subcollection J of the indices j ∈ {1, 2, ..., k}, we have that∑

j∈J
pε,j(m)wj(r) ∼ wmax(J)(r),

where wmax(J) denotes a function in the collection {wj , j ∈ J} that has maximal growth rate. We
show that this set Λ is sufficient for the statement of the claim to hold.

We split the wj into two sets: the set S1 consists of those functions that are monomials, while
S2 contains the rest (namely the sub-linear functions). Reordering, if necessary, we may assume that
S1 = {w1, ..., wk0} while S2 = {wk0+1, ..., wk}. We write

Âε,r(m) =

k0∑
j=1

pε,j(m)wj(r) +

k∑
j=k0+1

pε,j(m)wj(r). (3.63)

For a fixed m /∈ Λ, the first summand is a polynomial in the variable r (possibly constant), while
the second is a sub-linear function of r. Since the sub-linear functions wj with k0 + 1 ≤ j ≤ k

dominate some fractional power, we deduce that Âε,r(m) is either a constant function 15, or the sum
of a polynomial and a sub-linear function that dominates some fractional power, since

k∑
j=k0+1

pε,j(m)wj(r) ∼ wmax{k0+1,...,k}(r)

where wmax(S) for S ⊆ {1, ..., k} is defined above and this is a sub-linear (but not sub-fractional)
function.

In addition, if ψi(t) ̸= ψℓ(t) (recall that ψℓ(t) ≡ 0), we can use the same argument to show that

Âε,r(m) + ψi(r)

is a sum of a sub-linear function that dominates log r and a polynomial (we use the fact that ψi and
wj (for any j) have distinct growth rates, since the ψi is a sub-fractional function.)

Let Λ ⊂ Zt be the zero density set given by the above claim. Now, we isolate the iterate

S⌊Â1,r(m)+ψ0(t)⌋(C|1|H0) in (3.61) and we also assume that m /∈ Λ. The above proof implies that
the Hardy field function involved in this iterate is a sum of a sub-linear function (that dominates the
logarithm) and a polynomial. In order to apply the results of Section 3.6, we have to show that the
differences of this function with the rest of the functions in the iterates satisfies the same condition.
That is, for every (ε, i) ̸= (1, 0), we have to show that the function(

Â1,r(m) + ψ0(r)
)
−
(
Aε,r(m) + ψi(r)

)
is a sub-linear function plus a polynomial, or is bounded. Rewrite the above as

Âεc,r(m) + (ψ0(r)− ψi(r)).

If i ̸= 0, then we use the fact that ψ0 − ψi ≻ log t and the argument of the previous proof to
establish that (

Â1,r(m) + ψ0(r)
)
−
(
Âε,r(m) + ψi(r)

)
≻ log r

for all m outside a zero density set (which we attach to the set Λ) and that this function is the sum
of a polynomial and a sub-linear function.

If i = 0, then the above difference is equal to Âεc,r(m) which is either the sum of a polynomial and
a sub-linear function (that dominates log r), or a constant function of r. We use this characterization

15This is the case when pε,j(m) ≡ 0 for j ≥ k0 + 1 and the monomials wj are constant polynomials in the variable r.
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to split [[s]] into two subsets: A2 contains those ε ∈ [[s]], for which Âεc,r(m) satisfies the first condition,
while the set A1 contains the rest. Note that if ε ∈ A1, then the difference(

Â1,r(m) + ψ0(r)
)
−
(
Âε,r(m) + ψ0(r)

)
is a (non-constant) polynomial in the variable m and we denote it by cε(m). Thus, we can write(

Âε,r(m) + ψ0(r)
)
=
(
Â1,r(m) + ψ0(r)

)
− cε(m).

Note that the polynomials cε(m) are essentially distinct, since the Âε,r are essentially distinct.
In view of the above, we rewrite the quantity in (3.61) as

1

M
+
(

E
m∈[−M,M ]t

lim sup
R→+∞

sup
|cr,m|≤1

∥∥ E
1≤r≤R

cr,m
∏
ε∈A1

S⌊Â1,r(m)+ψ0(r)−cε(m)⌋(C|ε|H0)

∏
ε∈A2

S⌊Âε,r(m)+ψ0(r)⌋(C|ε|H0)
∏

1≤i≤ℓ

∏
ε∈[[s]]

S⌊Âε,r(m)+ψi(r)⌋(C|ε|Hi,R)
∥∥
L2(µ×µ)

)1/2
. (3.64)

Note that ⌊
Â1,r(m) + ψ0(r)− cε(m)

⌋
=
⌊
Â1,r(m) + ψ0(r)

⌋
+
⌊
−cε(m)

⌋
+ hε,r,m,

where hε,r,m ∈ {0,±1}. Thus, we rewrite (3.64) as

1

M
+
(

E
m∈[−M,M ]t

lim sup
R→+∞

sup
|cr,m|≤1

∥∥ E
1≤r≤R

cr,m S⌊Â1,r(m)+ψ0(r)⌋(
∏
ε∈A1

C|ε|S⌊−cε(m)⌋+hε,r,mH0)

∏
ε∈A2

S⌊Âε,r(m)+ψ0(r)⌋(C|ε|H0)
∏

1≤i≤ℓ

∏
ε∈[[s]]

S⌊Âε,r(m)+ψi(r)⌋(C|ε|Hi,R)
∥∥
L2(µ×µ)

)1/2
. (3.65)

Since hε,r,m take values in {0,±1}, we can use the argument in Lemma 3.2.1 to deduce that∥∥ E
1≤r≤R

cr,m S⌊Â1,r(m)+ψ0(r)⌋(
∏
ε∈A1

C|ε|S⌊−cε(m)⌋+hε,r,mH0)

∏
ε∈A2

S⌊Âε,r(m)+ψ0(r)⌋(C|ε|H0)
∏

1≤i≤ℓ

∏
ε∈[[s]]

S⌊Âε,r(m)+ψi(r)⌋(C|ε|Hi,R)
∥∥
L2(µ×µ) ≤∑

hε,m∈{0,±1}
ε∈A1

sup
|c′r,m|≤1

∥∥ E
1≤r≤R

c′r,m S⌊Â1,r(m)+ψ0(r)⌋(
∏
ε∈A1

C|ε|S⌊−cε(m)⌋+hε,mH0)

∏
ε∈A2

S⌊Âε,r(m)+ψ0(r)⌋(C|ε|H0)
∏

1≤i≤ℓ

∏
ε∈[[s]]

S⌊Âε,r(m)+ψi(r)⌋(C|ε|Hi,R)
∥∥
L2(µ×µ).

Thus, our problem reduces to showing that

1

M
+
(

E
m∈[−M,M ]t

lim sup
R→+∞

sup
|cr,m|≤1

∥∥ E
1≤r≤R

cr,m S⌊Â1,r(m)+ψ0(r)⌋(
∏
ε∈A1

C|ε|S⌊−cε(m)⌋+hε,mH0)

∏
ε∈A2

S⌊Âε,r(m)+ψ0(r)⌋(C|ε|H0)
∏

1≤i≤ℓ

∏
ε∈[[s]]

S⌊Âε,r(m)+ψi(r)⌋(C|ε|Hi,R)
∥∥
L2(µ×µ)

)1/2
(3.66)

goes to 0 as M → +∞ (that is, our error terms in the iterates do not depend on r now).
In order to be able to apply Proposition 3.6.1, we need to check that the degree, type and size (as

defined in the beginning of Section 3.6) of the given collection of functions in the iterates is constant,
as m ranges over Zt, so that we can use bounds that are uniform in the variable m. Recall (3.63):
the ”polynomial component” of Âε,r(m) + ψi(r) is

k0∑
j=1

pε,j(m)wj(r),
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where the functions wj(r) are polynomials. The argument is as follows: for any two real polynomials
p1(m) and p2(m) we must have that they are either equal for all m, or the set of integer solutions
of p1(m) = p2(m) has density zero. Comparing coefficients, it is straightforward to see that outside
a set Λ′ of density zero, the degree, type and size of the collection of functions in the iterates in
(3.66) is independent of m for any m /∈ Λ (and they all depend only on the initial Hardy field
functions a1, ..., ak). In addition, the elements of the leading vector of this collection are polynomials
in m (we are not concerned with their actual form here). Therefore, we write the leading vector as
(u1(m), ..., us0(m)), where s0 ≤ s is the size of the given collection of functions, which does not depend
on m outside our ”negligible” set. Furthermore, for m outside a set of density zero (which we attach
to the set Λ′), we have that all the numbers u1(m), ..., us0(m) are non-zero, and thus we can now
apply Proposition 3.6.1 for all m outside a negligible subset of Zt.

Write hm := (hε,m, ε ∈ A1) and

Fm,hm :=
∏
ε∈A1

C|ε|S⌊−cε(m)⌋+hε,mH0.

Now, for any m /∈ Λ ∪ Λ′ we apply Proposition 3.6.1 (note we can have at most 2s(ℓ + 1) different
Hardy field functions in the iterates) to deduce that there exist positive integers t′, s′, a finite set Ỹ
and polynomials p′ε,j , where ε ∈ [[s′]] and 1 ≤ j ≤ s0 (which depend only on the original functions
a1, ..., ak), such that

lim sup
R→+∞

sup
|cr,m|≤1

∥∥ E
1≤r≤R

cr,m S⌊Â1,r(m)+ψ0(r)⌋(
∏
ε∈A1

C|ε|S⌊−cε(m)⌋+hε,mH0)

∏
ε∈A2

S⌊Âε,r(m)+ψ0(r)⌋(C|ε|H0)
∏

1≤i≤ℓ

∏
ε∈[[s]]

S⌊Âε,r(m)+ψi(r)⌋(C|ε|Hi,R)
∥∥2t′
L2(µ×µ) ≪a1,...,ak

1

M
+

∑
h∈Ỹ [[s′]]

E
m′∈[−M,M ]t′

|||
∏

ε′∈[[s′]]

S⌊Aε′ (m
′,m)⌋+hε′Fm,hm |||2s+1(ℓ+1),S .

Here, we have defined

Aε′(m
′,m) =

s0∑
j=1

p′ε,j(m
′)uj(m).

Therefore, since the set Λ∪Λ′ has density zero, we use the Hölder inequality to get that the quantity
in (3.66) is ≪a1,...,ak

E
m∈[−M,M ]t

( ∑
h∈Ỹ [[s′]]

E
m′∈[−M,M ]t

′
|||
∏

ε′∈[[s′]]

S⌊Aε′ (m
′,m)⌋+hε′Fm,hm |||1/2

t′

2s+1(ℓ+1),S

)1/2
+ oM (1).

Now, we take the limit as M → +∞ and use the power mean inequality to bound the lim sup of
the above quantity by Oa1,...,ak(1) times a power of

lim sup
M→+∞

∑
h∈Ỹ [[s′]]

E
m′∈[−M,M ]t′

E
m∈[−M,M ]t

|||
∏

ε′∈[[s′]]

S⌊Aε′ (m
′,m)⌋+hε′Fm,hm |||2s+1(ℓ+1),S .

Our result will follow if we show that for any integers hε′ we have

lim sup
M→+∞

E
m′∈[−M,M ]t

′
E

m∈[−M,M ]t
|||
∏

ε′∈[[s′]]

S⌊Aε′ (m
′,m)⌋+hε′Fm,hm |||2s+1(ℓ+1),S = 0.

We substitute Fm,hm to rewrite this limit as

lim sup
M→+∞

E
m′∈[−M,M ]t′

E
m∈[−M,M ]t

|||
∏

ε′∈[[s′]]

S⌊Aε′ (m
′,m)⌋+hε′( ∏

ε∈A1

C|ε|T ⌊−cε(m)⌋+hε,mH0

)
|||2s+1(ℓ+1),S =

lim sup
M→+∞

E
m′∈[−M,M ]t′

E
m∈[−M,M ]t

|||
∏

ε′∈[[s′]]

∏
ε∈A1

S⌊Aε′ (m
′,m)⌋+hε′+⌊−cε(m)⌋+hε,m(C|ε|H0

)
|||2s+1(ℓ+1),S . (3.67)
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For a fixed m outside all the negligible sets defined above, the polynomials Aε′(m
′,m) are pairwise

essentially distinct, as polynomials in m′. Therefore, they are also essentially distinct as polynomials
in (m′,m). In addition, we have also established that the polynomials cε(m) are non-constant and
essentially distinct. Therefore, it is easy to check that the polynomials Aε′(m

′,m)−cε(m) are pairwise
essentially distinct.

We combine the integer parts in the iterates in (3.67) (correcting with some error terms with values
in {0,±1}). Expanding the seminorm in (3.67), we arrive at an iterated limit of polynomial averages.
We also use Lemma 3.2.1 to remove the error terms in the iterates. Using16 [17, Lemma 4.3], we
deduce that the limit in (3.67) is zero under the assumption that |||H0|||q,T×T = 0 for some positive
integer q. Since

|||H0|||q,T×T = |||f1 ⊗ f1|||q,T×T ≤ |||f1|||2q+1,T ,

we deduce that the desired limit is zero if we assume that |||f1|||q+1,T = 0. The result follows.
Now that we have established Theorem 1.1.2, we can finish the proof of Theorem 1.1.1.

Proof of Theorem 1.1.1. Note that every 1-good function dominates the logarithmic function log t.
Therefore, if the functions a1, ..., ak are such that every non-trivial linear combination of them stays
logarithmically away from rational polynomials, then the hypotheses of Theorem 1.1.2 are satisfied,
which means that the sequences ⌊a1(n)⌋, ..., ⌊ak(n)⌋ are good for seminorm estimates. Therefore, due
to Theorem H we only need to prove that they are good for equidistribution. This, however, follows
from the equidistribution results in [5] (i.e. Theorem E) and has been established in [17, Proposition
6.3].

16This lemma was proven for a specific Følner sequence (namely [N ]k), but the same argument extends to the general
case. See also [38] for a more detailed proof in the case of integer polynomials.
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Chapter 4

Pointwise convergence in nilmanifolds

4.1 Preparations for the proof

In this section, we provide a specific example, which illustrates the central ideas of the proof of
Theorem 1.2.2 and skips most of the technical details.

In addition, we will collect some lemmas and make some reductions, which will be useful when we
delve into the proof of Theorems 1.2.1 and 1.2.2 in the following sections.

First of all, we present a lemma, which appears in [12, Lemma 3.3] and follows from a simplified
version of the arguments of Lemma 3.2.2. We will use this lemma to reduce our problem of studying
the long averages over an interval [1, N ] (like those appearing in Theorem 1.2.2) to averages in short
intervals. Its proof is elementary and so we omit it.

Lemma 4.1.1. Let (a(n))n∈N be a bounded sequence of complex numbers. Assume that

lim
N→+∞

E
N≤n≤N+L(N)

a(n) = α

for some positive function L(t) with 1 ≺ L(t) ≺ t. Then, we also have

lim
N→+∞

E
1≤n≤N

a(n) = α.

4.1.1 An example of convergence

Assume X = G/Γ is a nilmanifold with G connected and simply connected. We will show that the
averages

E
1≤n≤N

f(bn
3/2

1 x) · g(bn logn
2 x)

converge for any x ∈ X, where b1, b2 ∈ G.
Using Lemma 4.1.1, it suffices to show that the averages

E
N≤n≤N+L(N)

f(bn
3/2

1 x) · g(bn logn
2 x)

converge, for some sub-linear function L(t). Passing to the nilmanifold X×X, we see that our problem
reduces to showing that the averages

E
N≤n≤N+L(N)

F (bn
3/2

1 bn logn
2 x)

converge for any nilmanifold X = G/Γ, commuting elements1 b1, b2 ∈ G and function F ∈ C(X). Due
to density, we can actually pick F ∈ Lip(X). We provide more details for this deduction in the next
section (after Proposition 4.2.1).

1When we pass to the product X×X, we have to study the actions of the elements (b1, eG) and (eG, b2), which clearly
commute.
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Let X ′ denote the subnilmanifold bR1 b
R
2Γ of X. By Lemma 2.3.2, this set is indeed a subnilmanifold

ofX and has a representation asH/∆, withH connected, simply connected and containing all elements

bs1 and bs2 for any s ∈ R. In this example, we will also assume that X ′ = bZ1 b
Z
2Γ. In the main proof, we

will use Lemma 2.3.3 to reduce the general case of the theorem to this one.
Using the Taylor expansion around the point N , we can write

(N + h)3/2 = N3/2 +
3

2
hN1/2 +

3h2

8N1/2
− h3

16N3/2
+

3h4

128ξ
5/2
h

, for some ξh ∈ [N,N + h]

for every 0 ≤ h ≤ L(N). If we choose L(t) to satisfy

t1/2 ≺ L(t) ≺ t5/8

then the last term in the above expansion is smaller than oN (1), while the second to last term is
unbounded. Similarly, we can write

(N + h) log(N + h) = N logN + h(logN + 1) +
h2

2N
− h3

6ψ2
h

, for some ψh ∈ [N,N + h].

If we choose again L(t) to satisfy
t1/2 ≺ L(t) ≺ t2/3,

we can show that the last term is oN (1), while the h
2 term is unbounded. For instance, we can choose

L(t) = t3/5 and both growth conditions that we imposed will be satisfied.
Since the function F is continuous, we can disregard the highest order terms in the above expansion

since they are both oN (1). Our problem reduces to showing that the averages

E
0≤h≤L(N)

F (b
N3/2+ 3

2
hN1/2+ 3h2

8N1/2
− h3

16N3/2

1 b
N logN+h(logN+1)+ h2

2N
2 x)

converge. For the sake of simplicity, we will show that the averages

E
0≤h≤L(N)

F (b
h3

N3/2

1 b
h2

N
2 x)

converge, since both of these statements follow from the same arguments. For convenience, we will
also assume that x = Γ.

Let δ > 0. We consider the finite sequence

(v(h)Γ)0≤h≤L(N) =
(
b

h3

N3/2

1 b
h2

N
2 Γ

)
0≤h≤L(N)

and we show that, if N is large enough, then it is δ-equidistributed on the subnilmanifold X ′ = bR1 b
R
2Γ

of X. It is apparent that v(n)Γ is a polynomial sequence in X ′. We consider the horizontal torus Z
of X ′, which is isomorphic to some Td (d ∈ N) and we also let π denote the projection map from X ′

to Z. If the given sequence is not δ-equidistributed (for a fixed value of N), we can invoke Theorem
J to find a positive constant M = M(X ′, δ) and a non-trivial horizontal character χN of modulus at
most M and such that ∥∥χN (π(v(h)Γ))∥∥C∞[L(N)]

≤M.

Suppose χN descends to the character

(t1, ..., td) → e(k1,N t1 + · · ·+ kd,N td)

on Td, where k1,N , ..., kd,N are integers. The fact that the modulus is bounded by M implies that

|k1,N |+ · · ·+ |kd,N | ≤M.
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Let us also write π(b1Γ) = (x1, ..., xd) and π(b2Γ) = (y1, ..., yd). Then, the last inequality implies that

∥∥e( h3

N3/2

d∑
i=1

ki,Nxi +
h2

N

d∑
i=1

ki,Nyi
)∥∥
C∞[L(N)]

≤M. (4.1)

Assume there are infinitely many N for which this holds. Since there are only finitely many
possible choices for the numbers k1,N , ..., kd,N above, we conclude that there exists a character χ such
that ∥χ(π(a(h))Γ)∥C∞[L(N)] ≤ M holds for infinitely many N ∈ N. Then, we rewrite (4.1) (ki are
some integers independent of N) as

∥∥e( h3

N3/2

d∑
i=1

kixi +
h2

N

d∑
i=1

kiyi
)∥∥
C∞[L(N)]

≤M,

and this inequality holds for infinitely many N .
The definition of the C∞[L(N)] norms implies that we have the relations

L(N)3
∥∥∑d

i=1 kixi

N3/2

∥∥
T ≤M

and

L(N)2
∥∥∑d

i=1 kiyi
N

∥∥
T ≤M.

for infinitely many N . Due to our choice of the function L(N), these relations fail for N sufficiently
large unless

d∑
i=1

kixi ∈ Z and

d∑
i=1

kiyi ∈ Z.

This implies that χ ◦ π(b1Γ) = χ ◦ π(b2Γ) = 0 and, consequently, we must also have χ ◦ π(bm1 bn2Γ) = 0

for any m,n ∈ Z. Since elements of this form are dense in bR1 b
R
2Γ by our initial hypothesis, we get that

χ must be the trivial character, which is a contradiction.
In conclusion, we have established that the sequence (v(h)Γ)0≤h≤L(N) is δ-equidistributed for large

enough N on X ′ = bR1 b
R
2Γ. The result now follows by sending δ → 0. We also notice that the limit of

the averages is
r
X′ F dmX′ .

Remark. We describe briefly here why we have to use the tε term in (1.10) instead of the conjectured
optimal term log t. Assuming we had the functions log2 t and t log t in this example, then for any choice
of the sub-linear function L(t) that would give a good polynomial approximation for the function t log t,
we would have

max
0≤h≤L(N)

| log2(N + h)− log2N | = oN (1),

which suggests that the sequence log2 n is essentially constant in the small intervals [N,N + L(N)].
If we proceed exactly as in the above argument, the best we can actually show is that∣∣ E

N≤n≤N+L(N)
F (blog

2 n
1 bn logn

2 Γ)−
w

Y2

F (blog
2N

1 y) dmY2(y)
∣∣ ≤ δ

∥∥∥F (blog2N1 ·)
∥∥∥
Lip(Y2)

for large enough N , where Y2 = bR2Γ and F (blog
2N

1 ·) denotes the function y → F (blog
2N

1 y) defined
on the nilmanifold Y2. However, the Lipschitz norm above is of the order log2N ∥F∥Lip(X), which
diverges as N → +∞, so this bound cannot be useful for any purposes.

Another approach would be to utilize the fact that the parameter M in Theorem J is of the form
δ−O(1), namely we have bounds that are polynomial in δ. Thus, one could allow the parameter δ to

vary with N . For instance, establishing a bound of the form (logN)−(2+ε)
∥∥∥F (blog2N1 ·)

∥∥∥
Lip(Y2)

in place

of the term δ
∥∥∥F (blog2N1 ·)

∥∥∥
Lip(Y2)

2 (namely, showing that our sequence is (logN)−(2+ε)-equidistributed)

2It would actually suffice to obtain this statement for almost all N ∈ N in the sense of natural density.
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on the right-hand side of the above equation leads to a solution to the more general problem. However,

any bound of this type is incorrect in general. Indeed, assume that the horizontal torus of bR2Γ was T2

and also let (b2,1, b2,2) ∈ T2 denote the image of the element b2Γ under the projection map. Following
the same approximations as the ones in the example, we would like to show that the finite polynomial

sequence b
h2/N
2 Γ, where 0 ≤ h ≤ L(N), is (logN)−(2+ε)-equidistributed for almost all N ∈ N and for

some suitable sub-linear function L(t) satisfying only L(t) ≻ t1/2. Then, an application of Theorem J
implies that if this assertion does not hold, then there exists a positive constant C and a horizontal
character χ of modulus at most logC N , such that∥∥∥χ(bh2/N2 Γ)

∥∥∥
C∞(L(N))

≤ logC N.

Equivalently, there exist integers k1, k2 with |k1|+ |k2| ≤ logC N such that

L2(N)
∥∥k1b2,1 + k2b2,2

N

∥∥
T ≤ logC N.

Thus, we would get a contradiction if we showed that

min
|k1|,|k2|≤logC N

|k1b2,1 + k2b2,2| ≥
N logC N

L2(N)

holds for N in a set of density 1. However, we note that bounds like the above depend on the
diophantine properties of the numbers b2,1, b2,2. Indeed, let us suppose that α =

b2,1
b2,2

≤ 1. If we divide

by b2,2, the last inequality can be rewritten as

min
|k1|,|k2|≤logC N

∣∣k1α+ k2
∣∣ ≥ N logC N

|b2,2|L2(N)
.

For a fixed choice of k1, the absolute value is minimized by picking k2 to be the nearest integer to
−k1α. Thus, we would need to show that

min
|k1|≤logC N

∥∥k1α∥∥T ≥ N logC N

|b2,2|L2(N)

and we can find b2,1, b2,2 ∈ (0, 1) for which this inequality fails for all N in a set of positive upper
density. A simpler example that avoids the complicated function on the right-hand side of the last
equation is to show that we can find α ∈ (0, 1) for which the inequality min|k|≤N ∥kα∥T ≥ 2−n

fails for all N ∈ N in a set of upper density 1. Indeed, we can construct an α ∈ (0, 1) such that
lim inf
n→+∞

22
n ∥nα∥T = 0. Thus, there is a sequence qn such that ∥qna∥T ≤ 2−2qn which implies that

min|k|≤N ∥kα∥T ≤ 2−2qn ≤ 2N for every N with qn ≤ N ≤ 2qn . Thus, the set of N for which the above
inequality fails has upper density 1.

4.1.2 Decomposing Hardy field functions

In this section, we will prove a decomposition lemma that is similar to 3.7.1 but which is more suitable
for the problem at hand. We consider a Hardy field H that contains the polynomials and let a be a
function in H. We partition H into equivalence classes by the relation f ∼ g, which is equivalent to
saying that the limit of f(t)/g(t) as t → +∞ is a non-zero real number. In simple terms, f, g are in
the same equivalence class if and only if they have the same growth rate. We put the zero function in
its own equivalence class.

We will define the strongly non-polynomial growth rate of a function a ∈ H as follows:
i) If a is a strongly non-polynomial function, we define it to be the equivalence class of a.
ii) If a is not strongly non-polynomial, then it can be written in the form p(t) + x(t), where p(t) is
a polynomial and x(t) is a strongly non-polynomial function (or the zero function) with x(t) ≺ p(t).
Observe that x(t) is a function in H, since our Hardy field contains the polynomials. We define the
strongly non-polynomial growth rate of a as the equivalence class of the function x ∈ H.
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The strongly non-polynomial growth rate is defined for any function a ∈ H. It is well defined,
in the following sense: consider a function a ∈ H like in case ii) above, which has two different
representations as p1(t) + x1(t) and p2(t) + x2(t), where p1, p2 are polynomials, x1, x2 are strongly
non-polynomial and x1(t) ≺ p1(t) and x2(t) ≺ p2(t). Then, we must have x1(t) ∼ x2(t). An example
where such distinct representations may exist is the function a(t) = t2 + t + t3/2. We can choose
p1(t) = t2, x1(t) = t3/2 + t and p2(t) = t2 + t, x2(t) = t3/2. While x1 ̸= x2, these two functions have
the same growth rate.

A simple observation is that, if a function a ∈ H is written in the form p(t) + x(t), where p is
polynomial and x is strongly non-polynomial, then the functions a and x have the same strongly
non-polynomial growth rate (one could alternatively use this remark to present another equivalent
definition of the strongly non-polynomial growth rate).

Finally, we will also say that a ∈ H has trivial growth rate, if lim
t→+∞

a(t) = 0. Recall that we also

included these functions when we defined the strongly non-polynomial functions.
Now that we are have finished presenting the new terminology, we prove the following lemma.

Lemma 4.1.2. Let H be a Hardy field that contains the polynomials and let a1, ..., ak ∈ H be arbitrary
functions. Then, the set L(a1, ..., ak) of non-trivial linear combinations has a basis (g1, ..., gm, h1, ..., hℓ),
where m, ℓ are non-negative integers, such that the functions h1, ..., hℓ have the form pi(t)+ot(1), where
pi is a real polynomial for every 1 ≤ i ≤ ℓ and g1, ..., gm have distinct and non-trivial strongly non-
polynomial growth rates.

Proof. We can restrict our attention to the case that the functions a1, ..., ak are linearly independent
(otherwise, we pass to a maximal subset of these functions whose elements are linearly independent).
We induct on k. For k = 1, we have nothing to prove. Assume the claim holds for all integers smaller
than k. All functions considered below are implicitly assumed to belong to H.

We may write each of the functions a1, .., ak in the form pi(t) + xi(t) where pi are real polyno-
mials and xi(t) are strongly non-polynomial functions (either one of the functions pi, xi may also be
identically zero). After reordering, we may assume that

x1(t) ≫ x2(t) ≫ · · · ≫ xk(t).

Now, we define the number l ∈ {0, 1, ..., k} to be the smallest natural number, for which all functions
xl+1(t), xl+2(t) and so on have limit zero (as t→ +∞). If none of the xi have limits going to 0, then
we just set ℓ = k.

We consider two cases.
i) If the functions x1, ..., xl have distinct growth rates, then we are done. In this case, the functions gj
appearing in the statement are the functions pi(t) + xi(t) for 1 ≤ i ≤ l, while the role of the functions
hj is performed by the functions pi(t) + xi(t) for i > l (observe that for i > l, we have that xi(t) have
trivial growth rate due to the definition of l). The strongly non-polynomial growth rates of the former
set of functions are equal to the growth rates of the functions x1, .., xl, which are pairwise distinct.
ii) Assume now two of the functions among x1, ..., xl have the same growth rate. In particular, let k0
be the smallest integer such that xk0 ∼ xk0+1 (obviously k0 < l) and let r ≥ 1 be the largest integer
such that

xk0 ∼ xk0+1 ∼ · · · ∼ xk0+r.

For k0 + 1 ≤ i ≤ k0 + r, we can write xi(t) = xk0(t) + yi(t), where yi(t) ≺ xi(t). Using this, we can
write ak0(t) = pk0(t) + xk0(t) and

ai(t) = (pk0(t) + xk0(t)) + (pi(t)− pk0(t) + yi(t)), for k0 + 1 ≤ i ≤ k0 + r.

Now we apply the induction hypothesis on the collection of functions

{pk0+1(t)− pk0(t) + yk0+1(t), ..., pk0+r(t)− pk0(t) + yk0+r(t),

pk0+r+1(t) + xk0+r+1(t), ..., pk(t) + xk(t)}.

This gives a basis (g1, ..., gm, u1, ..., uℓ) for this set of functions, with the properties outlined in the
statement. We add the functions p1(t)+x1(t), .., pk0(t)+xk0(t) to the functions g1, ..., gm and add the
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functions3 pi(t) + xi(t), l < i ≤ k, to the collection u1, ..., uℓ. In this way, we construct a basis for the
original collection a1, ..., ak with the asserted properties (if the functions that we have constructed are
not linearly independent, then we can just pass to a subset of these functions that will form a basis).
Indeed, we only have to check that the functions

p1(t) + x1(t), ..., pk0(t) + xk0(t), g1(t), ..., gm(t)

have distinct strongly non-polynomial growth rates. This follows by noting that the strongly non-
polynomial growth rates of the functions g1, ..., gm cannot be larger than the growth rates of the
functions yi, which all grow strictly slower than xk0 . Thus, the function pk0(t) + xk0(t) has bigger
strongly non-polynomial growth rate than all of the functions g1, ..., gm. Furthermore, the strongly
non-polynomial growth rate of the function pi(t) + xi(t) (1 ≤ i ≤ k0) is the same as xi(t), and these
are all pairwise distinct by the definition of k0. The claim follows.

Remark. i) Note that we do not require that the functions a1, ..., ak have polynomial growth in the
above lemma.
ii) A very simple example that illustrates the above decomposition is the following: assume that we
have the functions a1(t) = t2+ t3/2, a2(t) = t3/2, a3(t) = 2t3/2+ t2 and a4(t) = t3/2+ t log t+ t3. These
four functions are clearly linearly dependent. The above lemma provides the basis (g1, g2, h1), where
g1(t) = t3/2, g2(t) = t log t + t3 and h1(t) = t2. The main property (which will be important in the
proof of Theorem 1.2.2) is that the functions g1, g2 have distinct strongly non-polynomial growth rates
(t3/2, t log t respectively), even though g2 grows like t3 (i.e a polynomial).

4.1.3 Simplifying the assumptions on the nilpotent group

Reduction to connected-simply connected Lie groups

Let G be a k-step nilpotent Lie group and let Γ be a uniform subgroup of G. Then, the space X = G/Γ
is called a k-step nilmanifold. The space X may have several representations of the form G/Γ (with
possible variance in the degree of nilpotency). Let G◦ be the connected component of eG in G. If we
assume that G/G◦ is finitely generated4, then, by passing to the universal cover G̃ of G, it can be
shown that X has a representation G̃/Γ̃ where now the underlying group G̃ is simply connected. In
addition, we can argue as in [39, Section 1.11] to deduce that X can be embedded as a subnilmanifold
in some nilmanifold G′/Γ′, where G′ is a connected and simply connected nilpotent Lie group and every
translation on X has a representation in X ′ = G′/Γ′. This means that for any x ∈ X, b1, . . . bk ∈ G
and continuous function F : X → C, we can find x′ ∈ X ′, b′1, . . . , b

′
k ∈ G′ and F ′ : X ′ → C, such that

F (bn1
1 . . . bnk

k x) = F ′((b′1)
n1 . . . (b′k)

nkx) for all n1, . . . , nk ∈ Z.

Change of base point

For every b ∈ G, we have that the sequence bnΓ is equidistributed in the set {bnΓ: n ∈ Z}. Therefore,
if g is any other element in G, we have that the sequence bngΓ is equidistributed in the nilmanifold
g{(g−1bg)nΓ, n ∈ N}. This follows by noting that bng = g(g−1bg)n. An analogous relation holds for
the elements of the set (bsg)s∈R, which we define below. This trick, which is called the change of base
point trick, can be used when we want to show that some sequence v(n)x is equidistributed (on some
specific nilmanifold depending on x) in order to change the base point x to Γ.

4.1.4 Removing the integer parts

In this part, we will establish a lemma that practically implies that part a) of Theorem 1.2.2 follows
from part b) of the same theorem. The fact that part a) of Theorem 1.2.1 follows from part b) of
the same theorem is precisely the statement of [12, Lemma 5.1], which is proven using very similar

3Recall that xi(t) goes to 0 for l < i ≤ k.
4Without loss of generality we can assume that in our setting, because our results deal with the action of G on finitely

many elements of X.
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arguments to the proof of Lemma 4.1.3 below. If a collection of sequences of real numbers has the
property that the averages

E
1≤n≤N

f1(b
a1(n)
1 x1) · ... · fk(b

ak(n)
k xk) (4.2)

converge for all nilmanifolds Xi = Gi/Γi, elements bi ∈ Gi, points xi ∈ Xi and continuous functions

fi defined on Xi, we will say that this collection is pointwise good for nilsystems. The notation b
ai(n)
i

makes sense here due to the connectedness assumptions we have imposed on the Lie groups Gi.

Lemma 4.1.3. Let a1(n), ..., ak(n) be sequences of real numbers that satisfy the following:
a) The collection a1(n), ..., ak(n) is pointwise good for nilsystems.
b) For every 1 ≤ i ≤ k, we have that the sequence (ai(n)Z)n∈N satisfies one of the following:

1. It is equidistributed on T.

2. It converges to some c = c(i) ∈ T different from 0.

3. It converges to 0 and the sequence {ai(n)} − 1
2 has a constant sign eventually.

Then, the sequences ⌊a1(n)⌋, ..., ⌊ak(n)⌋ are pointwise good for nilsystems.

Remark. The number 1
2 in the third condition is arbitrary since we could have used any number

α ∈ (0, 1). We primarily use this condition in the following manner: suppose we have a function f(t),
which converges monotonically to some k ∈ Z as t→ +∞. Then, we clearly have ∥f(t)∥T → 0 and we
also observe that the sequence {f(n)} does not not oscillate between intervals of the form [0, ε] and
[1 − ε, 1) (due to the monotonicity assumption). Thus, the sequence {f(n)} − 1

2 will indeed have a
constant sign (positive if f increases to k and negative otherwise).

Proof. Let Xi = Gi/Γi be nilmanifolds with Gi connected and simply connected and bi ∈ Gi. Let
f1, ..., fk be continuous functions defined on X1, ..., Xk respectively. Under the hypotheses of the
lemma on the sequences a1(n), ..., ak(n), we want to show that the averages

E
1≤n≤N

f1(b
⌊a1(n)⌋
1 x1) · ... · fk(b

⌊ak(n)⌋
k xk) (4.3)

converge for any choice of the xi ∈ Xi.
Fix some i ∈ {1, 2, ..., k}. If the sequence ai(n) satisfies the second condition, namely that ai(n)Z

converges to cZ (c ̸= 0), then, for n sufficiently large, we have

⌊ai(n)⌋ = ai(n)− {c}+ on(1).

This implies that b
⌊ai(n)⌋
i = b

−{c}
i b

ai(n)+on(1)
i . Since the function fi is continuous, we can disregard the

contribution of the on(1) term, while the b
−{c}
i term can be absorbed by the xi. Therefore, we notice

that in this case, we can remove the integer part for the sequence ai(n). An entirely similar argument
demonstrates that the same holds if ai(n) satisfies the third condition.

In order to complete the proof, we will consider below the case that each of the sequences ai(n)Z
is equidistributed on T for convenience (namely, they all satisfy the first condition). Since we can
easily remove the integer parts for those sequences that satisfy the second or third condition as we
did above, the argument below easily adapts to the general setting with some changes in notation.

We rewrite the averages in (4.3) as

E
1≤n≤N

k∏
i=1

fi(b
−{ai(n)}
i b

ai(n)
i xi) = E

1≤n≤N

k∏
i=1

f̃i(ai(n)Z, b
ai(n)
i xi)

where f̃i : T×Xi → C is the function defined by the relation

f̃i(sZ, gx) = fi(b
−{s}
i gx).
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Let vi(n) be the sequence (ai(n)Z, b
ai(n)
i xi). By our hypothesis, for any continuous functions f ′i on

X̃i = T×Xi, the averages of
∏k
i=1 f

′
i(vi(n)) converge. However, note that the functions f̃i that we are

dealing with may have discontinuities when s becomes close to an integer. Our goal is to approximate
each f̃i by a continuous function and then use the above observation.

Let ε > 0. For every 1 ≤ i ≤ k, we define a continuous function fi,ε that agrees everywhere with

f̃i on [ε, 1− ε]×Xi and such that fi,ε is bounded uniformly by 2
∥∥∥f̃i∥∥∥

∞
. Observe that

∣∣ E
1≤n≤N

f̃i(vi(n))− E
1≤n≤N

fi,ε(vi(n))
∣∣ = 1

N

∣∣ ∑
1≤n≤N

ai(n)/∈[ε,1−ε]

(
f̃i(vi(n))− fi,ε(vi(n))

)∣∣≪
ε
∥∥∥f̃i∥∥∥

∞
+ oN (1) (4.4)

where the last bound follows from the triangle inequality and the fact that ai(n) is equidistributed
(mod 1), which indicates that the set {n ∈ N: ai(n) /∈ [ε, 1− ε]} has asymptotic density 2ε.

Combining (4.4) with a simple telescoping argument, we deduce that

lim sup
N→+∞

∣∣ E
1≤n≤N

k∏
i=1

f̃i(vi(n))− E
1≤n≤N

k∏
i=1

fi,ε(vi(n))
∣∣≪ kε

k∏
i=1

∥∥∥f̃i∥∥∥
∞
.

Since the averages E
1≤n≤N

∏k
i=1 fi,ε(v(n)) converge as N → ∞ by our hypothesis (the functions involved

here are continuous), we infer that the averages

E
1≤n≤N

k∏
i=1

f̃i(vi(n))

form a Cauchy sequence and, therefore, converge. The conclusion follows.

Using the previous lemma, we can establish that the first part of Theorem 1.2.2 follows from the
second part. We postpone this until the next section, where we also prove the second part of Theorem
1.2.2.

4.2 Proofs of the pointwise convergence results

The main tool we are going to utilize in our proof is the quantitative Green-Tao theorem on polynomial
orbits (Theorem J). A technical obstruction in our proof is that among the functions a1, ..., ak in
the statement of Theorem 1.2.2, we must separate the polynomial functions from the strongly non-
polynomial ones. We will accomplish this using Lemma 4.1.2.

First of all, we show that the first part of Theorem 1.2.2 follows from the second part. This is
accomplished by using Lemma 4.1.3. We remark again that in part i), there are no connectedness
assumptions made on the groups Gi. Nonetheless, our reductions allow us to consider only the case
that the Lie groups Gi are connected and simply connected. We implicitly work under this assumption
in the proof below.

Proof of part i) of Theorem 1.2.2, assuming part ii). We will have to confirm that the conditions of
Lemma 4.1.3 are satisfied. Let a1, ..., ak ∈ H be as in the statement of Theorem 1.2.2. Condition a)
of Lemma 4.1.3 is satisfied by our hypothesis. Now, we verify the second condition.

Fix some i ∈ {1, 2, .., k}. We consider three cases:
i) Assume that the function ai(t) is such that |ai(t)− q(t)| ≻ tε for all polynomials q(t) with rational
coefficients. Then, the sequence ai(n)Z is equidistributed on T (satisfying condition (1)), due to
Theorem E.
ii) Assume that the function ai(t) is such that lim

t→+∞
ai(t) = c /∈ Z. Then, the sequence ai(n) satisfies

condition (2) of Lemma 4.1.3.

97



iii) Assume that neither of the above conditions is true. Since ai(t) must satisfy (1.11), we deduce
that ai(t) converges to some integer c. However, since ai(t) converges to c monotonically (functions
in H are eventually monotone), we deduce that condition (3) of Lemma 4.1.3 is satisfied and we are
done.

Now we switch our attention to the proof of part ii). Firstly, we will apply Lemma 4.1.2 in order to
replace the original functions a1, ..., ak with a collection of functions that are more manageable. This
will enable us to separate the polynomial functions from strongly non-polynomial ones. In addition,
among the strongly non-polynomial functions, we have to isolate those that are sub-fractional, because
they behave differently when we try to employ the Taylor expansion. This whole process will reduce
Proposition 4.2.1 below to Lemma 4.2.2, which we will then proceed to establish.

Following all these reductions, we use the Taylor expansion to substitute the strongly non-polynomial
functions with polynomials in some small intervals. Now, this reduces the original problem to a quan-
titative equidistribution problem of finite polynomial sequences in a nilmanifold, although the coeffi-
cients of the polynomials vary depending on the underlying short interval. Finally, in Step 3, we use
the quantitative equidistribution results to show that averages of Lipschitz functions in the nilmanifold
over these ”variable” polynomial sequences are very close to an integral over a subnilmanifold, which
ultimately allows us to evaluate the limit of the initial averages.

We make one final reduction: let a1, ..., ak ∈ H be functions as in the statement of Theorem 1.2.2.
Passing to the product nilmanifold, we infer that our problem follows from the following statement:

Proposition 4.2.1. Let X = G/Γ be a nilmanifold, b1, ..., bk ∈ G are commuting elements and
a1, ..., ak ∈ H have polynomial growth. Assume that there exists ε > 0, such that every function
a ∈ L(a1, ..., ak) satisfies either (1.9) or (1.11). Then, for any x ∈ X and continuous function
F : X → C, we have that the averages

E
1≤n≤N

F (b
a1(n)
1 . . . b

ak(n)
k x) (4.5)

converge.

Proof that Proposition 4.2.1 implies Theorem 1.2.2. We want to show that the averages

1

N

N∑
i=1

f1(b
a1(n)
1 x1) · ... · fk(b

ak(n)
k xk)

converge for all xi ∈ Xi, where the nilmanifolds Xi = Gi/Γi, the elements bi and the functions ai ∈ H
are as in the statement of part (ii) of Theorem 1.2.2. We define the continuous function F on the
product nilmanifold X1 × · · · ×Xk by the relation

F (y1, ..., yk) = f1(y1) · ... · fk(yk).

We also denote by b̃i the element on G1×· · ·×Gk, whose i-th coordinate is equal to bi, while all of its
other coordinates are equal to the respective identity element. Observe that the elements b̃1, ..., b̃k are
pairwise commuting. Finally, let us also denote by x the point (x1, ..., xk) on the product X1×· · ·×Xk.
Then, a simple computation implies that our initial average is equal to

E
1≤n≤N

F (b
a1(n)
1 . . . b

ak(n)
k x)

and the claim now follows.

Now, we will reduce Proposition 4.2.1 to the following lemma:

Lemma 4.2.2. Let G/Γ be a nilmanifold and suppose that u1, ..., us are elements in G, such that

uR1 ...u
R
s Γ = uZ1 ...u

Z
sΓ. (4.6)
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In addition, assume that the nilmanifold X ′ = uR1 ...u
R
s Γ can be represented as G′/Γ′, where G′ is

connected, simply connected and contains all elements u1, ..., us. Let s0, s be positive integers and
define the sequence v(n)

s0∏
i=1

u
pi(n)+xi(n)
i

s∏
i=s0+1

u
p̃i(n)+xi(n)
i , (4.7)

where:
a) pi, p̃j are polynomials with real coefficients, such that every non-trivial linear combination of the
polynomials p̃s0+1, ..., p̃s is not an integer polynomial,
b) the functions xi are all strongly non-polynomial, the functions x1, ..., xs0 are not sub-fractional and
have pairwise distinct growth rates and the functions xs0+1, ..., xs are sub-fractional.
Then, for any Lipschitz function F on X ′ with Lipschitz norm at most 1, the averages

E
1≤n≤N

F (

s0∏
i=1

u
pi(n)+xi(n)
i

s∏
i=s0+1

u
p̃i(n)+xi(n)
i Γ′)

converge to the integral
r
X′ F dmX′.

While the statement may seem relatively convoluted at first, the sequence v(n) above has a con-
venient form, so that the Taylor approximation can be used directly.

First of all, we prove that Lemma 4.2.2 implies Proposition 4.2.1. We will rely on Lemma 4.1.2 to
make the required reductions on the Hardy field functions in the iterates and we will also use Lemma
2.3.3 to get the equality (4.6), where u1, . . . , us will be some appropriate elements of the Lie group G
(they will be products of powers of the elements bi in Proposition 4.2.1).

Proof that Lemma 4.2.2 implies Proposition 4.2.1. Applying Lemma 4.1.2, we can find a basis f1, ..., fs
for the set L(a1, ..., ak) of non-trivial linear combinations. The collection of functions f1, ..., fs can
be written in the form (g1, , , ., gm, h1, ..., hℓ) where gi, hi are as in Lemma 4.1.2. We will not use this
specific property until a little further below, so as to avoid cumbersome notation. Note that the fact
that f1, ..., fs form a basis indicates that the assumptions on the linear combinations of the a1, ..., ak
in the statement of Proposition 4.2.1 are now transferred to the functions f1, ..., fs.

If we write

ai(t) =

s∑
j=1

ci,jfj(t), (4.8)

for some real numbers ci,j , then we can rewrite the average in (4.5) as

E
1≤n≤N

F (u
f1(n)
1 . . . ufs(n)s x) (4.9)

for some commuting elements u1, ..., us ∈ G (here, the fact that the elements b1, ..., bk commute is
required). We denote

v(n) = u
f1(n)
1 . . . ufs(n)s ,

which is a sequence in G. We want to establish that the averages of the sequence F (v(n)x) converge
for all x ∈ X and any continuous function F . If one of the functions f1, ..., fm is such that the limit
lim

t→+∞
fi(t) is a real number (which can be the case when a linear combination of the original functions

satisfies (1.11)), we can invoke the continuity of F to eliminate the corresponding term u
fi(n)
i in the

product and replace it by a constant. Hence, we may assume that all of the functions f1(t), ..., fs(t)
go to ±∞, as t→ +∞.

Now we use the particular structure of the functions f1, ..., fs. The statement of Lemma 4.1.2
implies that the collection of functions f1, ..., fs has the form (g1, ..., gm, h1, ..., hℓ) (clearly, m+ ℓ = s)
such that the functions gi can be written in the form pi(t)+xi(t), where the functions x1(t), ..., xm(t) are
strongly non-polynomial and have pairwise distinct (and non-trivial) growth rates, while the functions
hi can be written in the form p̃i(t)+ yi(t), where yi(t) converges to 0. Here, pi and p̃i are polynomials
with real coefficients.
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We may rearrange the functions fi so that fi = gi for all 1 ≤ i ≤ m and fj = hj−m for each
m+ 1 ≤ j ≤ s. Rewrite the sequence v(n) as

v(n) =
m∏
i=1

u
gi(n)
i ·

ℓ∏
i=1

u
hi(n)
m+i =

m∏
i=1

u
pi(n)+xi(n)
i ·

ℓ∏
i=1

w
p̃i(n)+yi(n)
i ,

where we use the notation wi for the element ui+m in the last equality. Without loss of generality,
assume that

x1(t) ≻ x2(t) ≻ · · · ≻ xm(t) ≻ 1.

Firstly, we need to distinguish between the sub-fractional functions and the ”fast” growing func-
tions among the functions xi(t) (this will be important later when we use the polynomial expansion).
Thus, let 0 ≤ s0 ≤ m be a natural number such that xs0(t) ≫ tε for some ε > 0, while xs0+1 is a
sub-fractional function. This also implies that all the functions xi for i satisfying s0 + 1 ≤ i ≤ m are
sub-fractional since we have arranged the functions so that their growth rates are in descending order.

Once again, we rewrite the sequence v(n) in the form

v(n) =

s0∏
i=1

u
pi(n)+xi(n)
i

m∏
i=s0+1

u
pi(n)+xi(n)
i

ℓ∏
i=1

w
p̃i(n)+yi(n)
i .

Because the function F is continuous, we can discard the functions y1, ..., yℓ, since they all converge
to zero. The hypotheses (1.10) and (1.11) on the linear combinations of the remaining functions in
the exponents continue to hold. Indeed, this can be seen by noting that (1.10) and (1.11) still hold
when replacing one of the functions (say a1) by a function of the form a1(t) + e(t), with e(t) → 0.
Consequently, we can redefine v(n) to be the sequence

v(n) =

s0∏
i=1

u
pi(n)+xi(n)
i

m∏
i=s0+1

u
pi(n)+xi(n)
i

ℓ∏
i=1

w
p̃i(n)
i .

We will now reduce our problem to the case that the polynomials p̃1(t), ..., p̃ℓ(t) are linearly in-
dependent. Due to our hypothesis (namely (1.10),(1.11)), every non-trivial linear combination of
the functions p̃1(t), ..., p̃ℓ(t) must satisfy either (1.10) or (1.11). Thus, every linear combination of the
polynomials p̃1(t), ..., p̃ℓ(t) is not a polynomial with integer coefficients unless it is the zero polynomial.
If the second case is true, there exist c1, ..., cℓ−1 ∈ R such that

p̃ℓ = c1p̃1 + · · ·+ cℓ−1p̃ℓ−1.

Then, we have
ℓ∏
i=1

w
p̃i(n)
i =

ℓ−1∏
i=1

(wiw
ci
ℓ )

p̃i(n).

If the polynomials p̃1, ..., p̃ℓ−1 are linearly independent, then we are done. Otherwise, we proceed
similarly to eliminate p̃ℓ−1. After a finite number of steps, we will reach a collection of linearly
independent polynomials.

In view of the above, we are allowed to assume that p̃1, ..., p̃ℓ are linearly independent. Now, we
show that we can reduce to the case that the polynomials ps0+1, . . . , pm, p̃1, . . . , p̃ℓ. Indeed, the linear
independence assumption on the polynomials p̃1, . . . , p̃ℓ implies that the polynomials ps0+1, ..., pm, p̃1, ..., p̃ℓ
are linearly independent. To see how this works, observe that if there are real numbers ci, dj such that

m−s0∑
i=1

cips0+i +

ℓ∑
i=1

dip
′
i = 0,

then the function
m−s0∑
i=1

ci(ps0+i + xs0+i) +
ℓ∑
i=1

dip̃i =

m−s0∑
i=1

cixs0+i
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is a sub-fractional function that does not converge to 0, since the functions xs0+i are sub-fractional
and have pairwise distinct growth rates. This contradicts our hypothesis (specifically (1.11)) and our
claim follows.

In conclusion, we see that the sequence v(n) can be written in the form

s0∏
i=1

u
pi(n)+xi(n)
i

m∏
i=s0+1

u
pi(n)+xi(n)
i

ℓ∏
i=1

w
p̃i(n)
i , (4.10)

where the functions xi are strongly non-polynomial with distinct growth rates, the functions x1, ..., xs0
are not sub-fractional, the functions xs0+1, ..., xs are sub-fractional and every non-trivial linear com-
bination of the polynomials ps0+1, ..., pm, p̃1, ..., p̃ℓ is not an integer polynomial. We also recall that we
have arranged the functions xi to be in decreasing order with respect to their growth rates.

We can combine the last two factors of this product into one factor to simplify our problem
a bit more. More specifically, we can rewrite the sequence v(n) in the form (we make some mild
modifications in our notation here)

v(n) =

s0∏
i=1

u
pi(n)+xi(n)
i

s∏
i=s0+1

u
p̃i(n)+xi(n)
i , (4.11)

where s = m + l, pi, p̃j are real polynomials, the functions xi are strongly non-polynomial with
distinct growth rates, x1, ..., xs0 are not sub-fractional, xs0+1, ..., xs are sub-fractional and every non-
trivial linear combination of the polynomials p̃i is not an integer polynomial. Namely, our functions
satisfy hypotheses a) and b) of Lemma 4.2.2.

In order to establish our assertion, it suffices to show that the sequence v(n)x (where v(n) is as

in (4.11)) is equidistributed on the nilmanifold X ′ = uR1 . . . u
R
s x for any x ∈ X. We will prove this

in the case x = Γ since the general case follows from this using the change of base point trick (see
Subsection 4.1.3). In addition, we can invoke Lemma 2.3.3 to find a real number s0, such that X ′ =

(us01 )Z...(us0s )ZΓ. Replacing the functions pi(t) + xi(t) (1 ≤ i ≤ s0) by the functions
(
pi(t) + xi(t)

)
/s0

and p̃i(t) + xi(t) (s0 + 1 ≤ i ≤ s) by
(
p̃i(t) + xi(t)

)
/s0 (the assumptions on the linear combinations of

the functions remain unaffected), we can reduce our problem to the case that X ′ = uZ1 ...u
Z
sΓ.

We want to show that for any continuous function F from X ′ = G′/Γ′ (G′ is connected, simply
connected and Γ′ is a uniform subgroup), the averages

E
1≤n≤N

F (v(n)Γ′)

converge to the integral
r
X′ F dmX′ . Since Lipschitz functions are dense in the space C(X ′), we may

assume that F is Lipschitz continuous. In addition, we may assume after rescaling that ∥F∥Lip(X′) ≤ 1.
Now, our claim follows immediately from Lemma 4.2.2.

In the following part, we will prove Lemma 4.2.2. We split the proof into two steps. During
Step 1, we will approximate the functions x1, . . . , xs by polynomials in a suitable short interval. Our
goal is to reach an average over a short interval of the form [N,N + L(N)] of a sequence of the
form F (g(n)x), where F is Lipschitz and g(n) is a polynomial sequence on the nilmanifold X ′ (the
polynomial sequence will vary with the parameter N). This will be ensured by the results we already
have on the simultaneous Taylor expansion of Hardy field functions. In step 2, we will use Theorem
J to deduce that these averages are close to the integral of F for large values of N .

All the reductions above allow us to write v(n) in a form that will be appropriate for the application
of the quantitative equidistribution theorem (after we perform the Taylor expansion). When we apply
the Taylor expansion in the first step, the functions xs0+1, ..., xs will become approximately constant
and thus the desired equidistribution will be mainly ”affected” by the polynomials p̃s0+1, ..., p̃s. On the
other hand, the functions x1, ..., xs0 will play a meaningful role in the equidistribution of our sequence.
In particular, the presence of the functions x1, . . . , xs0 will imply ”closeness” of our averages to the
integral of the Lipschitz function F , unless the projections of the elements u1, . . . , us0 on the horizontal
torus are zero. In this second case, condition a) on the polynomials completes the proof. Lastly, the
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”linear independence” condition of the polynomials p̃s0+1, ..., p̃s guarantees that the projection of the

sequence v(n) on X ′ will be equidistributed on the entire nilmanifold uR1 ...u
R
s Γ, since, otherwise, we

would need to pass to some subnilmanifold to guarantee equidistribution (and to an appropriate
arithmetic progression).

Proof of Lemma 4.2.2. Step 1: Approximating by polynomials: Let L(t) be a sub-linear function
with lim

t→+∞
L(t) = +∞ that we will determine later. It suffices to show that the sequence of the averages

E
N≤n≤N+L(N)

F (v(n)Γ′) (4.12)

converges to
r
X′ F dmX′ , since the conclusion would follow from Lemma 4.1.1. Reordering if necessary,

we assume again that
x1(t) ≻ · · · ≻ xs0(t).

Let r be a very large natural number compared to the degrees of the polynomials pi, p̃j and the

degrees of the functions xi(t). If r is sufficiently large, we have that x
(r)
i (t) = ot(1) for all i ∈ {1, . . . , s0}.

Assuming again that r is sufficiently large, then for any function L(t) that satisfies

(x
(r)
i (t))−1/r ≺ L(t) ≺ t1−ε

′

for some ε′ > 0 and all i ∈ 1, . . . , s0, we have that for each i ∈ {1, ..., s0}, there is a unique natural
number ki ≥ r so that the sub-class S(xi, ki) contains the function L(t) (this follows from Lemma
3.5.1). The fact that the function L(t) belongs to S(xi, ki) indicates that we have the relations

(x
(ki)
i (t))−1/ki ≺ L(t) ≺ (x

(ki+1)
i (t))−1/(ki+1). (4.13)

We can guarantee that the numbers ki are also very large compared to the degrees of the polyno-
mials pj , p̃j′ by enlarging the number r in the beginning5.

We use the Taylor expansion for the functions x1(t), ..., xs0(t) to write

xi(N + h) = xi(N) + · · ·+
xkii (N)hk

ki!
+ oN (1) = qi,N (h) + oN (1) (4.14)

for 0 ≤ h ≤ L(N). If, on the other hand, we have i > s0 (namely, in the case where the function xi is
sub-fractional), then

max
0≤h≤L(N)

|xi(N + h)− xi(N)| = oN (1). (4.15)

In addition, we denote pi,N (h) = pi(N + h) and similarly p̃i,N (h) = p̃i(N + h) for every admissible
value of i. Thus, we rewrite the expression in (4.12) as

E
0≤h≤L(N)

F (wN

s0∏
i=1

u
qi,N (h)+pi,N (h)
i

s∏
i=s0+1

u
p̃i,N (h)
i Γ′) (4.16)

where we discarded the oN (1) terms, because F is continuous. Here, wN =
∏s
i=s0+1 u

xi(N)
i but the

explicit form of this term will not concern us, since we will only require that the element wN belongs

to the underlying group G′ defining the nilmanifold X ′ = uR1 . . . u
R
s Γ

In conclusion, we have reduced our problem to showing that given the nilmanifold X ′ = uR1 . . . u
R
s Γ

(which is also equal to uZ1 . . . u
Z
sΓ), the averages in (4.16) converge. Here, the polynomials qi,N are

defined in (4.14) (they are essentially the Taylor polynomials of the Hardy field functions xi), while the
polynomials pi,N , p̃j,N were defined by the relations pi,N = pi(N+h) and p̃j,N = p̃j(N+h), where the
pi, p̃j are polynomials with real coefficients. We also recall that the polynomials p̃i are such that every
non-trivial linear combination of them is not an integer polynomial. Under all these assumptions, we

5For example, assuming that ki is at least 10 times as large as the maximal degree appearing among the polynomials
pi, p̃j and 10 times as large as the number s of all existing polynomials would suffice for our arguments.
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will show that the polynomial sequence (restricted to the range 0 ≤ h ≤ L(N)) inside the function F is
δ-equidistributed for N sufficiently large in the following step. We remark that the growth conditions
(4.13) imposed on the function L(t) will also play a crucial role in this.

Step 2: Using the quantitative equidistribution theorem: Let Z ∼= Td be the horizontal

torus of the nilmanifold X ′ = uR1 . . . u
R
s Γ and let π : X ′ → Z denote the projection map. Let δ > 0

be sufficiently small (in the sense that Theorem J is applicable). We assert that the finite polynomial
sequence ( s0∏

i=1

u
qi,N (h)+pi,N (h)
i

s∏
i=s0+1

u
p̃i,N (h)
i Γ′

)
0≤h≤L(N)

(4.17)

is δ-equidistributed on the nilmanifold X ′ for N sufficiently large. If the claim does not hold for a
natural number N , then by Theorem J, there exists a real number6 M > 0 and a non-trivial horizontal
character χN of modulus ≤M such that

∥∥χN ◦ π(
s0∏
i=1

u
qi,N (h)+pi,N (h)
i

s∏
i=s0+1

u
p̃i,N (h)
i Γ′)

∥∥
C∞[L(N)]

≤M. (4.18)

Thus, if our prior assertion fails, then the above relation would hold for infinitely many N ∈ N.
Our first goal is to eliminate the dependence of the characters χN on the variable N . Note that

the function χN ◦ π is a character on Td of modulus ≤M and, thus, has the form

(t1, ..., td) → e(k1,N t1 + · · ·+ kd,N td)

for ki,N ∈ Z with |k1,N | + · · · + |kd,N | ≤ M . We also write π(ui) = (ui,1, ..., ui,d) for the projections
of the elements ui on the horizontal torus. Then, a straightforward computation allows us to rewrite
(4.18) as

∥∥e( s0∑
i=1

(qi,N (h) + pi,N (h))(k1,Nui,1 + · · ·+ kd,Nui,d)+

s∑
i=s0+1

(p̃i,N (h))(k1,Nui,1 + · · ·+ kd,Nui,d)
)∥∥
C∞[L(N)]

≤M. (4.19)

Since there are only finitely many choices for the numbers k1,N , ..., kd,N , we have that, if our claim
fails, there are k1, ..., kd ∈ Z, so that the inequality

∥∥e( s0∑
i=1

(qi,N (h) + pi,N (h))(k1ui,1 + · · ·+ kdui,d)+

s∑
i=s0+1

(p̃i,N (h))(k1ui,1 + · · ·+ kdui,d)
)∥∥
C∞[L(N)]

≤M. (4.20)

holds for infinitely many N ∈ N. We will also denote the horizontal character corresponding to the
d-tuplet (k1, ..., kd) by χ. Thus, we have eliminated the dependence of the character χ on N .

Denote ũi = k1ui,1 + · · ·+ kdui,d. We will show that the above hypotheses imply that all the num-
bers ũi equal 0. Thus, suppose that this is not valid and we will reach a contradiction. We consider
two cases:

Case 1: Firstly, suppose that all of the numbers ũi with 1 ≤ i ≤ s0 are zero, which implies that
the first summand in (4.20) vanishes. Naturally, (4.20) is simplified to

∥∥e( s∑
i=s0+1

p̃i,N (h)ũi
)∥∥
C∞[L(N)]

≤M. (4.21)

6The constant M depends only on δ, the nilmanifold X ′ as well as the degrees of the polynomials qi, pi, which are all
fixed in our arguments. The central property we need is that it is independent of the variable N .
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We recall here that we had defined p̃i,N (h) = p̃i(N + h). Let Q(t) =
∑s

i=s0+1 ũip̃i(t). This is a
linear combination of the polynomials p̃i(t). However, this linear combination is not a polynomial in
Q[t] due to our assumptions on the polynomials p̃i(n), unless, of course, all the coefficients ũi (for
s0 + 1 ≤ i ≤ s) in this combination are zero, which we have supposed to not be the case. Thus, Q(t)
has at least one irrational coefficient (except the constant term) and is equidistributed on T. The
relation (4.21) implies that ∥e(Q(N + h))∥C∞[L(N)] ≤ M for infinitely many N . It is not difficult to
see by calculating the coefficients in Q(N + h) that this fails for N large enough.

Case 2: Suppose now that at least one of the numbers ũi with 1 ≤ i ≤ s0 is non-zero Furthermore,
assume l is a positive integer that is larger than the degrees of the polynomials pi,N (h), p̃j,N (h) (for
all admissible values of the indices i, j) as well as the degrees of the functions xi, but l is also smaller
than all the numbers ki. Recall that we have picked ki to be very large in relation to the degrees of
the polynomials pi, p̃j and degrees of the functions xi in the beginning, thus we can find ”many” such
numbers l. The fact that l is larger than the degrees of the functions xi combined with Lemma 2.1.3

implies that x
(l)
i (t) → 0, as t→ +∞.

For a number l as above the coefficient of the term hl in the polynomial appearing in (4.20) is
equal to

1

l!

s0∑
i=1

x
(l)
i (N)ũi

and, thus, it does not depend on the polynomials pi, p̃j . Using the definition of the smoothness norms,
(4.20) implies that

L(N)l
∥∥ 1
l!

s0∑
i=1

x
(l)
i (N)ũi

∥∥
T ≤M

for infinitely many N ∈ N. The last inequality becomes

L(N)l
∣∣ s0∑
i=1

x
(l)
i (N)ũi

∣∣ ≤ l!M,

for large enough N , because all functions xli(t) go to 0. However, the Hardy field function inside the

absolute value above has the same growth rate as the function x
(l)
1 (t), since the functions x1, ..., xs0

are strongly non-polynomial and have distinct growth rates (recall that x1 has the largest growth rate
among the xi), unless, of course, ũ1 = 0. If the latter does not hold, we get∣∣x(l)1 (N)ũ1

∣∣ ≤ C

L(N)l

for infinitely many N and some constant C, which contradicts (4.13). Thus, we eventually deduce
that ũ1 = k1u1,1 + · · · + kdu1,d = 0. Repeating the same argument, we get inductively that ũi =
k1ui,1 + · · ·+ kdui,d=0 for all 1 ≤ i ≤ s0, which is a contradiction.

To summarize, we have shown that if the sequence in (4.17) is not δ-equidistributed for all large
enough N , then all the numbers ũi = k1ui,1+ · · ·+kdui,d are zero. Equivalently, we have χ◦π(ui) = 0
for all 1 ≤ i ≤ s. This implies that the character χ is the trivial character on X ′. Indeed, the character
χ annihilates all elements un1

1 · · ·uns
s Γ, where n1, ..., ns ∈ Z and by density of those elements on X ′

(recall our assumption that X ′ is also equal to the nilmanifold uZ1 ...u
Z
sΓ), χ is zero everywhere. This

is a contradiction (the horizontal characters appearing when we applied Theorem J are assumed to be
non-trivial).

In conclusion, we have that the finite polynomial sequence in (4.17) is δ-equidistributed for N
sufficiently large. Thus, we conclude that the averages in (4.12) are δ ∥F (wN ·)∥Lip(X′) = δ ∥F∥Lip(X′)

close to the quantity
r
X′ F (wNx) dmX′(x). The action of wN on X ′ preserves the Haar measure of X ′,

so we get that the last integral is equal to
r
X′ F (x) dmX′(x). Taking δ → 0, we finish the proof.

Proof of Theorem 1.2.1. As we explained in the previous section (before the statement of Lemma
4.1.3), the first part follows from the second part (see also [12, Lemma 5.1]) and, in turn, this second
part follows using similar arguments as in the proof of Theorem 1.2.2. We only highlight the main
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differences here. All the disparities appear in the part where we reduce Proposition 4.2.1 to Lemma
4.2.2.
a) In (4.9), all the functions f1, ..., fs satisfy (1.10) (there are no functions among the fi that satisfy
lim

t→+∞
|fi(t)| <∞). We also have k = s.

b) We do not have to make the reduction to the case where the polynomials p̃1, ..., p̃ℓ are linearly
independent. There cannot be a non-trivial linear combination of them that is zero, because that
would violate (1.10).

c) The limit of the averages is again
r
X′ F (x) dmX′(x), where X ′ = uR1 ...u

R
s Γ by Lemma 4.2.2. We

would like to show that the limit is equal to
r
X′′ Fdm

′′
X , where X

′′ is the nilmanifold bR1 ...b
R
kΓ. Recall

that each ui is equal to b
ci,1
1 ...b

ci,k
k (by (4.8)) and the numbers ci,j form an invertible k×k matrix (due

to the linear independence assumption on the original functions a1, ..., ak). Thus, we can also write

bi =
∏k
j=1 u

c′i,j
i for some numbers c′i,j (here, we also use that the elements bi are pairwise commuting).

Combining the above, we have that bR1 ...b
R
k = uR1 ...u

R
k and thus the closures of their projections on

G/Γ define the same subnilmanifold.

4.2.1 Convergence for linearly dependent iterates

Finally, we provide a proof of Theorem 1.2.3. Here, we will use Theorem 1.1.2. Although it will not
be used in the proof, we have to assume below that the Hardy field H that we work with is closed
under composition and compositional inversion of functions, since the seminorm estimates were proven
under this assumption in the previous chapter.

Proof. Using a standard ergodic decomposition argument, we may assume that the system (X,µ, T )
is ergodic. We can also rescale the functions fi ∈ L∞(µ) so that they are 1-bounded. Our first
objective is to apply Theorem 1.1.2 (or rather, the more flexible Proposition 3.1.1), in order to reduce
the problem to the case where the system X is a nilsystem. If the functions a1, ..., ak are such that
the conditions of Proposition 3.1.1 are satisfied, then this can be done instantly. If this does not hold,
we have to perform a series of reductions to be able to apply Proposition 3.1.1. We do this in 2 steps:

a) Firstly, assume there exists one function among the ai (say a1 for simplicity), which has growth
rate smaller than or equal to log t. Then, using (1.10) and (1.11), we deduce that a1 converges
monotonically to some real number c and the integer part of a1(n) becomes a constant. Thus, the
asymptotic behavior of the averages in (1.12) is the same, if we substitute the term T ⌊a1(n)⌋f1 with
the term T ⌊c⌋f1. Consequently, we only need to show that the averages

E
1≤n≤N

T ⌊a2(n)⌋f2 . . . T
⌊ak(n)⌋fk

converge in norm. Repeating the same argument, we eliminate all functions ai that grow slower than
log t.

b) Due to the reduction in the previous step, we have a sub-collection of the original functions, so
that all functions in this new set dominate log t. We will denote this collection by a1, ..., ak again, and
our task is to show that the averages

E
1≤n≤N

T ⌊a1(n)⌋f1 . . . T
⌊ak(n)⌋fk

converge in mean (for all systems). Our next objective is to eliminate pairs of functions, whose
difference grows slower than log t so that we can ultimately apply Proposition 3.1.1.

Assume that two of the functions (say a1, a2) are such that their difference is dominated by log t.
We observe that the function a1(t) goes to ±∞ as t → +∞, since it dominates log t. In that case,
the function a1(t) satisfies (1.10) and by Theorem E, the sequence a1(n) is equidistributed (mod 1).
Observe that since a1−a2 must satisfy (1.11), we must have a2(t) = a1(t)+c+x(t), where the function
x(t) ∈ H converges to 0 monotonically and c is a real number. Thus, for t ∈ R sufficiently large we
have

⌊a2(t)⌋ = ⌊a1(t) + x(t) + c⌋ = ⌊a1(t)⌋+ ⌊c⌋+ ε(t) (4.22)
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where ε(t) ∈ {0,±1,±2} and the value of ε(t) depends on whether the inequalities

{a1(t) + c}+ {x(t)} ≤ 1

and
{a1(t)}+ {c} ≤ 1

hold or not, as well as whether x(t) is eventually positive or negative.
Define Az = {t ∈ R, ε(t) = z} for z ∈ {0,±1,±2}. Then, we see that our multiple averages are

equal to the sum ∑
z∈{0,±1,±2}

E
1≤n≤N

1Az(n) T
⌊a1(n)⌋(f1 · T ⌊c⌋+zf2) · T ⌊a3(n)⌋f3 . . . T

⌊ak(n)⌋fk.

For a fixed z, we want to show that the corresponding average converges. For n ∈ N large enough, we
will approximate the sequence 1Az(n) by sequences of the form F ({a1(n)}), where F is a continuous
function.

We establish this for z = 0 (the other cases follow similarly). Assume that x(t) decreases to 0
(the other case) is similar, which means that x(t) is eventually positive and also {x(t)} = x(t) for t
sufficiently large. In addition, we can also assume that c is positive. Observe that for t ∈ A0, we have

⌊a2(t)⌋ = ⌊a1(t)⌋+ ⌊c⌋

by the definition of A0. This is equivalent to the inequalities

{a1(t) + c}+ {x(t)} ≤ 1

{a1(t)}+ {c} ≤ 1

which can be condensed into
{a1(t)}+ {x(t)} ≤ 1− {c}, (4.23)

since we assumed for simplicity that x(t) is eventually positive. To summarize, we have shown that

n ∈ A0 ⇐⇒ {a1(n)}+ {x(n)} ≤ 1− {c} (4.24)

Let ε > 0 be a small number. Since we have that the function x(t) decreases to 0, we have that
{x(t)} < ε for t large enough. Consider the set

Aε = {n ∈ N: {a1(n)} ≤ 1− {c} − ε}.

Then, for sufficiently large values of n, we observe that if n ∈ Aε, then the inequality

{a1(t)}+ {x(t)} ≤ 1− {c}

holds as well. Namely, Aε ⊆ A0. Let us denote Bε = [0, 1− c− ε] for convenience and observe that

1Aε(n) = 1Bε({a1(n)}).

Now we approximate the function 1Bε by a continuous function in the uniform norm, where 1Bε is
considered a function on the torus T in the natural way. We can define a continuous function on T,
such that Fε agrees with 1Bε on the set7

[ε, 1− {c} − 2ε] ∪ [1− {c}, 1− ε]

and such that ∥Fε − 1Bε∥∞ ≤ 2. We suppose that ε is small enough so that these intervals are well-
defined. Observe that 1Bε is equal to 1 on the first interval of this union and equal to 0 on the second
interval.

7In the case that c is an integer, we make natural modifications to this set. For example, one could define the function
Fε so that it agrees with 1Bε on [ε, 1 − 2ε]. Basically, we only require the function Fε to agree with 1Bε on a set of
measure 1−O(ε) for our argument to work.
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Observe that

A0\Aε = {n ∈ N: 1−{c}−ε < {a1(n)} ≤ 1−{c}−{x(n)}} ⊆ {n ∈ N: {a1(n)} ∈ [1−{c}−ε, 1−{c}]}.

Since the function a1(t) is equidistributed modulo 1, we conclude that the set A0 \ Aε has upper
density at most ε. Therefore, we have∥∥ E

1≤n≤N
1A0(n) T

⌊a1(n)⌋(f1 · T ⌊c⌋f2) · T ⌊a3(n)⌋f3 . . . T
⌊ak(n)⌋fk−

E
1≤n≤N

1Bε({a1(n)}) T ⌊a1(n)⌋(f1 · T ⌊c⌋f2) · T ⌊a3(n)⌋f3 . . . T
⌊ak(n)⌋fk

∥∥
L2(µ)

≤

E
1≤n≤N

1A0\Aε
(n)
∥∥1Aε − 1Aε\A0

∥∥
∞ ≤ 2ε+ oN (1), (4.25)

where we used the fact that 1Aε(n) = 1Bε({a1(n)}) for all n ∈ N, the trivial bound for the values of
n ∈ A0 \Aε and the fact that the set A0 \Aε has upper density at most ε.

We do a similar comparison for the averages weighted by Fε({a1(n)}) and 1Bε({a1(n)}). To be
more specific, we reiterate that the functions 1Bε and Fε agree on the set

[ε, 1− {c} − 2ε] ∪ [1− {c}, 1− ε].

Accordingly, we have 1Bε({a1(n)}) = Fε({a1(n)}), unless

{a1(n)} ∈ [0, ε) ∪ (1− {c} − 2ε, 1− {c}) ∪ (1− ε, 1).

Let Cε denote the set of n ∈ N for which {a1(n)} belongs to this union. This union has measure 4ε,
which implies that the upper density of Cε is at most 4ε (since a1(n) is equidistributed modulo 1).
Hence, we infer that∥∥ E

1≤n≤N
Fε({a1(n)}) T ⌊a1(n)⌋(f1 · T ⌊c⌋f2) · T ⌊a3(n)⌋f3 . . . T

⌊ak(n)⌋fk−

E
1≤n≤N

1Bε({a1(n)}) T ⌊a1(n)⌋(f1 · T ⌊c⌋f2) · T ⌊a3(n)⌋f3 . . . T
⌊ak(n)⌋fk

∥∥
L2(µ)

≤

E
1≤n≤N

1Cε(n) ∥Fε − 1Bε∥∞ ≤ 8ε+ oN (1), (4.26)

where we utilized the fact that 1Bε({a1(n)}) = Fε({a1(n)}) for all n on the complement of Cε, the
trivial bound for the values of n ∈ Cε and the fact that Cε has upper density at most 4ε.

Combining (4.25) and (4.26), we deduce that∥∥ E
1≤n≤N

1A0(n) T
⌊a1(n)⌋(f1 · T ⌊c⌋f2) · T ⌊a3(n)⌋f3 . . . T

⌊ak(n)⌋fk−

E
1≤n≤N

Fε({a1(n)}) T ⌊a1(n)⌋(f1 · T ⌊c⌋f2) · T ⌊a3(n)⌋f3 . . . T
⌊ak(n)⌋fk

∥∥
L2(µ)

≤ 10ε+ oN (1). (4.27)

Taking ε→ 0, we deduce that it is sufficient to verify that the averages

E
1≤n≤N

F ({a1(n)}) T ⌊a1(n)⌋(f1 · T ⌊c⌋f2) . . . T
⌊ak(n)⌋fk

converge for any continuous function F on T. This would imply that the averages

E
1≤n≤N

1A0(n) T
⌊a1(n)⌋(f1 · T ⌊c⌋f2) . . . T

⌊ak(n)⌋fk

converge in norm.
After approximating F by trigonometric polynomials (in the uniform norm), it suffices to show

that the averages
E

1≤n≤N
e(l1a1(n)) T

⌊a1(n)⌋(f1 · T ⌊c⌋f2) . . . T
⌊ak(n)⌋fk

converge in norm for any l1 ∈ Z. Note that the function a2(t) has vanished and its role has been
replaced by the sequence e(l1a1(n)).
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We repeat this process until we eliminate all pairs of functions, whose difference grows slower than
log t, where at each step our averages are multiplied by a sequence of the form e(liai(n)) (li ∈ Z).
After finitely many iterations, our problem eventually reduces to the following: let a1, ..., ak satisfy
(1.10) or (1.11) and let b1, ..., bm be a subset of {a1, ..., ak}, so that the functions b1, ..., bm satisfy the
hypotheses of Proposition 3.1.1. Then, for any integers l1, ...lk, the averages

E
1≤n≤N

e(l1a1(n) + · · ·+ lkak(n)) T
⌊b1(n)⌋f1 . . . T

⌊bm(n)⌋fm

converge in L2(µ) for all functions f1, . . . , fm ∈ L∞(µ).
Now we can apply Proposition 3.1.1 and use a standard telescopic argument to show that the lim-

iting behavior of the above averages does not change if we replace the functions fi by their projections
to the factor Zs(X) (the number s is the one given by Proposition 3.1.1). However, by Theorem G,
the factors Zs(X) are inverse limits of s-step nilsystems. Thus, by another standard limiting argu-
ment, we may reduce to the case that the space X is a nilmanifold and µ is its Haar measure, while
the transformation T is the action (by left multiplication) of an element g on X. Finally, we can
approximate the functions fi by continuous functions and reduce our problem to the following:

If X = G/Γ is a nilmanifold with g ∈ G and the functions a1, ..., ak, b1, ..., bm ∈ H are as above,
then for any continuous functions f1, ..., fm the averages

E
1≤n≤N

e(l1a1(n) + · · ·+ lkak(n)) f1(g
⌊b1(n)⌋x) . . . fk(g

⌊bm(n)⌋x)

converge in mean.
We show that these averages converge pointwise for every x ∈ X. We recall that the functions

b1, ..., bm belong to the set {a1, ..., ak} (this is the only thing that we will need to use for the rest of
the proof).

First of all, it suffices to show that the averages

E
1≤n≤N

e(l1a1(n) + · · ·+ lkak(n)) f1(g
b1(n)x) . . . fk(g

bm(n)x)

converge pointwise, where X = G/Γ is such that G is connected, simply connected nilpotent Lie
group (basically, we can remove the integer parts appearing in the iterates). This follows by standard
modifications in the proof of Lemma 4.1.3 (the fact that we have the coefficients e(l1a1(n) + · · · +
lkak(n)) in the final expression does not affect the argument), so we omit the details.

Now, observe that we can write the above averages in the form

E
1≤n≤N

F0(g
l1a1(n)+···+lkak(n)
0 x̃) F1(g̃

b1(n)x̃) . . . Fk(g̃
bm(n)x̃),

where g0 = (1T, eG) and g̃ = (1T, g) act on the product nilmanifold T ×X, the point x̃ is just (Z, x)
and the functions Fi are defined by

F0(yZ, aΓ) = e(y) and Fi(yZ, aΓ) = fi(aΓ) for i ≥ 1.

These are continuous functions on T×X. The functions l1a1(t) + · · ·+ lkak(t), b1(t), ..., bm(t) satisfy
the hypotheses of Theorem 1.2.2 (since the functions a1, ..., ak do) and the result follows.
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Chapter 5

Proofs for results along primes

5.1 Details of the proof

Our main goal is to use the Taylor expansion to replace our functions with polynomial iterates and
then apply Proposition 5.2.3 below. In order to do this, we need to eliminate the error term of the
approximations, since Proposition 5.2.3 concerns polynomials only.

In the case of strongly non-polynomial functions that also grow faster than some fractional power,
we show that the associated Taylor polynomial pN (n) has ideal equidistribution properties. Indeed,
by picking the length L(N) a little more carefully, one gains arbitrary logarithmic powers over the
trivial bound in the exponential sums of pN . Consequently, we get that the number of integers
in [N,N + L(N)] for which ⌊a(n)⌋ ≠ ⌊pN (n)⌋ is less than L(N)(logN)−100 (say) and, thus, their
contribution to the average is negligible. Therefore, for all intents and purposes, one can suppose that
the error terms are identically zero.

The situation is different when a function that grows slower than all fractional powers is involved
since these functions are practically constant in these short intervals. For instance, if one has the
function p(t) + log2 t, where p is a polynomial, the only feasible approximation is of the form p(n) +
log2 n = p(n) + log2N + eN (n), where eN (n) converges to 0. While it seems that we do have a
polynomial as the main term in the approximation (at least when p is non-constant), quantitative
bounds on the exponential sums of the polynomial component cannot be established in this case
at all. The main reason is that such bounds depend heavily on the diophantine properties of the
coefficients of p, for which we have no data.

In the case that p is a constant polynomial, we can use the equidistribution (mod 1) of the
sequence log2 n to show that in most short intervals [N,N + L(N)], we have

⌊
log2 n

⌋
=
⌊
log2N

⌋
for

all n ∈ [N,N +L(N)]. The contribution of the bad short intervals is then bounded using the triangle
inequality and Corollary 2.4.3.

Suppose that the polynomial p above is non-constant. In the case that p has rational non-constant
coefficients, we split our averages to suitable arithmetic progressions so that the resulting polynomials
have integer coefficients (aside from the constant term) and, thus, the effect of eN (n) will be eliminated
when we calculate the integer parts. In the case that p has a non-constant irrational coefficient, we
can invoke the well-distribution of p(n) to conclude that the number of integers of the set

EN = {n ∈ [N,N + L(N)]:
⌊
p(n) + log2 n

⌋
̸=
⌊
p(n) + log2N

⌋
}

is O(εL(N)), for a fixed small parameter ε and N large. However, in order to bound the total
contribution of the set EN , we can only use the triangle inequality in the corresponding ergodic
averages, so we are forced to extract information on how large the quantity

1

L(N)

∑
N≤n≤N+L(N)

Λw,b(n)1EN
(n)

can be. This can be bounded effectively if the corresponding exponential sums

1

L(N)

∑
N≤n≤N+L(N)

Λw,b(n)e
(
p(n)

)
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are small. This is demonstrated by combining the fact that the exponential sums of p(n) are small
(due to the presence of an irrational coefficient) with the fact that exponential sums weighted by
Λw,b(n)− 1 are small due to the uniformity of the W -tricked von Mangoldt function. The conclusion
follows again by an application of the Erdős-Turàn inequality, this time for a probability measure
weighted by Λw,b(n).

5.1.1 A model example

We sketch the main steps in the case of the ergodic averages

1

N

N∑
n=1

(
Λw,b(n)− 1

)
T ⌊n logn⌋f1 · T ⌊an

2+logn⌋f2 · T ⌊log
2 n⌋f3. (5.1)

where a is an irrational number. We will show that the L2-norm of this expression converges to 0, as
N → +∞ and then w → +∞. Note that the three sequences in the iterates satisfy our hypotheses. In
addition, we remark that the arguments below are valid in the setting where we have three commuting
transformations, but we consider a simpler case for convenience. Additionally, we do not evaluate the
sequences at Wn+ b (as we should in order to be in the setup of Theorem 1.3.1), since the underlying
arguments remain identical apart from changes in notation.

We choose L(t) = t0.66 (actually, any power tc with 5/8 < c < 2/3 works here) and claim that it
suffices to show that

E
1≤r≤R

∥∥∥ E
r≤n≤r+L(r)

(
Λw,b(n)− 1

)
T ⌊n logn⌋f1 · T ⌊an

2+logn⌋f2 · T ⌊log
2 n⌋f3

∥∥∥
L2(µ)

= 0. (5.2)

This reduction is the content of Lemma 5.4.1. Now, we can use the Taylor expansion around r to
write

n log n = r log r + (log r + 1)(n− r) +
(n− r)2

2r
− (n− r)3

6ξ21,n,r

log n = log r +
n− r

ξ2,n,r

log2 n = log2 r +
2(n− r) log ξ3,n,r

ξ3,n,r
,

for some real numbers ξi,n,r ∈ [r, n] (i = 1, 2, 3). Our choice of L(t) implies that∣∣∣(n− r)3

6ξ21,n,r

∣∣∣ ≤ r3·0.65

6r2
≪ 1,

and similarly for the other two cases. To be more specific, there exists a δ > 0, such that all the error
terms (the ones involving the quantities ξi,n,r) are O(r−δ).

Let us fix a small ε > 0. Firstly, we shall deal with the third iterate, since this is the simplest one.
Observe that if r is chosen large enough and such that it satisfies {log2 r} ∈ (ε, 1 − ε), then for all
n ∈ [r, r + L(r)], we will have ⌊

log2 n
⌋
=
⌊
log2 r

⌋
,

since the error terms in the expansion are O(r−δ), which is smaller than ε for large r. In addition, the
sequence log2 n is equidistributed modulo 1, so our prior assumption can fail for at most 3εR (say)
values of r ∈ [1, R], provided that R is sufficiently large. For the bad values of r, we use the triangle
inequality for the corresponding norm to deduce that their contribution on the average is O(εR),
which will be acceptable if ε is small. Actually, in order to establish this, we will need to use Corollary
2.4.3, though we will ignore that in this exposition. In conclusion, we can rewrite the expression in
(5.2) as

E
1≤r≤R

∥∥∥ E
r≤n≤r+L(r)

(
Λw,b(n)− 1

)
T ⌊n logn⌋f1 · T ⌊an

2+logn⌋f2 · T ⌊log
2 r⌋f3

∥∥∥
L2(µ)

+O(ε). (5.3)
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Now, we deal with the first function. We claim that the discrepancy of the finite sequence(
{r log r + (log r + 1)(n− r) +

(n− r)2

2r
}
)
r≤n≤r+L(r)

is OA(log
−A r) for any A > 0. We will establish this in Proposition 5.3.1 using Lemma 2.3.7 and

Theorem I. As a baby case, we show the following estimate for some simple trigonometric averages:∣∣∣ E
r≤n≤r+L(r)

e
((n− r)2

2r

)∣∣∣ ≤ 1

logA r

for r large enough. Indeed, if that inequality fails for some r ∈ N, there exists an integer |qr| ≤
logO(A) r, such that ∥∥∥ qr

2r

∥∥∥
T
≤ logO(A) r

(L(r))2
.

If r is large enough, we can replace the norm with the absolute value, so that the previous inequality
implies that (

L(r)
)2 ≤ 2r logO(A) r

|qr|
.

However, the choice L(t) = t0.66 implies that this inequality is false for large r.
In our problem, we can just pick A = 2. Using the definition of discrepancy, we deduce that the

number of integers in [r, r + L(r)], for which we have

{r log r + (log r + 1)(n− r) +
(n− r)2

2r
} ∈ [0, r−δ/2] ∪ [1− r−δ/2, 1)

is O(L(r) log−2 r). However, if n does not belong to this set of bad values, we conclude that

⌊n log n⌋ =
⌊
r log r + (log r + 1)(n− r) +

(n− r)2

2r

⌋
since the error terms are O(r−δ). Furthermore, since Λw,b(n) = O(log r) for n ∈ [r, r + L(r)], we
conclude that the contribution of the bad values is or(1) on the inner average. Therefore, we can
rewrite the expression in (5.3) as

E
1≤r≤R

∥∥∥ E
r≤n≤r+L(r)

(
Λw,b(n)− 1

)
T ⌊pr(n)⌋f1 · T ⌊an

2+logn⌋f2 · T ⌊log
2 r⌋f3

∥∥∥
L2(µ)

+O(ε) + oR(1), (5.4)

where pr(n) = r log r + (log r + 1)(n− r) +
(n− r)2

2r
.

Finally, we deal with the second iterate. We consider the parameter ε as above and set M = 1/ε.
Once again, we shall assume that r is very large compared to M . Since a is irrational, we have
that the sequence an2 is well-distributed modulo 1, so we would expect the number of n for which
{an2+log r} ̸∈ [ε, 1− ε] to be small. Note that for the remaining values of n, we have

⌊
an2 + log n

⌋
=⌊

an2 + log r
⌋
, since the error term in the approximation is O(r−δ). Therefore, we estimate the size of

the set
Br,ε := {n ∈ [r, r + L(r)]: {an2 + log r} ∈ [0, ε] ∪ [1− ε, 1)}

Using Weyl’s theorem, we conclude that

max
1≤m≤M

∣∣∣ E
r≤n≤r+L(r)

e
(
m(an2 + log r)

)∣∣∣ = or(1). (5.5)

Here, the or(1) term depends on M = 1/ε, but since we will send r → +∞ and then ε → 0, this will
not cause any issues. We suppress these dependencies in this exposition.

An application of Theorem I implies that

|Br,ε|
L(r)

≪ 2ε+
1

M
+

M∑
m=1

1

m

∣∣∣ E
r≤n≤r+L(r)

e
(
m(ar2 + log r)

)∣∣∣, (5.6)

111



so that |Br,ε| ≪ (ε+ or(1))L(r). Additionally, we will need to estimate

1

L(r)

∑
r≤n≤r+L(r)

Λw,b(n)1Br(n),

which will arise when we apply the triangle inequality to bound the contribution of the set Br. However,
we have that

max
1≤m≤M

∣∣∣ E
r≤n≤r+L(r)

Λw,b(n)e
(
m(an2 + log r)

)∣∣∣ = ow(1) + or(1), (5.7)

which can be seen by splitting Λw,b(n) = (Λw,b(n)− 1)+ 1, applying the triangle inequality and using
Lemma 2.4.2 and (5.5), respectively, to treat the resulting exponential averages. In view of this, we
can apply the Erdős-Turán inequality (Theorem I) for the probability measure

ν(S) =

∑
r≤n≤r+L(r)

Λw,b(n)δ{an2+log r}(S)∑
r≤n≤r+L(r)

Λw,b(n)

as well as Corollary 2.4.3 (to bound the sum in the denominator) to conclude that

1

L(r)

∑
r≤n≤r+L(r)

Λw,b(n)1Br(n) ≪ ε+ ow(1) log
1

ε
+ or(1),

Therefore, if we apply the triangle inequality, we conclude that the contribution of the set Br,ε on the
average over [r, r+L(r)] is at most O(ε+ ow(1) log

1
ε + or(1)). This is acceptable if we send R→ +∞,

then w → +∞, and then ε→ 0 at the end.
Ignoring the peculiar error terms, we can rewrite the expression in (5.4) as

E
1≤r≤R

∥∥∥ E
r≤n≤r+L(r)

(
Λw,b(n)− 1

)
T ⌊pr(n)⌋f1 · T ⌊an

2+log r⌋f2 · T ⌊log
2 r⌋f3

∥∥∥
L2(µ)

. (5.8)

Now, the iterates satisfy the assumptions of Proposition 5.2.3 below. This is true for the first iterate
since we have a good bound on the discrepancy and it is also true for the second iterate because the
polynomial an2 has an irrational coefficient (so we can use its well-distribution modulo 1). For the
third one, our claim is obvious because we simply have an integer in the iterate. Therefore, we can
bound the inner average by a constant multiple of the norm

∥Λw,b − 1∥Us(r,r+L(r)]

with some error terms that we will ignore here. Finally, we invoke Theorem K to show that the average

E
1≤r≤R

∥Λw,b − 1∥Us(r,r+L(r)]

converges to 0, which leads us to our desired conclusion.

5.2 Lifting to an extension flow

In this section, we use a trick that allows us to replace the polynomial ergodic averages with similar
ergodic averages over R actions on an extension of the original probability space, removing the rounding
functions in the process.. This argument is implicit in [33] for Cesàro averages, so we adapt its proof
to the setting of short intervals. Firstly, we will need a Gowers norm bound for multiple ergodic
averages with polynomial iterates. The following proposition is due to Frantzikinakis, Host, and Kra
and follows from a PET induction scheme similar to the one we used in Section 3.4.5.
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Proposition 5.2.1. [20, Lemma 3.5] Let k, ℓ ∈ N, (X,X , µ, T1, . . . , Tk) be a system of commuting Z
actions, pi,j ∈ Z[t] be polynomials for every 1 ≤ i ≤ k, 1 ≤ j ≤ ℓ, f1, . . . , fℓ ∈ L∞(µ) and a : N → C
be a sequence. Then, there exists s ∈ N, depending only on the maximum degree of the polynomials
pi,j and the integers k, ℓ, and a constant Cs depending on s, such that∥∥∥ E

1≤n≤N
a(n) ·

ℓ∏
j=1

k∏
i=1

T
pi,j(n)
i fj

∥∥∥
L2(µ)

≤ Cs

(∥∥a · 1[1,N ]

∥∥
Us(ZsN )

+
max{1, ∥a∥2sℓ∞[1,sN ]}

N

)
. (5.9)

Remark. (i) The statement presented in [20] asserts that the second term in the prior sum is just
oN (1), under the assumption that a(n) ≪ nc for all c > 0. However, a simple inspection of the proof
gives the error term presented above. Indeed, the error terms appearing in the proof of Proposition
5.2.1 are precisely of the form

1

N
E

n∈[1,N ]
E

h∈[1,N ]k

∣∣∣ ∏
ε∈{0,1}k

C|ε| a(n+ h · ε)
∣∣∣

for k ≤ s− 1, which are the error terms in the van der Corput inequality. Deducing the error term on
(5.9) is then straightforward.
(ii) The number s− 1 is equal to the number of applications of the van der Corput inequality in the
associated PET argument and we may always assume that s ≥ 2. In that case, Lemma 2.2.1 and the
bound

∥∥1[1,N ]

∥∥
Us(ZsN )

≤ 1 implies that we can replace the norm in (5.9) with the term ∥a∥Us[1,N ].

For polynomials pi,j(t) ∈ R[t] of the form

pi,j(t) = aij,dij t
dij + · · ·+ aij,1t+ aij,0,

and (Ti,s)s∈R R-actions, we have

Ti,pi,j(n) =
(
Ti,aij,dij

)ndij

· . . . ·
(
Ti,aij,1

)n
·
(
Ti,aij,0

)
.

Thus, Proposition 5.2.1 implies the following.

Corollary 5.2.2. Let k, ℓ ∈ N, (X,X , µ, S1, . . . , Sk) be a system of commuting R-actions, pi,j ∈ Z[t]
be polynomials for all 1 ≤ i ≤ k, 1 ≤ j ≤ ℓ, f1, . . . , fℓ ∈ L∞(µ) and a : N → C be a sequence. Then,
there exists s ∈ N, depending only on the maximum degree of the polynomials pi,j and the integers k, ℓ
and a constant Cs depending on s, such that∥∥∥ E

1≤n≤N
a(n) ·

ℓ∏
j=1

k∏
i=1

Si,pi,j(n)fj

∥∥∥
L2(µ)

≤ Cs

(∥∥a · 1[1,N ]

∥∥
Us(ZsN )

+
max{1, ∥a∥2sℓ∞[1,sN ]}

N

)
. (5.10)

The following proposition allows us to obtain Gowers norm bounds for averages with real polyno-
mial iterates by using a trick to replace our Zd-action with a Rd-action.

Proposition 5.2.3. Let k, ℓ, d be positive integers and let L(N) be a positive sequence satisfying

N
5
8
+ε ≪ L(N) ≪ N1−ε. Let (X,X , µ, T1, . . . , Tk) be a system of commuting transformations. Then,

there exists a positive integer s depending only on k, ℓ, d, such that for any variable family P =
{pi,j,N : 1 ≤ i ≤ k, 1 ≤ j ≤ ℓ} of polynomials with degrees at most d that, for all i, j, satisfy

lim
δ→0+

lim
N→+∞

|{N ≤ n ≤ N + L(N) : {pi,j,N (n)} ∈ [1− δ, 1)}|
L(N)

= 0, (5.11)

we have that for any 0 < δ < 1 and functions f1, . . . , fℓ ∈ L∞(µ)

∥∥∥ E
N≤n≤N+L(N)

(
Λw,b(n)− 1

) ℓ∏
j=1

k∏
i=1

T
⌊pi,j,N (n)⌋
i fj

∥∥∥
L2(µ)

≪k,ℓ,d

1

δkℓ

(∥∥Λw,b(n)− 1
∥∥
Us(N,N+sL(N)]

+ ow(1)
)
+ oδ(1)(1 + ow(1)),

for all 1 ≤ b ≤W, (b,W ) = 1, where W =
∏
p∈P: p≤w p.
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Proof. Let λ denote the Lebesgue measure on [0, 1) and we define (as in [33]) the measure-preserving

Rkℓ-action
k∏
i=1

Si,si,1 ·. . .·
k∏
i=1

Si,si,ℓ on the space Y := X×[0, 1)kℓ, endowed with the measure ν := µ×λkℓ,

by
ℓ∏

j=1

k∏
i=1

Si,si,j (x, a1,1, . . . , ak,1, a1,2, . . . , ak,2, . . . , a1,ℓ, . . . , ak,ℓ) =

 ℓ∏
j=1

k∏
i=1

T
[si,j+ai,j ]
i x, {s1,1 + a1,1}, . . . , {sk,1 + ak,1}, . . . , {s1,ℓ + a1,ℓ}, . . . , {sk,ℓ + ak,ℓ}

 .

If f1, . . . , fℓ are bounded functions on X, we define the Y -extensions of fj , setting for every element
(a1,1, . . . , ak,1, a1,2, . . . , ak,2, . . . , a1,ℓ, . . . , ak,ℓ) ∈ [0, 1)kℓ:

f̂j(x, a1,1, . . . , ak,1, a1,2, . . . , ak,2, . . . , a1,ℓ, . . . , ak,ℓ) = fj(x), 1 ≤ j ≤ ℓ;

and we also define the function

f̂0(x, a1,1, . . . , ak,1, a1,2, . . . , ak,ℓ) = 1[0,δ]kℓ(a1,1, . . . , ak,1, a1,2, . . . , ak,ℓ).

For every N ≤ n ≤ N + L(N), we consider the functions (on the original space X)

bN (n) := (

k∏
i=1

T
[pi,1,N (n)]
i )f1 · . . . · (

k∏
i=1

T
[pi,ℓ,N (n)]
i )fℓ

as well as the functions

b̃N (n) := f̂0 · (
ℓ∏

j=1

k∏
i=1

Si,δj1·pi,1,N (n))f̂1 · . . . · (
ℓ∏

j=1

k∏
i=1

Si,δjℓ·pi,ℓ,N (n))f̂ℓ

defined on the extension Y . Here, δij denotes the Kronecker δ, meaning that the only terms that do
not vanish are the diagonal ones (i.e., when i = j). For every x ∈ X, we also let

b′N (n)(x) :=
w

[0,1)kℓ

b̃N (n)(x, a1,1, . . . , ak,1, a1,2, . . . , ak,2, . . . , a1,ℓ, . . . , ak,ℓ) dλ
kℓ,

where the integration is with respect to the variables ai,j .
Using the triangle and Cauchy-Schwarz inequalities, we have

δkℓ
∥∥∥ E
N≤n≤N+L(N)

(
Λw,b(n)− 1

)
bN (n)

∥∥∥
L2(µ)

≤∥∥∥ E
N≤n≤N+L(N)

(
Λw,b(n)− 1

)
· (δkℓbN (n)− b′N (n))

∥∥∥
L2(µ)

+
∥∥∥ E
N≤n≤N+L(N)

(
Λw,b(n)− 1

)
b̃N (n)

∥∥∥
L2(ν)

.

(5.12)

Using Proposition 5.2.1, we find an integer s ∈ N, depending only on the integers k, ℓ, d, and a
constant Cs depending on s, such that∥∥∥ E

N≤n≤N+L(N)

(
Λw,b(n)− 1

)
b̃N (n)

∥∥∥
L2(ν)

≤ Cs

(∥∥Λw,b − 1
∥∥
Us(N,N+sL(N)]

+ oN (1)
)
, (5.13)

where the oN (1) term depends only on the integer s and the sequence Λw,b(n).
Now we study the first term∥∥∥ E

N≤n≤N+L(N)

(
Λw,b(n)− 1

)
· (δkℓbN (n)− b′N (n))

∥∥∥
L2(µ)

114



in (5.12). For every x ∈ X and N ≤ n ≤ N + L(N), we have∣∣∣δkℓbN (n)(x)− b′N (n)(x)
∣∣∣ =∣∣∣∣∣∣

w

[0,δ]kℓ

 ℓ∏
j=1

fj(
k∏
i=1

T
[pi,j,N (n)]
i x)−

ℓ∏
j=1

fj(
k∏
i=1

T
[pi,j,N (n)+ai,j ]
i x)

 dλkℓ

∣∣∣∣∣∣ .
Since all the integrands ai,j are less than or equal than δ, we deduce that if all of the implicit polyno-

mials satisfy {pi,j,N (n)} < 1 − δ, we have T
[pi,j,N (n)+ai,j ]
i = T

[pi,j,N (n)]
i for all 1 ≤ i ≤ k, 1 ≤ j ≤ ℓ. To

deal with the possible case where {pi,j,N (n)} ≥ 1 − δ for at least one of our polynomials, we define,
for every 1 ≤ i ≤ k, 1 ≤ j ≤ ℓ, the set

Ei,jδ,N := {n ∈ [N,N + L(N)]: {pi,j,N (n)} ∈ [1− δ, 1)}.

Then, by using the fact that

1
E1,1

δ,N∪...∪E1,ℓ
δ,N∪E2,1

δ,N∪...∪Ek,ℓ
δ,N

≤
∑

(i,j)∈[1,k]×[1,ℓ]

1
Ei,j

δ,N

and that 1
Ei,j

δ,N
(n) = 1[1−δ,1)({pi,j,N (n)}), we infer that∣∣∣δkℓbN (n)(x)− b′N (n)(x)

∣∣∣ ≤ 2δkℓ
∑

(i,j)∈[1,k]×[1,ℓ]

1[1−δ,1)({pi,j,N (n)})

for every x ∈ X. In view of the above, using the inequality |Λw,b(n) − 1| ≤ Λw,b(n) + 1, we deduce
that

E
N≤n≤N+L(N)

∣∣(Λw,b(n)− 1
)∣∣ · 1[1−δ,1)({pi,j,N (n)}) ≤

E
N≤n≤N+L(N)

(
Λw,b(n)− 1

)
· 1[1−δ,1)({pi,j,N (n)}) + 2 E

N≤n≤N+L(N)
1[1−δ,1)({pi,j,N (n)}) ≤

E
N≤n≤N+L(N)

(
Λw,b(n)− 1

)
· 1[1−δ,1)({pi,j,N (n)}) + 2 ·

|Ei,jδ,N |
L(N)

.

Since each polynomial pi,j,N satisfies (5.11) for large N and small enough δ, the term (and the sum of

finitely many terms of this form)
|Ei,j

δ,N |
L(N) is as small as we want.

It remains to show that the term

E
N≤n≤N+L(N)

(
Λw,b(n)− 1

)
· 1[1−δ,1)({pi,j,N (n)})

goes to zero as N → ∞, then w → ∞ and finally δ → 0+. To this end, it suffices to show

E
N≤n≤N+L(N)

(
Λw,b(n)− 1

)
e2πimpi,j,N (n) → 0

as N → ∞ and then w → ∞ for all m ∈ Z \ {0},1 which follows from Lemma 2.4.2.

5.3 Equidistribution in short intervals

We gather here some useful propositions that describe the behavior of a Hardy field function when
restricted to intervals of the form [N,N+L(N)], where L(N) grows slower compared to the parameter
N . In our applications, we will typically need the function L(N) to grow faster than N5/8 in order
to be able to use the uniformity results in short intervals, but we will not need to work under this
assumption throughout most of this section, the only exception being Proposition 5.3.3 below. We will
also present an example that illustrates the main points in the proof of Theorem 1.3.1 in the following
section.

1This follows by the fact that if f is Riemann integrable on [0, 1) with
r
[0,1)

f(x) dx = c, then, for every ε > 0, we can

find trigonometric polynomials q1, q2, with no constant terms, with q1(t) + c− ε ≤ f(t) ≤ q2(t) + c+ ε. We use this for
the function f = 1[1−δ,1).
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5.3.1 Eliminating the error terms in the approximations

In the previous chapters, we saw that any Hardy field function can be approximated by polynomials
in short intervals using the Taylor expansion. Namely, if a(t) diverges and L(t) → +∞ is a positive
function, such that ∣∣a(k)(t)∣∣− 1

k ≺ L(t) ≺
∣∣a(k+1)(t)

∣∣− 1
k+1 (5.14)

then, for any 0 ≤ h ≤ L(N), we have

a(N + h) = a(N + h) = a(N) + · · ·+ hka(k)(N)

k!
+
hk+1a(k+1)(ξN,h)

(k + 1)!
= pN (h) + θN (h)

for some ξN,h ∈ [N,N + h], where we denote

pN (h) = a(N) + · · ·+ hka(k)(N)

k!
.

Observe that our growth assumption on L(t) implies that the term θN (h) is bounded by a quantity
that converges to 0, as N → +∞. Therefore, for large values of N , we easily deduce that

⌊a(N + h)⌋ = ⌊pN (h)⌋+ εN,h,

where εN,h ∈ {−1, 0, 1}. In order to be able to apply Proposition 5.2.3, we will need to eliminate the
error terms εN,h. We will consider three distinct cases, which are tackled using somewhat different
arguments.

The case of fast-growing functions

Firstly, we establish the main proposition that will allow us to remove the error terms in the case of
functions that contain a ”non-polynomial part” which does not grow too slowly. We will need a slight
strengthening of the growth conditions in (5.14), which, as we saw previously, are sufficient to have a
Taylor approximation in the interval [N,N + L(N)].

Proposition 5.3.1. Let A > 0 and let a(t) be a C∞ function defined for all sufficiently large t ∈ R.
Assume L(t) is a positive sub-linear function going to infinity and let k be a positive integer, such that

1 ≪
∣∣a(k)(t)∣∣− 1

k ≪ L(t) ≪
∣∣a(k+1)(t)

∣∣− 1
k+1 (5.15)

and such that the function a(k+1)(t) converges to 0 monotonically. Then, for N large enough, we have
that, for all 0 ≤ c ≤ d < 1,∣∣{n ∈ [N,N + L(N)]: a(n) ∈ [c, d]}

∣∣
L(N)

= |d− c|+OA(L(N) log−AN).2 (5.16)

Consequently, for all N sufficiently large, we have that

⌊a(N + h)⌋ =

⌊
a(N) + ha′(N) + · · ·+ hka(k)(N)

k!

⌋

for all, except at most OA(L(N) log−A(N)) values of integers h ∈ [N,N + L(N)].

Proof. Our hypothesis on L(t) implies that there exist ε1, ε2 > 0 such that

L(t)
∣∣a(k)(t)∣∣ 1k ≫ tε1 and L(t)

∣∣a(k+1)(t)
∣∣ 1
k+1 ≪ t−ε2 . (5.17)

2One can actually get a small power saving here, with an exponent that depends on k and the implicit fractional
powers in the growth relations of (5.15), though this will not be any more useful for our purposes.
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In addition, the leftmost inequality implies that there exists ε3 > 0, such that a(k)(t) ≪ t−ε3 . Using
the Taylor expansion around the point N , we can write

a(N + h) = a(N) + ha′(N) + · · ·+ hka(k)(N)

k!
+
hk+1a(k+1)(ξh)

(k + 1)!
, for some ξh ∈ [N,N + h], (5.18)

for every h ∈ [0, L(N)]. We denote

pN (h) = a(N) + · · ·+ hka(k)(N)

k!

and

θN (h) =
hk+1a(k+1)(ξh)

(k + 1)!
.

The function a(k+1)(t) converges to 0 monotonically due to our hypothesis. Therefore, for sufficiently
large N ,

max
0≤h≤L(N)

|θN (h)| ≤
∣∣∣a(k+1)(N)

(k + 1)!

∣∣∣(L(N))k+1 = θN , (5.19)

and the quantity θN is strongly dominated by the constant 1 due to (5.17). More precisely, we have
that θN ≪ N−(k+1)ε2 .

LetA > 0 be any constant. We study the discrepancy of the finite polynomial sequence (pN (h))0≤h≤L(N).
We shall establish that we have

∆[c,d]

(
pN (h)

)
≪A log−AN

for any choice of the interval [c, d] ⊆ [0, 1]. To this end, we apply Theorem I for the finite sequence
(pN (h))0≤h≤L(N) to deduce that

∆[c,d]

((
pN (h)

)
0≤h≤L(N)

)
≤ C⌊

logAN
⌋ + C

⌊logAN⌋∑
m=1

1

m

∣∣∣ E
0≤h≤L(N)

e(mpN (h))
∣∣∣, (5.20)

where C is an absolute constant. We claim that for every 1 ≤ m ≤
⌊
logAN

⌋
, we have that∣∣∣ E

0≤h≤L(N)
e(mpN (h))

∣∣∣ ≤ 1

logAN
, (5.21)

provided that N is sufficiently large. Indeed, assume for the sake of contradiction that there exists
1 ≤ m0 ≤

⌊
logAN

⌋
, such that ∣∣∣ E

0≤h≤L(N)
e(m0pN (h))

∣∣∣ > 1

logAN
. (5.22)

The leading coefficient of m0pN (h) is equal to

m0a
(k)(N)

k!
.

Then, Lemma 2.3.7 implies that there exists a constant Ck (depending only on k) an integer q satisfying
|q| ≤ logCkAN and such that ∥∥∥q · m0a

(k)(N)

k!

∥∥∥
T
≤ logCkAN

⌊L(N)⌋k
.

The number qm0 is bounded in magnitude by log(Ck+1)A(N), so that

q · m0a
(k)(N)

k!
≪ log(Ck+1)AN ·N−ε3 = oN (1).
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Therefore, for large values of N , we can substitute the circle norm of the fraction in (5.22) with the
absolute value, which readily implies that∣∣∣q · m0a

(k)(N)

k!

∣∣∣ ≤ logCkAN

⌊L(N)⌋k
=⇒ ⌊L(N)⌋k

∣∣a(k)(N)
∣∣ ≤ k! logCkAN.

However, this implies that L(t) cannot strongly dominate the function
(
a(k)(t)

)− 1
k , which is a contra-

diction due to our hypothesis.
We have established that for every 1 ≤ m ≤

⌊
logAN

⌋
and large N , inequality (5.21) holds.

Substituting this in (5.20), we deduce that

∆[c,d]

((
pN (h)

)
0≤h≤L(N)

)
≤ C⌊

logAN
⌋ + C

⌊logAN⌋∑
m=1

1

m logAN
,

which implies that

∆[c,d]

((
pN (h)

)
0≤h≤L(N)

)
≪ A log logN

logAN
.

In particular, since A was arbitrary, we get

∆[c,d]

((
pN (h)

)
0≤h≤L(N)

)
≪A

1

logAN
. (5.23)

This establishes the first part of the proposition.
The second part of our statement follows from an application of the bound on the discrepancy of

the finite polynomial sequence (pN (h)). Indeed, we consider the set

SN = [0, θN ] ∪ [1− θN , 1),

where we recall that θN was defined in (5.19) and decays faster than a small fractional power. Then,
if {pN (h)} /∈ SN , we have ⌊pN (h) + θN (h)⌋ = ⌊pN (h)⌋, as can be seen by noticing that the error term
in (5.18) is bounded in magnitude by θN . Now, we estimate the number of integers h ∈ [0, L(N)] for
which {pN (h)} ∈ SN .

Using the definition of discrepancy and the recently established bounds, we deduce that∣∣{h ∈ [0, L(N)]: {pN (h)} ∈ [0, θN ]}
∣∣

L(N)
− θN ≪A

1

logAN

for every A > 0. Since the number θN is dominated by N−(k+1)ε2 , this implies that

∣∣{h ∈ [0, L(N)]: {pN (h)} ∈ [0, θN ]}
∣∣≪A

L(N)

logAN
.

An entirely similar argument yields the analogous relation for the interval [1− θN , 1). Therefore, the
number of integers in [0, L(N)] for which {pN (h)} ∈ SN is at most OA(L(N) log−AN).

In conclusion, since ⌊a(N + h)⌋ = ⌊pN (h)⌋ for all integers not in SN , we have that the number
of integers which does not satisfy this last relation is OA(L(N) log−AN), which yields the desired
result.

The above proposition asserts that, for almost all values of h ∈ [0, L(N)], we can write ⌊a(N + h)⌋ =
⌊pN (h)⌋. The logarithmic power saving in the statement will be helpful since we are dealing with av-
erages weighted by the sequence Λw,b(n) − 1, which has size comparable to logN on the interval
[N,N + L(N)]. Furthermore, notice that we did not assume that a is a Hardy field function in the
proof. Thus, the conditions in this proposition can be used to prove a comparison result for more
general iterates.
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The case of slow functions

Unfortunately, the previous proposition cannot deal with functions whose only possible Taylor approx-
imations involve only a constant term. This case will emerge when we have sub-fractional functions
since, as we have already remarked, these functions have a polynomial approximation of degree 0 in
short intervals (assuming that L(t) ≪ t1−ε). To cover this case, we will need the following proposition
which is practically of a qualitative nature.

Proposition 5.3.2. Let a(t) ∈ H be a sub-fractional function such that a(t) ≻ log t. Assume L(t) is
a positive sub-linear function going to infinity and such that L(t) ≪ t1−δ, for some δ > 0. Then, for
every 0 < ε < 1, we have the following: for all R ∈ N sufficiently large we have ⌊a(N + h)⌋ = ⌊a(N)⌋
for every h ∈ [0, L(N)], for all, except at most εR values of N ∈ [1, R].

Proof. Observe that for any h ∈ [0, L(N)], we have

a(N + h) = a(N) + ha′(ξh) (5.24)

for some ξh ∈ [N,N + h]. In addition, since a′(t) converges to 0 monotonically, we have

|ha′(ξh)| ≤ L(N)a′(N) ≪ N1−δa′(N) ≪ 1,

where the last inequality follows from Lemma 2.1.3 and the assumption that a(t) is sub-fractional. In
particular, there exists a positive real number q, such that |ha′(ξh)| ≪ N−q, for all h ∈ [0, L(N)].3

The sequence a(n) is equidistributed mod 1 by Theorem E, since it dominates the function log t.
Now, suppose that ε > 0, and choose a number R0 such that R−2q

0 < ε/2. Then, for R ≥ R0, the
number of integers N ∈ [R0, R] such that {a(N)} ∈ [ ε2 , 1−

ε
2 ] is

(R−R0)(1− ε+ oR(1))

due to the fact that a(n) is equidistributed. For these values of N , we have that

{a(N)} /∈ [0, N−2q] ∪ [1−N−2q, 1],

which implies that for all h ∈ [0, L(N)], we have that ⌊a(N + h)⌋ = ⌊a(N)⌋, as can be derived easily
by (5.24) and the fact that the error term is O(N−q). If we consider the integers N in the interval
[1, R0] as well, then the number of “bad values” (that is, the numbers N for which we do not have
⌊a(N + h)⌋ = ⌊a(N)⌋ for every h ∈ [0, L(N)]) is at most

R0 + (R−R0)(ε+ oR(1)).

Finally, choosing R sufficiently large, we get that this number is smaller than 2εR and the claim
follows.

In simplistic terms, what we have established is that if we restrict our attention to short intervals
[N,N + L(N)] for the natural numbers N , such that {a(N)} ∈ [ε, 1 − ε], then we can just write
⌊a(N + h)⌋ = ⌊a(N)⌋ for all h ∈ [0, L(N)]. Due to the equidistribution of a(n) mod 1 (which follows
from Theorem E), this is practically true for almost all N , if we take ε sufficiently small.

The case of polynomial functions

The final case is the case of functions of the form p(t) + x(t), where p is a polynomial with real
coefficients and x(t) is a sub-fractional function. The equidistribution of the corresponding sequence
will be affected only by the polynomial p when restricted to short intervals. Nonetheless, the techniques
of Proposition 5.3.1 cannot be employed, because we cannot establish quantitative bounds on the
exponential sums uniformly over all real polynomials. Therefore, we will use the following proposition,
which allows us to calculate the integer parts in this case. Unlike the previous two propositions which
can be bootstrapped to give a similar statement for several functions, we establish this one for several
functions from the outset. We do not need to concern ourselves with rational polynomials, since these
can be trivially reduced to the case of integer polynomials by passing to arithmetic progressions.

3We do not actually need this quantity to converge to zero faster than some power of N . The same argument applies
if this quantity simply converges to zero.
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Proposition 5.3.3. Let k, d be positive integers, let 0 < ε < 1/2 be a real number and let w ∈ N. We
defineW =

∏
p∈P: p≤w p and let 1 ≤ b ≤W be any integer with (b,W ) = 1. Suppose that a1, . . . , ak ∈ H

are functions of the form pi(t) + xi(t), where pi are polynomials of degree at most d and with at least
one irrational non-constant coefficient, while xi(t) are sub-fractional functions. Finally, assume that
L(t) is a positive sub-linear function going to infinity and such that

t
5
8 ≪ L(t) ≪ t.4

Then, for every r sufficiently large in terms of w, 1
ε , we have that there exists a subset Br,ε

of integers in the interval [r, r + L(r)] with at most Ok(εL(r)) elements, such that for all integers
n ∈ [r, r + L(r)] \ Br,ε, we have

⌊pi(n) + xi(n)⌋ = ⌊pi(n) + xi(r)⌋.

Furthermore, the set Br,ε satisfies

1

L(r)

∑
r≤n≤r+L(r)

Λw,b(n)1Br,ε(n) ≪k,d ε+ ow(1) log
1

ε
+ or(1). (5.25)

Remark. The or(1) term depends on the fixed parameters w, ε. However, in our applications, we will
send r → +∞, then we will send w → +∞, and then ε → 0. We shall reiterate this observation in
the proof of Theorem 1.3.1. On the other hand, the ow(1) term is the same as the one in 2.4.2 and
depends on the degree d of the polynomials, which will be fixed in applications.

Proof of Proposition 5.3.3. Fix an index 1 ≤ i ≤ k and consider a sufficiently large integer r. Using
the mean value theorem and the fact that |x′i(t)| decreases to 0 faster than all fractional powers by
Lemma 2.1.3, we deduce that

max
0≤h≤L(r)

|xi(r + h)− xi(r)| ≤ L(r)|x′i(r)| ≪ 1.

In particular, there exists δ0 > 0 depending only on the functions a1, . . . , ak and L(t), such that

max
0≤h≤L(r)

|xi(r + h)− xi(r)| ≪ r−δ0 (5.26)

for all 1 ≤ i ≤ k. Thus, we observe that if {pi(n) + xi(r)} ∈ (ε, 1− ε) and r is large enough in terms
of 1/ε, then we have that

⌊pi(n) + xi(n)⌋ = ⌊pi(n) + xi(r)⌋.
Naturally, we consider the set

Bi,r,ε = {n ∈ [r, r + L(r)]: {pi(n) + xi(r)} ∈ [0, ε] ∪ [1− ε, 1)} (5.27)

and take Br,ε = B1,r,ε∪· · ·∪Bk,r,ε. Now, we observe that the polynomial sequence pi is well-distributed
modulo 1, since it has at least one non-constant irrational coefficient. Therefore, if r is large enough,
we have that the set Bi,r,ε has less than 3εL(r) elements (say). Using the union bound, we conclude
that the set Br,ε has O(εkL(r)) elements. This shows the first requirement of the proposition.

We have to establish (5.25). We shall set M =
⌊
ε−1
⌋
for brevity so that r is assumed to be very

large in terms of M . Since the polynomials pi have at least one non-constant irrational coefficient,
we can use Weyl’s criterion for well-distribution (see, for instance, [37, Theorem 5.2, Chapter 1]) to
conclude that

max
1≤m≤M

∣∣∣ E
r≤n≤r+L(r)

e
(
m(pi(n) + xi(r))

)∣∣∣ = or(1),

for all r sufficiently large in terms of M , as we have assumed to be the case.5 On the other hand,
Lemma 2.4.2 implies that

max
1≤m≤M

∣∣∣ E
r≤n≤r+L(r)

(
Λw,b(n)− 1

)
e
(
m(pi(n) + xi(r))

)∣∣∣ = ow(1)

4See the notational conventions for the definition of ≪.
5A bound that is uniform over all m ∈ N is in general false, so we have to restrict m to a finite range.

120



for r sufficiently large in terms of w. Combining the last two bounds, we deduce that

max
1≤m≤M

∣∣∣ E
r≤n≤r+L(r)

Λw,b(n)e
(
m(pi(n) + xi(r))

)∣∣∣ = ow(1) + or(1). (5.28)

Since we have estimates on the exponential sums weighted by Λw,b(n), we can now make the passage
to (5.25). To this end, we apply Theorem I for the probability measure

ν(S) =

∑
r≤n≤r+L(r)

Λw,b(n)δ{pi(n)+xi(r)}(S)∑
r≤n≤r+L(r)

Λw,b(n)
.6

Setting

Sr =
∑

r≤n≤r+L(r)

Λw,b(n)

for brevity, we conclude that∑
r≤n≤r+L(r)

Λw,b(n)δ{pi(n)+xi(r)}
(
[0, ε] ∪ [1− ε, 1)

)
Sr

≪ 2ε+
1

M
+

M∑
m=1

1

m

∣∣∣ 1
Sr

∑
r≤n≤r+L(r)

Λw,b(n)e
(
m(pi(n) + xi(r))

)∣∣∣, (5.29)

where the implied constant is absolute. Applying the bounds in (5.28) and recalling the definition of
Bi,r,ε, we conclude that

∑
r≤n≤r+L(r)

Λw,b(n)1Bi,r,ε(n) ≪
(
ε+

1

M

)
Sr +

M∑
m=1

L(r)

m
(ow(1) + or(1))

≪ εSr + L(r)
(
ow(1) + or(1)

)
log

1

ε
, (5.30)

since M =
⌊
ε−1
⌋
. Finally, we bound Sr by applying Corollary 2.4.3 to conclude that

Sr =
ϕ(W )

W

∑
Wr+b≤n≤Wr+b+WL(r)

n≡b (W )

Λ(n) ≤ ϕ(W )

W

( 2WL(r) log r

ϕ(W ) log
(L(r)
W

)+
O
(L(r)
log r

)
+O(r1/2 log r)

)
≪ L(r)(1 + or(1)), (5.31)

where we used the fact that L(r) ≫ t5/8 to bound the first fraction by an absolute constant. Applying
this in (5.30), we conclude that

1

L(r)

∑
r≤n≤r+L(r)

Λw,b(n)1Bi,r,ε(n) ≪ ε(1 + or(1)) +
(
ow(1) + or(1)

)
log

1

ε
.

Finally, we recall that Br,ε = B1,r,ε ∪ · · · ∪ Bk,r,ε and use the union bound to get

1

L(r)

∑
r≤n≤r+L(r)

Λw,b(n)1Br,ε(n) ≪k ε++ow(1) log
1

ε
+ or(1),

provided that r is very large in terms of 1/ε, w. This is the desired conclusion.

6The denominator is non-zero if r is large enough.
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5.3.2 Simultaneous approximation of Hardy field functions

In view of Proposition 5.3.1, we would like to show that we can find a function L(t) such that the
growth rate condition of the statement is satisfied for several functions in H simultaneously. This
is the content of the following lemma. We will only need to consider the case where the functions
dominate some fractional power, since for sub-fractional functions, we have Propositions 5.3.2 and
5.3.3 that can cover them adequately. We refer again to our notational conventions for the notation
≪.

Proposition 5.3.4. Let ℓ ∈ N and suppose a1, . . . , aℓ ∈ H are strongly non-polynomial functions of
polynomial growth that are not sub-fractional. Then, for all 0 < c < 1, there exists a positive sub-linear
function L(t), such that tc ≪ L(t) ≪ t1−ε for some ε > 0 and such that, for all 1 ≤ i ≤ ℓ, there exist
positive integers ki, which satisfy

1 ≪
∣∣a(ki)i (t)

∣∣− 1
ki ≪ L(t) ≪

∣∣a(ki+1)
i (t)

∣∣− 1
ki+1 .

Furthermore, the integers ki can be chosen to be arbitrarily large, provided that c is sufficiently close
to 1.

Proof. We will use induction on ℓ. For ℓ = 1, it suffices to show that there exists a positive integer k,

such that the function
∣∣a(k+1)(t)

∣∣− 1
k+1 strongly dominates the function

∣∣a(k)(t)∣∣− 1
k . Then, we can pick

the function L(t) to be the geometric mean of these two functions to get our claim.7

Firstly, note that if we pick k sufficiently large, then we can ensure that (a(k)(t))−
1
k ≫ tc, which

would also imply the lower bound on the other condition imposed on the function L(t). To see why
this last claim is valid, observe that the derivatives of a satisfy the assumptions of Lemma 2.1.3, so
that we have a(k)(t) ≪ t−ka(t). Thus, if d is a positive integer, such that td grows faster than a(t)
and we choose k > d

c − 1, we verify that our claim holds.
Secondly, we will show that for all k ∈ N, we have∣∣a(k)(t)∣∣− 1

k ≪ t1−ε

for some 0 < ε < 1, as this relation (with k+1 in place of k) will yield the upper bound on the growth
of the function L(t) that we chose above. This has been already established in point ii) of Lemma
3.5.1.

In order to complete the base case of the induction, we show that for all sufficiently large k, we
have ∣∣a(k)(t)∣∣− 1

k ≪
∣∣a(k)(t)∣∣− 1

k+1 .

Equivalently, we prove that ∣∣a(k+1)(t)
∣∣− 1

k+1∣∣a(k)(t)∣∣− 1
k

≫ tδ (5.32)

for some δ > 0 that will depend on k. This can be proven as the point i) in Lemma 3.5.1.
Assume that the claim has been established for the integer ℓ. Now, let a1, . . . , aℓ+1 be functions

that satisfy the hypotheses of the proposition. Our induction hypothesis implies that there exists a
function L(t) with tc ≪ L(t) ≪ t1−ε and integers k1, . . . , kℓ, such that∣∣a(ki)i (t)

∣∣− 1
ki ≪ L(t) ≪

∣∣a(ki+1)
i (t)

∣∣− 1
ki+1 , 1 ≤ i ≤ ℓ.

Due to Proposition 2.1.5, there exists a positive integer s, such that∣∣a(s)ℓ+1(t)
∣∣− 1

s ≺ L(t) ≺
∣∣a(s+1)
ℓ+1 (t)

∣∣− 1
s+1 . (5.33)

7It is straightforward to check that if f ≪ g, then f ≪
√
fg ≪ g, assuming, of course, that the square root is

well-defined (e.g. when the functions f, g are eventually positive).
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Without loss of generality, we may assume that c is sufficiently close to 1. This implies that the integer

s can be chosen to be sufficiently large as well, so that the relation
∣∣a(s)ℓ+1(t)

∣∣− 1
s ≪

∣∣a(s+1)
ℓ+1 (t)

∣∣− 1
s+1

holds, as we established in the base case of the induction.
If each function strongly dominates the preceding one in (5.33), then we are finished. Therefore,

assume that L(t) is not strongly dominated by the function
∣∣a(s+1)
ℓ+1 (t)

∣∣− 1
s+1 (the other case is similar).

Note that for every 1 ≤ i ≤ ℓ, we have that∣∣a(ki)i (t)
∣∣− 1

ki ≪
∣∣a(s+1)
ℓ+1 (t)

∣∣− 1
s+1 .

Indeed, since the function L(t) strongly dominates the function
∣∣a(ki)i (t)

∣∣− 1
ki (by the induction hy-

pothesis) and L(t) grows slower than the the function
∣∣a(s+1)
ℓ+1 (t)

∣∣− 1
s+1 , this claim follows immediately.

Among the functions a1, . . . , aℓ+1, we choose a function for which the growth rate of
∣∣a(ki)i (t)

∣∣− 1
ki is

maximized.8 Assume that this happens for the index i0 ∈ {1, . . . , ℓ + 1} and observe that the func-

tion
∣∣a(s+1)
ℓ+1 (t)

∣∣− 1
s+1 strongly dominates

∣∣a(ki0 )i0
(t)
∣∣− 1

ki0 , because the first function grows faster than
L(t) and L(t) strongly dominates the latter (in the case i0 = ℓ+ 1, this follows from the fact that∣∣a(s)ℓ+1(t)

∣∣− 1
s ≪

∣∣a(s+1)
ℓ+1 (t)

∣∣− 1
s+1 ).

Define the function L̃(t) to be the geometric mean of the functions
∣∣a(ki0 )i0

(t)
∣∣− 1

ki0 and
∣∣a(s+1)
ℓ+1 (t)

∣∣− 1
s+1 .

Observe that this function grows slower than the function L(t), since it is strongly dominated by the

function
∣∣a(s+1)
ℓ+1 (t)

∣∣− 1
s+1 , while the original function L(t) is not. Due to its construction, we deduce

that the function L̃(t) satisfies ∣∣a(s)ℓ+1(t)
∣∣− 1

s ≪ L̃(t) ≪
∣∣a(s+1)
ℓ+1 (t)

∣∣− 1
s+1

and ∣∣a(ki)i (t)
∣∣− 1

ki ≪ L̃(t)

for all 1 ≤ i ≤ ℓ. This is a simple consequence of the fact that L̃(t) strongly dominates the function∣∣a(ki0 )i0
(t)
∣∣− 1

ki0 and the index i0 was chosen so that the growth rate of the associated function is

maximized. In addition, the function L(t) grows faster than the function L̃(t), which implies that

L̃(t) ≺ L(t) ≪
∣∣a(ki+1)
i (t)

∣∣− 1
ki+1

for all 1 ≤ i ≤ ℓ. The analogous relation in the case i = ℓ + 1 is also correct, as we pointed out
previously. Therefore, the function L̃(t) satisfies all of our required properties and the induction is
complete.

Finally, the assertion that the integers ki can be made arbitrarily large follows by enlarging c

appropriately and the fact that given a fixed ki ∈ N, the function
∣∣a(ki+1)
i (t)

∣∣− 1
ki+1 cannot dominate

all powers tc with c < 1, as we displayed in the base case of the induction.

We can actually weaken the hypothesis that the functions are strongly non-polynomial. The fol-
lowing proposition is more convenient to use and its proof is an immediate consequence of Proposition
5.3.4.

Proposition 5.3.5. Let ℓ ∈ N and suppose a1, . . . , aℓ ∈ H are functions of polynomial growth, such
that |ai(t)− p(t)| ≫ 1, for all real polynomials p(t) and every i ∈ {1, . . . , ℓ}. Then, for all 0 < c < 1,
there exists a positive sub-linear function L(t), such that tc ≺ L(t) ≪ t1−ε for some ε > 0 and such
that there exist positive integers ki, which satisfy

1 ≪
∣∣a(ki)i (t)

∣∣− 1
ki ≪ L(t) ≪

∣∣a(ki+1)
i (t)

∣∣− 1
ki+1 .

8In the case i = ℓ+ 1, we are referring to the function
∣∣a(s)

i (t)
∣∣− 1

s .
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Proof. Each of the functions ai can be written in the form pi(t)+xi(t), where pi is a polynomial with
real coefficients and xi ∈ H is strongly non-polynomial. The hypothesis implies that the functions xi
are not sub-fractional. If k is large enough, then we have a

(k)
i (t) = x

(k)
i (t) for all t ∈ R. The conclusion

follows from Proposition 5.3.4 applied to the functions xi(t), where the corresponding integers ki are

chosen large enough so that the equality a
(ki)
i (t) = x

(ki)
i (t) holds (that is, larger than the degrees of

the polynomials pi(t)).

5.4 The main comparison

In this section, we will establish the main proposition that asserts that averages weighted by the
W-tricked von-Mangoldt function are morally equal to the standard Cesàro averages over N. In order
to do this, we will use the polynomial approximations for our Hardy field functions and we will try
to remove the error terms arising from these approximations using Propositions 5.3.1, 5.3.2 and 5.3.3.
Firstly, we will use a lemma that allows us to pass from long averages over the interval [1, N ] to shorter
averages over intervals of the form [N,N + L(N)]. This lemma is very similar to Lemma 3.2.2, the
only difference being the presence of the unbounded weights.

Lemma 5.4.1. Let (An)n∈N be a sequence in a normed space, such that ∥An∥ ≤ 1 and let L(t) ∈ H
be an (eventually) increasing sub-linear function, such that L(t) ≫ tε for some ε > 0. Suppose that w
is a fixed natural number. Then, we have∥∥∥ E

1≤r≤R

(
Λw,b(r)− 1

)
Ar

∥∥∥ ≤ E
1≤r≤R

∥∥∥ E
r≤n≤r+L(r)

(
Λw,b(n)− 1

)
An

∥∥∥+ oR(1),

uniformly for all 1 ≤ b ≤W with (b,W ) = 1.

Proof. Using the triangle inequality, we deduce that

E
1≤r≤R

∥∥∥ E
r≤n≤r+L(r)

(
Λw,b(n)− 1

)
An

∥∥∥ ≥
∥∥∥ E
1≤r≤R

(
E

r≤n≤r+L(r)

(
Λw,b(n)− 1

)
An
)∥∥∥.

Therefore, our result will follow if we show that∥∥∥ E
1≤r≤R

(
E

r≤n≤r+L(r)

(
Λw,b(n)− 1

)
An

)
− E

1≤r≤R

(
Λw,b(r)− 1

)
Ar

∥∥∥ = oR(1).

Let u denote the inverse of the function t + L(t), which is well-defined for sufficiently large t due
to monotonicity. Furthermore, it is straightforward to derive that lim

t→+∞
u(t)/t = 1 from the fact that

t+ L(t) also grows linearly. Now, we have

E
1≤r≤R

(
E

r≤n≤r+L(r)

(
Λw,b(n)− 1

)
An

)
=

1

R

( R∑
n=1

pR(n)
(
Λw,b(n)− 1

)
An+

R+L(R)∑
n=R+1

pR(n)
(
Λw,b(n)− 1

)
An

)
for some real numbers pR(n), which denote the number of appearances of An in the previous expression
(weighted by the term 1/L(r) that appears on each inner average). Assuming that n (and thus R) is
sufficiently large, so that u(n) is positive, we can calculate pR(n) to be equal to

pR(n) =
1

L(⌊u(n)⌋) + 1
+ · · ·+ 1

L(n) + 1
+ on(1),

since the number An appears on the average E
r≤n≤r+L(r)

if and only if u(n) ≤ r ≤ n. Note that pR(n)

is actually independent of R (for n large enough) and therefore, we will denote it simply as p(n) from
now on. We have that

lim
n→+∞

p(n) = 1. (5.34)
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This follows exactly as in the proof of Lemma 3.2.2.
Now, we show that

1

R

R+L(R)∑
n=R+1

p(n)
(
Λw,b(n)− 1

)
An = oR(1). (5.35)

Bounding p(n) trivially by 2 (since its limit is equal to 1) and ∥An∥ by 1, we infer that it is sufficient
to show that

1

R

R+L(R)∑
n=R+1

∣∣Λw,b(n)− 1
∣∣ = oR(1).

Using the triangle inequality and the fact that L(r) ≺ r, this reduces to

1

R

R+L(R)∑
n=R+1

Λw,b(n) = oR(1).

To establish this, we apply Corollary 2.4.3 to conclude that

1

R

R+L(R)∑
n=R+1

ϕ(W )

W
Λ(Wn+ b) =

1

R

∑
WR+R+b≤n≤WR+R+b+WL(r)

n≡b (W )

Λ(n) ≤

ϕ(W )

WR

( 2WL(R) logR

ϕ(W ) log
(L(R)
W

) +O
( L(R)

log(WR+R+ b)

)
+O(R1/2 logR)

)
= oR(1).

This follows from the fact that L(R) ≺ R and that the quantity logR/ log(L(R)) is bounded by the
hypothesis L(R) ≫ Rε.

In view of this, it suffices to show that

∥∥∥ 1
R

R∑
n=1

p(n)
(
Λw,b(n)− 1

)
An −

1

R

R∑
n=1

(
Λw,b(n)− 1

)
An

∥∥∥ = oR(1).

We have∥∥∥ 1
R

R∑
n=1

p(n)
(
Λw,b(n)− 1

)
An −

1

R

R∑
n=1

(
Λw,b(n)− 1

)
An

∥∥∥ ≤ 1

R

R∑
n=1

|p(n)− 1||Λw,b(n)− 1|,

by the triangle inequality. Now, given ε > 0, we can bound this by

1

R

R∑
n=1

ε
(
Λw,b(n) + 1

)
+ oR(1),

where the oR(1) term reflects the fact that the bound for |p(n) − 1| ≤ ε is valid for large values of n
only. It suffices to bound the term

ε

R

R∑
n=1

Λw,b(n),

since the remainder is simply O(ε). However, using Corollary 2.4.3 (or the prime number theorem in
arithmetic progressions), we see that this term is also O(ε), exactly as we did above. Sending ε→ 0,
we reach the desired conclusion.

Proof of Theorem 1.3.1. We split this reduction into several steps. For a function a ∈ H, we will
use the notation aw,b(t) to denote the function a(Wt+ b) and we will need to keep in mind that the
asymptotic constants must not depend on W and b. As is typical in these arguments, we shall rescale
the functions f1, . . . , fℓ so that they are all bounded by 1.
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Step 1: A preparatory decomposition of the functions

Each function aij can be written in the form

aij(t) = gij(t) + pij(t) + qij(t)

where gij(t) is a strongly non-polynomial function (or identically zero), pij(t) is either a polynomial
with at least one non-constant irrational coefficient or a constant polynomial, and, lastly, qij(t) is a
polynomial with rational coefficients. Observe that there exists a fixed positive integer Q0 for which
all the polynomials qij(Q0n + s0) have integer coefficients except possibly the constant term, for all
0 ≤ s0 ≤ Q0. These non-integer constant terms can be absorbed into the polynomial pij(t). Therefore,
splitting our average into the arithmetic progressions (Q0n+ s0), it suffices to show that

lim
w→+∞

lim sup
N→+∞

max
1≤b≤W
(b,W )=1

∥∥∥ 1

N

N∑
n=1

(
Λw,b(Q0n+ s0)− 1

) ℓ∏
j=1

( k∏
i=1

T
⌊aij,w,b(Q0n+s0)⌋
i

)
fj

∥∥∥
L2(µ)

= 0

for all s0 ∈ {0, . . . , Q0 − 1}. Observe that each one of the functions aij,w,b(Q0t + s0) satisfies either
(1.19) or (1.20). Since the polynomials qij,w,b(Q0n + s0) have integer coefficients, we can rewrite the
previous expression as

lim
w→+∞

lim
N→+∞

max
1≤b≤W
(b,W )=1

∥∥∥ 1

N

N∑
n=1

1s0 (Q0)(n)
(
Λw,b(n)− 1

)
ℓ∏

j=1

( k∏
i=1

T
⌊gij,w,b(n)+pij,w,b(n)⌋+qij,w,b(n)

i

)
fj

∥∥∥
L2(µ)

= 0. (5.36)

Step 2: Separating the iterates

Define the sets

S1 = {(i, j) ∈ [1, k]× [1, ℓ]: gij(t) ≪ tδ for all δ > 0 and pij is non-constant}, (5.37)

and
S2 = {(i, j) ∈ [1, k]× [1, ℓ]: gij(t) ≪ tδ for all δ > 0 and pij is constant}, (5.38)

whose union contains precisely the pairs (i, j), for which gij(t) is sub-fractional.
Our first observation is that if a pair (i, j) belongs to S2, then the function aij(t) has the form

gij(t)+qij(t), where gij is sub-fractional and qij is a rational polynomial. Thus, (1.19) and (1.20) imply
that we either have that gij(t) ≻ log(t) or gij(t) converges to a constant, as t → +∞. The constant
can be absorbed into the constant polynomial pij . In view of this, we will subdivide S2 further into
the following two sets:

S′
2 = {(i, j) ∈ S2: gij(t) ≻ log t}, (5.39)

S′′
2 = {(i, j) ∈ S2: gij(t) ≺ 1}.

Observe that iterates corresponding to pairs (i, j) that do not belong to the union S1 ∪ S′
2 ∪ S′′

2

have an expression inside the integer part that has the form g(t) + p(t), where g is a strongly non-
polynomial function that is not sub-fractional. In particular, these functions satisfy the hypotheses
of Proposition 5.3.5. Furthermore, functions that correspond to the set S1 have the form p(t) + x(t),
where p is an irrational polynomial and x is sub-fractional, while functions in S′

2 are sub-fractional
functions that dominate log t. We will use Proposition 5.3.3 and Proposition 5.3.2 for these two
collections respectively. Finally, observe that if (i, j) ∈ S′′

2 , then for n sufficiently large, we can write

⌊aij(Q0n+ s0)⌋ = qij(Q0n+ s0) + ⌊cij⌋+ eij,Q0n+s0 ,

where eij,Q0n+s0 ∈ {0,−1} and cij is a constant term arising from the constant (in this case) polynomial
pij . The error term eij,Q0n+s0 actually exists only if cij is an integer. In particular, we have eij,Q0n+s0 =
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0 for all large enough n when gij(t) decreases to 0 and eij,Q0n+s0 = −1 if gij(t) increases to 0. Therefore,
if we redefine the polynomials qij(t) accordingly so that both ⌊cij⌋ and the error term eij,Q0n+s0 (which
is independent of s0) is absorbed into the constant term, we may assume without loss of generality
that for all n sufficiently large, we have

⌊gij(Q0n+ s0) + pij(Q0n+ s0)⌋+ qij(Q0n+ s0) = qij(Q0n+ s0).

We will employ this relation to simplify the iterates in (5.36), where n will be replaced by Wn+ b.
We rewrite the limit in (5.36) as

lim
w→+∞

lim sup
N→+∞

max
1≤b≤W
(b,W )=1

∥∥∥ 1

N

N∑
n=1

1s0 (Q0)(n)
(
Λw,b(n)− 1

)
ℓ∏

j=1

( ∏
i: (i,j)∈S1

T
⌊gij,w,b(n)+pij,w,b(n)⌋+qij,w,b(n)

i ·
∏

i: (i,j)∈S′
2

T
⌊gij,w,b(n)+pij,w,b(n)⌋+qij,w,b(n)

i ·

∏
i: (i,j)∈S′′

2

T
qij,w,b(n)
i ·

∏
i: (i,j) ̸S1∪S′

2∪S′′
2

T
⌊gij,w,b(n)+pij,w,b(n)⌋+qij,w,b(n)

i

)
fj

∥∥∥
L2(µ)

. (5.40)

Step 3: Passing to short intervals

The functions gij(t) + pij(t) with (i, j) ∈ S1 satisfy the assumptions of Proposition 5.3.3, while the
functions gij(t) + pij(t) with (i, j) /∈ S1 ∪ S′

2 ∪ S′′
2 satisfy the assumptions of Proposition 5.3.5 (thus,

each one of them satisfies Proposition 5.3.1 for some appropriately chosen values of the integer k in
that statement). Lastly, the functions of the set S′

2 satisfy the assumptions of Propositions 5.3.2. It
is straightforward to infer that, in each case, the corresponding property continues to hold when the
functions gij(t)+pij(t) are replaced by the functions gij,w,b(t)+pij,w,b(t). This is a simple consequence
of the fact that if f ∈ H has polynomial growth, then the functions f and fw,b have the same growth
rate.

Let d0 be the maximal degree appearing among the polynomials pij(t). Then, we can find a
sub-linear function L(t) such that

t
5
8 ≪ L(t) ≪ t (5.41)

and, such that there exists positive integers kij for (i, j) /∈ S1 ∪S′
2 ∪S′′

2 , for which we have the growth
inequalities ∣∣∣g(kij)ij (t)

∣∣∣− 1
kij ≪ L(t) ≪

∣∣∣g(kij+1)
ij (t)

∣∣∣− 1
kij+1

. (5.42)

Furthermore, we can assume that kij are very large compared to the maximal degree d0 of the polyno-
mials pij(t), by taking L(t) to grow sufficiently fast. We remark that (5.42) also implies the inequalities∣∣∣g(kij)ij,w,b(t)

∣∣∣− 1
kij ≪ L(t) ≪

∣∣∣g(kij+1)
ij,w,b (t)

∣∣∣− 1
kij+1

. (5.43)

for any fixed w, b.
For the choice of L(t) that we made above, we apply Lemma 5.4.1 to infer that it suffices to show

that

lim
w→+∞

lim sup
R→+∞

max
1≤b≤W
(b,W )=1

E
1≤r≤R

∥∥∥ E
r≤n≤r+L(r)

1s0 (Q0)(n)
(
Λw,b(n)− 1

)
ℓ∏

j=1

( ∏
i: (i,j)∈S1

T
⌊gij,w,b(n)+pij,w,b(n)⌋+qij,w,b(n)

i ·
∏

i: (i,j)∈S′
2

T
⌊gij,w,b(n)+pij,w,b(n)⌋+qij,w,b(n)

i ·

∏
i: (i,j)∈S′′

2

T
qij,w,b(n)
i ·

∏
i: (i,j)/∈S1∪S′

2∪S′′
2

T
⌊gij,w,b(n)+pij,w,b(n)⌋+qij,w,b(n)

i

)
fj

∥∥∥
L2(µ)

= 0. (5.44)
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Step 4: Reducing to polynomial iterates and using uniformity bounds

We now fix w (thus W ) and the integer b. Suppose that R is sufficiently large and consider the
expression

Jw,b,s0(R) := E
1≤r≤R

∥∥∥ E
r≤n≤r+L(r)

1s0 (Q0)(n)
(
Λw,b(n)− 1

)
ℓ∏

j=1

( ∏
i: (i,j)∈S1

T
⌊gij,w,b(n)+pij,w,b(n)⌋+qij,w,b(n)

i ·
∏

i: (i,j)∈S′
2

T
⌊gij,w,b(n)+pij,w,b(n)⌋+qij,w,b(n)

i ·

∏
i: (i,j)∈S′′

2

T
qij,w,b(n)
i ·

∏
i: (i,j)/∈S1∪S′

2∪S′′
2

T
⌊gij,w,b(n)+pij,w,b(n)⌋+qij,w,b(n)

i

)
fj

∥∥∥
L2(µ)

. (5.45)

We will apply Propositions 5.3.1, 5.3.2 and 5.3.3 to replace the iterates with polynomials (with coef-
ficients depending on r). Due to the nature of Proposition 5.3.2 (namely, that it excludes a small set
of r ∈ [1, R]), we let ER,w,b denote a subset of {1, . . . , R}, which will be constructed throughout the
proof and will have small size. We remark that the iterates corresponding to S′′

2 have been dealt with
(morally), so we will focus our attention on the other three sets.

Let d be the maximum number among the degrees among the polynomials pij , qij and the integers
kij . Let ε > 0 be a small (but fixed) quantity and we assume that r is large enough in terms of 1/ε,
i.e., larger than some R0 = R0(ε). Observe that if R is sufficiently large, then we have R0 ≤ εR. We
include the “small” r in the exceptional set ER,w,b, so that ER,w,b now has at most εR elements. We
will need to bound the expression Jw,b,s0(R) for large R uniformly in b.

Throughout the rest of this step, we implicitly assume that all terms of the form or(1) or oR(1) are
allowed to depend on the parameters w and ε which will be fixed up until the end of Step 4. One can
keep in mind the following hierarchy 1

ε ≪ w ≪ r.

Case 1 : We first deal with the functions in S′
2. Fix an (i, j) ∈ S′

2 and consider the function
gij,w,b(n) + pij,w,b(n) appearing in the corresponding iterate. Observe that due to the definition of S′

2

in (5.39), the polynomial pij(t) is constant, so that pij,w,b(t) is also constant. In addition, the function
gij(t) is a sub-fractional function and dominates log t. Therefore, the same is true for the function
gij,w,b(t).

We apply Proposition 5.3.2: for all except at most εR values of r ∈ [1, R], we have that

⌊gij,w,b(n) + pij,w,b(n)⌋ = ⌊gij,w,b(r) + pij,w,b(r)⌋ for all n ∈ [r, r + L(r)]. (5.46)

For each (i, j) ∈ S′
2, we include the “bad” values of r to the set ER,w,b, so that the set ER,w,b now has

at most (kℓ+ 1)εR elements.
Case 2 : Now, we turn our attention to functions on the complement of the set S1 ∪ S′

2 ∪ S′′
2 . The

functions gij satisfy (5.43) and recall that we have chosen kij to be much larger than the degrees of
the pij , so that the derivative of order kij of our polynomial vanishes. In conclusion, we may conclude
that gij(t)+ pij(t) satisfies the assumptions of Proposition 5.3.1 for the integer kij (and the sub-linear
function L(t) that we have already chosen).

Given A > 0, we infer that for all but OA(L(r) log
−A r) values of n ∈ [r, r + L(r)], we have

⌊gij,w,b(n) + pij,w,b(n)⌋ = ⌊p̃ij,w,b,r(n)⌋, (5.47)

where p̃ij,w,b,r(n) is the polynomial

kij∑
l=0

(n− r)lg
(l)
ij,w,b(r)

l!
+ pij,w,b(n).

Additionally, the polynomials p̃ij,w,b,r satisfy∣∣{n ∈ [r, r + L(r)]: {p̃ij,w,b,r(n)} ∈ [1− δ, 1)}
∣∣

L(r)
= δ +OA(log

−A r) (5.48)
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for any δ < 1. Practically, this last condition signifies that the polynomials p̃ij,w,b,r satisfy the equidis-
tribution condition in Proposition 5.2.3, which we shall invoke later.

Case 3 : Finally, we deal with the case of the set S1. Proposition 5.3.3 suggests that there is a
subset Bw,b,r,ε of [r, r+L(r)] of size Ok,ℓ(εL(r)), such that for every n ∈ [r, r+L(r)] \Bw,b,r,ε, we have

⌊pij,w,b(n) + gij,w,b(n)⌋ = ⌊pij,w,b(n) + gij,w,b(r)⌋. (5.49)

Additionally, the set Bw,b,r,ε satisfies

1

L(r)

∑
r≤n≤r+L(r)

Λw,b(n)1Bw,b,r,ε
(n) ≪k,ℓ,d ε+ ow(1) log

1

ε
+ or(1). (5.50)

We emphasize that the asymptotic constant in (5.50) depends only on k, l, d, so that the constant is
the same regardless of the choice of the parameters w, b.

First of all, we apply (5.46) to simplify the expression for Jw,b,s0(R). Namely, for any r /∈ ER,w,b,
we have that the inner average in the definition of Jw,b,s0(R) is equal to

∥∥∥ E
r≤n≤r+L(r)

1s0 (Q0)(n)
(
Λw,b(n)− 1

) ℓ∏
j=1

( ∏
i: (i,j)∈S1

T
⌊gij,w,b(n)+pij,w,b(n)⌋+qij,w,b(n)

i ·

∏
i: (i,j)∈S′

2

T
⌊gij,w,b(r)+pij,w,b(r)⌋+qij,w,b(n)

i ·
∏

i: (i,j)∈S′′
2

T
qij,w,b(n)
i ·

∏
i: (i,j)/∈S1∪S′

2∪S′′
2

T
⌊gij,w,b(n)+pij,w,b(n)⌋+qij,w,b(n)

i

)
fj

∥∥∥
L2(µ)

.

Thus, we have replaced the iterates of the set S′
2 with polynomials in the averaging parameter n.

Secondly, we use (5.47) to deduce that for all, except at most OA(kℓL(r) log
−A r) values of n ∈

[r, r + L(r)], the product of transformations appearing in the previous relation can be written as

ℓ∏
j=1

( ∏
i: (i,j)∈S1

T
⌊gij,w,b(n)+pij,w,b(n)⌋+qij,w,b(n)

i

∏
i: (i,j)∈S′

2

T
⌊gij,w,b(r)+pij,w,b(r)⌋+qij,w,b(n)

i ·

∏
i: (i,j)∈S′′

2

T
qij,w,b(n)
i ·

∏
i: (i,j)/∈S1∪S′

2∪S′′
2

T
⌊p̃ij,w,b(n)⌋+qij,w,b(n)

i

)
fj . (5.51)

The contribution of the exceptional set can be at most

kℓ log(Wr +WL(r) + b) ·OA(log−A r),

since each Λw,b(n) is bounded by log(Wn + b). Therefore, if we choose A ≥ 2, this contribution is
or(1) and we can rewrite the average over the corresponding short interval as

∥∥∥ E
r≤n≤r+L(r)

1s0 (Q0)(n)
(
Λw,b(n)− 1

) ℓ∏
j=1

( ∏
i: (i,j)∈S1

T
⌊gij,w,b(n)+pij,w,b(n)⌋+qij,w,b(n)

i

∏
i: (i,j)∈S′

2

T
⌊gij,w,b(r)+pij,w,b(r)⌋+qij,w,b(n)

i ·
∏

i: (i,j)∈S′′
2

T
qij,w,b(n)
i ·

∏
i: (i,j)/∈S1∪S′

2∪S′′
2

T
⌊p̃ij,w,b,r(n)⌋+qij,w,b(n)

i

)
fj

∥∥∥
L2(µ)

+ or(1). (5.52)

Thus, we have reduced our iterates to polynomial form in this case as well.

129



Finally, we follow the same procedure for the set S1. Namely, for all integers n in the interval
[r, r + L(r)] such that n /∈ Bw,b,r,ε, we use (5.49) to rewrite (5.51) as

ℓ∏
j=1

( ∏
i: (i,j)∈S1

T
⌊gij,w,b(r)+pij,w,b(n)⌋+qij,w,b(n)

i

∏
i: (i,j)∈S′

2

T
⌊gij,w,b(r)+pij,w,b(r)⌋+qij,w,b(n)

i ·

∏
i: (i,j)∈S′′

2

T
qij,w,b(n)
i ·

∏
i: (i,j)/∈S1∪S′

2∪S′′
2

T
⌊p̃ij,w,b(n)⌋+qij,w,b(n)

i

)
fj .

The contribution of the set Bw,b,r,ε on the average over the interval [r, r+L(r)] can be estimated using
the triangle inequality. More specifically, this contribution is smaller than

1

L(r)

∑
r≤n≤r+L(r)

1s0 (Q0)(n)
∣∣∣Λw,b(n)− 1

∣∣∣1Bw,b,r,ε
(n).

We bound the characteristic function 1s0 (Q0) trivially by 1, so that the above quantity is smaller than

1

L(r)

∑
r≤n≤r+L(r)

Λw,b(n)1Bw,b,r,ε
(n) +

1

L(r)

∑
r≤n≤r+L(r)

1Bw,b,r,ε
(n). (5.53)

The second term contributes Ok,ℓ(ε), since Bw,b,r,ε has at most Ok,ℓ(εL(r)) elements. On the other
hand, we have a bound for the first term already in (5.50). Thus, the total contribution is Ok,ℓ,d(1)
times the expression

ε+ ow(1) log
1

ε
+ or(1).

In view of the above, we deduce that the average in (5.52) is bounded by Ok,ℓ,d(1) times

∥∥∥ E
r≤n≤r+L(r)

1s0(Q0)(n)
(
Λw,b(n)− 1

) ℓ∏
j=1

( ∏
i: (i,j)∈S1

T
⌊gij,w,b(r)+pij,w,b(n)+qij,w,b(n)⌋
i

∏
i: (i,j)∈S′

2

T
⌊gij,w,b(r)+pij,w,b(r)+qij,w,b(n)⌋
i ·

∏
i: (i,j)∈S′′

2

T
⌊qij,w,b(n)⌋
i ·

∏
i: (i,j)/∈S1∪S′

2∪S′′
2

T
⌊p̃ij,w,b(n)+qij,w,b(n)⌋
i

)
fj

∥∥∥
L2(µ)

+ ε+ ow(1) log
1

ε
+ or(1). (5.54)

Here, we moved the polynomials qij,w,b back inside the integer parts, which we are allowed to do since
they have integer coefficients.

The polynomials in the iterates corresponding to S1, S
′
2, S

′′
2 , and the complement of S1 ∪ S′

2 ∪ S′′
2

fulfill the hypothesis of Proposition 5.2.3. To keep the number of parameters lower, we will apply
this proposition for δ = ε, where we have assumed that ε is a very small parameter. Accordingly, we
assume (as we may) that w and r are much larger than 1

ε . To see why the hypotheses are satisfied,
observe that for the first set, this follows from the fact that pij,w,b has at least one non-constant
irrational coefficient (since pij is non-constant by the definition of S1). Therefore, the number of
integers n ∈ [r, r + L(r)] for which we have

{gij,w,b(r) + pij,w,b(n) + qij,w,b(n)} ∈ (1− ε, 1)

is smaller than 2εL(r) for r sufficiently large. At the same time, the result is immediate for the second
and third sets, since the iterates involve polynomials with integer coefficients (except, possibly, their
constant terms). For the final set, this claim follows from (5.48).

In view of the prior discussion, we conclude that there exists a positive integer s, that depends
only on d, k, ℓ, such that the expression in (5.54) is bounded by

ε−kℓ
∥∥1s0 (Q0)

(
Λw,b(n)− 1

)∥∥
Us(r,r+sL(r)]

+ ε−kℓow(1) + oε(1)(1 + ow(1))+

ε+ ow(1) log
1

ε
+ or(1). (5.55)
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Applying Lemma 2.2.2, we can bound the previous Gowers norm along the residue class s0 (Q0) as
follows: ∥∥1s0 (Q0)

(
Λw,b(n)− 1

)∥∥
Us(r,r+sL(r)]

≤
∥∥Λw,b(n)− 1

∥∥
Us(r,r+sL(r)]

. (5.56)

In view of the arguments above, we conclude that, for every r /∈ ER,w,b, the following inequality
holds∥∥∥ E

r≤n≤r+L(r)
1s0(Q0)(n)

(
Λw,b(n)− 1

)
ℓ∏

j=1

( ∏
i: (i,j)∈S1

T
⌊gij,w,b(n)+pij,w,b(n)⌋+qij,w,b(n)

i ·
∏

i: (i,j)∈S′
2

T
⌊gij,w,b(n)+pij,w,b(n)⌋+qij,w,b(n)

i ·

∏
i: (i,j)∈S′′

2

T
qij,w,b(n)
i ·

∏
i: (i,j)/∈S1∪S′

2∪S′′
2

T
⌊gij,w,b(n)+pij,w,b(n)⌋+qij,w,b(n)

i

)
fj

∥∥∥
L2(µ)

≪k,ℓ,d

ε−kℓ
∥∥(Λw,b(n)− 1

)∥∥
Us(r,r+sL(r)]

+ ε+
(
ε−kℓ + log

1

ε
+ oε(1)

)
ow(1) + oε(1) + or(1).

We apply this estimate to the double average defining Jw,b,s0(R) in (5.45). This estimate holds for
every r /∈ ER,w,b and, thus, we need an estimate for the values of r in this exceptional set. In order to
achieve this, we recall that the set ER,w,b has at most (2kℓ + 1)εR elements. For each r ∈ ER,w,b, we
use the triangle inequality to bound the average over the corresponding short interval by

1

L(r)

∑
r≤n≤r+L(r)

n≡s0 (Q0)

(Λ(Wn+ b) + 1).

We bound the characteristic function of the residue class n ≡ s0 (Q0) trivially by 1 and apply
Corollary 2.4.3 to conclude that this expression is O(1) + or(1), using similar estimates as the ones
used in the proof of Proposition 5.3.3 (see (5.31)). Therefore, the contribution of the set ER,w,b is at
most Ok,ℓ(ε) + or(1). Combining all of the above, we arrive at the estimate

Jw,b,s0(R) ≪d,k,ℓ ε−kℓ
(

E
1≤r≤R

∥∥(Λw,b(n)− 1
)∥∥
Us(r,r+sL(r)]

)
+ ε−kℓow(1)+

oε(1)(1 + ow(1)) + oR(1). (5.57)

We restate (5.44) here. Namely, we want to show that

lim sup
R→+∞

max
1≤b≤W
(b,W )=1

Jw,b,s0(R) = ow(1).

Applying (5.57), we conclude that for a fixed w, we have

lim sup
R→+∞

max
1≤b≤W
(b,W )=1

Jw,b,s0(R) ≪d,k,ℓ ε
−kℓ
(

lim
R→+∞

E
1≤r≤R

max
1≤b≤W
(b,W )=1

∥∥(Λw,b(n)− 1
)∥∥
Us(r,r+L(r)]

)
+

ε−kℓow(1) + oε(1)(1 + ow(1)).

Due to Theorem K, we have that

max
1≤b≤W
(b,W )=1

∥∥(Λw,b(n)− 1
)∥∥
Us(r,r+L(r)]

= ow(1)

for every sufficiently large r. Thus, we conclude that

lim sup
R→+∞

max
1≤b≤W
(b,W )=1

Jw,b,s0(R) ≪d,k,ℓ ε
−kℓow(1) + oε(1)(1 + ow(1)).
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Step 5: Putting all the bounds together

We restate here our conclusion. We have shown that for all fixed integers w and real number 0 < ε < 1,
we have

lim sup
R→+∞

lim
N→+∞

max
1≤b≤W
(b,W )=1

∥∥∥ 1

N

N∑
n=1

1s0(Q0)(n)
(
Λw,b(n)− 1

) ℓ∏
j=1

( k∏
i=1

T
⌊aij,w,b(n)⌋
i

)
fj

∥∥∥
L2(µ)

≪d,k,ℓ ε
−kℓow(1) + oε(1)(1 + ow(1)), (5.58)

where we recall that d was the maximum among the integers kij and the degrees of the polynomials
pij , qij (all of these depend only on the initial functions aij). Sending w → +∞, we deduce that the
limit in (5.36) (in view of (5.58)) is smaller than a constant (depending on k, ℓ, d) multiple of oε(1).
Sending ε→ 0, we conclude that the original limit is 0, which is the desired result.

5.5 Proofs of the remaining theorems

We finish the proofs of our theorems in this section.

5.5.1 Proof of the convergence results

Proof of Theorem 1.3.2. Let (X,X , µ, T1, . . . , Tk) be the system and aij ∈ H the functions in the
statement. In view of Lemma 2.4.1, it suffices to show that the averages

A(N) :=
1

N

N∑
n=1

Λ(n)
( k∏
i=1

T
⌊ai1(n)⌋
i

)
f1 · . . . ·

( k∏
i=1

T
⌊aiℓ(n)⌋
i

)
fℓ

converge in L2(µ). For a fixed w ∈ N, we define W =
∏
p≤w,p∈P p as usual and let b ∈ N. We define

Bw,b(N) :=
1

N

N∑
n=1

( k∏
i=1

T
⌊ai1(Wn+b)⌋
i

)
f1 · . . . ·

( k∏
i=1

T
⌊aiℓ(Wn+b)⌋
i

)
fℓ.

Let ε > 0. Using Theorem 1.3.1, we can find w0 ∈ N (which yields a corresponding W0) such that∥∥∥A(W0N)− 1

ϕ(W0)

∑
1≤b≤W0
(b,W0)=1

Bw0,b(N)
∥∥∥
L2(µ)

= O(ε) (5.59)

for all N sufficiently large. Our hypothesis implies that the sequence of bounded functions Bw0,b(N)
is a Cauchy sequence in L2(µ), which, in conjunction with (5.59), implies that the sequence A(W0N)
is a Cauchy sequence. In particular, we have

∥A(W0M)−A(W0N)∥L2(µ) = O(ε),

for all N,M sufficiently large. Finally, since

∥A(W0N + b)−A(W0N)∥L2(µ) = oN (1),

for all 1 ≤ b ≤ W0, we conclude that A(N) is a Cauchy sequence, which implies the required conver-
gence.

Furthermore, if the sequence Bw,b(N) converges to the function F in L2(µ) for all w, r ∈ N, then
(5.59) implies that ∥A(W0N)− F∥L2(µ) = O(ε), for all large enough N . Repeating the same argument
as above, we infer that A(N) converges to the function F in norm, as we desired.
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Proof of Theorem 1.3.3. Let a ∈ H satisfy either (1.23) or (1.24), k ∈ N, (X,X , µ, T ) be any measure-
preserving system, and functions f1, . . . , fk ∈ L∞(µ). Observe that in either case, the function a
satisfies (1.19) or (1.20). In addition, when a(t) satisfies either of the two latter conditions, then the
function a(Wt+ b) satisfies the same condition, for all W, b ∈ N.

Using [13, Theorem 2.1],9 we have that, for all W, b ∈ N, the averages

1

N

N∑
n=1

T ⌊a(Wn+b)⌋f1 · . . . · T k⌊a(Wn+b)⌋fk

converge in L2(µ). We conclude that the two conditions of Theorem 1.3.2 are satisfied, which shows
that the desired averages converge.

In particular, if a satisfies condition (1.23), we can invoke [13, Theorem 2.2] to conclude that the
limit of the averages

1

N

N∑
n=1

T ⌊a(Wn+b)⌋f1 · . . . · T k⌊a(Wn+b)⌋fk

is equal to the limit (in L2(µ)) of the averages

1

N

N∑
n=1

Tnf1 · . . . · T knfk.

Again, Theorem 1.3.2 yields the desired conclusion.

Proof of Theorem 1.3.4. We work analogously as in the proof of Theorem 1.3.3. The only difference
is that in this case, we use Theorem 1.1.1 to deduce that, for all W ∈ N, b ∈ N positive integers W
and b, the averages

1

N

N∑
n=1

T ⌊a1(Wn+b)⌋f1 · . . . · T ⌊ak(Wn+b)⌋fk

converge in L2(µ) to the product f̃1 · . . . · f̃k. The result follows from Theorem 1.3.2.

Proof of Theorem 1.3.5. The proof follows identically as the one of Theorem 1.3.4 by using [14, The-
orem 2.3] instead of Theorem 1.1.1.

5.5.2 Proof of the recurrence results

We prove here the multiple recurrence theorems. In view of the Furstenberg correspondence principle,
the corollaries follow easily.

Proof of Theorem 1.3.6. (a) We apply Theorem 1.3.3 for the functions f1 = · · · = fk = 1A. Since
convergence in L2(µ) implies weak convergence, integrating along A the relation

lim
N→+∞

1

π(N)

∑
p∈P: p≤N

T ⌊a(p)⌋1A · . . . · T k⌊a(p)⌋1A = lim
N→+∞

1

N

N∑
n=1

Tn1A · . . . · T kn1A,

and applying Furstenberg’s multiple recurrence theorem we infer that

lim
N→+∞

1

π(N)

∑
p∈P: p≤N

µ
(
A ∩ T−⌊a(p)⌋A ∩ · · · ∩ T−k⌊a(p)⌋A

)
> 0,

which is the desired result.

9There is a slight technicality here, in that we would need the assumption that the function a(Wn+ b) belongs to H
in order to apply Theorem 2.2 from [13], However, the proof in [13] only requires some specific growth conditions on the
derivatives of the function a(Wn + b) (specifically those outlined in equation 26 of that paper), which follow naturally
from the assumption that a ∈ H.

133



(b) We write a(t) = cq(t) + ε(t), where q(t) ∈ Z[t], q(0) = 0, c ∈ R and ε(t) is a function that
converges to 0, as t → +∞. Using [33, Proposition 3.8], we have that there exists c0 depending only
on µ(A), the degree of q and k, such that

lim inf
N→+∞

1

N

N∑
n=1

µ(A ∩ T−[[cq(n)]]A ∩ · · · ∩ T−k[[cq(n)]]A) ≥ c0.

Now, we consider two separate cases. If c is rational with denominator Q in lowest terms, then for
t sufficiently large, we have |ε(t)| ≤ (2Q)−1. Therefore, we immediately deduce that

[[cq(t) + ε(t)]] = [[cq(t)]].

Thus, we conclude that

lim inf
N→+∞

1

N

N∑
n=1

µ(A ∩ T−[[cq(n)+ε(n)]]A ∩ · · · ∩ T−k[[cq(n)+ε(n)]]A) ≥ c0. (5.60)

If c is irrational, then the polynomial cq(t) is uniformly distributed mod 1. Given δ > 0, we
consider the set S := {n ∈ N: {cq(n)} ∈ [δ, 1− δ]}, which has density 1− 2δ. Therefore, we have

∣∣∣ 1
N

N∑
n=1

µ(A ∩ T−[[cq(n)+ε(n)]]A ∩ · · · ∩ T−k[[cq(n)+ε(n)]]A)−

1

N

N∑
n=1

µ(A ∩ T−[[cq(n)]]A ∩ · · · ∩ T−k[[cq(n)]]A)
∣∣∣ ≤ 2δ + oN (1).

Sending δ → 0+, we derive (5.60) in this case as well.
Notice that since c0 depends only on the degree of q, we have that

lim inf
N→+∞

1

N

N∑
n=1

µ(A ∩ T−[[cq(Rn)+ε(Rn)]]A ∩ · · · ∩ T−k[[cq(Rn)+ε(Rn)]]A) ≥ c0,

for all positive integers R. Now, we apply Theorem 1.3.1 with b = 1 and the functions a(· − 1), where
we recall that a(t) = cq(t) + ε(t) to obtain that for some sufficiently large w, we have

lim inf
N→+∞

1

N

N∑
n=1

Λw,1(n)µ
(
A ∩ T−⌊a(Wn)⌋A ∩ · · · ∩ T−k⌊a(Wn)⌋A

)
≥ c0/2,

where W is defined as usual in terms of w. Finally, we observe that we can replace the function Λ(n)
in the previous relation with the function Λ(n)1P(n) since the contribution of the prime powers (i.e.
with exponent ≥ 2) is negligible on the average. Therefore, we conclude that

lim inf
N→+∞

1

N

N∑
n=1

Λw,1(n)1P(Wn+ 1)µ
(
A ∩ T−⌊a(Wn)⌋A ∩ · · · ∩ T−k⌊a(Wn)⌋A

)
≥ c0/2,

which implies the desired result. Analogously, we reach the expected conclusion for the set P + 1
instead of P− 1.

Proof of Theorem 1.3.8. Similarly to the proof of Theorem 1.3.6, we apply Theorem 1.3.4 for the
functions f1 = · · · = fk = 1A. We deduce that

lim
N→+∞

1

π(N)

∑
p∈P: p≤N

µ
(
A ∩ T−⌊a1(p)⌋A ∩ · · · ∩ T−⌊ak(p)⌋A

)
=

w
1A ·

(
E(1A|I(T ))

)k
dµ. (5.61)

However, using that the function 1A is non-negative and Hölder’s inequality, we get

w
1A ·

(
E(1A|I(T ))

)k
dµ ≥

(w
E(1A|I(T )) dµ

)k+1
=
(
µ(A)

)k+1
,

and the conclusion follows.
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Proof of Theorem 1.3.10. The proof is similar to the proof of Theorem 1.3.8. The only distinction is
made in (5.61), namely we have

lim
N→+∞

1

π(N)

∑
p∈P: p≤N

µ
(
A0 ∩ T−⌊a1(p)⌋

1 A1 ∩ · · · ∩ T−⌊ak(p)⌋
k Ak

)
=

w
1A0 · E(1A1 |I(T1)) · . . . · E(1Ak

|I(Tk)) dµ,

where the sets A0, A1, . . . , Ak satisfy the hypothesis. Since each function E(1Ai |I(Ti)) is Ti-invariant,
we deduce that the integral on the right-hand side is larger than

w
f · E(f |I(T1)) · . . . · E(f |I(Tk)) dµ,

where f = 1A0∩T ℓ1A1∩···∩T ℓkAk
. However, since the function f is non-negative, [8, Lemma 1.6] implies

that w
f · E(f |I(T1)) · . . . · E(f |I(Tk)) dµ ≥

(w
f dµ

)k+1
= µ(A)k+1,

and the conclusion follows.

5.5.3 Proof of the equidistribution results in nilmanifolds

In this final part of this section, we offer a proof for Theorem 1.3.12. The main tool is the approximation
of Lemma 2.3.9.

Proof of Theorem 1.3.12. Let X and g1, . . . , gk, x1, . . . , xk be as in the statementthe section?, we offer
a proof for Theorem 1.12. The main tool is the approximation of and let s denote the nilpotency degree
of X. It suffices to show that, for any continuous functions f1, . . . , fs on X, we have the following:

lim
N→+∞

1

π(N)

∑
p∈P: p≤N

f1(g
⌊a1(p)⌋
1 x1) · . . . · fk(g

⌊ak(p)⌋
k xk) =

w

Y1

f1 dmY1 · . . . ·
w

Yk

fk dmYk ,

where Yi = (gZi xi) for all admissible values of i. We rewrite this in terms of the von Mangoldt function
as

lim
N→+∞

1

N

N∑
n=1

Λ(n)f1(g
⌊a1(n)⌋
1 x1) · . . . · fk(g

⌊ak(n)⌋
k xk) =

w

Y1

f1 dmY1 · . . . ·
w

Yk

fk dmYk , (5.62)

where the equivalence of the last two relations is a consequence of Lemma 2.4.1.
Our equidistribution assumption implies that for all W, b ∈ N, we have

lim
N→+∞

1

N

N∑
n=1

f1(g
⌊a1(Wn+b)⌋
1 x1) · . . . · fk(g

⌊ak(Wn+b)⌋
k xk) =

w

Y1

f1 dmY1 · . . . ·
w

Yk

fk dmYk . (5.63)

We write Yi = Gi/Γi for some nilpotent Lie groups Gi with discrete and co-compact subgroups Γi
and denote Y = Y1 × · · · × Yk. Define the function F : Y → C by F (y1, . . . , yk) = f1(y1) · . . . · fk(yk)
and rewrite (5.62) as

lim
N→+∞

1

N

N∑
n=1

Λ(n)F (g̃
⌊a1(n)⌋
1 · . . . · g̃⌊ak(n)⌋k x̃) =

w

Y

F dmY , (5.64)

where g̃i is the element on the nilpotent Lie group G1×· · ·×Gk whose i-th coordinate is equal to gi and
the rest of its entries are the corresponding identity elements. Lastly, x̃ is the point (x1, . . . , xk) ∈ Y .
Similarly, we rewrite (5.63) as

lim
N→+∞

1

N

N∑
n=1

F (g̃
⌊a1(Wn+b)⌋
1 · . . . · g̃⌊ak(Wn+b⌋

k x̃) =
w

Y

F dmY . (5.65)
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Therefore, we want to prove (5.64) under the assumption that (5.65) holds for all W, r ∈ N.
We use the notation

A(N) :=
1

N

N∑
n=1

Λ(n)F (g̃
⌊a1(n)⌋
1 · . . . · g̃⌊ak(n)⌋k x̃),

and

BW,b(N) :=
1

N

N∑
n=1

F (g̃
⌊a1(Wn+b)⌋
1 · . . . · g̃⌊ak(Wn+b)⌋

k x̃)

for convenience.
Let ε > 0. Observe that the sequence ψ(n) = F (g̃n1

1 · . . . · g̃nk
k x̃) is an s-step nilsequence in k-

variables. We apply Lemma 2.3.9 to deduce that there exists a system (X ′,X ′, µ, S1, . . . , Sk) and
functions G1, . . . , Gs ∈ L∞(µ) such that

∣∣∣F (g̃n1
1 · . . . · g̃nk

k x̃)−
w s∏
j=1

( k∏
i=1

S
ℓjni

i

)
Gj dµ

∣∣∣ ≤ ε

for all n1, . . . , nk ∈ Z, where ℓj = (s+ 1)!/j.
Thus, if we define

A′(N) :=
1

N

N∑
n=1

Λ(n)
w s+1∏
j=1

( k∏
i=1

S
ℓj⌊ai(n)⌋
i

)
Gj dµ,

and

B′
W,b(N) =

1

N

N∑
n=1

w s+1∏
j=1

( k∏
i=1

S
ℓj⌊ai(Wn+b)⌋
i

)
Gj dµ,

we deduce that |BW,b(N)−B′
W,b(N)| ≤ ε, for all N ∈ N, whereas |A(N)−A′(N)| ≤ ε(1 + oN (1)), by

the prime number theorem.
The functions a1, . . . , ak satisfy the assumptions of Theorem 1.3.1. Thus, we deduce that if we pick

w0 (which provides a corresponding W0) sufficiently large and apply the Cauchy-Schwarz inequality,
we will get

max
1≤b≤W
(b,W0)=1

∣∣∣ 1
N

N∑
n=1

(
Λw0,b(n)− 1

) w s+1∏
j=1

( k∏
i=1

S
ℓj⌊ai(W0n+b)⌋
i

)
Gj dµ

∣∣∣ ≤ ε (5.66)

for every sufficiently large N ∈ N. In addition, we use (5.65), the inequality |BW0,b(N)−B′
W0,b

(N)| ≤ ε
and the triangle inequality to infer that for N large enough, we have∣∣∣B′

W0,b(N)−
w

Y

F dmY

∣∣∣ ≤ 2ε, (5.67)

for all 1 ≤ b ≤W0 coprime to W0.
Observe that (5.66) implies that for all N sufficiently large, we have∣∣∣A′(W0N)− 1

ϕ(W0)

∑
1≤b≤W0
(b,W0)=1

B′
W0,b(N)

∣∣∣ ≤ 2ε,

and we can combine this with (5.67) to conclude that∣∣∣A′(W0N)−
w

Y

F dmY

∣∣∣ ≤ 4ε

for all N sufficiently large. Since |A′(N)−A(N)| ≤ ε(1 + oN (1)), we finally arrive at the inequality∣∣∣A(W0N)−
w

Y

F dmY

∣∣∣ ≤ 6ε,
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for all large enough N ∈ N. Since |A(W0N)− A(W0N + b)| = oN (1) for all 1 ≤ b ≤ W , we conclude
that ∣∣∣A(N)−

w

Y

F dmY

∣∣∣ ≤ 7ε,

for all sufficiently large N ∈ N. Sending ε → 0, we deduce (5.64), which is what we wanted to
show.

Proof of Proposition Corollary 1.3.13. The result follows readily from Theorem 1.3.12. The first hy-
pothesis of the criterion is satisfied, since each of the functions ai(t) satisfies (1.28), while condition
(b) follows from Theorem 1.2.1 and our assumption that ai(Wt+ b) belongs to H.

5.6 More general iterates

In this last section, we discuss how the hypotheses that the functions ai(t) in the iterates belong to
a Hardy field H can be weakened. The starting point is Proposition 5.3.1, which was established
for general smooth functions, subject to some growth inequalities on the derivative of some particular
order (the integer k in the statement). Unfortunately, one cannot generalize theorems such as Theorem
1.3.4, which involve several functions to a more general class. The main obstruction is that in order
to obtain the simultaneous Taylor expansions, one needs to find a function L(t) (the length of the
short interval) that satisfies a growth relation for all functions at the same time, which is non-trivial
to perform, because we do not know how the derivatives of one function might grow relative to the
derivatives of another function (this is where the assumption that all function belong to the same Hardy
field is crucial). Nonetheless, this is still feasible in the case of one function, such as Theorem 1.3.3,
which leads to Szemerédi-type results.

Proposition 5.6.1. Let a(t) be a function, defined for all sufficiently large t and satisfying |a(t)| →
+∞, as t→ +∞. Suppose there exists a positive integer k for which a is Ck+1, a(k+1)(t) converges to
0 monotonically, and such that10

t5/8 ≪
∣∣a(k)(t)∣∣− 1

k ≪
∣∣a(k+1)(t)

∣∣− 1
k+1 ≪ t.

Then, for any ℓ ∈ N, measure-preserving system (X,X , µ, T1, . . . , Tℓ), and functions f1, . . . , fℓ ∈
L∞(µ), we have

lim
w→+∞

lim sup
N→+∞

max
1≤b≤W
(b,W )=1

∥∥∥ 1

N

N∑
n=1

(
Λw,b(n)− 1

)
T
⌊a(Wn+b)⌋
1 f1 · . . . · T ⌊a(Wn+b)⌋

ℓ fℓ

∥∥∥
L2(µ)

= 0.

We remark that any improvement in the parameter 5/8 in Theorem K will also lower the term t5/8

on the leftmost part of the growth inequalities accordingly.

Sketch of the proof of Proposition 5.6.1. We define L(t) to be the geometric mean of the functions∣∣a(k)(t)∣∣− 1
k and

∣∣a(k+1)(t)
∣∣− 1

k+1 , which is well-defined for all t sufficiently large. A standard computa-
tion implies the relation

t5/8 ≪
∣∣a(k)(t)∣∣− 1

k ≪ L(t) ≪
∣∣a(k+1)(t)

∣∣− 1
k+1 ≪ t.

Regarding the parameter w as fixed, it suffices to show that

lim sup
N→+∞

max
1≤b≤W
(b,W )=1

∥∥∥ 1

N

N∑
n=1

(
Λw,b(n)− 1

)
T
⌊g(Wn+b)⌋
1 f1 · . . . · T ⌊g(Wn+b)⌋

ℓ fℓ

∥∥∥
L2(µ)

= ow(1).

10See the notational conventions for the notation ≪.
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This follows if we show that

lim sup
N→+∞

max
1≤b≤W
(b,W )=1

∥∥∥ E
N≤n≤N+L(N)

(
Λw,b(n)− 1

)
T
⌊a(Wn+b)⌋
1 f1 · . . . · T ⌊a(Wn+b)⌋

ℓ fℓ

∥∥∥
L2(µ)

= ow(1).

This derivation is very similar to the proof of [13, Lemma 4.3], which was stated only for bounded
sequences. This is proven by covering the interval [1, N ] with non-overlapping sub-intervals that have
the form [m,m + L(m)] (for m large enough), where the term of the average on the last set of the
covering is bounded as in (5.35). 11

Using Proposition 5.3.1 and the abbreviated notation gW,b(t) for the function g(Wt+b), we deduce
that we can write

⌊gW,b(n)⌋ =

gW,b(N) + · · ·+
(n−N)kg

(k)
W,b(N)

k!


for all except at most O(L(N) log−100N) values of n ∈ [N,N +L(N)]. Furthermore, we also have the
equidistribution assumption of Proposition 5.3.1, which implies that Proposition 5.2.3 is applicable
for the polynomial

gW,b(N) + · · ·+
(n−N)kg

(k)
W,b(N)

k!

appearing in the iterates. The conclusion then follows similarly as in the proof of Theorem 1.3.1, so
we omit the rest of the details.

An application of the previous comparison is for the class of tempered functions, which we define
promptly.

Definition 5.6.2. Let i be a non-negative integer. A real-valued function g which is (i + 1)-times
continuously differentiable on (t0,∞) for some t0 ≥ 0, is called a tempered function of degree i (we
write dg = i), if the following hold:

(a) g(i+1)(t) tends monotonically to 0 as t→ ∞;

(b) limt→+∞ t|g(i+1)(t)| = +∞.

Tempered functions of degree 0 are called Fejér functions.

For example, consider the functions

g1(t) = t1/25(100 + sin log t)3, g2(t) = t1/25, g3(t) = t17/2(2 + cos
√

log t). (5.68)

We have that g1 and g2 are Fejér, g3 is tempered of degree 8 (which is not Hardy, see [2]). Every
tempered function of degree i is eventually monotone and it grows at least as fast as ti log t but
slower than ti+1 (see [2]), so that, under the obvious modification of the definition of a strongly non-
polynomial, tempered functions T are strongly non-polynomial. Also, for every tempered function g,
we have that (g(n))n∈N is equidistributed mod 1.12

In general, it is more restrictive to work with tempered functions than working with Hardy field
ones. To see this, notice that ratios of tempered functions need not have limits, in contrast to the
Hardy field case. For example, the functions g1 and g2 in (5.68) are such that g1(t)/g2(t) has no limit
as t→ +∞. This issue persists even when we are dealing with a single function, as ratios that involve
derivatives of the same function may not have a limit either. Indeed, we can easily see that g1 from

(5.68) (which was first studied in [11]) has the property that
tg′1(t)
g1(t)

does not have a limit as t→ +∞.

The existence of the limit of the latter is important as it allows us to compare (via L’ Hôpital’s rule)
growth rates of derivatives of functions with comparable growth rates.

11In particular, this case is much simpler than the method used to establish Theorem 1.3.1, in that we do not have
to consider the more complicated double averaging scheme. In addition, we do not need any assumptions on L(t) other
than it is positive and L(t) ≺ t.

12For Fejér functions this is a classical result due to Fejér (for a proof see [37]). The general case follows inductively
by van der Corput’s difference theorem.
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In order to sidestep the aforementioned problematic cases, we restrict our study to the following
subclass of tempered functions (see also [2], [35]).

Let R :=
{
g ∈ C∞(R+) : limt→+∞

tg(i+1)(t)

g(i)(t)
∈ R for all i ∈ N ∪ {0}

}
;

Ti :=
{
g ∈ R : ∃ i < α < i+ 1, limt→+∞

tg′(t)
g(t) = α, limt→+∞ g(i+1)(t) = 0

}
;

and T :=
⋃∞
i=0 Ti. For example, g2 ∈ T0 and g3 ∈ T8 (g2, g3 are those from (5.68)).

Notice that while the class of Fejér functions contain sub-fractional functions, T0 does not as,

according to [10, Lemma 6.4], if g ∈ T with limt→+∞
tg′(t)
g(t) = α, then for every 0 < β < α we have

tβ ≺ g(t).
We will prove a convergence result for the class T through an application of Proposition 5.6.1.

Lemma 5.6.3. Let g be a function in T and 0 < c < 1. Then, for all large enough positive integers
k, we have

tc ≺
∣∣g(k)(t)∣∣− 1

k ≪
∣∣g(k+1)(t)

∣∣− 1
k+1 ≺ t.

Proof. Since g(t) ≺ tdg+1 and 0 < c < 1, we have g(t) ≺ tk(1−c) for all large enough k ∈ N, which
implies

g(k)(t)

t−ck
=

g(t)

tk(1−c)
·
k∏
i=1

tg(i)(t)

g(i−1)(t)
→ 0.

Hence, g(k)(t) ≺ t−ck or, equivalently, tc ≺
∣∣g(k)(t)∣∣− 1

k .

For the aforementioned k’s, let 0 < q < 1 so that tkq ≺ g(t). Since limt→+∞
tg′(t)
g(t) /∈ N,

tk(q−1)

g(k)(t)
=

tkq

g(t)
·
k∏
i=1

g(i−1)(t)

tg(i)(t)
→ 0,

so tk(q−1) ≺ g(k)(t). As limt→+∞
tg(k+1)(t)

g(k)(t)
∈ R\{0}, we get g(k+1)(t) ≪ t−1g(k)(t), so, if we let δ = q

k+1 ,

we have ∣∣g(k+1)(t)
∣∣− 1

k+1∣∣g(k)(t)∣∣− 1
k

≫
t

1
k+1
∣∣g(k)(t)∣∣− 1

k+1∣∣g(k)(t)∣∣− 1
k

= t
1

k+1
∣∣g(k)(t)∣∣ 1

k(k+1) ≻ t
1

k+1 · t
q−1
k+1 = tδ,

completing the proof of the lemma (the rightmost inequality follows by [10]).

Using Proposition 5.6.1 and [13, Theorem 2.2] we get the following result. More precisely, we use
the fact here that [13, Theorem 2.2] holds for a single function a which has the property that, for
some k ∈ N, a is Ck+1, a(k+1)(t) converges to 0 monotonically, 1/tk ≺ a(k)(t), and |a(k)(t)|−1/k ≺
|a(k+1)(t)|−1/(k+1) (see comments in [13, Subsection 2.1.5]). We omit its proof as it is identical to the
one of Theorem 1.3.3.

Theorem 5.6.4. Let g ∈ T . For any k ∈ N, measure-preserving system (X,X , µ, T ), and functions
f1, . . . , fk ∈ L∞(µ), we have

lim
N→+∞

1

π(N)

∑
p∈P: p≤N

T ⌊g(p)⌋f1 · . . . · T k⌊g(p)⌋fk = lim
N→+∞

1

N

N∑
n=1

Tnf1 · . . . · T knfk, (5.69)

where the convergence takes place in L2(µ).

As in the Hardy field case, we have the corresponding recurrence result.

Theorem 5.6.5. Let g ∈ T . For any k ∈ N, measure-preserving system (X,X , µ, T ), and set A with
positive measure, we have

lim
N→+∞

1

π(N)

∑
p∈P: p≤N

µ(A ∩ T−⌊g(p)⌋A ∩ · · · ∩ T−k⌊g(p)⌋A) > 0.
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The latter implies the following corollary, which guarantees arbitrarily long arithmetic progressions,
with steps coming from the class of tempered functions evaluated at primes.

Corollary 5.6.6. Let g ∈ T . For any set E ⊆ N of positive upper density, and k ∈ N, we have

lim inf
N→+∞

1

π(N)

∑
p∈P: p≤N

d̄
(
E ∩ (E − ⌊g(p)⌋) ∩ · · · ∩ (E − k⌊g(p)⌋)

)
> 0.

Remark. In Theorem 5.6.4, and, thus, in Theorem 5.6.5 and Corollary 5.6.6, the floor function can
be replaced with either the function ⌈·⌉ or the function [[·]]. Furthermore, in each of these results, one
can alternatively evaluate the sequences along the affine shifts ap+ b, for a, b ∈ R with a ̸= 0.
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