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Abstract

Fluorescence Molecular Tomography (FMT) is an inexpensive, noninvasive, fast, three-
dimensional (3D), in vivo optical imaging modality that has been well established in providing
guantitative imaging of the distribution of fluorescence targets. This translates to information
about gene expression and molecular function, in small animals and biological tissues where the
transmission of light is diffusive. The recovery of this distribution in a tomographic fashion
requires a model-based reconstruction and depends on an appropriate mathematical model
that describes light propagation in tissue (forward model) and the solution of an image
reconstruction algorithm (inverse problem) based on the forward. The highly diffusive nature of
biological tissue leads to a challenging (ill-posed) inverse problem and effectively limits the
resolution and the quantification accuracy achieved. A solution to these problems can be found
by including a priory known information to the inversion that can improve the accuracy of the
photon propagation (forward) model and restrict the inversion procedure to meaningful
solutions, that is, to reduce the uncertainty of the inverse problem. The information could be for
example, the distributions of optical parameters (absorption, scattering) in the relevant
wavelengths through the tissue under investigation and an accurate geometric description of its
boundaries.

Purpose

The aim of this project is to optimize the FMT imaging system, by adding prior information to
the inversion procedure. This will be done by accessing two aspects of the problem. The first will
be the recovery of the absorption and scattering distributions over the domain of the mouse
and the second is the development of a profilometry device or 3D scanning procedure, to be
included in the FMT apparatus, to acquire information on the shape of the mouse’s boundary.
Methods

To investigate the effect of optical properties, such as absorption and scattering, in the
reconstruction problem in Diffuse Optical Tomography (DOT), we are going to use resin made
phantoms with varying optical properties. To determine the optical characteristics of the
materials used to fabricate the phantoms we employ Spectrophotometer measurements of
Diffuse Reflectance and Diffuse Transmittance. From those we can then calculate the
absorption and scattering parameters of the materials, by using the Kubelka-Munk model,

according to the relevant literature. Since our main interest is neuro-imaging the specimens



used in this work represent separately the optical properties of the different tissue types of the
mouse's head. Following, a procedure that would allow the estimation of the absorption and
scattering distributions through the media by using the FMT apparatus and measurements,
based on the Diffusion Equation, was attempted with the employment of a simple inversion
solution. Simultaneously, a 3D shape extraction mechanism was fashioned to augment the

existing FMT apparatus with the ability to obtain the surface scan of the samples under imaging.

Results

The results of the project consist of three parts. The first part includes the fabrication of
specimens and the determination of their optical properties using a Spectrophotometer. In the
second part a simple inversion from FMT measurements on the specimens is performed by
using the simulation of the light propagation (forward). Finally, in the third part a 3D scanning

procedure is presented in order to be used in 3D surface reconstruction.

Conclusions

Using prior information can be the solution to the problems arising from the highly diffusive
nature of biological tissue and the ill-posedness of the inversion involved in the image
reconstruction. We have demonstrated ways to create this prior information, using the existing

FMT setup.



NEPINHWH

H popltaki topoypadia ¢Boplopol (FMT) elvat pia ¢Bnvrh, pn-emepfotikn, ypnyoen,
tploblaotatn HEB0SOG E£UPLOC OMTIKNAG QTMEIKOVIONG TIOU UTTOPEL VA TIOPEXEL TIOOOTIKK
OTELKOVLON TNG KATAVOUNRC Tou pBoplloviwy otoxwyv. KatL mou petadpaletal o mAnpodopia
yla Ty ékdpoaon yovidiwv Kol tn poplakn Asttoupyla, o PKpd {wa Kol BloAoylkoug Lotolg
omnou n dLadoon tou Pwtog eivat Stayutn. N’ autd To Adyo, N TopoypadLk OVAKTNON QUTHG TNG
KoTavoung Paciletal otnv poONUATIKA AVOKATOOKEUN €lKOVAC Kal éoptdtal amo £va
KOTAANAO HaBnuatiko HovTéAD Tou va meplypddel Th Stadoon tou ¢wtog otov oTo (Forward
Model) kaBwg Kat anoé Tov aAyoplBUo avakatooKeUNG TNG elkovag (Inverse Model). H Siaitepa
Sayutn $uon tou BloloylkoUl LoTtol oploBEeTel TG SUVATOTNTEC TOU HABNUOTIKOU HOVTEAOU WE
amotéAsopa va meplopilel Tnv avaAuaon Kal thv akpiBela mpoodloplopol TnE MOCOoTIKOMOoinoNnG.
AUaon oto MpoBAnuUa pmopel va dwoel n poabrkn mMAnpodoplag Kal yvwotwv oTolxeiwv (priory
known information) otnv dladikaacia tng amelkdoviong Kal va BeATIWoEeL €Tl TNV akpifela oto
povtélo Stadoong tou dwtog kabwg kat Tnv dtadlkacia avakotookeUnG. AUTEC oL TAnpodopieg
Ba pmopoucav va sival o akpLBrng MPooSLOPLOUOG TWV OMTIKWY TIAPAPETPpWY (amoppodnon,
oKESOON) TOU LOTOU OTA OXETIKA MNAKN KUUOTOG KAl ML akplPr YEWUETPIKN TEeplypadn Tou

Sebopévou delypatog mpog e€€taon.

ZKOTOG

O otdxo¢ QUTAG TNG €epyaociag eivat n PBeAtiotomoinon TG AmMEKOVIONG TNG HOPLAKNG
topoypadiag ¢Boplopol (FMT), pe tnv mpoodrkn mAnpodopilwv (priory known information)
otn Sladkaoia avriotpodns. Auto mpayuatonoleitat opilovtag 6Uo TTUXEG Tou TPoPARUATOC.
H mpwtn €ival N avakTnon Twv CUVIEAECTWV amoppodnong Kol okEdacng otnv MEPLOX TOU
OWUOTOG TOU TtovTkoU Kal n 6eutepn eival n avamtuén piag cuokeung MPOdINOUETPLOC 1) LG
Slab1kaolag capwaong e OKOTIO TNV OVAKOTAOKEU TOU OXALOTOC TOU TtovTikol. To mpwtdtumo

Ba evowpatwOel oto cuoTnua Tou FMT.

MéBoboL

Mo va LEAETACOUE TNV EMLPPON TWV OMTIKWV ELOTATWY, OMw¢ arnoppddnon Kot okédoaon, oto
MPOPANUA TNG OVAKATAOKEUNG Otnv Slaxutn omtik topoypadia (DOT), mpostolpdctnkay
eldlka Selypata texvntol LOToU pNTivnNG HE SLOPOPETIKEG TIUEC OMTIKWY SLOTATWY. MNa va

UTIOPECOUE VA TPOCSLOPIOOULE TA OMTIKEC OLOTNTEC TWV UALKWY TIpaypaTonoonkayv

5



UETPNOELC 08 HACUATOPWTOUETPO OOV AQUPBAVOULE TIAPAPETPOUG OTIWE N SLAXUTN avAakAaon
kot n Suaxutn &ladoon Tou GWTOG HECA OMO QAUTA TA UALKA. AMO QUTA UTTOPOUME vl
TPOOSLOPIOOUUE TIG OTTIKEG LOLOTNTEC edappoloviag to pabnuotikd povtédo Kubelka-Munk,
ovudwva pe TV PBBAloypadia. Edocov TO evdladEépov pOC ETIKEVIPWVETOL OTNV
VEUPOOTIELKOVLON, T SELYUATA LOG OVTLTPOOWTEVOUV LOTOUC TTOU aldpopouV oTov eykEDAAO TOU
TIOVTIKOU. TN OUVEXELD, Xpnoldomoldnke pia Sladikaoia ektipnong tng KAatavoung Twv
OUVTEAEOTWV amoppodnong Kol okESOONG OTO HECOV XPNOLUOTIOLWVTAC HETPrOELC Omd TO
cuotnua FMT, n omola Baociletal otnv efiowon Siayuong (Diffusion Equation), akAouBwvtog
pLo arAn péBodo avtiotpodrc (inversion solution). Zuyxpovwg, eykatactadnke pog Sladkooia
cdapwong e laser pe okomo tnv TPLOSLACTOTN AVOKATAOKEUN TOU OXNUOTOG TOU UTIO £€£€Taon

Selyparoc.

AnoteAéopata

To anoteAéopata TNG CUYKEKPLUEVNC epyaciog xwpilovtal o Tpia (3) Hépn. ITO MPWTO PEPOG
napouctaovral ta Selypata mou avImpoownelouV Toug LoToUG Tou KEDOALOU TOU TIOVTLKOU,
KOOWE Kal 0 TPOCSLOPLOUOC TWV OTITLKWVY LOLOTATWY XPNOLUOTOLWVTAS GACHOTOPWTOUETPO. 2TO
SeUTEPO HEPOG MOPOUCLAleTAL N AUon evog armAoU avtioTpodou MPOPARMATOC OO UETPNOELS
and 1o FMT edapudloviag tnv e€iowon diaxuong. TEAOG, oto TPito HEPOG MapouoLaleTal n
Sadlkaola odpwong pe laser mpokewévou va  xpnowdomoinBel otnv  Tplodldotatn

OVOKOTOOKEUN TOU OXAHLOTOC TOU TOVTLKOU.

Tuunepaopato

Ta amoteAéopatrd pag deixvouv OtL n mpoobrkn mAnpodopuwv (prior information) otnv
Sladlkaoia TN amelkoviong pnopel va anoteAécel tTnv AUon ota POoBARUATA TTIOU TIPOKOAEL N
SLayutn 6Ladoon Tou GWTOC HECA QMO TOUG LOTOUG. X€ QUTHV TNV €pyacio delxvoupe HePLKOUG
TPOMOUG TMPOooSLlopLoUoU auTtwv Twv TAnpodoplwv (prior information), xpnotlpomowwvtag To

UTapXWV cuotnuo Moptlakig Topoypadiag OBoplopol (FMT).
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Introduction

This essay will deal with optical imaging and in particular Fluorescence Molecular Tomography.
This method of in-vivo optical imaging is nowadays widely used for preclinical molecular
imaging. It is an emerging technology with great potential for improving prevention, diagnosis,
and treatment of diseases. The term molecular imaging can be defined as thein
vivo characterization and measurement of biologic processes at the cellular and molecular level.
In order to improve this diagnostic method, which is based in the reconstruction of fluorescence
distributions inside the biological tissue, there are some significant parameters which should be
taken into account. The light interaction with tissues is important to be described in order to
understand the parameters that affect the imaging. Such interaction can be the absorption,
scattering, reflection or the fluorescence itself. An important tool to describe how light is
propagated inside turbid tissue is the Diffusion Equation and its solution will be used to define
what we call the forward model. To determine the parameters (absorption and scattering
coefficients) related to the light interaction with tissue the inverse model is needed. A solution
to describe properly the propagation is to give some (prior) information about the sample under
investigation. Such information can be the optical properties of the media and the shape of the

sample. The shape can be reconstructed using a 3D scanning procedure [1],[2].
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Chapter 1

1.1 What is Optical Imaging?

Optical imaging is a non-invasive method and it is based on the fact that photons travel through
biological tissues and can be detected by ultrasensitive optical imaging systems. If the
wavelength of this radiation is in the 400nm-780nm range, we then have visible light (fig. 1).
Optical imaging techniques rely on either intrinsic parameters such as absorption and scattering
or refractive index or to specific targets such as luciferase, fluorescent proteins, fluorescent dyes
to create contrast. Genes encoding luciferase and fluorescent proteins can be engineered into
cells (e.g., cancer cell lines and infectious disease agents) and animals (transgenic mice and rats)
to enable them to produce signal that can then be transmitted through biological tissue [3, 4].
Nevertheless, there are some issues with using light to probe tissue, light is heavily absorbed
and scattered from biological tissue. The main absorbers in tissue are water and blood, with the
defining components of the latter being hemoglobin and deoxyhemoglobin (fig. 5). In the figure
it is shown that the absorption is minimal in the near infrared (NIR) region but even then, tissue
penetration can only reach up to few centimeters. For that reason imaging with visible light is
limited to small animal imaging or clinical applications such as in breast imaging[5], where the
tissue thickness is small or the tissue absorption is relatively low. Equally important issue with
using light to probe tissue is that it is strongly scattered. In fact, the effect of scattering is so
strong that the description of light propagation in tissue should be approximated as for example
with a diffusive propagation[6]. In Table 1.1 there is a comparison between diagnostic
modalities using several criteria that are important for the diagnosis.

Reasons for optical imaging of biological tissue include [7]:

1. Optical photons provide non-ionizing and safe radiation for medical applications.

2. Optical spectra are based on absorption, fluorescence, or Raman scattering which
provide biochemical information because they are related to the molecular
conformation.

3. Optical absorption, in particular, reveals angiogenesis and hyper-metabolism, both of
which are hallmarks of cancer, the former is related to the concentration of
hemoglobin and the latter, to the oxygen saturation of hemoglobin. Therefore, optical

absorption provides contrast for functional imaging.
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4. Optical scattering spectra provide information about the size distribution of optical
scatterers, such as cell nuclei.

5. Optical properties of targeted contrast agents provide contrast for the molecular
imaging of biomarkers.

6. Optical properties or bioluminescence of products from gene expression provide
contrast for the molecular imaging of gene activities.

7. Optical spectroscopy permits simultaneous detection of multiple contrast agents.
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Figure 1: Electromagnetic Radiation Spectrum [47]
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Characteristics X-Ray Imaging us MRI Optical Imaging
Soft-tissue contrast Poor Good Excellent Excellent
Spatial resolution Excellent Good Good Mixed*

Maximum imaging
Excellent Good Excellent Good
depth
Function None Good Excellent Excellent
Non-ionizing
no Yes Yes Yes
radiation
Data acquisition Fast Fast Slow Fast
Cost Low Low High Low

Table 1: Comparison of Various Medical Imaging Modalities.* High in ballistic imaging and photoacoustic

tomography, low in diffuse optical tomography[8-10].

1.2 Diffuse Optical Tomography (DOT)

Diffuse optical tomography (DOT) is emerging as a viable new biomedical imaging modality.
Using near-infrared (NIR) light, this technique recovers absorption as well as scattering
properties of biological tissues. Currently, the main applications are brain, breast, limb, joint
imaging. DOT provides access to a variety of physiological parameters that otherwise are not
accessible, including imaging of hemodynamics and other fast-changing processes. This
technology is based on delivering low-energy electromagnetic radiation, to one or more
locations on the surface of the body part under investigation and measuring transmitted and/or
back-reflected intensities at distances up to 10 cm [46]. The propagation of light in biomedical
tissue is governed by the spatially varying scattering and absorption properties of the medium,
which are described in the framework of scattering and absorption coefficients (us; and u,) or
reduced or transport scattering coefficient (u's). These coefficients are described in the following
paragraphs. Differences in the refractive index between intracellular and extracellular fluids and
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various subcellular components such as mitochondria or nuclei, as well as varying tissue
densities, give rise to differences in scattering coefficient. Differences in chromophore content
and concentration lead to different absorption coefficients. Based on measurements of
transmitted and reflected light intensities on the surface of the medium, a reconstruction of the

spatial distribution of the optical properties inside the medium is attempted [46].

1.3 Fluorescence Molecular Tomography (FMT)

An important tool for molecular imaging, fluorescence molecular tomography (FMT) is applied
to recover the distribution of fluorescence reporters associated with cellular functions. In
comparison with other molecular imaging approaches, fluorescence molecular imaging can
obtain high sensitivity detection with low instrumentation expense. Such an imaging mode has
attracted great attention due to the great availability of fluorescent proteins, dyes and probes
that enable the non-invasive study of gene expression, protein function, protein-protein
interactions and a large number of cellular processes. The application of fluorescence
tomography would also help bioengineering scientists investigate disease processes, evaluate
therapy response and develop new drugs. Opening new pathways for the characterization of
biological processes in living animals at cellular and molecular levels, fluorescence tomography
is currently applied for in vivo small animal imaging. In preclinical research, FMT is an attractive
alternative to PET, as provides quantitative molecular information with non-ionizing radiation
and stable probes [11]. In the next chapters, the fundamental principles, the experimental

apparatus and the reconstruction algorithms are described.

1.4 Significant parameters for Fluorescence Molecular Tomography

In considering the potential use of in vivo fluorescence imaging in biological studies, there are
some important parameters that should be taken into account in order to improve and to
overcome intrinsic limitations that affect this imaging method. These limitations are related to

the interaction of light with the tissue.
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1.4.1 Interactions of Light with Biological Tissues

To understand the various modalities of light-tissue interaction, it is necessary to comprehend
how photons penetrate biological tissue[2]. Most of biological tissues are characterized by
optical scattering, absorption and reflection which is a consequence of light interaction with
matter. A classical picture of these interactions is shown in Fig 2[12].This behaviour of light in
biological tissue presents a key challenge for optical imaging. Absorption takes place when a
photon causes the elevation of an electron of a molecule from the ground state to an excited
state (S,), which is termed excitation. The excited electron may relax to the ground state (S,) and
send out luminescence (another photon) or heat. If another photon is produced then that
emission is called fluorescence or phosphorescence, depending on the time of the excited
electron spends in the excited state before returning to the ground state. These electronic
transitions between ground states and excited states are described by the Jablonski energy
diagram which is shown in Fig. 3. On this particular diagram, as a result of absorption, the
electron occupies the S, orbital. There are different options that the electron releases the excess
energy. It could happen through radiation less transitions or through emission of light quanta. In
the term of radiation fewer transitions are included vibrational relaxation, internal conversion,
intersystem crossing, and more. If there are vibrational levels of nearly equal energy that
correspond to different electron levels, it is possible for the electron to switch from S, to S;.This

process is known as internal conversion. No energy is emitted.

Reflexion
b

Remission

O Scatterer

Trapsmission
& Absorber

Figure 2: Optical behavior of a tissue layer during irradiation with laser light.
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As the electron now occupies an excited vibrational level of S, it can relax further to the ground
vibrational level of this state. From there, it is finally possible for the electron to return to the

ground electron state S,.
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Figure 3: Jablonski energy diagram showing excitation and various possible mechanisms [48].

The process of emission is so called fluorescence. Similar to internal conversion is the process of
intersystem crossing. The only difference is that the electron makes a transition from a singlet to
a triplet state. The relaxation from an excited triplet state T, to the ground singlet state S, is so
called phosphorescence. Due to these vibrational relaxation and the energy loss in the above
processes, the radiated photon has lower energy than the excitation photon and this create a

shift in the emission wavelength to higher values, the so called ‘Stokes shift’ (Fig. 4) [6].

Relative Intensity

300 400 500 600 700
Wavelength (Nanometers)

Figure 4: The emission spectrum is shifted to longer wavelengths than the excitation spectrum. This

phenomenon is known as Stokes shift [49].
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1.4.2 Tissue Absorption and absorption coefficient p,

Absorption phenomena are responsible for light attenuation in tissue. The interaction is
dependent on the wavelength of the incident light and the type of the tissue[13]. Inside tissue,
light can be absorbed by tissue absorbers, called chromophores. The probability of absorption is
described by the absorption coefficient (u,) which is defined as the probability of absorption per
unit length. The absorption coefficient depends on all the contributions to absorption by
chromophores in the tissue. As a result of wavelength dependence, chromophores have
different absorption spectra, as it is referred above. In Figure 5 is shown the absorption spectra
of some important chromophores in human skin tissue.

o.s

oa Optical Window
0.3

0.2 2

Absorption Coeffcient (cmY)

o1 +

600 700 800 900 1000 1100

wavelength (nm)
Figure 5: Absorption spectra of some important chromophores in human skin tissue, as function of
wavelength [50].
Since the biggest part of the tissue is consisted of water, water is the most important absorber
in tissue. Other important chromophores in tissue are haemoglobin and melanin. The
absorption of light by blood depends on the oxygenated (HbO2) and deoxygenated (Hb)
haemoglobin (Fig. 5).The low-absorbing region between approximately 630 nm and 1300 nm is
referred as the tissue optical window. In this range, the penetration of light into biological tissue
is at its deepest [14]. For a single absorber, the absorption cross section g,, which indicates the

absorbing capability, is related to its geometric cross-sectional area g, through the absorption

efficiency Q..

Oq = Qaag (1)
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In a media which contains many absorbers with number density N, the absorption coefficient

can be considered as the total cross-sectional area for absorption per unit volume:

Ug = Nog (cm™) (2)

1.4.3 Scattering in tissue and Scattering coefficient s

When light passes through tissue it can be attenuated by scattering and by absorption as it is
referred in the previous paragraph. Only part of the light will be transmitted. There are two
major types of scattering events. If the frequency of the scattered wave is equal to that of the
incident wave, it is called elastic scattering, but if the frequency of the incident wave and the
scattered wave differs, it is called inelastic scattering. There are two important types of elastic
scattering, Rayleigh and Mie scattering. Rayleigh scattering happens when the size of the
scatterers (molecules and very tiny particles) are much smaller than the wavelength of the
incident wave (up to about a tenth of the wavelength). Mie scattering predominates when the
size of the scatterers are larger than the wavelength of the incident light. In a medium which
contains many scatterers that are randomly dispersed in space, photons come over multiple
scattering events. Scattering in tissue is due to several optical effects[15] a) reflection and
refraction of light from interfaces between materials having different refractive indices, b)
reflection of light by discrete particles in the tissue ranging from organic molecules to whole
cells, c) absorption of light rays by atoms and molecules and re-radiation at the same
wavelength but in other directions. In all these procedures the direction of light changes due to
the scattering, and no energy loss is involved [16]. Scattering in turbid media is described by the
scattering coefficient u; which is defined as the probability of scattering per unit length and
describes the average of how many times per unit length a photon change its direction. For a
single scatterer, the scattering cross section o, which indicates the scattering capability, is

related to its geometric cross-sectional area o, through the scattering efficiency Q.

Os = Qso'g (3)
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For a medium containing many scatterers with number density N, the scattering coefficient can

be considered as the total cross-sectional area for scattering per unit volume:

Us = Nog (cm™1) (4)
The average distance a photon travels between scattering events, is called the mean free path

length (MFP), and is defined as:

MFPs = l (cm) (5)

S

In tissue, scattering is not isotropic, but forward directed [16, 17]. For complete description of
scattering event we need to describe single scattering phase function. It is due to the spatially
dependence of continuing photons. This function is denoted as p(S, §'), where direction of the
incident photon is described by vector § and direction of the scattered photon by §'.
Scattering depends only on the angle 6 between unit vector directions § and §' (Fig. 6). The
angular dependence of scattering, called the probability distribution function or scattering

phase function. It is a function of the scattering angle such that[18]:

p(,3) = p6) (6)

Azimuthal
angle (p

Deflection
angle s'

Photon
trajectory

Scattering event

Figure 6: A scattering event causes a deflection at angle 6 from the original direction § to the direction §'
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Phase function can be represented by anisotropy factor g which describe the mean cosine of

the scattering angle and it can be defined by [19]:

g= f p(6, @) cos(8) dw @)
41T

The anisotropy factor g can have absolute values from 0 to 1, from isotropic scattering (g = 0) to
forward scattering (g = 1). Negative values for g stand for backward scattering. For biological
tissue the value of g is usually 0.9, which describes a mainly forward scatter for the tissue.

In case where the anisotropy of the medium is taken into account, then we have to describe

the reduced scattering coefficient u';, which can be defined as:

fs = ps (1- g)(cm_l) (8)

The purpose of 's is to describe the diffusion of photons in a random walk of step size of1/y's,
called reduced/transport mean free path length, where each step involves isotropic scattering

[17]:

MFP's = #i, (cm) 9)

N

Such a description is equivalent to description of photon movement using many small steps
1/u's that each involves only a partial deflection angle 6. This way to describe light propagation
becomes important in cases where there are many scattering events before an absorption

event, i.e. L.<<y' (fig. 7).

one MFP' MVFP: Fyossile

Incident ligth

Figure 7: The equivalence of 6 small steps of MFP = 1/, with one MFP' = 1/u', [17].
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1.4.4 Total Attenuation coefficient p,

According to the previous paragraphs, the photon can be absorbed or scattered. So, the total
attenuation of the light is affected by both of these events. For a medium containing both
scatterers and absorber with number density N, the total macroscopic cross-section (o), the

total attenuation coefficient ;is described as following:

pe = Nop = N (04 + g5)(cm™1) (10)
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Chapter 2

2.1 Photon transport models based on Radiative Transfer Equation (RTE)

In order to describe the propagation of light, which means the photon transport into a media, a
mathematical model should be used. Photon transport in biological tissue can be modeled
analytically by the Radiative Transfer Equation (RTE) for visible or near-infrared light. Let
suppose that Q c R", n=2 or 3 denote the physical domain and dQ the boundary of the domain,
and let § € $"* denote a unit vector in the direction of interest. If the accepted RTE model is
used to describe the propagation in tissues, the frequency and the time domain version will be

written as following:

iw N A Al A Al Al &
(487 415+ 10 ) 009) =usf 0,8 8)dS + q(r, §) (1)
Sn—l

19
(;a+ §V + g +ua)<0(r, 8 = usf @(r,8)p(3-8)ds" + q(r,9) (12)
Sn—l

Where i is the imaginary unit, w is the angular modulation frequency of the input signal, c is the
speed of light in the medium, usand u, are the scattering and absorption coefficients of the
medium, respectively, ¢@(r, §) is the radiance, and q(r, §) is the source inside 2[21]. The kernel
p(5-§') is the scattering phase function which describes the probability that a photon with an
initial direction § will have a direction §' after a scattering event. Two important measurable

parameters that derived from the above, which are of interest are [21]:

Photon density

&(r,t) = f o(r,5,t)ds (13)
Sn—l
Photon current
J(r,t) = f So(r,5,t)ds (14)
Sn—l
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Since the RTE is a complicated model to be solved, there are some approximations to it. One of
these approximations is the Diffusion Approximation (DA) that provides solutions that are more
computationally efficient but accurate under some conditions [6],[20]. If we suppose that the
anisotropy factor g=1 [21]:

Isotropic source:

do = 90,0 (15)
Transport coefficient:
He = Us t Uqg (16)
Reduced scattering coefficients:
.u,s =1 -9)us (17)

Diffusion coefficient:

1

D=— - 18
3(ug + 1) (18)

Then from the equations Eg.11 and Eq.12 we can obtain the more known form of the above

quantities:
10
(Ea + uam) O(r,t) + V- J(r,t) = qo(r, 1) (19)
And
10 1 1V-¢> _
(Ea + T(r))](r, t) + 3 rt)=q (20)

2.1.1 Diffusion Theory and its approximation for Optical/Fluorescence Imaging

The diffusion approximation results from making the assumptions that [21]:
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aj] _ _
5 =0andq; =0 (21)
As a result of that it gives:

10d(r,t)

—V-D(r)Ve(r,t) + p,®(r,t) + P T qo(r,t) (22)

With frequency domain:

iw
=V-D(r)Ve(r,w) + p@(r, ) + Td)(r, w) = qo(r, w) (23)

@(r) is the photon density, and qo(r) is the source inside the domain Q._Important condition for

the diffusion approximation to be valid is that u, < u. [21].

2.1.2 Boundary Conditions and Source Terms

To use the diffusion approximation (DA) for our problems we need to impose certain boundary
conditions that no photons travel in an inward direction at the boundary, except at the sources
[21]. If the mismatch between the refractive indices of the medium and surrounding medium is
taken into account, a Robin type boundary condition can be derived [22] and it has the form:

0d(r)
on

®(r) + 27D 0, rean

Where { is a boundary term incorporating the refractive index mismatch at the surface of the
medium. The light source is modeled as an isotropic point source located at a depth 1/’ below
the source site. A collimated source incident at p € Q0 commonly is represented by a diffuse

point source as following [21], [23]:

qo(r) = 6(r — 1) (25)
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Where ris set at depth 1/ ;. This has as a result that the exponentially line source, where

the photons are travelling in a direction -7, in respect to the distance z has probability [21]:

P(2) = e~ (26)

There are some analytic solutions for the exponentially decaying line source. They include the
spatial distribution over the surface and a finite element model (FEM) is involved. This method
investigates several source models, making the specification that the source has the Dirichlet or

Neumann boundary condition [25],[26].

2.2 Overview of the Tomographic Imaging Reconstruction Problem

In the FMT system, light in an excitation wavelength coming from an appropriate laser source is
shined on the surface of the biological sample under investigation in a transmission or reflection
setup fig22. A CCD camera looking at the sample is acquiring two sets of measurements in the
Excitation and Fluorescence wavelengths using appropriate filters. Thus, measurements are
obtained in the form of images which in turn contain information about the transmission of
excitation light to the fluorescence sources and the re-emission of fluorescence light from the
fluorophore targets to the surface of the sample. So these measurements contain information
about the physical attributes of the sample. To achieve the reconstructed distribution map of a
certain physical attribute (e.g. absorption, scattering, fluorescence, etc) a model that
mathematically describes how the measurements are related to the physical attributes that we
want to determine is necessary. Such a model enables the calculation of synthetic data
corresponding to the actual measurements, for a known set of physical attributes, through the
so-called forward mapping. Determining the physical attributes then involves the inversion of
the forward model, in other words inverse mapping of actual measurements, so that simulated
measurements match, as close as possible, the actual measurements. The mathematical
framework of the reconstruction in FMT for this project is given by the combination of a forward
model for light propagation and an inverse model for reconstructing distribution of fluorescence

targets [23], and it is described in further detail in the following paragraphs.
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2.2.1 The Forward Model

The aim of the forward modeling in our case is to model the transportation of light through the
biological tissue, to do so we solve the diffusion equation, with known optical properties for a
specific sample geometry. The method has extensively been used in diffusion optical
tomography (DOT) [6],[25] describing the propagation of near-infrared light (NIR) through
biological tissues. We use an appropriate continuous wave (CW) source located at r; and
detectors in the position ry. The source illuminates the surface of our sample and the detector(s)
collect the average light intensity which is recorded on the surface. In order to have an accurate
model to describe the propagation parameters such as the shape/geometry of the sample, the
optical properties of the sample (ua, s, n) and the location of the sources and detectors need to
be known. Here in this work, to solve the diffusion equation in realistic geometries the finite

element model (FEM) is used [24], [25], [26].
2.2.2 Computational method - The finite element method (FEM)

In the FEM procedure, the domain Q is divided into P elements. These elements are joined at D

vertex nodes. The solution of @ is approximated by the piecewise function[21]:

D
(1, t) = Z &, (u; (1) € V" (27)

Where U™ is a finite-dimensional subspace spanned by basis functions u;(r) (i = 1...D). The
solution for ®@"is one of sparse matrix inversion. The advantage of using FEM is its flexibility

which makes it practicable to complex geometries and highly inhomogeneous parameter

distributions [21].

2.2.3 The Inverse Model

One of the biggest problems in Optical Imaging is to recover the optical properties of the tissues

from boundary measurements. The image reconstruction in DOT is an ill-posed nonlinear
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inverse problem. The key tool, to achieve the reconstruction, is to study the inverse problem by
using the linearization of the forward map p which is the problem of finding the fluorescence
source distribution from measured light intensities on the tissue surface. In order to overcome
the ill-posedness a very promising procedure for the solution of the inverse problem is to use
prior information such as anatomical shape of our sample, for example the shape of the mouse.
This has been successfully used for the case of the Diffuse Optical Tomography (DOT) where the
reconstruction is mainly for the optical properties[25],[26]. The anatomical information can be
used into the forward and/or inverse problem formulations of the FMT model. As referred
above the imaging is an indirect method. Image x has to be inferred from data y through the
inversion of using the forward model [21]. In our case, the image reconstruction is an implicit
method. It can be considered a non-linear optimization approach. The forward model for the
light transport can estimate the readings from the detectors on the tissue boundary for a given
initial source distribution. An objective function ¥ is defined in order to compare the predicted
and measured detector’s readings. Then, the optimization process is finished after the minimum
of the objective function is found and the measured and predicted data match.

The key tool for the study of the inverse problem is the linearization of the forward map p. In
other words we have to achieve the following scheme [21]:

Forward problem:

Given sources {g} and (a,b) € X@ (), X®)(0).Find the data {y} € a.2.

Inverse problem:

Given sources {g} and data {y} € 8£2. Find the (a,b) € X@ (1), X®) ().
The forward problem can be represented non-linearly as:

y =p(a,b) (28)

In this form (a,b) are the absorption and scattering coefficient, respectively. The parameters in
this scheme to deal with are:
e S (the number of the sources),source position j (j=1...S),

e M;measurements positions for the source j, M;,; = Zfﬂ M;

e the absorption coefficients u, and scattering coefficients
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One common scheme to solve the inverse problem is to use the Jacobian matrix, which depends
on the number of measured data and of the geometry used for the numerical solution. The
Jacobian defines the derivative of the forward operator with respect to given parameter
distributions. It is an important element of many reconstruction algorithms[27], [28], [29]. In
this point there is the adjoint problem which can be solved either by explicitly constructing the
Jacobian and Hessian matrices of the forward operator, or by an implicit, matrix-free approach

[29].

2.3 Imaging Package tools for DOT in Matlab.

To simulate the light propagation in highly scattering media with complex boundaries, for
example the brain of a mouse, we decided to use the solution to the diffusion equation on
complex geometries. A tool that in commonly used for its numerical solution is the Finite
Element Method (FEM). Instead of creating our own solution to the diffusion using FEM we
decided to use the software environment Toast++ that has been developed in order to solve the
forward and inverse problems in Diffuse Optical Tomography (DOT) and in its current version
stands as a Matlab toolbox and its open source includes tools that can model steady-state, time
and frequency domain data acquisition systems. It is built on a FEM based forward solver and it
contains model-based iterative inverse solvers for the reconstruction of the 3D distribution of
absorption and scattering parameters from boundary measurements of light transmission.
Toast++ also provides a range of regularization methods, taking into account the incorporation
of the prior knowledge of internal structure [30]. To use the finite element solver, there is a
need to create the mesh of our sample. A mesh is presented by a list of elements and an
associated list of nodes. There exists a variety of mesh generation software that someone can
use to create a mesh from initial medical imaging voxel-based volumetric images, either
commercial or research based, like the iso2mesh toolbox. It is a free matlab/octave-based mesh
generation and processing toolbox. It can create 3D tetrahedral finite element (FE) mesh from

surfaces, 3D binary and gray-scale volumetric images.
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Figure 8: Nodes and elements (left up) and how a mesh looks like (right up), 2D types of elements and 3D
types of elements.

A mesh also holds data about the absorption and scattering parameters associated with each

element and this can be included to the FEM solvers procedure. Also there are developed

routines that generate meshes from images[30], [31] as it is shown below (Fig 9).

Figure 9: Low resolution FEM gray scale mesh human head constructed from 2D MRI scan. The color

indicates absorption coefficient [30].

31



A general characteristic of the meshes is the number of elements and nodes they will use to
approximate a certain geometry. The larger the number of elements/nodes is, the better the
approximation of the geometry and the solution of the numerical method will be, but at the
same time this translates to large system matrixes and therefore harder computational effort.
Mesh optimization methods can be employed to optimize the size of a mesh for each
application and geometry. The node list of a mesh is an ordered sequence where each node has
an associated number defined by its position in the list. The node number corresponds to the

row and the column numbers for this node in an FEM system matrix.
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Chapter 4

3.1 Introduction in 3D Scanning Technology

Laser scanning is the process of recording precise three dimensional information of a real world
object or environment. Laser scanners rapidly sample or scan an object's surface recording
shape and often visual properties (intensity and/or RGB information). The information is

returned as a dense collection of precisely measured XYZ points referred to as a point cloud.

Figure 10: Point cloud example [51].

Point clouds produced by laser scanners contain a wealth of information on their own and can
also be processed to create accurate 3D models of objects and environments as well as a host of
other derivatives that are useful in a wide range of applications. There are different principles
used in the 3D scanning technology, but in this work we are dealing with scanners based on the

triangulation method [44].
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3.2 The basic principles of laser triangulation

Laser triangulation is based on the projection of a laser over an object and the image is captured
by a camera. The 3D position of the laser beam over the object can be calculated by
trigonometry, if we know the distance between the laser source and the camera (called
baseline) and the angle between the baseline and the laser beam [44]. An example of the

triangulation system configuration is shown in Figure 11 and Figure 12.

) X
A laser

/ 0 line projected
Plans by the laser
object
/ 3D point (X.Y.2)

Figure 11: Example of triangulation system. The coordinate (X,Y,Z) of a 3D point in real space
which is projected onto the image pixel (u, v) [44].

In order to find the parameters of the camera, a calibration procedure should be done. The
procedure of calibration has an important role in the scanning process and affects the scanner's
precision.

Laser Source

Referance Plane

Figure 12: Laser triangulation: 3D scene and 2D camera image [52].
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3.3 Camera Calibration

There are many techniques used to calibrate the camera [44] but in our case we use 2D plane-
based calibration which requires observation of a planar pattern shown at few different
orientations [44]. The camera follows the pinhole model in which a scene view is formed by

projecting 3D points into the image plane using a perspective transformation.

s Y

P(X,Y,Z)

/
0/ ul -~

4 - 4 ~e - T >
Center of » Principal Axis 7
Projection Image Plane

Figure 13: The pinhole camera model [45].

The Figure 13 shows a camera with center of projection O and the principal axis parallel to Z
axis. Image plane is at focus and hence focal length f away from O. A 3D point P = (X, Y, Z) is
imaged on the camera’s image plane at coordinate P, = (u, v). We will first find the camera
calibration matrix C (or projective matrix) which maps 3D points (P) to 2D image (Pc). We can
find P, using similar triangles as [44], [45]:

(29)

(30)
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V=" (31)

Using homogenous coordiantes for P, we can write this as:

u f 0 0\ /X
-6 1910
w 0 0 1/ \Z

Next, if the origin of the 2D image coordinate system does not coincide with where the Z axis
intercests the image plane, we need to translate P.to the desired origin. Let this translation be
defined by (t,,t,). Hence (u,v) is defined by [44].[45]:

u=f7X+tu (33)
v=%+tv (34)

u f 0 t,\ /X
()t 5 9 o
w 0 0 1/ \Z

P. is expressed in pixel/inches, since this is a camera image. Due to this we will need to know the
resolution of the camera in pixels/inch. If the pixels are square the resolution will be identical in
both u and v directions of the camera image coordinates. However, for a more general case, we
assume rectangle pixels with resolution m, and m, pixels/inch in u and v direction respectively.
Therefore, to measure P, in pixels, its u and v coordinates should be multiplied by m, and m,

respectively. This can be expressed in matrix form as[44],[45]:

u my f 0 myty\ (X a 0 u
<v> = ( 0 myf mvtv> (y) = ( 0 a vO)P = KP (36)
w 0 0 1 /\z 0 0 1

The matrix K only depends on the intrinsic camera parameters like its focal length, principal axis
and thus defines the intrinsic parameters of the camera. Sometimes K also has a skew

parameter s, given by:
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a, S U,
K = <0 ay 170) (37)
0 0 1
This usually comes in if the image coordinates axes u and v are not orthogonal to each other.
Note that K is an upper triangular [3 x 3] matrix. This is usually called the intrinsic parameter
matrix for the camera. If the camera does not have its center of projection at (0, 0, 0) and is
oriented in an arbitrary fashion (not necessarily z perpendicular to the image plane), then we
need a rotation and translations to make the camera coordinate system coincide with the
configuration of the pinhole model. Let the camera translation to origin of the (XYZ) coordinate
be given by T(T,, T,, T,). Let the rotation applied to coincide the principal axis with Z axis be given
by a [3 x 3] rotation matrix R. Then the matrix formed by first applying the translation followed

by the rotation is given by the 3 x 4 matrix:

E = (R|RT) (38)

called the extrinsic parameter matrix. So, the complete camera transformation can now

represented as:

K(R|RT) = (KR|KRT) (39)

Hence Pc, the projection of P is given by:

P; = (KR|KRT)P = CP (40)

Cis a 3 x 4 matrix usually called the complete camera calibration matrix or projective matrix.
Thus, given C, we can find the intrinsic and extrinsic parameters through this process. To find C
for any general camera, we need to find correspondences between 3D points and their
projections on the camera image. If we know a 3D point P corresponding to P. on the camera
image coordinate, then Pc = CP. Note that finding C means we have find all the 12 entries of C.
To solve for 12 unknowns, we will need at least 6 such correspondences. Usually for better

accuracy, much more than 6 correspondences are used and the over-determined system of
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linear equations thus formed is solved using singular value decomposition methods to generate
the 12 entries of C. The correspondences are determined using fiducial based image processing

methods [44],[45].

Because the camera has not a perfect geometry there are some distortion concerning the
position of image points in the image plane. As a result of several types of imperfections in the
design and assembly of lenses composing the camera optical system there are some positional
errors (or distortion). There are three types of distortions. The first one is caused by imperfect
lens shape and manifests itself by radial positional error only, whereas the second and the third
types of distortion are generally caused by improper lens and camera assembly and generate

both radial and tangential errors in point positions (see Fig).

Position with
plfs?lw distortion

dr: radial distortion
di: tangential distortion

Figure 14: Radial and tangential distortion [45].
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Figure 15: Effect of radial distortion. Solid lines: no distortion; dashed lines: with radial distortion (a:
negative, b: positive) [45].
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Part B. Experiments and Results
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Chapter 4

Material, Phantoms, Tools and Methods

For the achievement of the project various tools and methods are used and their description
and methodology followed will be presented. As it is referred above the concept of this work is
to optimize the Fluorescence Molecular Tomography (FMT) imaging by adding prior information
to the inversion procedure. In the framework of this dissertation this consist of the recovery of
the absorption and scattering distributions over the domain of the mouse and the development
of a 3D scanning device for acquiring the shape of the mouse’s boundary surface of the mouse.

The scheme of the methodology is described below (fig. 17):

=

Figure 16: The scheme of the methodology.

Each part of the project is analyzed separately in order to be combined in one procedure which
is essential for the optimization of our system. In each area different tools and materials are

used.

4.1 Determination of the Optical Properties of phantom’s materials

As we see above optical properties have an important role in optical imaging. There are many

models that are used for the determination of the optical properties[32],[33].
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Here we will use a photometric method for the determination of optical properties (p, 1's) for
materials that will be used for the creation of optical phantoms . One of the popular and easy-
to-use calculation models, using parameters measured from a spectrophotometer, is the two-
flux Kubelka—Munk model. It uses measurements of transmission and reflection for a sample to
calculate absorption and scattering. This method is valid under conditions of strong light

scattering, when the thickness of the specimen considerably exceeds transport length[32],[33]:

MFP's = (41)

(Ug + 1)

According to the Kubelka—Munk model, the relation between the measured Transmission and

Reflection to the Absorption and scattering is as follows[33]:

3
Agm = 2Ug,  Sgm = s _Fa (42)

For a flat layer with thickness d, the characteristics of the medium are obtained through the

measured diffuse transmittance and reflectance as below [33]:

1 1—Rd(a—w/a2—1)] (43)

Where:

_ (1+T2+R3)

T (44)

Agy = Sgm(a — 1), a

The limit of this model is in media that strongly absorb light and relatively weakly scatter

(W's < Ua/3).
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In this part of the project phantoms are used to represent the tissue of the mouse. Most of the
phantoms available in literature or in the market have simple geometrical shapes (cubes, slabs,
cylinders). If they have a realistic shape they usually have homogeneous approximations to the
optical properties of the tissue of the animal under investigation. In our case, we use specimens
in order to reach a multilayer phantom [38] as it is shown in the figure 18. The final shape of the

phantom has the structure shown in fig 17.

Figure 17: The final three layer digital prototype of the mouse head phantom [38].

The study for each type of tissue has to be done before the construction of the final
multilayered realistic phantom. To do that we are going to assess the optical characteristics of
the materials that will be used for the final phantom. To measure the optical properties and in
order to minimize the parameters involved, we are going to use simple shaped specimens, more
specifically homogeneous cylinders. To estimate their optical properties we are going to use a
simple inversion based on the Diffusive Equation that describes how light propagate through the

media.

Figure 18: Specimens design.
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Tissue Trssue Tree MA (MM  ms (MM Ansorory Rermact. InpEx Nores
-1) 1) (a) ()
i ki 0.0191 6.6 0.9 137 skin here is actually soft tissue, use scalp data @830nm from
Strangman2003

2 skeleton 0.0136 |8.6 0.9 1.37 use skull from Strangman2003
3 eye 0.0026 |0.01 0.9 1.37 use CSF from Strangman2003
4 medulla 0.0186 |11.1 0.9 1.37 use brain from Strangman2003
5 cerebellum 0.0186 |11.1 0.9 1.37 brain
] offactory bulbs |0.0186 |11.1 0.9 1.37 brain
7 [ptemal 0.0186 |11 [0.9 137 brair

cerebrum
8 striatum 0.0186 |11.1 0.9 1.37 brain
9 heart 0.0240 |8.9 0.9 1.37 muscle
10 L‘:tin"“he 0.0026 [0.01  [0.9 137 use CSF from Strangman2003
11 |Masseter 0.0240 3.9 [0.9 137 muscle

muscles
g [achymal o hoa0 lse Joo 1.37 muscle

glands
13 |bladder 0.0240 (8.9 0.9 1.37 muscle
14 |testis 0.0240 (8.9 0.9 1.37 muscle
15  |stomach 0.0240 (8.9 0.9 1.37 muscle
16 |spleen 0.072 [5.6 0.9 1.27 use rat liver data from Cheong1990
17 |pancreas 0.072 [5.6 0.9 1.27 use rat liver data from Cheong1990
18 |liver 0.072 [5.6 0.9 1.27 from Cheongl990
19 |kidneys 0.050 |[5.4 0.9 1.27 use cow kidney @789nm from Cheongl1990
20 |adrenal glands [0.024 (8.9 0.9 1.27 muscle
21 lungs 0.076 [10.9 0.9 1.37 use pig lung @850nm from Cheongl1990, change gto 0.9

Table 2: The optical properties of different tissue types. (http://mcx.sourceforge.net/cgi-

bin/index.cgi?MMC/DigimouseMesh#Tissue optical properties)

The values of the optical parameters are obtained from DIGIMOUSE atlas (Fig. 19) [39]. To

estimate the values of optical properties in phantoms, the specimens with different

concentrations of pigment were measured in a spectrophotometer equipped with an integrating

sphere system (Fig.12) [40]. The measurements obtained from the spectrophotometer are the

diffuse reflectance and the diffuse transmittance. Using these parameters, the optical

properties, absorption and scattering were calculated by fitting the commonly used Kubelka-

Munk model that is referred in previous paragraphs.
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Figure 19: Picture of the 150 mm integrating sphere installed in the spectrophotometer PerkinElmer
Lambda 950 with a top down view of the diagram of the sphere below. The red marked area is where
Transmission of the material is done, and the green area the Reflectance of the material [40].
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Figure 20: Spectrophotometer using integrating sphere measurements.

4.2 Description of the propagation of light inside the media and experimental

procedure in FMT system.

To simulate all the procedure properly for the forward problem, the details of the experimental

process should be included. The experimental data that are obtained in the FMT system follow

the below schematic diagram.

4

Laser Source
v ‘

-
’é‘

Figure 21: Representation of the experimental process.
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The set-up of FMT system is consisted of three fundamental components: the laser sources, the
sample and the detector (CCD). The source is a laser beam which is transmitted inside our

sample.

T — — — -l

Figure 22: FMT set-up.

After the penetration the light is detected in the detector plane. This is the experimental
measurement which will be used in the comparison with simulated data. To simulate the
propagation of light through this media we are using the forward model which solves the DE
using FEM. To simulate the experimental measurements the forward model includes inputs such
initial guess of the optical properties of the media (p,u's), the location of the sources and
detectors and the geometry of our sample in mesh representation. Solving the forward problem
we have the simulated data (synthetic data). Once we have those two kinds of data
(experimental and simulated) we can solve a simple inverse problem to check in what values of
optical properties that we used for the simulation our data match with the experimental data.
We set an objective function which presents the comparison of these two groups of data. We
aspect in the minimum value of the objective function we have the match in the optical

properties of the media.
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Figure 24: Schematic representation of the reconstruction (Forward and Inverse Model). The inversion
works by comparing the real data obtained by FMT measurements (y,) and the simulated data (y) for each
guess of optical properties.

4.3 Information on the shape of the sample's boundary (3D scanning Procedure)

To solve properly the forward problem it is important to determine as many as possible of the
parameters in the procedure. Giving information about the shape of the boundary of the object
to be examined is one of the very important parameters taking place in the process. In this point
we demonstrate an inexpensive 3D scanner procedure which is used in order to acquire the 3D
shape of the mouse. The set-up is consisted by a web-camera, line-plane laser beam (scanning
beam), two black planes placed in 90° angle, with known fiducials in the each surface of the
plane, and a checkerboard, which is used to calibrate all the system. Due to the fact that the all
set-up will be adjust in the FMT system, they colour of the planes should be black, for not
affecting the experimental measuring procedure. The laser plane beam is used to scan the
object, then the camera capture this real-time motions of the scanning in picture sequences.
This scanning procedure is strongly affected by the reflectance of the surface of the object.
Using the theory of Perspective Projection, the Pinhole model of the camera and one of the
provided Camera Calibration toolbox it is possible to recover the 3D shape of an object in a 3D
point clouds shape representation. The reconstruction part of the procedure is done by using
triangulation, which is a common method for projected illumination patterns to contain
identifiable lines or points in the scene, estimating that way the depth. After extracting and
aligning the 3D point clouds shape it is possible to transform it into mesh volume using the

appropriate algorithm but this goes further from this project and it will be done in future work
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[34]. To understand and use the position of the camera in the 3D environment there is a need
for an initialization in terms of calibration of the camera. Various techniques exist to calibrate
the camera in order to recover the internal parameters of the camera through the imaging
process. These parameters incorporate the focal length, the principal point and pixel skew. The
classical calibration technique involves placing a calibration grid in the scene, for example a
checkerboard, for which the coordinates of the intersections on the grid are known. The
relationship between the coordinates of the intersections on the grid (markers) and the
corresponding camera image coordinates of the same markers are the necessary input for the

camera calibration.

Reconstruct
3D Point Cloud(s)

Extract Isosurface Align
(Polyhedral Mesh) 3D Point Clouds |4
Figure 25: The procedure of optical Triangulation [34].

The laser plane beam is used to scan the surface of the object. The deflection of the laser plane
defines a 3D plane. The depth is recovered by the intersection of this plane with the set of lines
passing through the 3D ray on the surface. Using a geometric relation the depth at each pixel
can then be recovered [34]. The parts of this procedure involve the following main functions

[34]:

- Manually-assisted intrinsic camera calibration
- Manually-assisted extrinsic camera calibration
- 3D scanning with laser line planes

- Video capture using Image Acquisition Toolbox
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We define four fiducials on each board the four corners of a rectangle with known side lengths.
For the scanning we use a modified laser pointer with cylindrical lens fixed in front to create
plane shaped beam. Once the setup is constructed initialization of the camera position should
be performed using a calibration procedure to estimate the intrinsic calibration parameters of
the camera using image sequences [36],[37]. Once the calibration has been initialized the object
to be scanned is placed on the lower planar surface inside the rectangle defined by the fiducials.
Any video camera or webcam can be used for image acquisition. The camera should looking in
the scene from the front and slightly from the top(otherwise triangulation will result in large
errors). The two lines of intersection between the laser plane and the planar boards and object
slowly move across the screen in one direction (e.g. left to right), scanning the surface of the
object. Each point on the object should be scanned carefully during data acquisition. The camera
frame rate determines how fast the laser beam scans the surface so that enough frames are
captured to obtain the resolution needed and avoid reconstruction artifacts. In the case of
occlusion of parts of the object for the laser beam the scanning can be repeated with the laser
source in a different angle and the resulting reconstructions can be combined at the end to
overcome inclusion artifacts. The problem of occlusion is caused because parts of the object are
partially hidden and therefore cannot be recognized robustly. Occlusion in the scene is
considered as one of the principal sources of uncertainty. The occlusion can cause several
problems, particularly the many false 2D points that appear when using edge detectors,
consequently leading to the incorrectness of all further correspondences to images which

contain those points [44].

Figure 26: Web-Camera used in the scanning procedure (Microsoft Web LifeCam HD-3000).
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Figure 27: The black planes placed in 90° angle, with known fiducials and the checkerboard for the
calibration stage.

The line-plane laser beam is achieved using a red laser pointer in combination of a cylindrical

lens. In our case the cylindrical lens is used in order to shape the laser point source in a line-
plane laser beam.

3D scanning set-up

Line
ENeRATOR

Lens

Figure 28: The usage of the cylindrical lens in the 3D scanning procedure.
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Figure 30: Adjustment of the process into the FMT System.
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Chapter 5

Results

As it is referred in the previous chapter, there are three main parts of the project. In the first
part we are trying to determine the optical properties (U, ) of our specimens simulating the
propagation of light inside the media using diffusion approximation. In the second part we use
Kubelka-Munk model in order determine the optical characteristics of the materials that will be
used for the final construction of the phantoms. Finally, we set-up a scanning procedure to
obtain information about the shape of the object examined in order to use it as prior
information in the forward/inverse model. Each part is done separately and the result are

organized as follow:

1. Determination of optical characteristics of the material of the specimens used :

a. Spectrophotometer Measurements,

b. Kubelka- Munk Model

2. Simulation of the propagation of the light inside the media and determination of the optical

properties (u,,1;)using diffusion approximation:

a. FMT measurements,

b. Forward Model (using Diffusion Equation) and

c. Inverse Model

3. Scanning procedure for the 3D shape reconstruction of our sample:

a. Camera Calibration procedure.

b. Data acquisition.

c. Image processing

d. 3D reconstruction

e. Adjustment in the FMT System.
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5.1 Determination of optical characteristics of the material of the specimens used

As it is referred above, our specimens have cylindrical shape and their optical properties are

determined using Kubelka-Munk model . The measurements of the parameters used in Kubelka-

Munk are measured in Spectrophotometer in all spectra.

Tissue Type

Absorption coefficient

Scattering coefficient

Ha (mm'l ) Us (mm'JT )
| Brain 0.0191 6.6
2 Skull 0.0136 8.6
3 Skin 0.0186 11.1

Table 3: Absorption and scattering coefficients of each mouse's tissues that we are interested in. They
were chosen from values given by the literature [13],[14], [39] and [http://mcx.sourceforge.net/cgi-
bin/index.cgi?MMC/DigimouseMesh#Tissue_optical_properties]

The goal is to reperesent the optical properties of the mouse’s head in a phantom as they are

shown in the literature. In our work we don’t take into account the CSF layer of the brain. In

order to achieve the required optical parameters of the resin mixtures with the Kubelka-Munk

approximation, cylindrical phantoms were made with a width of 1 mm and a diameter of 60mm.

Two different groups of phantoms are used. In the first group black pigment is used as absorber

while in the second group red pigment is used for the same reason. In each group white pigment

is used as scattered. The concentrations are shown in the following table (Table 4). RTV silicone

rubber (GLS- 50, Prochima) was used as casting material, which is consisted by two parts (part A,

Part B) the silicone and its catalyst, both being liquids [38].
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C1

C2

C3

Solution 1
(white
pigment)
(sr)

0,524

0,570

0,516

1,130

1,010

1,050

1,530

1,580

1,570

2,200

2,300

2,070

Solution 2
(black
pigment)
(gr)

0,235

0,205

0,223

0,210

0,220

0,240

0,230

0,230

0,200

0,200

0,260

0,240

Part A
(gr)

2,168

2,457

2,423

1,926

1,959

0,998

1,430

1,461

1,480

0,960

0,920

1,195

PartB
(gr)

1,882

1,921

1,963

1,890

2,500

1,960

2,170

2,040

1,900

2,650

2,070

2,050

Total
(gr)

4,809

5,153

5,125

5,156

5,689

4,248

5,360

5,311

5,150

6,010

5,550

5,555

C1

C2

c3

White
Pigment
Concentration

(w/w)

0,011

0,012

0,011

0,024

0,020

0,027

0,031

0,033

0,034

0,040

0,046

0,041

Black Pigment
Concentration

(w/w)

1,95
x 10°

1,59
x10°

1,74
x10°

1,63
x10°

1,55
x10°

2,26
x10°

1,72
x10°

1,73
x10°

1,55
x10°

1,33
x10°®

1,87
x10°®

1,73
x10°®

Mean Total
Sum White
Pigment
concentration

(w/w)

0,011

0,024

0,033

0,042

Mean Total
Sum Black
Pigment
concentration

(w/w)

1,76
x 10°®

1,81
x10°

1,67
x10°

1,64
x10°

Table 4: Samples with white and black pigment concentrations in order to test the Kubelka-Munk

approximation, using spectrophotometer results.

In this group samples are measured twice in spectrophotometer in order to test repeatability

and homogeneity.
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c1
1 2 3 4 5
Solution 1
(white 0,53 1,015 1,526 2,044 2,57
pigment)
(gr)
Solution 2
(red pigment) 0,22 0,22 0,2 0,22 0,24
(gr)
Part A (gr) 2,58 1,986 1,47 0,954 0,53
Part B (gr) 1,97 1,89 1,93 1,89 2,02
Total (gr) 5,304 5,111 5,126 5,107 5,355
White
Pigment 0,011 0,022 0,033 0,044 0,053
Concentration
(w/w)
Red Pigment
Concentration |  0,000025 0,000026 | 0,000023 | 0,000026 | 0,000026
(w/w)

Table 5: Samples with white and red pigment concentrations in order to test the Kubelka-Munk

approximation, using spectrophotometer results.

After the preparation of the tissue-like specimens, the samples are measured in the
spectrophotometer in order to obtain diffuse reflectance and diffuse transmittance, which are

the parameters that Kubelka-Munk model uses.
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a. Spectrophotometer Measurements:

Diffuse Reflectance (1/%)

0'64’-550 500 550 600 650 700 750 800 850

0.3
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o
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—C23

Wavelength (nm)

Figure 31: Diffuse Reflectance (a) and Diffuse Transmittance (b) vs. Wavelength. Measurements from
Spectrophotometer. Samples with black and white pigment, width 1 mm and 60 mm diameter.
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b. Kubelka-Munk results:
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Figure 32: Absorption () Coefficient (a) and Scattering (1's) Coefficient (b) vs. Wavelength. Results from Kubelka-Munk

calculations.Samples with black and white pigment, width 1 mm and 60 mm diameter.
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Figure 34: Scattering (l’s) coeff. Vs. Wavelength Vs. Concentration of white pigment (3D map).

5.2 Simulation of the propagation of the light inside the media and determination of

the optical properties (M., 1s)using diffusion approximation

a. FMT measurements

For this part of the experiment simple, homogeneous and cylindrical specimens (19mm width
and 60mm diameter) were created with unknown optical properties. These specimens were
tested in the Fluorescent Molecular Tomography (FMT) system in four wavelengths: 458nm,
593nm, 635 nm, 685 nm. From the FMT system experiment a 512x 512 mm picture is obtained
from the specimens. Data acquired from these measurements were used for the simulation of

the propagation inside the media of specimens.
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.
-

Figure 35: Data acquired from FMT system.

b. Forward Model (using Diffusion Equation)

To solve the forward problem cylindrical meshes are created to present the real shape of our
specimens.
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3D Cylindrical Mesh

Width:19 mm
Diameter:60 mm
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Figure 36: 3D Cylindrical Mesh. It represents the real domain of the phantom

The mesh represents the domain of the phantom which is the discretisation of the computation
domain. It is composed of a list of node coordinates and a list of elements. The size of the Mesh
is determined from the shape of the real geometry of the phantom. The next factor to describe
the initial problem is to define the source. For that reason a clear cylindrical phantom was

used.The source is usually a Gaussian distribution of light.

Detector

Figure 37: Definition of the source and the detector in the mesh.
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In this point the cylindrical mesh must be aligned with the image. Mapping describes the
correspondence of each pixel of the image on the surface of the mesh. The surface of the mesh
must be scaled in order to fit the image.

Aligning the clear image

600 [ pixel (mm)

500

400 +

300

200t

100 +

pixel (mm)
-100 L L 1 ! L L )
-100 0 100 200 300 400 500 600

Figure 38: Green represents the surface (original size) of the mesh and the blue is the image (initial image)
obtained from the FMT measurements

Aligning the clear image
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Figure 39: Scaling of the mesh surface in order to fit the initial image of the clear phantom. Red color
represent the new surface of the mesh after scaling in order to have the center of the original image
matched with the center of the mesh.
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The initial image has integer number of pixels but the mesh has random number of nodes. This
fact creates a restriction and therefore, a linear interpolation in the algorithm is followed in
order to create the intermediate points, and have a total match between them.

600 e O e e . o ?
o0

400 b

300

200

100 o

100 , i i i i i . pixel [mmlé
-100 0 100 200 300 400 500 GO0 700

Figure 40: Image of the clear phantom after interpolation. In the center of the surface, the laser source is
shown.

Source vector in the Mesh domain

0
-10 mm
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-30 3N

Figure 41: Data mapped in the Mesh domain.
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Figure 42: The Gaussian profile of the source (examples of TOAST Sources) on detector plane of the Mesh with different
values of refractive index (n).
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Figure 43: The comparison between the source from clear phantom and the source from Toast stimulation.
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Figure 44: The simulation of the propagation inside the Mesh, based on the experimental set-up. Data are shown
from the detector plane.

Experimental data (mapped) / Laser Source 458 nm

Figure 45: The mapping of the experimental data in the mesh surface.
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c. Inverse Model

The final step in this section is a simple inverse mapping of actual measurements, so that
modeled measurements match, as close as possible, the actual measurements. This is done by
setting an objective function ¥ in order to compare the predicted and measured detector’s
readings. The optimization process is finished after the minimum of the objective function is

found and the measured and predicted data match.

. Inverse Model / Laser Source 458 nm 10’
X 10 B

12

Objective Function ¥

lJS 6

' 0.0518
0,001 00264 |

Figure 46: The solution of a simple inverse problem using an Objective function. When the minimum of the function W is found,
then the measured and the simulated data match. In the darkest color of blue is the minimum value of W.

5.3 Scanning procedure for the 3D shape reconstruction of our sample

As it is referred in the previous paragraph, in this section the main parts of this procedure

involve the following:
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- Manually-assisted intrinsic camera calibration
- Manually-assisted extrinsic camera calibration
- 3D scanning with laser line plane

- Video capture using the Image Acquisition Toolbox

a. Camera Calibration procedure.

One aspect of camera calibration is to estimate the internal parameters of the camera. These
parameters determine how the image coordinates of a point are derived, given the spatial
position of the point with respect to the camera. The estimation of the geometrical relation
between the camera and the scene is also an important aspect of calibration. The corresponding
parameters that characterize such a geometrical relation are called external parameters. It is
well known that actual cameras are not perfect and sustain a variety of aberrations. For
geometrical measurements, the main concern is camera distortion, which relates to the position
of image points in the image plane but not directly to the image quality. For example, the
position of a point in a slightly blurred image can still be measured as the center of the blurred
point. However, if the image position of a point is not accurate, the results that depend on its

image coordinates will be erroneous.

Calibration images

: '

L)

Figure 47: The positions of the calibration pattern in order to get the intrinsic and extrinsic parameters of the camera.
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Figure 48: The extracted corners should match with the image corners.

The red crosses should be close to the image corners

Figure 49: The extracted corners should match with the image corners.
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Extrinsic parameters (camera-centered)

T

100"

B 1 0 0 i s '_'_’,‘_‘_‘,'_:_‘E_: LemzIIITE
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Figure 50: Extrinsic parameters of the camera (relative positions of the grids with respect to the
camera).On this figure, the frame (O,X,Y.Z.) is the camera reference frame. The red pyramid
corresponds to the effective field of view of the camera defined by the image plane.

Calibration results (with uncertainties):

Focal Length: fc = [ 1162.56355% 1152.5%2874 ] £ [ 12.14616 12.34200 ]
Principal point: cc = [ &03.18086 370.55%25%5 1 £ [ 15.17775 16.93205 ]
Skew: alpha ¢ = [ 0.00000 ] £ [ 0.00000 ]
=> angle of pixel axe=z = S0.00000 * 0.00000 degrees
Distortion: ke = [ 0.14118 -0.82524 -0.01440 -0.00807 0.00000 ]
+ [ 0.04655 0.37461 0.006le 0.00555 0.00000 ]
Pixel error: err = [ 0.1llcc4 0.16511 ]

Figure 51: Intrinsic parameters of the camera.

The list of internal parameters [41],[42][43]:

e Focal length: The focal length in pixels is stored in the 2x1 vector fc.

e Principal point: The principal point coordinates are stored in the 2x1 vector cc.
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Skew coefficient: The skew coefficient defining the angle between the x and y pixel axes
is stored in the scalar alpha_c.

Distortions: The image distortion coefficients (radial and tangential distortions) are
stored in the 5x1 vector kc.

Complete Distortion Model

0 — . :
?/( Lo
100"
I
200- - -~ - -
300 o
e o
400F - - - x
500
600
her
700 / X
) | | | / X
) 200 01166 % 0 600 800 1000 1200
1Xel errar = . LU
Focal Length = (1162.56, 1152.93) :ﬁ qg]g ]g-gg]
Principal Point = (605.181, 370.593) -[15.18, " c}
Skew =0 -
v . z /- [0.04655, 0.3746, 0]
Radial coefficients =(0.1412,-0.8292, 0) +
Tangential coefficients = (-0.0144, -0.008073) +/-[0.006163, 0.005549]

Figure 52(a): The distortion model on each pixel of the image.

Tangential Component of the Distortion Model
RV

T
0\ /}:/}/ \\cv A
\/« 5
100[~" A\
iy N
2001/ b
DN Y .
. /\
300/ -,
-~
400~/
B,
~
500f .
- N
6007 AN N '
S 5 \ ' ' ' ' 1
\ Y [ 4 1 t t
7001 A 4 i 1 *
Y 1] ] 4 t F t | i
0 200 400 1000 1200
Pixel error =[0.1166, 0.1651] +-[12.15, 12.34]
Focal Length =(1162.56, 1152.93) +/-[15.18, 16.95]
Principal Point = (605.181, 370.593) 0
Skew =0 +{- [0.046585, 0.3746, 0]
Radial coefficients =(0.1412, -0.8292, 0) +/- [0.006163, 0.005549]

Tangential coefficients = (-0.0144, -0.008073)

Figure 52(b): The distortion model (tangential) on each pixel of the image.
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Figure 52(c): The distortion model (radial) on each pixel of the image.

The distortion model presents the geometrical distortion of the lens which concerns the position
of image points in the image plane [45]. The figure 52(a) shows the impact of the complete
distortion model (radial + tangential) on each pixel of the image. Each arrow represents the
effective displacement of a pixel induced by the lens distortion. The figure 52(b) shows the
impact of the tangential component of distortion. On this plot, the maximum induced
displacement is 0.14 pixel (at the upper left corner of the image). Finally, the figure 52(c) shows
the impact of the radial component of distortion. This plot is very similar to the full distortion
plot, showing the tangential component could very well be discarded in the complete distortion
model. On the three figures, the cross indicates the center of the image, and the circle the

location of the principal point.
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b. Data acquisition.
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Figure 53: Data acquisitions and scanning procedure.

¢. Image processing
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Figure 54: Performing Video Processing
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Figure 55: Performing Video Processing (2).

The video processing includes the localization of the dividing line between reference planes
(horizontal calibration board from the vertical calibration board). The definition of the reference
area for the "vertical" plane and "horizontal" plane is done with the presence of the fiducial
point (white points in the boards). This procedure is done in order to automatically determine
the position of the laser boundaries cast on each calibration board. Furthermore, the following

procedures are also automatically estimated:

e The per-pixel dynamic range and laser beam thresholds,

e Laser beam boundaries,
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e laser beam crossing time(s).

The horizontal and vertical calibration planes position in the world coordinate system is done by

clicking on the four fiducials on each plane, starting on the bottom-left and preceding counter-

clockwise.

Extrinsic Coordinate System
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Figure 56: Performing Video Processing (3).

73



100+

50~

504

d. 3D point cloud reconstruction

-100+
-100

100—

80—

40~
20

0

20—

40—

7300

250

200

Figure 57: Reconstructed Point cloud.
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e. Adjustment in the FMT System.

Figure 58: Adjustment of the components of scanning set-up in the FMT system.
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Chapter 6

6.1 Conclusion

As a conclusion, our work shows that using Diffusive Equation it is possible to describe the
photon propagation of the light through the media. Also, solving the inverse problem the image
reconstruction can be achieved. Adding prior information in forward and inverse model, it could
be the solution to the problems that are caused from the highly diffusive nature of biological
tissue which leads to restrictions in the resolution of the image (experimental data) as also in
the accuracy of the quantification of the distribution of fluorescence targets inside the media. As
is showed above, this prior information can be determined. Optical properties can be estimated
using Kubelka-Munk model and the 3D shape of our sample can be reconstructed setting up a

simple scanning procedure.

6.2 Future Work

Due to limited time the final goal of this project is not completed yet. The results showed in this
work are part of the methodology to improve the FMT system and be used in future
experiments. For having a better geometry representation there is still work to be done such as:
e Aligning the final 3D point clouds shape.
e Scanning the sample from different directions.
e Merging the different point cloud scans.
e Extracting polyhedral meshes from point clouds representations.
e Scanning the real head of the mouse.
e Solving the forward model given the 3D polyhedral mesh of the real head of the mouse.
e Solving the inverse in the given 3D polyhedral mesh of the real head of the mouse in
order to achieve reconstruction of the fluorescence source distribution from measured
light intensities.
e Comparing the optical properties obtained, for the same specimen, between Kubelka-

Munk model and Diffuse Approximation (simulation procedure) .
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