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Abstract 

Fluorescence Molecular Tomography (FMT) is an inexpensive, noninvasive, fast, three-

dimensional (3D), in vivo optical imaging modality that has been well established in providing 

quantitative imaging of the distribution of fluorescence targets. This translates to information 

about gene expression and molecular function, in small animals and biological tissues where the 

transmission of light is diffusive. The recovery of this distribution in a tomographic fashion 

requires a model-based reconstruction and depends on an appropriate mathematical model 

that describes light propagation in tissue (forward model) and the solution of an image 

reconstruction algorithm (inverse problem) based on the forward. The highly diffusive nature of 

biological tissue leads to a challenging (ill-posed) inverse problem and effectively limits the 

resolution and the quantification accuracy achieved. A solution to these problems can be found 

by including a priory known information to the inversion that can improve the accuracy of the 

photon propagation (forward) model and restrict the inversion procedure to meaningful 

solutions, that is, to reduce the uncertainty of the inverse problem. The information could be for 

example, the distributions of optical parameters (absorption, scattering) in the relevant 

wavelengths through the tissue under investigation and an accurate geometric description of its 

boundaries. 

Purpose 

The aim of this project is to optimize the FMT imaging system, by adding prior information to 

the inversion procedure. This will be done by accessing two aspects of the problem. The first will 

be the recovery of the absorption and scattering distributions over the domain of the mouse 

and the second is the development of a profilometry device or 3D scanning procedure, to be 

included in the FMT apparatus, to acquire information on the shape of the mouse’s boundary.  

Methods 

To investigate the effect of optical properties, such as absorption and scattering, in the 

reconstruction problem in Diffuse Optical Tomography (DOT), we are going to use resin made 

phantoms with varying optical properties. To determine the optical characteristics of the 

materials used to fabricate the phantoms we employ Spectrophotometer measurements of 

Diffuse Reflectance and Diffuse Transmittance.  From those we can then calculate the 

absorption and scattering parameters of the materials, by using the Kubelka-Munk model, 

according to the relevant literature. Since our main interest is neuro-imaging the specimens 
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used in this work represent separately the optical properties of the different tissue types of the 

mouse's head. Following, a procedure that would allow the estimation of the absorption and 

scattering distributions through the media by using the FMT apparatus and measurements, 

based on the Diffusion Equation, was attempted with the employment of a simple inversion 

solution. Simultaneously, a 3D shape extraction mechanism was fashioned to augment the 

existing FMT apparatus with the ability to obtain the surface scan of the samples under imaging.   

Results 

The results of the project consist of three parts. The first part includes the fabrication of 

specimens and the determination of their optical properties using a Spectrophotometer. In the 

second part a simple inversion from FMT measurements on the specimens is performed by 

using the simulation of the light propagation (forward).  Finally, in the third part a 3D scanning 

procedure is presented in order to be used in 3D surface reconstruction. 

 

Conclusions 

Using prior information can be the solution to the problems arising from the highly diffusive 

nature of biological tissue and the ill-posedness of the inversion involved in the image 

reconstruction.  We have demonstrated ways to create this prior information, using the existing 

FMT setup.  
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ΠΕΡΙΛΗΨΗ 

Η μοριακι τομογραφία φκοριςμοφ (FMT) είναι μια φκθνι, μθ-επεμβατικι, γριγορθ, 

τριςδιάςτατθ μζκοδοσ ζμβιασ οπτικισ απεικόνιςθσ που μπορεί να παρζχει ποςοτικι 

απεικόνιςθ τθσ κατανομισ του φκοριηόντων ςτόχων. Κάτι που μεταφράηεται ςε πλθροφορία 

για τθν ζκφραςθ γονιδίων και τθ μοριακι λειτουργία, ςε μικρά ηϊα και βιολογικοφσ ιςτοφσ 

όπου θ διάδοςθ του φωτόσ είναι διάχυτθ. Γι’ αυτό το λόγο, θ τομογραφικι ανάκτθςθ αυτισ τθσ 

κατανομισ βαςίηεται ςτθν μακθματικι ανακαταςκευι εικόνασ και εξαρτάται από ζνα 

κατάλλθλο μακθματικό μοντζλο  που να περιγράφει τθ διάδοςθ του φωτόσ ςτον ιςτό (Forward 

Model) κακϊσ και από τον αλγόρικμο ανακαταςκευισ τθσ εικόνασ (Inverse Model). Η ιδιαίτερα 

διάχυτθ φφςθ του βιολογικοφ ιςτοφ οριοκετεί τισ δυνατότθτεσ του μακθματικοφ μοντζλου με 

αποτζλεςμα να  περιορίηει τθν ανάλυςθ και τθν ακρίβεια προςδιοριςμοφ τθσ ποςοτικοποίθςθσ. 

Λφςθ ςτο πρόβλθμα μπορεί να δϊςει θ προςκικθ πλθροφορίασ και γνωςτϊν ςτοιχείων (priory 

known information) ςτθν διαδικαςία τθσ απεικόνιςθσ και να βελτιϊςει ζτςι τθν ακρίβεια ςτο 

μοντζλο διάδοςθσ του φωτόσ κακϊσ και τθν διαδικαςία ανακαταςκευισ. Αυτζσ οι πλθροφορίεσ 

κα μποροφςαν να είναι ο ακριβισ προςδιοριςμόσ των οπτικϊν παραμζτρων (απορρόφθςθ, 

ςκζδαςθ) του ιςτοφ ςτα ςχετικά μικθ κφματοσ και μια ακριβι γεωμετρικι περιγραφι του 

δεδομζνου δείγματοσ προσ εξζταςθ.  

΢κοπόσ 

Ο ςτόχοσ αυτισ τθσ εργαςίασ είναι θ βελτιςτοποίθςθ τθσ απεικόνιςθσ τθσ μοριακισ  

τομογραφίασ φκοριςμοφ (FMT), με τθν προςκικθ πλθροφοριϊν (priory known information) 

ςτθ διαδικαςία αντιςτροφισ. Αυτό πραγματοποιείται  ορίηοντασ δυο πτυχζσ του προβλιματοσ. 

Η πρϊτθ είναι θ ανάκτθςθ των ςυντελεςτϊν απορρόφθςθσ και ςκζδαςθσ ςτθν περιοχι του 

ςϊματοσ του ποντικοφ και θ δεφτερθ είναι θ ανάπτυξθ μιασ ςυςκευισ προφιλομετρίασ ι μιασ 

διαδικαςίασ ςάρωςθσ με ςκοπό τθν ανακαταςκευι του ςχιματοσ του ποντικοφ. Το πρωτότυπο 

κα ενςωματωκεί ςτο ςφςτθμα του FMT.  

Μζθοδοι 

Για να μελετιςουμε τθν επιρροι των οπτικϊν ιδιοτιτων, όπωσ απορρόφθςθ και ςκζδαςθ, ςτο 

πρόβλθμα τθσ ανακαταςκευισ ςτθν διάχυτθ οπτικι τομογραφία (DOT), προετοιμάςτθκαν 

ειδικά δείγματα τεχνθτοφ ιςτοφ ρθτίνθσ με διαφορετικζσ τιμζσ οπτικϊν ιδιοτιτων. Για να 

μπορζςουμε να προςδιορίςουμε τα οπτικζσ ιδιότθτεσ των υλικϊν πραγματοποιικθκαν 
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μετριςεισ ςε φαςματοφωτόμετρο οποφ λαμβάνουμε παραμζτρουσ όπωσ θ διάχυτθ ανάκλαςθ 

και θ διάχυτθ διάδοςθ του φωτόσ μζςα από αυτά τα υλικά. Από αυτά μποροφμε να 

προςδιορίςουμε τισ οπτικζσ ιδιότθτεσ εφαρμόηοντασ το μακθματικό μοντζλο Kubelka-Munk, 

ςφμφωνα με τθν βιβλιογραφία. Εφόςον το ενδιαφζρον μασ επικεντρϊνεται ςτθν 

νευροαπεικόνιςθ, τα δείγματά μασ αντιπροςωπεφουν ιςτοφσ που αφοροφν ςτον εγκζφαλο του 

ποντικοφ. Στθ ςυνζχεια, χρθςιμοποιικθκε μια διαδικαςία εκτίμθςθσ τθσ κατανομισ των 

ςυντελεςτϊν απορρόφθςθσ και ςκζδαςθσ ςτο μζςον χρθςιμοποιϊντασ μετριςεισ από το 

ςφςτθμα FMT, θ οποία βαςίηεται ςτθν εξίςωςθ διάχυςθσ (Diffusion Equation), ακλουκϊντασ 

μια απλι μζκοδο αντιςτροφισ (inversion solution). Συγχρόνωσ, εγκαταςτάκθκε μιασ διαδικαςία 

ςάρωςθσ με laser με ςκοπό τθν τριςδιάςτατθ ανακαταςκευι του ςχιματοσ του υπό εξζταςθ 

δείγματοσ. 

Αποτελζςματα 

Τα αποτελζςματα τθσ ςυγκεκριμζνθσ εργαςίασ χωρίηονται ςε τρία (3) μζρθ. Στο πρϊτο μζροσ 

παρουςιάηονται τα δείγματα που αντιπροςωπεφουν τουσ ιςτοφσ του κεφαλιοφ του ποντικοφ, 

κακϊσ και ο προςδιοριςμόσ των οπτικϊν ιδιοτιτων χρθςιμοποιϊντασ φαςματοφωτόμετρο. Στο 

δεφτερο μζροσ παρουςιάηεται θ λφςθ ενόσ απλοφ αντίςτροφου προβλιματοσ από μετριςεισ 

από το FMT εφαρμόηοντασ τθν εξίςωςθ διάχυςθσ. Τζλοσ, ςτο τρίτο μζροσ παρουςιάηεται θ 

διαδικαςία ςάρωςθσ με laser προκειμζνου να χρθςιμοποιθκεί ςτθν τριςδιάςτατθ 

ανακαταςκευι του ςχιματοσ του ποντικοφ. 

΢υμπεράςματα 

Τα αποτελζςματά μασ δείχνουν ότι θ προςκικθ πλθροφοριϊν (prior information) ςτθν 

διαδικαςία τθσ απεικόνιςθσ μπορεί να αποτελζςει τθν λφςθ ςτα προβλιματα που προκαλεί θ 

διάχυτθ διάδοςθ του φωτόσ μζςα από τουσ ιςτοφσ. Σε αυτιν τθν εργαςία δείχνουμε μερικοφσ 

τρόπουσ προςδιοριςμοφ αυτϊν των πλθροφοριϊν (prior information), χρθςιμοποιϊντασ το 

υπάρχων ςφςτθμα Μοριακισ Τομογραφίασ Φκοριςμοφ (FMT).  
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Introduction 

This essay will deal with optical imaging and in particular Fluorescence Molecular Tomography. 

This method of in-vivo optical imaging is nowadays widely used for preclinical molecular 

imaging. It is an emerging technology with great potential for improving prevention, diagnosis, 

and treatment of diseases. The term molecular imaging can be defined as the in 

vivo characterization and measurement of biologic processes at the cellular and molecular level. 

In order to improve this diagnostic method, which is based in the reconstruction of fluorescence 

distributions inside the biological tissue, there are some significant parameters which should be 

taken into account. The light interaction with tissues is important to be described in order to 

understand the parameters that affect the imaging. Such interaction can be the absorption, 

scattering, reflection or the fluorescence itself. An important tool to describe how light is 

propagated inside turbid tissue is the Diffusion Equation and its solution will be used to define 

what we call the forward model. To determine the parameters (absorption and scattering 

coefficients) related to the light interaction with tissue the inverse model is needed. A solution 

to describe properly the propagation is to give some (prior) information about the sample under 

investigation.  Such information can be the optical properties of the media and the shape of the 

sample. The shape can be reconstructed using a 3D scanning procedure [1],[2]. 
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Chapter 1 

1.1 What is Optical Imaging? 

Optical imaging is a non-invasive method and it is based on the fact that photons travel through 

biological tissues and can be detected by ultrasensitive optical imaging systems. If the 

wavelength of this radiation is in the 400nm-780nm range, we then have visible light (fig. 1). 

Optical imaging techniques rely on either intrinsic parameters such as absorption and scattering 

or refractive index or to specific targets such as luciferase, fluorescent proteins, fluorescent dyes 

to create contrast. Genes encoding luciferase and fluorescent proteins can be engineered into 

cells (e.g., cancer cell lines and infectious disease agents) and animals (transgenic mice and rats) 

to enable them to produce signal that can then be transmitted through biological tissue [3, 4]. 

Nevertheless, there are some issues with using light to probe tissue, light is heavily absorbed 

and scattered from biological tissue. The main absorbers in tissue are water and blood, with the 

defining components of the latter being hemoglobin and deoxyhemoglobin (fig. 5). In the figure 

it is shown that the absorption is minimal in the near infrared (NIR) region but even then, tissue 

penetration can only reach up to few centimeters. For that reason imaging with visible light is 

limited to small animal imaging or clinical applications such as in breast imaging[5], where the 

tissue thickness is small or the tissue absorption is relatively low. Equally important issue with 

using light to probe tissue is that it is strongly scattered. In fact, the effect of scattering is so 

strong that the description of light propagation in tissue should be approximated as for example 

with a diffusive propagation[6]. In Table 1.1 there is a comparison between diagnostic 

modalities using several criteria that are important for the diagnosis.  

Reasons for optical imaging of biological tissue include [7]: 

1. Optical photons provide non-ionizing and safe radiation for medical applications.  

2. Optical spectra are based on absorption, fluorescence, or Raman scattering which 

provide biochemical information because they are related to the molecular 

conformation. 

3. Optical absorption, in particular, reveals angiogenesis and hyper-metabolism, both of 

which are hallmarks of cancer, the former is related to the concentration of 

hemoglobin and the latter, to the oxygen saturation of hemoglobin. Therefore, optical 

absorption provides contrast for functional imaging. 
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4. Optical scattering spectra provide information about the size distribution of optical 

scatterers, such as cell nuclei. 

5. Optical properties of targeted contrast agents provide contrast for the molecular 

imaging of biomarkers. 

6. Optical properties or bioluminescence of products from gene expression provide 

contrast for the molecular imaging of gene activities. 

7. Optical spectroscopy permits simultaneous detection of multiple contrast agents. 

 

 

Figure 1: Electromagnetic Radiation Spectrum [47] 
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Characteristics X-Ray Imaging US MRI Optical Imaging 

Soft-tissue contrast Poor Good Excellent Excellent 

Spatial resolution Excellent Good Good Mixed* 

Maximum imaging 

depth  
Excellent Good Excellent Good 

Function  None Good Excellent Excellent 

Non-ionizing 

radiation 
no Yes Yes Yes 

Data acquisition Fast Fast Slow Fast 

Cost Low Low High Low 

 

Table 1: Comparison of Various Medical Imaging Modalities.* High in ballistic imaging and photoacoustic 

tomography, low in diffuse optical tomography[8-10]. 

 

1.2 Diffuse Optical Tomography (DOT) 

Diffuse optical tomography (DOT) is emerging as a viable new biomedical imaging modality. 

Using near-infrared (NIR) light, this technique recovers absorption as well as scattering 

properties of biological tissues. Currently, the main applications are brain, breast, limb, joint 

imaging. DOT provides access to a variety of physiological parameters that otherwise are not 

accessible, including imaging of hemodynamics and other fast-changing processes. This 

technology is based on delivering low-energy electromagnetic radiation, to one or more 

locations on the surface of the body part under investigation and measuring transmitted and/or 

back-reflected intensities at distances up to 10 cm [46]. The propagation of light in biomedical 

tissue is governed by the spatially varying scattering and absorption properties of the medium, 

which are described in the framework of scattering and absorption coefficients (μs and μa) or 

reduced or transport scattering coefficient (μ's). These coefficients are described in the following 

paragraphs. Differences in the refractive index between intracellular and extracellular fluids and 
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various subcellular components such as mitochondria or nuclei, as well as varying tissue 

densities, give rise to differences in scattering coefficient. Differences in chromophore content 

and concentration lead to different absorption coefficients. Based on measurements of 

transmitted and reflected light intensities on the surface of the medium, a reconstruction of the 

spatial distribution of the optical properties inside the medium is attempted [46]. 

1.3 Fluorescence Molecular Tomography (FMT)  

An important tool for molecular imaging, fluorescence molecular tomography (FMT) is applied 

to recover the distribution of fluorescence reporters associated with cellular functions. In 

comparison with other molecular imaging approaches, fluorescence molecular imaging can 

obtain high sensitivity detection with low instrumentation expense. Such an imaging mode has 

attracted great attention due to the great availability of fluorescent proteins, dyes and probes 

that enable the non-invasive study of gene expression, protein function, protein-protein 

interactions and a large number of cellular processes. The application of fluorescence 

tomography would also help bioengineering scientists investigate disease processes, evaluate 

therapy response and develop new drugs. Opening new pathways for the characterization of 

biological processes in living animals at cellular and molecular levels, fluorescence tomography 

is currently applied for in vivo small animal imaging. In preclinical research, FMT is an attractive 

alternative to PET, as provides quantitative molecular information with non-ionizing radiation 

and stable probes [11]. In the next chapters, the fundamental principles, the experimental 

apparatus and the reconstruction algorithms are described. 

1.4 Significant parameters for Fluorescence Molecular Tomography 

In considering the potential use of in vivo fluorescence imaging in biological studies, there are 

some important parameters that should be taken into account in order to improve and to 

overcome intrinsic limitations that affect this imaging method. These limitations are related to 

the interaction of light with the tissue.  
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1.4.1 Interactions of Light with Biological Tissues 

To understand the various modalities of light-tissue interaction, it is necessary to comprehend 

how photons penetrate biological tissue[2]. Most of biological tissues are characterized by 

optical scattering, absorption and reflection which is a consequence of light interaction with 

matter. A classical picture of these interactions is shown in Fig 2[12].This behaviour of light in 

biological tissue presents a key challenge for optical imaging. Absorption takes place when a 

photon causes the elevation of an electron of a molecule from the ground state to an excited 

state (S2), which is termed excitation. The excited electron may relax to the ground state (S0) and 

send out luminescence (another photon) or heat. If another photon is produced then that 

emission is called fluorescence or phosphorescence, depending on the time of the excited 

electron spends in the excited state before returning to the ground state. These electronic 

transitions between ground states and excited states are described by the Jablonski energy 

diagram which is shown in Fig. 3. On this particular diagram, as a result of absorption, the 

electron occupies the S2 orbital. There are different options that the electron releases the excess 

energy. It could happen through radiation less transitions or through emission of light quanta. In 

the term of radiation fewer transitions are included vibrational relaxation, internal conversion, 

intersystem crossing, and more. If there are vibrational levels of nearly equal energy that 

correspond to different electron levels, it is possible for the electron to switch from S2 to S1.This 

process is known as internal conversion. No energy is emitted. 

 

Figure 2: Optical behavior of a tissue layer during irradiation with laser light. 
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As the electron now occupies an excited vibrational level of S1, it can relax further to the ground 

vibrational level of this state. From there, it is finally possible for the electron to return to the 

ground electron state S0. 

 
Figure 3: Jablonski energy diagram showing excitation and various possible mechanisms [48]. 

The process of emission is so called fluorescence. Similar to internal conversion is the process of 

intersystem crossing. The only difference is that the electron makes a transition from a singlet to 

a triplet state. The relaxation from an excited triplet state T1 to the ground singlet state S0 is so 

called phosphorescence. Due to these vibrational relaxation and the energy loss in the above 

processes, the radiated photon has lower energy than the excitation photon and this create a 

shift in the emission wavelength to higher values, the so called ‘Stokes shift’ (Fig. 4) *6+. 
 

 
 

 

Figure 4: The emission spectrum is shifted to longer wavelengths than the excitation spectrum. This 

phenomenon is known as Stokes shift [49]. 
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1.4.2 Tissue Absorption and absorption coefficient μa 

Absorption phenomena are responsible for light attenuation in tissue. The interaction is 

dependent on the wavelength of the incident light and the type of the tissue[13]. Inside tissue, 

light can be absorbed by tissue absorbers, called chromophores. The probability of absorption is 

described by the absorption coefficient (μa) which is defined as the probability of absorption per 

unit length. The absorption coefficient depends on all the contributions to absorption by 

chromophores in the tissue. As a result of wavelength dependence, chromophores have 

different absorption spectra, as it is referred above. In Figure 5 is shown the absorption spectra 

of some important chromophores in human skin tissue. 

 
Figure 5: Absorption spectra of some important chromophores in human skin tissue, as function of 

wavelength [50]. 

Since the biggest part of the tissue is consisted of water, water is the most important absorber 

in tissue. Other important chromophores in tissue are haemoglobin and melanin. The 

absorption of light by blood depends on the oxygenated (HbO2) and deoxygenated (Hb) 

haemoglobin (Fig. 5).The low-absorbing region between approximately 630 nm and 1300 nm is 

referred as the tissue optical window. In this range, the penetration of light into biological tissue 

is at its deepest [14]. For a single absorber, the absorption cross section σα, which indicates the 

absorbing capability, is related to its geometric cross-sectional area σg through the absorption 

efficiency Qa. 

 

 

          (1) 
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In a media which contains many absorbers with number density N, the absorption coefficient 

can be considered as the total cross-sectional area for absorption per unit volume: 

 

 

1.4.3 Scattering in tissue and Scattering coefficient μs 

When light passes through tissue it can be attenuated by scattering and by absorption as it is 

referred in the previous paragraph. Only part of the light will be transmitted. There are two 

major types of scattering events. If the frequency of the scattered wave is equal to that of the 

incident wave, it is called elastic scattering, but if the frequency of the incident wave and the 

scattered wave differs, it is called inelastic scattering. There are two important types of elastic 

scattering, Rayleigh and Mie scattering. Rayleigh scattering happens when the size of the 

scatterers (molecules and very tiny particles) are much smaller than the wavelength of the 

incident wave (up to about a tenth of the wavelength). Mie scattering predominates when the 

size of the scatterers are larger than the wavelength of the incident light. In a medium which 

contains many scatterers that are randomly dispersed in space, photons come over multiple 

scattering events. Scattering in tissue is due to several optical effects[15] a) reflection and 

refraction of light from interfaces between materials having different refractive indices, b) 

reflection of light by discrete particles in the tissue ranging from organic molecules to whole 

cells, c) absorption of light rays by atoms and molecules and re-radiation at the same 

wavelength but in other directions. In all these procedures the direction of light changes due to 

the scattering, and no energy loss is involved [16]. Scattering in turbid media is described by the 

scattering coefficient μs which is defined as the probability of scattering per unit length and 

describes the average of how many times per unit length a photon change its direction. For a 

single scatterer, the scattering cross section σs, which indicates the scattering capability, is 

related to its geometric cross-sectional area ςg, through the scattering efficiency Qs. 

 

                (2) 

          (3) 
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For a medium containing many scatterers with number density N, the scattering coefficient can 

be considered as the total cross-sectional area for scattering per unit volume: 

 

The average distance a photon travels between scattering events, is called the mean free path 

length (MFP), and is defined as: 

 

 

In tissue, scattering is not isotropic, but forward directed [16, 17]. For complete description of 

scattering event we need to describe single scattering phase function. It is due to the spatially 

dependence of continuing photons.  This function  is denoted  as p(ŝ, ŝ'), where direction  of the  

incident photon  is described  by vector ŝ and  direction  of the scattered photon  by ŝ'. 

Scattering depends only on the angle κ between unit vector directions ŝ and ŝ' (Fig. 6). The 

angular dependence of scattering, called the probability distribution function or scattering 

phase function. It is a function of the scattering angle such that[18]: 

 

 

 
Figure 6: A scattering event causes a deflection at angle κ from the original direction ŝ to the direction ŝ' 

            
    (4) 

     
 

  
       (5) 

              (6) 
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Phase function can be represented by anisotropy factor g  which describe the mean cosine of 

the scattering angle and it can be defined by [19]: 

 

The anisotropy factor g can have absolute values from 0 to 1, from isotropic scattering (g = 0) to 

forward scattering (g = 1). Negative values for g stand for backward scattering. For biological 

tissue the value of g is usually 0.9, which describes a mainly forward scatter for the tissue. 

In case where the anisotropy of the medium is taken into account, then we have to describe 

the reduced scattering coefficient μ's, which can be defined as: 

 

The purpose of μ's is to describe the diffusion of photons in a random walk of step size of1/μ's, 

called reduced/transport mean free path length, where each step involves isotropic scattering 

[17]: 

Such a description is equivalent to description of photon movement using many small steps 

1/μ's that each involves only a partial deflection angle κ. This way to describe light propagation 

becomes important in cases where there are many scattering events before an absorption 

event, i.e. μa<<μs' (fig. 7). 

 

 
Figure 7: The equivalence of 6 small steps of MFP = 1/μs with one MFP' = 1/μ's [17]. 
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1.4.4 Total Attenuation coefficient μt 

According to the previous paragraphs, the photon can be absorbed or scattered. So, the total 

attenuation of the light is affected by both of these events. For a medium containing both 

scatterers and absorber with number density N, the total macroscopic cross-section (ςt), the 

total attenuation coefficient μt is described as following: 
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Chapter 2 

2.1 Photon transport models based on Radiative Transfer Equation (RTE) 

In order to describe the propagation of light, which means the photon transport into a media, a 

mathematical model should be used. Photon transport in biological tissue can be modeled 

analytically by the Radiative Transfer Equation (RTE) for visible or near-infrared light. Let 

suppose that Ω ⊂ Rn, n=2 or 3 denote the physical domain and ∂Ω the boundary of the domain, 

and let ŝ ∈ Sn−1 denote a unit vector in the direction of interest. If the accepted RTE model is 

used to describe the propagation in tissues, the frequency and the time domain version will be 

written as following: 

 

 

 

Where i is the imaginary unit, ω is the angular modulation frequency of the input signal, c is the 

speed of light in the medium, µsand µa are the scattering and absorption coefficients of the 

medium, respectively, φ(r, ŝ) is the radiance, and q(r, ŝ) is the source inside Ω[21]. The kernel 

p(ŝ·ŝ') is the scattering  phase function which describes the probability that a photon with an 

initial direction ŝ will have a direction ŝ' after a scattering event. Two important measurable 

parameters that derived from the above, which are of interest are [21]: 

 

Photon density 

 

Photon current 
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Since the RTE is a complicated model to be solved, there are some approximations to it. One of 

these approximations is the Diffusion Approximation (DA) that provides solutions that are more 

computationally efficient but accurate under some conditions [6],[20]. If we suppose that the 

anisotropy factor g=1 [21]: 

Isotropic source: 

Transport coefficient:  

Reduced scattering coefficients: 

Diffusion coefficient: 

 

Then from the equations Eq.11 and Eq.12 we can obtain the more known form of the above 

quantities:  

And 

 

2.1.1 Diffusion Theory and its approximation for Optical/Fluorescence Imaging 

The diffusion approximation results from making the assumptions that [21]: 
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As a result of that it gives: 

With frequency domain: 

 

Φ(r) is the photon density, and q0(r) is the source inside the domain Ω. Important condition for 

the diffusion approximation to be valid is that        [21].  

2.1.2 Boundary Conditions and Source Terms 

To use the diffusion approximation (DA) for our problems we need to impose certain boundary 

conditions   that no photons travel in an inward direction at the boundary, except at the sources 

[21].   If the mismatch between the refractive indices of the medium and surrounding medium is 

taken into account, a Robin type boundary condition can be derived [22] and it has the form: 

Where ζ is a boundary term incorporating the refractive index mismatch at the surface of the 

medium. The light source is modeled as an isotropic point source located at a depth 1/μ's below 

the source site. A collimated source incident at  ∈    commonly is represented by a diffuse 

point source as following [21], [23]: 
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Where rs is set at depth 1/ μ's. This has as a result that the exponentially line source, where 

the photons are travelling in a direction -ñ, in respect to the distance z has probability [21]: 

There are some analytic solutions for the exponentially decaying line source. They include the 

spatial distribution over the surface and a finite element model (FEM) is involved. This method 

investigates several source models, making the specification that the source has the Dirichlet or 

Neumann boundary condition [25],[26]. 

 

2.2 Overview of the Tomographic Imaging Reconstruction Problem 

In the FMT system, light in an excitation wavelength coming from an appropriate laser source is 

shined on the surface of the biological sample under investigation in a transmission or reflection 

setup fig22. A CCD camera looking at the sample is acquiring two sets of measurements in the 

Excitation and Fluorescence wavelengths using appropriate filters.  Thus, measurements are 

obtained in the form of images which in turn contain information about the transmission of 

excitation light to the fluorescence sources and the re-emission of fluorescence light from the 

fluorophore targets to the surface of the sample. So these measurements contain information 

about the physical attributes of the sample. To achieve the reconstructed distribution map of a 

certain physical attribute (e.g. absorption, scattering, fluorescence, etc) a model that 

mathematically describes how the measurements are related to the physical attributes that we 

want to determine is necessary.  Such a model enables the calculation of synthetic data 

corresponding to the actual measurements, for a known set of physical attributes, through the 

so-called forward mapping. Determining the physical attributes then involves the inversion of 

the forward model, in other words inverse mapping of actual measurements, so that simulated 

measurements match, as close as possible, the actual measurements. The mathematical 

framework of the reconstruction in FMT for this project is given by the combination of a forward 

model for light propagation and an inverse model for reconstructing distribution of fluorescence 

targets [23] , and it  is described in further detail in the following paragraphs. 

 

           (26) 
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2.2.1 The Forward Model 

The aim of the forward modeling in our case is to model the transportation of light through the 

biological tissue, to do so we solve the diffusion equation, with known optical properties for a 

specific sample geometry. The method has extensively been used in diffusion optical 

tomography (DOT) [6],[25] describing the propagation of near-infrared light (NIR) through 

biological tissues. We use an appropriate continuous wave (CW) source located at rs and 

detectors in the position rd. The source illuminates the surface of our sample and the detector(s) 

collect the average light intensity which is recorded on the surface. In order to have an accurate 

model to describe the propagation parameters such as the shape/geometry of the sample, the 

optical properties of the sample (μa, μs, n) and the location of the sources and detectors need to 

be known. Here in this work, to solve the diffusion equation in realistic geometries the finite 

element model (FEM) is used [24], [25], [26].  

2.2.2 Computational method - The finite element method (FEM) 

In the FEM procedure, the domain Ω is divided into P elements. These elements are joined at D 

vertex nodes. The solution of Φ is approximated by the piecewise function[21]: 

 

Where     is a finite-dimensional subspace spanned by basis functions             ). The 

solution for   is one of sparse matrix inversion. The advantage of using FEM is its flexibility 

which makes it practicable to complex geometries and highly inhomogeneous parameter 

distributions [21]. 

 

2.2.3 The Inverse Model 

One of the biggest problems in Optical Imaging is to recover the optical properties of the tissues 

from boundary measurements. The image reconstruction in DOT is an ill-posed nonlinear 

        ∑       

 

 

   ∈      (27) 
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inverse problem. The key tool, to achieve the reconstruction, is to study the inverse problem by 

using the linearization of the forward map p which is the problem of finding the fluorescence 

source distribution from measured light intensities on the tissue surface. In order to overcome 

the ill-posedness a very promising procedure for the solution of the inverse problem is to use 

prior information such as anatomical shape of our sample, for example the shape of the mouse. 

This has been successfully used for the case of the Diffuse Optical Tomography (DOT) where the 

reconstruction is mainly for the optical properties[25],[26]. The anatomical information can be 

used into the forward and/or inverse problem formulations of the FMT model. As referred 

above the imaging is an indirect method. Image x has to be inferred from data y through the 

inversion of using the forward model [21]. In our case, the image reconstruction is an implicit 

method. It can be considered a non-linear optimization approach. The forward model for the 

light transport can estimate the readings from the detectors on the tissue boundary for a given 

initial source distribution. An objective function Ψ is defined in order to compare the predicted 

and measured detector’s readings. Then, the optimization process is finished after the minimum 

of the objective function is found and the measured and predicted data match. 

The key tool for the study of the inverse problem is the linearization of the forward map p. In 

other words we have to achieve the following scheme [21]:  

Forward problem:  

Given sources     and (a,b)  ∈                 .Find the data {y} ∈     

Inverse problem: 

Given sources     and data {y} ∈     Find the (a,b)  ∈                 .    

 

The forward problem can be represented non-linearly as: 

In this form (a,b) are the absorption and scattering coefficient, respectively. The parameters in 

this scheme to deal with are:  

 S (the number of the sources),source position j (j=1…S), 

 Mj measurements positions for the source j,      ∑   
 
    

 the absorption coefficients μa and scattering coefficients μs 

         (28) 
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One common scheme to solve the inverse problem is to use the Jacobian matrix, which depends 

on the number of measured data and of the geometry used for the numerical solution. The 

Jacobian defines the derivative of the forward operator with respect to given parameter 

distributions. It is an important element of many reconstruction algorithms[27], [28], [29]. In 

this point there is the adjoint problem which can be solved either by explicitly constructing the 

Jacobian and Hessian matrices of the forward operator, or by an implicit, matrix-free approach 

[29]. 

2.3 Imaging Package tools for DOT in Matlab. 

To simulate the light propagation in highly scattering media with complex boundaries, for 

example the brain of a mouse, we decided to use the solution to the diffusion equation on 

complex geometries. A tool that in commonly used for its numerical solution is the Finite 

Element Method (FEM). Instead of creating our own solution to the diffusion using FEM we 

decided to use the software environment Toast++ that has been developed in order to solve the 

forward and inverse problems in Diffuse Optical Tomography (DOT) and in its current version 

stands as a Matlab toolbox and its open source includes tools that can model steady-state, time 

and frequency domain data acquisition systems. It is built on a FEM based forward solver and it 

contains model-based iterative inverse solvers for the reconstruction of the 3D distribution of 

absorption and scattering parameters from boundary measurements of light transmission. 

Toast++ also provides a range of regularization methods, taking into account the incorporation 

of the prior knowledge of internal structure [30]. To use the finite element solver, there is a 

need to create the mesh of our sample. A mesh is presented by a list of elements and an 

associated list of nodes. There exists a variety of mesh generation software that someone can 

use to create a mesh from initial medical imaging voxel-based volumetric images, either 

commercial or research based, like the iso2mesh toolbox. It is a free matlab/octave-based mesh 

generation and processing toolbox. It can create 3D tetrahedral finite element (FE) mesh from 

surfaces, 3D binary and gray-scale volumetric images. 

http://iso2mesh.sourceforge.net/cgi-bin/index.cgi?Doc/Workflow
http://iso2mesh.sourceforge.net/cgi-bin/index.cgi?Doc/Workflow
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Figure 8: Nodes and elements (left up) and how a mesh looks like (right up), 2D types of elements and 3D 

types of elements. 

A mesh also holds data about the absorption and scattering parameters associated with each 

element and this can be included to the FEM solvers procedure. Also there are developed 

routines that generate meshes from images[30], [31] as it is shown below (Fig 9). 

 

Figure 9: Low resolution FEM gray scale mesh human head constructed from 2D MRI scan. The color 

indicates absorption coefficient [30]. 
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 A general characteristic of the meshes is the number of elements and nodes they will use to 

approximate a certain geometry. The larger the number of elements/nodes is, the better the 

approximation of the geometry and the solution of the numerical method will be, but at the 

same time this translates to large system matrixes and therefore harder computational effort. 

Mesh optimization methods can be employed to optimize the size of a mesh for each 

application and geometry. The node list of a mesh is an ordered sequence where each node has 

an associated number defined by its position in the list. The node number corresponds to the 

row and the column numbers for this node in an FEM system matrix. 
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Chapter 4 

3.1 Introduction in 3D Scanning Technology 

Laser scanning is the process of recording precise three dimensional information of a real world 

object or environment. Laser scanners rapidly sample or scan an object's surface recording 

shape and often visual properties (intensity and/or RGB information). The information is 

returned as a dense collection of precisely measured XYZ points referred to as a point cloud. 

 

Figure 10: Point cloud example [51]. 

Point clouds produced by laser scanners contain a wealth of information on their own and can 

also be processed to create accurate 3D models of objects and environments as well as a host of 

other derivatives that are useful in a wide range of applications. There are different principles 

used in the 3D scanning technology, but in this work we are dealing with scanners based on the 

triangulation method [44].  
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3.2 The basic principles of laser triangulation  

Laser triangulation is based on the projection of a laser over an object and the image is captured 

by a camera. The 3D position of the laser beam over the object can be calculated by 

trigonometry, if we know the distance between the laser source and the camera (called 

baseline) and the angle between the baseline and the laser beam [44]. An example of the 

triangulation system configuration is shown in Figure 11 and Figure 12. 

 

Figure 11: Example of triangulation system. The coordinate (X,Y,Z) of a 3D point in real space 
which is projected onto the image pixel (u, v) [44].  

In order to find the parameters of the camera, a calibration procedure should be done. The 

procedure of calibration has an important role in the scanning process and affects the scanner's 

precision.    

 
Figure 12: Laser triangulation: 3D scene and 2D camera image [52]. 
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3.3 Camera Calibration 

There are many techniques used to calibrate the camera [44] but in our case we use 2D plane-

based calibration which requires observation of a planar pattern shown at few different 

orientations [44]. The camera follows the pinhole model in which a scene view is formed by 

projecting 3D points into the image plane using a perspective transformation.    

 

Figure 13: The pinhole camera model [45]. 

The Figure 13 shows a camera with center of projection O and the principal axis parallel to Z 

axis. Image plane is at focus and hence focal length f away from O. A 3D point P = (X, Y, Z) is 

imaged on the camera’s image plane at coordinate Pc = (u, v). We will first find the camera 

calibration matrix C (or projective matrix) which maps 3D points (P) to 2D image (Pc). We can 

find Pc using similar triangles as [44], [45]: 
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Using homogenous coordiantes for Pc we can write this as: 

Next, if the origin of the 2D image coordinate system does not coincide with where the Z axis 

intercests the image plane, we need to translate Pc to the desired origin. Let this translation be 

defined by (tu,tv). Hence (u,v) is defined by [44].[45]: 

Pc is expressed in pixel/inches, since this is a camera image. Due to this we will need to know the 

resolution of the camera in pixels/inch. If the pixels are square the resolution will be identical in 

both u and v directions of the camera image coordinates. However, for a more general case, we 

assume rectangle pixels with resolution mu and mv pixels/inch in u and v direction respectively. 

Therefore, to measure Pc in pixels, its u and v coordinates should be multiplied by mu and mv 

respectively. This can be expressed in matrix form as[44],[45]:  

The matrix K only depends on the intrinsic camera parameters like its focal length, principal axis 

and thus defines the intrinsic parameters of the camera. Sometimes K also has a skew 

parameter s, given by:  
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This usually comes in if the image coordinates axes u and v are not orthogonal to each other. 

Note that K is an upper triangular [3 × 3] matrix. This is usually called the intrinsic parameter 

matrix for the camera. If the camera does not have its center of projection at (0, 0, 0) and is 

oriented in an arbitrary fashion (not necessarily z perpendicular to the image plane), then we 

need a rotation and translations to make the camera coordinate system coincide with the 

configuration of the pinhole model. Let the camera translation to origin of the (XYZ) coordinate 

be given by T(Tx, Ty, Tz). Let the rotation applied to coincide the principal axis with Z axis be given 

by a [3 × 3] rotation matrix R. Then the matrix formed by first applying the translation followed 

by the rotation is given by the 3 × 4 matrix: 

called the extrinsic parameter matrix. So, the complete camera transformation can now 

represented as:  

Hence Pc, the projection of P is given by:  

C is a 3 × 4 matrix usually called the complete camera calibration matrix or projective matrix. 

Thus, given C, we can find the intrinsic and extrinsic parameters through this process. To find C 

for any general camera, we need to find correspondences between 3D points and their 

projections on the camera image. If we know a 3D point P corresponding to Pc on the camera 

image coordinate, then Pc = CP. Note that finding C means we have find all the 12 entries of C. 

To solve for 12 unknowns, we will need at least 6 such correspondences. Usually for better 

accuracy, much more than 6 correspondences are used and the over-determined system of 
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linear equations thus formed is solved using singular value decomposition methods to generate 

the 12 entries of C. The correspondences are determined using fiducial based image processing 

methods [44],[45].  

Because the camera has not a perfect geometry there are some distortion concerning the 

position of image points in the image plane. As a result of several types of imperfections in the 

design and assembly of lenses composing the camera optical system there are some positional 

errors (or distortion). There are three types of distortions. The first one is caused by imperfect 

lens shape and manifests itself by radial positional error only, whereas the second and the third 

types of distortion are generally caused by improper lens and camera assembly and generate 

both radial and tangential errors in point positions (see Fig).  

 
Figure 14: Radial and tangential distortion [45]. 

 

Figure 15: Effect of radial distortion. Solid lines: no distortion; dashed lines: with radial distortion (a: 
negative, b: positive) [45]. 
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Chapter 4 

Material, Phantoms, Tools and Methods 

For the achievement of the project various tools and methods are used and their description 

and  methodology followed will be presented. As it is referred above the concept of this work is 

to optimize the Fluorescence Molecular Tomography (FMT) imaging by adding prior information 

to the inversion procedure. In the framework of this dissertation this consist of  the recovery of 

the absorption and scattering distributions over the domain of the mouse and  the development 

of a 3D scanning device for acquiring the shape of the mouse’s boundary surface of the mouse.  

The scheme of the methodology is described below (fig. 17): 

 
  Figure 16: The scheme of the methodology. 

Each part of the project is analyzed separately in order to be combined in one procedure which 

is essential for the optimization of our system. In each area different tools and materials are 

used.  

4.1 Determination of the Optical Properties of phantom’s materials  

As we see above optical properties have an important role in optical imaging. There are many 

models that are used for the determination of the optical properties[32],[33].  

file:///C:/Users/Mars/Dropbox/Marsida%20Bekollari_Master%20thesis_2015_lomef_FINAL.docx%23_ENREF_32
file:///C:/Users/Mars/Dropbox/Marsida%20Bekollari_Master%20thesis_2015_lomef_FINAL.docx%23_ENREF_33
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Here we will use a photometric method  for the determination  of optical properties (μa,μ's) for 

materials that will be used for the creation of optical phantoms . One of the popular and easy-

to-use calculation  models, using parameters measured from a spectrophotometer, is the two-

flux Kubelka–Munk model. It uses measurements of transmission and reflection for a sample to 

calculate absorption and scattering. This method is valid under conditions of strong light 

scattering, when the thickness of the specimen considerably exceeds transport length[32],[33]: 

 

According to the Kubelka–Munk model, the relation between the measured Transmission and 

Reflection to the Absorption and scattering  is as follows[33]: 

 

For a flat layer with thickness d, the characteristics of the medium are obtained through the 

measured diffuse transmittance and reflectance as below [33]: 

Where: 

 

The limit of this model is in media that strongly absorb light and relatively weakly scatter 

(       ⁄ ). 
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In this part of the project phantoms are used to represent the tissue of the mouse. Most of the 

phantoms available in literature or in the market have simple geometrical shapes (cubes, slabs, 

cylinders). If they have a realistic shape they usually have homogeneous approximations to the 

optical properties of the tissue of the animal under investigation. In our case, we use specimens 

in order to reach a multilayer phantom [38] as it is shown in the figure 18. The final shape of the 

phantom has the structure shown in fig 17.  

 

Figure 17: The final three layer digital prototype of the mouse head phantom [38]. 

The study for each type of tissue has to be done before the construction of the final 

multilayered realistic phantom. To do that we are going to assess the optical characteristics of 

the materials that will be used for the final phantom. To measure the optical properties and in 

order to minimize the parameters involved, we are going to use simple shaped specimens, more 

specifically homogeneous cylinders. To estimate their optical properties we are going to use a 

simple inversion based on the Diffusive Equation that describes how light propagate through the 

media.  

 

Figure 18: Specimens design. 
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Table 2: The optical properties of different tissue types. (http://mcx.sourceforge.net/cgi-

bin/index.cgi?MMC/DigimouseMesh#Tissue_optical_properties)  

The values of the optical parameters are obtained from DIGIMOUSE atlas (Fig. 19) [39]. To 

estimate the values of optical properties in phantoms, the specimens with different 

concentrations of pigment were measured in a spectrophotometer equipped with an integrating 

sphere system (Fig.12) [40]. The measurements obtained from the spectrophotometer are the 

diffuse reflectance and the diffuse transmittance. Using these parameters, the optical 

properties, absorption and scattering were calculated by fitting the commonly used Kubelka-

Munk model that is referred in previous paragraphs. 

 

 

http://mcx.sourceforge.net/cgi-bin/index.cgi?MMC/DigimouseMesh#Tissue_optical_properties
http://mcx.sourceforge.net/cgi-bin/index.cgi?MMC/DigimouseMesh#Tissue_optical_properties
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Figure 19: Picture of the 150 mm integrating sphere installed in the spectrophotometer PerkinElmer 
Lambda 950 with a top down view of the diagram of the sphere below. The red marked area is where 

Transmission of the material is done, and the green area the Reflectance of the material [40]. 
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Figure 20: Spectrophotometer using integrating sphere measurements. 

4.2 Description of the propagation of light inside the media and experimental 

procedure in FMT system.  

To simulate all the procedure properly for the forward problem, the details of the experimental 

process should be included. The experimental data that are obtained in the FMT system follow 

the below schematic diagram. 

 

Figure 21: Representation of the experimental process. 
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The set-up of FMT system is consisted of three fundamental components: the laser sources, the 

sample and the detector (CCD). The source is a laser beam which is transmitted inside our 

sample. 

 

Figure 22: FMT set-up. 

After the penetration the light is detected in the detector plane. This is the experimental 

measurement which will be used in the comparison with simulated data. To simulate the 

propagation of light through this media we are using the forward model which solves the DE 

using FEM. To simulate the experimental measurements the forward model includes inputs such 

initial guess of the optical properties of the media (μa,μ's), the location of the sources and 

detectors and the geometry of our sample in mesh representation. Solving the forward problem 

we have the simulated data (synthetic data). Once we have those two kinds of data 

(experimental and simulated) we can solve a simple inverse problem to check in what values of 

optical properties that we used for the simulation our data match with the experimental data. 

We set an objective function which presents the comparison of these two groups of data. We 

aspect in the minimum value of the objective function we have the match in the optical 

properties of the media.  
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Figure 24: Schematic representation of the reconstruction (Forward and Inverse Model). The inversion 
works by comparing the real data obtained by FMT measurements (yx) and the simulated data (y) for each 

guess of optical properties. 

  

 

4.3 Information on the shape of the sample's boundary (3D scanning Procedure) 

To solve properly the forward problem it is important to determine as many as possible of the 

parameters in the procedure. Giving information about the shape of the boundary of the object 

to be examined is one of the very important parameters taking place in the process. In this point 

we demonstrate an inexpensive 3D scanner procedure which is used in order to acquire the 3D 

shape of the mouse. The set-up is consisted by a web-camera, line-plane laser beam (scanning 

beam), two black planes placed in 90o angle, with known fiducials in the each surface of the 

plane, and a checkerboard, which is used to calibrate all the system. Due to the fact that the all 

set-up will be adjust in the FMT system, they colour of the planes should be black, for not 

affecting the experimental measuring procedure. The laser plane beam is used to scan the 

object, then the camera capture this real-time motions of the scanning in picture sequences. 

This scanning procedure is strongly affected by the reflectance of the surface of the object. 

Using the theory of Perspective Projection, the Pinhole model of the camera and one of the 

provided Camera Calibration toolbox it is possible to recover the 3D shape of an object in a 3D 

point clouds shape representation. The reconstruction part of the procedure is done by using 

triangulation, which is a common method for projected illumination patterns to contain 

identifiable lines or points in the scene, estimating that way the depth. After extracting and 

aligning the 3D point clouds shape it is possible to transform it into mesh volume using the 

appropriate algorithm but this goes further from this project and it will be done in future work 
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[34]. To understand and use the position of the camera in the 3D environment there is a need 

for an initialization in terms of calibration of the camera. Various techniques exist to calibrate 

the camera in order to recover the internal parameters of the camera through the imaging 

process. These parameters incorporate the focal length, the principal point and pixel skew. The 

classical calibration technique involves placing a calibration grid in the scene, for example a 

checkerboard, for which the coordinates of the intersections on the grid are known. The 

relationship between the coordinates of the intersections on the grid (markers) and the 

corresponding camera image coordinates of the same markers are the necessary input for the 

camera calibration. 

 

Figure 25: The procedure of optical Triangulation [34]. 

The laser plane beam is used to scan the surface of the object. The deflection of the laser plane 

defines a 3D plane. The depth is recovered by the intersection of this plane with the set of lines 

passing through the 3D ray on the surface. Using a geometric relation the depth at each pixel 

can then be recovered [34]. The parts of this procedure involve the following main functions 

[34]: 

 

   - Manually-assisted intrinsic camera calibration  

   - Manually-assisted extrinsic camera calibration  

   - 3D scanning with laser line planes 

   - Video capture using Image Acquisition Toolbox  
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We define four fiducials on each board the four corners of a rectangle with known side lengths. 

For the scanning we use a modified laser pointer with cylindrical lens fixed in front to create 

plane shaped beam. Once the setup is constructed initialization of the camera position should 

be performed using a calibration procedure to estimate the intrinsic calibration parameters of 

the camera using image sequences [36],[37]. Once the calibration has been initialized the object 

to be scanned is placed on the lower planar surface inside the rectangle defined by the fiducials. 

Any video camera or webcam can be used for image acquisition.  The camera should looking in 

the scene from the front and slightly from the top(otherwise triangulation will result in large 

errors). The two lines of intersection between the laser plane and the planar boards and object 

slowly move across the screen in one direction (e.g. left to right), scanning the surface of the 

object. Each point on the object should be scanned carefully during data acquisition. The camera 

frame rate determines how fast the laser beam scans the surface so that enough frames are 

captured to obtain the resolution needed and avoid reconstruction artifacts. In the case of 

occlusion of parts of the object for the laser beam the scanning can be repeated with the laser 

source in a different angle and the resulting reconstructions can be combined at the end to 

overcome inclusion artifacts. The problem of occlusion is caused because parts of the object are 

partially hidden and therefore cannot be recognized robustly. Occlusion in the scene is 

considered as one of the principal sources of uncertainty. The occlusion can cause several 

problems, particularly the many false 2D points that appear when using edge detectors, 

consequently leading to the incorrectness of all further correspondences to images which 

contain those points [44].   

 

Figure 26: Web-Camera used in the scanning procedure (Microsoft Web LifeCam HD-3000). 
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Figure 27: The black planes placed in 90
o
 angle, with known fiducials and the checkerboard for the 
calibration stage. 

The line-plane laser beam is achieved using a red laser pointer in combination of a cylindrical 

lens. In our case the cylindrical lens is used in order to shape the laser point source in a line-

plane laser beam. 

 

Figure 28: The usage of the cylindrical lens in the 3D scanning procedure. 
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Figure 29: Line-plane laser beam (scanning beam) and the components for the beam-shaping. 

 

Figure 30: Adjustment of the process into the FMT System. 
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Chapter 5 

 Results 

As it is referred in the previous chapter, there are three main parts of the project. In the first 

part we are trying to determine the optical properties (μa,μs) of our specimens simulating the 

propagation of light inside the media using diffusion approximation. In the second part we use 

Kubelka-Munk model in order determine the optical characteristics of the materials that will be 

used for the final construction of the phantoms. Finally, we set-up a scanning procedure to 

obtain information about the shape of the object examined in order to use it as prior 

information in the forward/inverse model. Each part is done separately and the result are 

organized as follow:  

1. Determination of optical characteristics of the material of the specimens used : 

 a. Spectrophotometer Measurements, 

 b. Kubelka- Munk Model 

2. Simulation of the propagation of the light inside the media and determination of the optical 

properties (μa,μs)using diffusion approximation: 

 a. FMT measurements, 

 b. Forward Model (using Diffusion Equation) and 

 c. Inverse Model 

3. Scanning procedure for the 3D shape reconstruction of our sample: 

 a. Camera Calibration procedure. 

 b. Data acquisition. 

 c. Image processing  

 d. 3D reconstruction 

 e. Adjustment in the FMT System. 
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5.1 Determination of optical characteristics of the material of the specimens used 

As it is referred above, our specimens have cylindrical shape and their optical properties are 

determined using Kubelka-Munk model . The measurements of the parameters used in Kubelka-

Munk are measured in Spectrophotometer in all spectra. 

 

Table 3: Absorption and scattering coefficients of each mouse's tissues that we are interested in. They 
were chosen from values given by the literature [13],[14], [39] and [http://mcx.sourceforge.net/cgi-

bin/index.cgi?MMC/DigimouseMesh#Tissue_optical_properties] 

The goal is to reperesent the optical properties of the mouse’s head in a phantom as they are 

shown in the literature. In our work we don’t take into account the CSF layer of the brain. In 

order to achieve the required optical parameters of the resin mixtures with the Kubelka-Munk 

approximation, cylindrical phantoms were made with a width of 1 mm and a diameter of 60mm. 

Two different groups of phantoms are used. In the first group black pigment is used as absorber 

while in the second group red pigment is used for the same reason. In each group white pigment 

is used as scattered. The concentrations are shown in the following table (Table 4). RTV silicone 

rubber (GLS- 50, Prochima) was used as casting material, which is consisted by two parts (part A, 

Part B) the silicone and its catalyst, both being liquids [38].  

 

 

 

 

http://mcx.sourceforge.net/cgi-bin/index.cgi?MMC/DigimouseMesh#Tissue_optical_properties
http://mcx.sourceforge.net/cgi-bin/index.cgi?MMC/DigimouseMesh#Tissue_optical_properties
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C1 C2 

 
C3 

C4 

 
1 2 3 1 2 3 1 2 3 1 2 3 

Solution 1 
(white 

pigment)  
(gr) 

0,524 0,570 0,516 1,130 1,010 1,050 1,530 1,580 1,570 2,200 2,300 2,070 

Solution 2 
(black 

pigment) 
 (gr) 

0,235 0,205 0,223 0,210 0,220 0,240 0,230 0,230 0,200 0,200 0,260 0,240 

Part A 
(gr) 

2,168 2,457 2,423 1,926 1,959 0,998 1,430 1,461 1,480 0,960 0,920 1,195 

Part B 
 (gr) 

1,882 1,921 1,963 1,890 2,500 1,960 2,170 2,040 1,900 2,650 2,070 2,050 

Total 
(gr) 

4,809 5,153 5,125 5,156 5,689 4,248 5,360 5,311 5,150 6,010 5,550 5,555 

             

 
C1 C2 

 
C3 

 
C4 

 
1 2 3 1 2 3 1 2 3 1 2 3 

White 
Pigment 

Concentration 
(w/w) 

0,011 0,012 0,011 0,024 0,020 0,027 0,031 0,033 0,034 0,040 0,046 0,041 

Black Pigment 
Concentration 

(w/w) 

1,95 
x 10

-6
 

1,59 
x 10

-6
 

1,74 
x 10

-6
 

1,63 
x 10

-6
 

1,55 
x 10

-6
 

2,26 
x 10

-6
 

1,72 
x 10

-6
 

1,73 
x 10

-6
 

1,55 
x 10

-6
 

1,33 
x 10

-6
 

1,87 
x 10

-6
 

1,73 
x 10

-6
 

             
Mean Total 
Sum White 

Pigment 
concentration 

(w/w) 

0,011 
  

0,024 
  

0,033 
  

0,042 
  

Mean Total 
Sum Black 
Pigment 

concentration 
(w/w) 

1,76 
x 10

-6
   

1,81 
x 10

-6
   

1,67 
x 10

-6
   

1,64 
x 10

-6
   

 

Table 4: Samples with white and black pigment concentrations  in order to test the Kubelka-Munk 

approximation, using spectrophotometer results. 

In this group samples are measured twice in spectrophotometer in order to test repeatability 

and homogeneity.  
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  C1 

  1 2 3 4 5 

Solution 1 

0,53 1,015 1,526 2,044 2,57 
(white 

pigment)  

(gr) 

Solution 2 

0,22 0,22 0,2 0,22 0,24 (red pigment) 

 (gr) 

Part A (gr) 2,58 1,986 1,47 0,954 0,53 

Part B (gr) 1,97 1,89 1,93 1,89 2,02 

Total (gr) 5,304 5,111 5,126 5,107 5,355 

White 
Pigment 

Concentration 
(w/w) 

0,011 0,022 0,033 0,044 0,053 

Red Pigment 
Concentration 

(w/w) 
0,000025 0,000026 0,000023 0,000026 0,000026 

 

Table 5: Samples with white and red pigment concentrations  in order to test the Kubelka-Munk 

approximation, using spectrophotometer results. 

 

 

After the preparation of the tissue-like specimens, the samples are measured in the 

spectrophotometer in order to obtain diffuse reflectance and diffuse transmittance, which are 

the parameters that Kubelka-Munk model uses.  
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a. Spectrophotometer Measurements:  

 

 

Figure 31: Diffuse Reflectance (a) and Diffuse Transmittance (b) vs. Wavelength. Measurements from 
Spectrophotometer. Samples with black and white pigment, width 1 mm and 60 mm diameter. 

a 

b 
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b. Kubelka-Munk results:   

a 

b 

Figure 32: Absorption (μa) Coefficient (a) and Scattering (μ's)  Coefficient (b) vs. Wavelength. Results from Kubelka-Munk 
calculations.Samples with black and white pigment, width 1 mm and 60 mm diameter. 
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5.2 Simulation of the propagation of the light inside the media and determination of 

the optical properties (μa,μs)using diffusion approximation 

a. FMT measurements 

For this part of the experiment simple, homogeneous and cylindrical specimens (19mm width 

and 60mm diameter) were created with unknown optical properties. These specimens were 

tested in the Fluorescent Molecular Tomography (FMT) system in four wavelengths: 458nm, 

593nm, 635 nm,  685 nm. From the FMT system experiment a 512x 512 mm picture is obtained 

from the specimens. Data acquired from these measurements were used for the simulation of 

the propagation inside the media of specimens. 

 

 

 

 

Figure 34: Scattering (μ’s) coeff. Vs. Wavelength Vs. Concentration of white pigment (3D  map). 



59 

 

 

Figure 35: Data acquired from FMT system.  

 

 

b. Forward Model (using Diffusion Equation)  

To solve the forward problem cylindrical meshes are created to present the real shape of our 

specimens. 



60 

 

 

Figure 36: 3D Cylindrical Mesh. It represents the real domain of the phantom 

The mesh represents the domain of the phantom which is  the discretisation of the computation 

domain. It is composed of a list of node coordinates and a list of elements. The size of the Mesh 

is determined from the shape of the real geometry of the phantom. The next factor to describe 

the initial problem is to define the source. For that reason a clear cylindrical phantom was 

used.The source is usually a Gaussian distribution of light. 

 

Figure 37: Definition of the source and the detector in the mesh. 
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In this point the cylindrical mesh must be aligned with the image. Mapping describes the 

correspondence of each pixel of the image on the surface of the mesh. The surface of the mesh 

must be scaled in order to fit the image. 

 

Figure 38: Green represents the surface (original size) of the mesh and the blue is the image (initial image) 
obtained from the FMT measurements 

 

Figure 39: Scaling of the mesh surface in order to fit the initial image of the clear phantom. Red color 
represent the new surface of the mesh after scaling in order to have the center of the original image 

matched with the center of the mesh. 
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The initial image has integer number of pixels but the mesh has random number of nodes. This  

fact creates a restriction and therefore, a linear interpolation in the algorithm is followed in 

order to create the intermediate points, and have a total match between them. 

 

Figure 40: Image of the clear phantom after interpolation. In the center of the surface, the laser source is 
shown. 

 

Figure 41: Data mapped in the Mesh domain. 
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Figure 42: The Gaussian profile of the source (examples of TOAST Sources) on detector plane of the Mesh with different 
values of refractive index (n). 

Figure 43: The comparison between the source from clear phantom and the source from Toast stimulation. 
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Figure 44: The simulation of the propagation inside the Mesh, based on the experimental set-up. Data are shown 
from the detector plane. 

Figure 45: The mapping of the experimental data in the mesh surface. 
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c. Inverse Model 

The final step in this section is a simple inverse mapping of actual measurements, so that 

modeled measurements match, as close as possible, the actual measurements. This is done by 

setting an objective function Ψ in order to compare the predicted and measured detector’s 

readings. The optimization process is finished after the minimum of the objective function is 

found and the measured and predicted data match. 

 

 

5.3 Scanning procedure for the 3D shape reconstruction of our sample 

As it is referred in the previous paragraph, in this section the main parts of this procedure 

involve the following: 

 

Figure 46: The solution of a simple inverse problem using an Objective function. When the minimum of the function Ψ is found, 
then the measured and the simulated data match. In the darkest color of blue is the minimum value of Ψ.  
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   - Manually-assisted intrinsic camera calibration  

   - Manually-assisted extrinsic camera calibration  

   - 3D scanning with laser line plane 

   - Video capture using the Image Acquisition Toolbox  

 

a. Camera Calibration procedure. 

One aspect of camera calibration is to estimate the internal parameters of the camera. These 

parameters determine how the image coordinates of a point are derived, given the spatial 

position of the point with respect to the camera. The estimation of the geometrical relation 

between the camera and the scene is also an important aspect of calibration. The corresponding 

parameters that characterize such a geometrical relation are called external parameters. It is 

well known that actual cameras are not perfect and sustain a variety of aberrations. For 

geometrical measurements, the main concern is camera distortion, which relates to the position 

of image points in the image plane but not directly to the image quality. For example, the 

position of a point in a slightly blurred image can still be measured as the center of the blurred 

point. However, if the image position of a point is not accurate, the results that depend on its 

image coordinates will be erroneous. 

Figure 47: The positions of the calibration pattern in order to get the intrinsic and extrinsic parameters of the camera. 
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Figure 48: The extracted corners should match with the image corners. 

Figure 49: The extracted corners should match with the image corners. 
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Figure 50:  Extrinsic parameters of the camera (relative positions of the grids with respect to the 
camera).On this figure, the frame (Oc,Xc,Yc,Zc) is the camera reference frame. The red pyramid 

corresponds to the effective field of view of the camera defined by the image plane. 

Figure 51:  Intrinsic parameters of the camera. 

The list of internal parameters [41],[42][43]: 

 Focal length: The focal length in pixels is stored in the 2x1 vector fc. 

 Principal point: The principal point coordinates are stored in the 2x1 vector cc. 
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 Skew coefficient: The skew coefficient defining the angle between the x and y pixel axes 

is stored in the scalar alpha_c. 

 Distortions: The image distortion coefficients (radial and tangential distortions) are 
stored in the 5x1 vector kc. 

Figure 52(a): The distortion model on each pixel of the image.  

Figure 52(b): The distortion model (tangential) on each pixel of the image.  
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The distortion model presents the geometrical distortion of the lens which concerns the position 

of image points in the image plane [45].  The figure 52(a) shows the impact of the complete 

distortion model (radial + tangential) on each pixel of the image. Each arrow represents the 

effective displacement of a pixel induced by the lens distortion. The figure 52(b) shows the 

impact of the tangential component of distortion. On this plot, the maximum induced 

displacement is 0.14 pixel (at the upper left corner of the image). Finally, the figure 52(c) shows 

the impact of the radial component of distortion. This plot is very similar to the full distortion 

plot, showing the tangential component could very well be discarded in the complete distortion 

model. On the three figures, the cross indicates the center of the image, and the circle the 

location of the principal point.  

 

      Figure 52(c): The distortion model (radial) on each pixel of the image.  
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b. Data acquisition. 

Figure 53: Data acquisitions and scanning procedure. 

c. Image processing 

Figure 54: Performing Video Processing 
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Figure 55: Performing Video Processing (2). 

The video processing includes the localization of the dividing line between reference planes 

(horizontal calibration board from the vertical calibration board). The definition of the reference 

area for the "vertical" plane and "horizontal" plane is done with the presence of the fiducial 

point (white points in the boards). This procedure is done in order to automatically determine 

the position of the laser boundaries cast on each calibration board. Furthermore, the following 

procedures are also automatically estimated: 

 The per-pixel dynamic range and laser beam thresholds,  

 Laser beam boundaries, 
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 Laser beam crossing time(s).  

The horizontal and vertical calibration planes position in the world coordinate system is done by 

clicking on the four fiducials on each plane, starting on the bottom-left and preceding counter-

clockwise. 

 

Figure 56: Performing Video Processing (3). 
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d. 3D point cloud reconstruction 

 

 

Figure 57: Reconstructed Point cloud. 
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e. Adjustment in the FMT System. 

 

Figure 58: Adjustment of the components of scanning set-up in the FMT system. 
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Chapter 6 

6.1 Conclusion  

As a conclusion, our work shows that using Diffusive Equation it is possible to describe the 

photon propagation of the light through the media. Also, solving the inverse problem the image 

reconstruction can be achieved. Adding prior information in forward and inverse model, it could 

be the solution to the problems that are caused from the highly diffusive nature of biological 

tissue which leads to restrictions in the resolution of the image (experimental data) as also in 

the accuracy of the quantification of the distribution of fluorescence targets inside the media. As 

is showed above, this prior information can be determined. Optical properties can be estimated 

using Kubelka-Munk model and the 3D shape of our sample can be reconstructed setting up a 

simple scanning procedure.  

 

6.2 Future Work 

Due to limited time the final goal of this project is not completed yet. The results showed in this 

work are part of the methodology to improve the FMT system and be used in future 

experiments. For having a better geometry representation there is still work to be done such as:   

 Aligning the final 3D point clouds shape. 

 Scanning the sample from different directions. 

 Merging the different point cloud scans.  

 Extracting polyhedral meshes from point clouds representations. 

 Scanning the real head of the mouse. 

 Solving the forward model given the 3D polyhedral mesh of the real head of the mouse. 

 Solving the inverse in the given 3D polyhedral mesh of the real head of the mouse in 

order to achieve reconstruction of the fluorescence source distribution from measured 

light intensities. 

 Comparing the optical properties obtained, for the same specimen, between Kubelka-

Munk model and Diffuse Approximation (simulation procedure) . 
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