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Abstract

Industrial processes and research activities quite often involve interactions between self-
interested participants. Game theory is a standard tool to analyze and study these interactions,
but usually comes along with the assumption that the participants (i.e. agents, players) have
a common and correct (albeit not always complete) knowledge with regards to the abstract
formulation of the interaction. However, in many real-world situations, it could be the case
that (some of) the agents are misinformed with regards to the game that they play, essentially
having an incorrect understanding of the setting, without being aware of it. This would
invalidate the common knowledge assumption. To study this phenomenon in this dissertation
we establish a new framework.

We initiate our study by presenting a new game-theoretic framework, called misinformation
games, that provides the formal machinery necessary to study this phenomenon, and present
some basic results regarding its properties. Interestingly, the new concept provides new
equilibrium concepts, related to the Nash equilibrium. Thereupon, we introduce a new metric,
called Price of Misinformation, in order to quantify the influence of misinformation in the
efficiency of the interaction. Furthermore, we apply our framework in a variety of well-known
classes of games.

Afterwards, we expand the misinformation game model, by developing a discrete-time
iterative procedure, where in each time step each agent chooses an action according to the
(possibly erroneous) game specification that she possesses. Then, the actual payoffs that
correspond to the agglomeration of the agents’ choices are publicly announced, thus allowing
agents to update their information. Consequently, agents may re-evaluate their behaviour in
the next time step. We call this process Adaptation Procedure, and we provide various results
regarding its properties. Further, we present a complete analysis of the behaviour of the
agents as their game specifications are updated, and show that this leads to new equilibrium
concepts.

Thereafter, we enrich the Adaptation Procedure by incorporating the epistemic view
that each agent has regarding the interaction. Towards this direction, we formally define
the epistemic perspective of Adaptation Procedure in misinformation games. Namely, we
construct a process, called Epistemic Adaptive Evolution, where agents revise both their
information and their epistemic knowledge according to the game they play. This also provides
new equilibrium concepts. With this at hand, we complete our framework, through which we
can study the phenomenon of agent interaction with incorrect information.

Evidently, in several cases in our model, it is necessary to compute several equilibrium
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concepts. For that, we introduce a novel online learning algorithm. Specifically, we propose a
novel variant of the multiplicative weights update method using best-response strategies, that
guarantees last-iterate convergence for zero-sum games with a unique Nash equilibrium.

Next, we consider the case of misinformation games where the misinformation is due
to random noise that additively distorts the payoff matrices of the agents (e.g., due to
communication errors). We call this setting noisy games. We analyze the general properties
of two-players noisy games and we derive theoretical formulas which determine the probability
that the noise will significantly affect the strategic behaviour of the agents, based on the noise
intensity and pattern.

Following the analysis and study of interaction from the perspective of the participants, we
approach the problem from the perspective of the game’s designer. In particular, we introduce
a novel approach for Coordination mechanisms in games, based on the idea of misinforming
agents about the game formulation, in order to steer them towards a behaviour that leads to
an improved outcome in terms of social welfare. We propose a mechanism that provides the
agents with the right incentives to adopt a socially optimal behaviour by misinforming them.

Keywords: Misinformation games, Adaptation Procedure, Epistemic Adaptive Evolution,
natural misinformed equilibrium, stable misinformed equilibrium, Epistemic games, epistemic

natural equilibrium, stable epistemic natural equilibrium.

Supervisor: Dimitrios Plexousakis
Professor
Computer Science Department
University of Crete
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ITepiAndn

Yuyvd ou Blopnyavixés OlEpYaoleg oL Ol EQEUVNTIXES OpACTNELOTNTEG TEQLAOUBAVOUY oAAT-
Aemdpdoel; YeTall) oLUUETEYOVTWY (Yol mpdxtopee, malytec). H Oewpla Houyviwv anoteke,
ouyVvd, To cpyolelo Ye To OO0 pEAETAUE TETOWL €ldoug aAAnAemidpdoel cuvhdwe mepLA-
opPdvovtag v unddeon 6Tl oL mEdxTopeg €xouv xowr xou owoTh (ywelc va elvow mdvtote
TAeng) TAnpogopla oYETXE HE TNV BpaoTNELOTATA GTNY omola cLUPETEYoLY. (doTdo0, GTOV
TEAYHATIXO XOOUO Ol TEAXTOPES GUY VA EVERYOUV €yovtoc AavUoouévn TAneopdenon oyeTixd
pe TV aAAnienidpoaon xan Tig cLvIixes NS, ywelc va To YVwellouv: axueOYVoVTaG Xat AUTOV
TOV TPOTO TNV LTOYEoT TNC XOWNG Xt OWoTHC TANEo@oenone. I vo yeheticoupe autd To
(QOUVOUEVO, GTNV TopoVoa SLatEl3r) YEUEALOVOUUE Uiat XavoLEYLoL Soun.

Apywd, ewodyouye oty douy| pog pLor xouvolpyia xhdon mouyviwy, Ty onolo ovoudlouye
natyvia ecpaipuévng mAnpogopiag, 1 omolo Log Toeéyet Oha Ta orvory xolor YewpenTind epyohela (o Te
VO UEAETAOOLUE TO QOUVOUEVO NG aAANAeiBpaong und ecpoluévn mhnpogopio. Agloonuelwto
elvon 6TL T 1 xhdom mawyviey Tapéyel xawolpyla onuela looppomiag, Ta omolo Bactlovtal oTo
onuelo woopporiog Nash. Iapdhinha, magousidlovue Bacxég WBLOTATES TNG doung AUTAC Xou
v egopuolovpe oe Bldpopes xAaooxég xAdoelc mouyviwy. Tavtoyedvee, opllouue wa véa
uetewr 1 onolo Tocotxonolel TNV enidpaon NG €CPUAUEVNE TANPOGOpia TNV ATOBOCT TNG
aAANAeTidpaoTg.

Ev cuveyeia, emextelvouye 10 HOVTEAD TOV ToUY ViKY ECQANIEVNE TANEOGPORIIC, AVATTOCCOVTAS
pLoe emovohnmTey) Sloldixaaior dlaxpltol yeovou, 6mou ot xdlde ypovixd By xdde mpdxtopog
Blohéyel wa evépyela oOUpwva Pe Tic (ioaveds ecpahuéves) tpodlaypapéc tne ahknhenidpaong
mou xatéyel. Katomy, avaxowmvovior dnuoolo oL TeayUoTixég avTaolBéc mou Aaufdvouy
Ol TEAXTOPES, CUUPLVA UE TOV CLUVOLAOUO TV EMLAOYWY TOU €Y0UV XAVEL EVNUEQHVOVTUG
%ot aUTOV ToV TEoOTOo TNV TANeogopla mou xatéyouv. Ovopdlouue auth Vv Sadixacio Ar-
abikaoia Ilpooapuoyns xou napouctdlovpe YewpnTxd anoTeEAECUAT CYETIXG UE TIC LOLOTNTES
e. Hepawtépw, avahboupue TNV CUUTERLPORES TWV TEAXTOPWY XAVMOS 1) TANEOPOEIA TOU XATEYOUV
EVNUEPWVETOL, XAl ATOBELXVVOLUE OTL aUTY| 00N Yel o xouvoLpyla onueio looppoTmiog.

‘Eneuta, Sievpvoupe tnv Alodixacio IIpocopuoyhc eVvewuathvovtag Ty Yveootohoyixt Yedenom
ToU €XEL O XQVE TEAXTOPAC CYETXA PE TNV AAANAETBpaon oTny ool cuypetéyel. Ilpog auty
v xatevduvon, opllouye TuTxd TNV Yvwaololoyixh Vewenon tne Awaduxacioc Ipocoupuoyrc
670l Ty Viat EGQAUAUEVNC TANPOQOElaC. MuYXeEXELUEV, xoTaoxeudloupe uia dtadixaaio, tTny onola
ovoudlouvye I'vwoiodoyikn Ilpooappootikr) EEEMED, xotd v omola oL TpdxTopes avardewpoly
1600 TNV TANEOPOEIA TOU XATEYOUV OGO XL TNV YVWOOLOAOYIXT TANEOPORld OYETIXA UE TNV
ahknAenidpaot otny onolo GuPPETEYOLY. ‘OTwe xou GTal TEONYOVUUEVA OXENT TOU LOVTEANOU Uog,
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avadvovTan xawvolpyla onueta toopporniac. Me awtd to Y€pog NG UEAETNG, OAOXANEWYOUUE TNV
dour| HEow TNE OTOlAC UTOPOUUE VoL UEAETHOOUUE TO POUVOUEVO TNG AAANAETUORAONS TEAXTORMWY
UE E0QaAUEVY TAnpopopla.

Tiveton dueocoa avtiinmtd 6t elvon onpavtinds o unoloylopdc onpeiny wopporiog (.. Nash)
o€ didpopa onuelot Tou LovTélou pac. T'a Ttov Adyo autd, avarticcouue Evay xouvolpYlo on-line
ahyoprduo pdinone. Iho ouyxexpéva, mpotelvouue uia mapohayy) tne multiplicative weights
update yed6dou, yenowonowhvtag best-response ctpatnyixég, n omolo eyyudtar xatd onuelo
oUyxhon yio Tadyvia undevixod adpolopatog ye povadixd onucto toppomiac Nash.

Q¢ ouvéyela TG UEAETNG TOL QoUVOUEVOL TNG ETBPACTC TNG E0PUAUEVNS TANPOQOplag ot
AAANAETUORACELS TOANGDY TEAXTORMY, AVUADOLUE TNV ETLEEOY| TNE DOUNG TNG ECQAUAUEVNS TANEO-
poplag 6TNY AAANAETBEAOY. XUYHEXPWUEVA, ELGAYOUUE ULOL VEX OLXOYEVELX TOLY VIWY ECPUAUEVNC
Thneogoploc, Tnv onola ovoudlovye matyria JopUfov, 6Tou 1 ecQaUAUEVY TAnpopopla eapTdTon
and tuyaio Y6puPo, o onolog mpootideton oTIC TIWES TV avtaoBdy. Koatdmy, avoldouue Tig
YEVIXES WBLOTNTES TV TouyViny YoplPou dVo mouy TtV xou e€dyoupe Vewpnuxd anoteréouota
¢ TPOG TNV eidpaoT) Tou VopUBou GTNY CTEATNYIXY| CUUTERLPORE TWYV TEAXTOPMY.

Télog, 1 uehétn ohoxAnpdveTal Ue TNV avdiuon tng ahAnienidpaong amd TNy oxomd Tou
oxedoo ) te. 1o ouyxexpwéva, mapouaidlovpe pLo veo Tpocéyylon otny neployl) twv Co-
ordination mechanisms, Baciléuevolr otny W0éa OTL TaEEYOVTAG ECQPUAUEVT TANEOYORlU GTOUG
TEAXTORES, OYETIXA UE TIC TEOBLAYPAPES TNS AAANAETOPAUOTG, UTOPOVUE Vo ToUg xateudOVouuE
O€ CLUTIEPLPOEEC OV BEATUOVOLY TNV andB00T] TNG AAANAETBEACTC, UE OPOUC CUANOYIXTC TTROVOLAG.
[Tpotetlvouye €vav unyaviold Tou TUREYEL OTOUE TRAXTOPES To XUTIAANAA XV TEo (G TE VAL LLO-
YeTACOLY ULl GUANOYIXE XOADTERT) CUUTERLPOEAL.

A€Eeig xAetdta:  Iaiyvio ecahuévne thnpogopiac, Awadixacia Hpoooupuoyhc, I'vooiohoyini
[Mpocappoctixr) EEENET, puowd onuelo oopponiog eopaiuévng tAnpogopiag, evotadéc puoxod
omnueio woopporiag ecparuévne mAnpogopiag, I'vwalohoyixd Ialyvia, yYvwolohoyixd uoixd onueio
1ooppotiag, EUsTAVES YVOOIONOYIXO QUOS onuceio looppoTiag.

Enéntng: IMieEovodnne Anurteng
Kodnyntric
Tunpa Enilotiung Trnoloyiotov
Moavemothuo Kertng
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Chapter 1
Introduction

On the turn of the Century, we have witnessed an unprecedented growth in almost any
scientific field and discipline. Data sciences, sensing, communications, computations, and
automata, are only some of the research areas that have flourished, drastically changing the
way our society functions. A prominent role in this change is the way we collect, process
and integrate information. The recent progress in robotics, actuation and sensor network
make more and more evident the possibility of autonomous agents helping us achieve tasks
that are otherwise hazardous or impossible. Thus, unsurprisingly, the growing importance of
multi-agent systems has also been heavily acknowledged by the research community.

Specifically, a multi-agent system is a system composed of multiple interacting autonomous,
self-interested and intelligent agents’, and their environment. Typically, agents need to be
incentivized to choose a plan of action. Game theory [Nisan et al., 2007a] is a branch of
mathematics that models and analyzes the behavior of agents that have preferences over
possible outcomes and have to choose actions in order to implement these outcomes, when the
success of these outcomes also depends on the actions of other agents. Thus, it is perfectly
suited to provide a theoretical foundation for the analysis of a multi-agent system.

In general, game theory analyses many interaction settings considering several assumptions
as to agents’ perception, from the more strict consideration of common/correct information to
the thinner of imperfect/incomplete information. In the case of common/correct information
every specification of the interaction is known to the agents, whereas in the case of imper-
fect /incomplete assumption agents are unsure as to the specifications, they are well-aware of
that, and they do their best out of the uncertainty that they have. Hence, in either case agents
have at least some common perception (information, uncertainty etc.) about the underlying
interaction. For example, uncertainty is modeled in some formal means, usually through a
distribution that determines the probability of the different possible outcomes.

As game theory approaches becomes more involved in the development of modeling tools,
many issues arise regarding the aptness of such approaches. A reasoning agent is often faced
with erroneous and misleading information as regards the state of the world, and the possible

fNote that we use the terms “agent” and “player” interchangeably throughout the document.
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outcomes of his/her actions (see [Luce and Raiffa, 1957, Bennett, 1980, Feinberg, 2020]). This
could happen on purpose (e.g., by deceptive agents communicating wrong information), due
to random effects (e.g., noise in the communication channels, or erroneous sensor readings),
by design (e.g., when the game designer deceives the players to enforce a socially-optimal
behaviour) or due to environmental changes (e.g., when the game changes due to external
factors, without players’ knowledge). Moreover, this discrepancy may be the result of players’
limited awareness, bounded computational capacity, and cognitive restrictions. So, some
aspects of the situation, or the modeling and reasoning with regards to the situation leads
the players to incorporate only a selection, possibly incorrect, of the real aspects. Thus, they
may miss the most crucial specifications of the interaction, and they may interact relying on
a restricted and incorrect perception of the game. In a nutshell, players interact strategically
having been misinformed about the real situation.

The present dissertation addresses this problem, i.e., the game-theoretic scenarios where
players have been misinformed about the state of affairs, without being aware that such a
misinformation may exist. To address this problem, we establish a game theoretic model that
allows the players to have subjective specifications for their interaction, to interact with other
players’ different perceptions, to adapt their behaviour according to the information they
receive from the environment and from the decisions of other participants , and to agglomerate
these inferences to properly adapt their strategic behaviour; while allowing these subjective
views to (possibly) differ from reality.

1.1 Modeling misinformation

The modeling of multi-agent systems has been an active field of research for scholars in
Game theory. A common assumption in Game theory is that agents have a common (and
correct) knowledge with regards to the abstract formulation of the game (players, payoffs,
and strategies). This view is called games with complete information, i.e. see Figure 1.1a.
Nevertheless, often (some of) the players lack complete information as to the game they
participate. However, in many real-world situations it could be the case that (some of) the
players have incorrect information with regards to the game that they play. In this dissertation
we study the case where players are misinformed, meaning that they have different and/or
incorrect knowledge about the rules of interaction.

To study these situations, we relax the assumption that agents know the correct information
related to the abstract formulation of the game, and introduce the formal machinery necessary
to study multi-agent interactions where the agents may be misinformed with regards to the
game definition (players, strategies, payoff matrices). In a nutshell, the actions of the players
are dictated according to the subjective views they possess regarding the specifications of
the interaction. As these subjective views may differ from player to player, may emerged

many interesting or even “unexpected” behaviours. We call such games misinformation
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Figure 1.1: Games with information assumptions: (a) complete/correct, (b) incom-
plete/correct.

games [Varsos et al., 2021].

Obviously, in such settings, game theory and logic dictate the strategic decisions and
actions of a player according to his/her view. On the other hand, the feedback, reward or
penalty that is received by the players is provisioned according to the real specifications,
which may differ from the ones that the players assume, see Figure 1.2.

Scenarios where agents lack complete information about the game specification have also
been considered in other contexts, e.g. interactions with incomplete knowledge [Harsanyi,
1967, Zamir, 2009], probabilistic views [Harsanyi, 1967, Zamir, 2009], misspecified views [Luce
and Raiffa, 1957] and utility theory [Peterson, 2009]. A popular approach that deals with
situations where players lack complete information is that of Bayesian game [Harsanyi,
1967, Zamir, 2009], where a critical assumption is that the agents are not sure about the
specifications of the game they participate, thus they take a “what if” stance. However, in
several cases this typically limits the alternative scenarios considered to a small number, i.e.,
the agents will associate a positive probability to only a (possible) small number of alternative
scenarios (specifically the scenarios that are aware of), see Figure 1.1a-1.1b. Thus, despite
the rigorous tools, solid results and clear insights in the multi-agent interactions provided
by Bayesian games, the issue of computational and cognitive limitations of the agents is not
addressed. In a nutshell, in Bayesian games agents know that they do not know, while in
misinformation games they do not know that they do not know.

On the other hand, utility theory is based on the assumption of rationality and describes
all decision outcomes in terms of the utility (or value) placed on them by agents. Within this
framework, decisions can be understood in terms of rationally ordered levels of utility attached
to different outcomes. Furthermore, uncertainty in utility theory is described by a class of

models designed to formalize the manner in which an agent chooses among alternative courses
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of action when the consequences of each course of action are not known at the time the choice
is made. But the concept of rationality is a great debate until now among utilitarians. Thus,
this theory can not approach players with misinformation.*

Game of Blue Pla Game of Green Player

_62)

Actual game
. o
R (1,3)

Figure 1.2: Schematic representation of two players’ games with misinformation.

1.2 Research Questions

Having at hand the motivation we provide the main research questions that this thesis aims:

1. How do we model the concept of misinformation formally? [Chapters 4, 5, 7, §]

2. How can we explain and predict, in formal terms, the difference in behavior in the
presence of misinformation? [Chapters 4, 5, 7, 8]

3. How decisive is the misinformation in various scenarios? [Chapters 4, 5, 7, 8]
4. How do we study the above in different classes of games? [Chapters 4, 7, 8]

5. How the different types of misinformation (i.e. undeliberate, random, by design) can be
modeled and what can we show for each? [Chapters 7, 8]

6. What equilibrium points exist in games with misinformation? [Chapters 4, 5]
7. How can we analyze the beliefs of misinformed players? [Chapter 5]

8. What happens in the misinformed views of the players when they interact with each
other? [Chapter 5]

9. Can we compute the equilibrium concepts arise from misinformation games in an learning
manner? [Chapter 6]

*In general, game theory (Bayesian games) and utility theory interlinked in several concepts (e.g. utility
function), thus the differences between Bayesian games and misinformed games also hold for the framework of
utility theory under uncertainty.
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1.3 Outline and Contribution

In this thesis, we address the concept of misinformation games from various perspectives,
and for different problems that are related to the idea. Each of these different perspectives is
considered in its own chapter of this thesis. In more details, this thesis is organized as follows.

In Chapter 2 we present a literature review of the publications related to our study, this
review is quite extensive, as our work expands in several areas of game theory, using a range
of techniques and ideas.

Thereafter, in Chapter 3 we provide the basic game-theoretic background in order to
establish our theory. This chapter is provided to allow a self-contained dissertation, and is
meant to contain only the concepts, aspects, techniques and methodologies of game theory
that will be useful in the following; therefore, it should not be treated as a complete account
of game theory. Supplementary, the reader should look at the appendix sections, where we
present concepts that are used in the analysis and lie in mathematical fields other than game
theory.

Next, in Chapter 4 (see Misinformation games box in Figure 1.4) we present our game
theoretic framework, called misinformation games, that provides the formal machinery neces-
sary to study the phenomenon of misinformation with regards to the abstract formulation of
a game (players, payoffs, and strategies). We establish our theory for the case of normal-form
games [Shoham and Leyton-Brown, 2008]. As misinformation could play a prominent role
in the outcome of the game, without necessarily negative effects, we provide a metric that
measures the effect of misinformation on social welfare (compared to the optimum of the
actual game), that is called Price of Misinformation. Furthermore, we transfuse the concept
of misinformation games in the context of two other classes of games, load balancing games
and congestion games, so as to show the applicability of our method. This work was held
in collaboration with Dr. Giorgos Flouris, Dr. Marina Bitsaki and Dr. Michail Fasoulakis,
resulting in a presentation in the PRICATI 2021 conference, alongside with a publication [Varsos
et al., 2021].

In Chapter 5, we first develop and formulate mathematically a procedure for determining
the outcome of a sequential interaction between the players in misinformation games. In-
terestingly, the equilibrium point of this procedure does not coincide with any equilibrium
concept in the literature (see Adaptation Procedure box in Figure 1.4). Second, we enhance
this approach providing epistemic characteristics to the interaction. Specifically, a player can
infer the knowledge and beliefs that each participant possesses, by observing the decisions
that have been made (see Epistemic Adaptive Evolution box in Figure 1.4). Further, she/he
can take advantage of this higher-level information and take advantage of the opponents’
misinformation to his/her own benefit. Again, this analysis provides novel solution concepts.
This study was held in collaboration with Dr. Giorgos Flouris and Dr. Marina Bitsaki.

Furthermore, in Chapter 6 (see Learning Algorithm box in Figure 1.4) we study mis-
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Figure 1.3: Graphical representation of misinformation in multi-agent systems.

information games from a different perspective. Initially, we develop a no-regret learning
algorithm in order to compute the equilibrium points of a classical zero-sum game. To-
wards that direction, we propose a novel variant of multiplicative weights update method
with forward-looking best-response strategies that guarantees last iteration convergence for
zero-sum bimatrix games with unique Nash equilibrium; we call this method Forward Looking
Best Response Multiplicative Weights Update method (FLBR-MWU). The proposed algo-
rithm offers substantial gains compared to the state-of-the-art approaches [Mertikopoulos
et al., 2019, Daskalakis and Panageas, 2019]. With this at hand, we have an alternative
method to compute equilibria concepts that arise in misinformation games, and fulfill the
zero-sum condition. This part of the study was accomplished in collaboration with Dr. Michail
Fasoulakis, Prof. Vaggelis Markakis and Dr. Yannis Pantazis, resulting in a presentation in
the AISTATS 2022 conference, alongside with a publication [Fasoulakis et al., 2021].

Afterwards, we study a special case of misinformation, attributed to noise and signal errors,
a situation often occurring in distributed multi-agent systems. Specifically, in distributed multi-
agent systems, agents are equipped with an internal logic that allows them to autonomously
solve problems of a given nature. However, at deployment time, the precise specification of
these problems is often unknown; instead, the details are communicated as needed at operation
time, during the so-called “online phase” [Brown et al., 2017]. In such cases, unexpected
communication errors, malfunctions in the communication module or noise may cause the
agents to operate under a distorted problem specification, leading to unexpected behavior,
we address this problem in Chapter 7 (see Noisy games box in Figure 1.4). This part of the
study carried in collaboration with Dr. Giorgos Flouris and Dr. Marina Bitsaki, resulting in
a manuscript to be submitted soon in IEEE Transactions on Games journal.

Typically, agents need to be incentivized to choose a desirable plan of action. In Chapter 8
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Figure 1.4: Road map of the thesis.

we introduce a novel application of misinformation games for coordination mechanisms in
games, based on the idea of misinforming the players with regards to the game formulation to
lead them to a situation with an improved outcome in terms of social welfare (see Mechanism
Design box in Figure 1.4). For this, we study single-commodity non-atomic congestion games
with n parallel links and affine cost functions, where the players have a potentially different
view of the actual game that is being played. This study held in collaboration with Dr.
Michail Fasoulakis, Dr. Giorgos Flouris and Dr. Marina Bitsaki, resulting in a presentation
in the ICAART 2022 conference, alongside with a publication [Varsos et al., 2022].

Concluding, in Chapter 9 we provide a summary and conclusions of our study alongside
with short-term and long-term future directions.

Finally, the reader should consult Figure 1.4 where we present the interconnection between
all different aspects of the thesis. In the brackets inside each box we highlight the number
of research questions that are studied in the respective part of the thesis. Blue colored
boxes denote the areas that already exist in literature, and in which we contribute, whereas
the brown colored boxes represent the new areas that we introduce. Also, the yellow thick
boundary indicates our framework.






Chapter 2
Related Work

There are several main strands of work on game theory that related to the concept of
misinformation games. These are:

1. Works that study misperception of the real situation.

2. Works that consider various settings and contexts in which the players play under payoff
matrices that are different than the actual one.

3. Works that study and quantify the deviations of players’ behaviour compared to the
socially optimal one, a concept that is very similar to the deviations in players’ behaviour
due to misinformation.

4. Works that study how the players behave in case of iterative interactions.
5. Works that study online learning.

6. Works that study how the structure of misinformation affects the behaviour of the
players.

7. Works that study the Coordination mechanisms.

We analyse these seven strands below, and elaborate on their relationship with misinformation

games.

2.1 Misperception in games

Starting from the concept of games with misperceptions (see Chapter 12 in [Luce and Raiffa,
1957]) many studies model subjective knowledge of players with regards to game specifications,
leading to the introduction of hypergames (HG) (e.g. [Bennett, 1980, Vane and Lehner,
2002, Sasaki and Kijima, 2012, Kovach et al., 2015, Cho et al., 2019, Bakker et al., 2021])
and games with unawareness (GwU) (e.g. [Copic and Galeotti, 2006, Schipper, 2014, Sasaki,
2017,Schipper, 2017, Feinberg, 2020]), where players may be playing different games. Although
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we share motivation with these approaches, there are also some crucial distinctions. Flirst,
HG/GwU are behaviour-oriented (what the players will play), whereas misinformation games
are outcome-oriented. Furthermore, HG focus on perceptional differences among players, and
do not model the “actual game”, hence, HG lack grounding to the reality of the modelled
situation. In misinformation games we close this gap, modelling also the environment, and
allowing differences to also occur between each player and the environment. Moreover, in
GwU, though the “actual game” is used as the basis of the models, the analysis based on
consistency criteria and belief hierarchies. In misinformation games we do not make such
assumptions.

In [Halpern and Régo, 2014] authors define the notion of games with awareness based
on an extensive-form game; they agglomerate descriptions of reality, changes in players’
awareness and players’ subjective views. Also, they define a generalized Nash equilibrium that
is similar with our equilibrium concept. Nevertheless, their analysis is behaviour-oriented.
The work in [Feinberg, 2020] incorporates game and unawareness as interrelated objects,
whereas in [Copic and Galeotti, 2006] awareness architectures are provided to study players’
limited awareness of strategies. Further, in [Thadden and Zhao, 2014] authors focus on how
unawareness affects incentives, whereas [Schipper, 2018] provides a dynamic approach for
extensive-form games with unawareness. Moreover, [Ozbay, 2007] proposed a model for games
with uncertainty where players may have different awareness regarding a move of nature.

In [Chaib-Draa, 2001, Gharesifard and Cortés, 2011] studied the case where one of the
players knows the (mis)perceptions of the opponents. Also, in [Teneketzis and Castanon,
1983] the concept of subjective games is proposed, but without introducing any equilibrium
concept. Another approach is given in [Esponda and Pouzo, 2016a] where an equilibrium
concept is defined, but has a probabilistic dependence on the actual game specifications.

Further, [Antos and Pfeffer, 2010, Banks et al., 2020, Roponen et al., 2020] the case of
uncommon priors was studied, but without addressing the scenario of private priors, which is
the case considered in misinformation games.

2.2 Games with distorted payoff matrices

The idea of agents understanding a different payoff matrix than the actual one has been
considered for non-atomic routing games [Meir and Parkes, 2015b, Meir and Parkes, 2018], and
for normal-form games [Acar and Meir, 2020]. In these studies, the authors suggest that the
players play a modified game with cost functions potentially different than the actual game.
In our methodology we generalize this idea and propose that each player plays according to
the Nash equilibria of his/her own view of the game taking into account the optimal strategies
of the other players’ behaviour in this specific view of the game. Thus, the approach of [Meir
and Parkes, 2015a] can be considered as a case of misinformation games as it is described in

our framework. Moreover, in our more general setting, misinformation is not restricted to
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bias, but may have other causes (e.g., noise, deception etc.), or could be deliberate on behalf
of the designer.

Although selfish attitude is considered as basic test tube for most of the literature, many
modern approaches study the effect of different attitudes (e.g., altruism) in the performance of
a multi-agent procedure (see [Chen et al., 2014, Caragiannis et al., 2010b, Brown, 2020]). From
a game-theoretic aspect, the differences in agents’ attitudes can be described and modelled as
a misinformation game, where each agent’s payoff is not purely determined by his/her own
payoff (as described by the actual game), but is also affected by his/her altruistic motives.

The effect of additional knowledge in agents’ behavior in the context of congestion games
is studied in [Acemoglu et al., 2018], whereas exogenous distortions in the cost structure are
examined in [Balcan et al., 2009]. The effect of information heterogeneity in a congestion game
is studied in [Wu et al., 2020]; in this thesis different populations of agents receive a private
signal from their traffic information system, while maintaining a belief about the signals
received by other populations. In [Bilo et al., 2010], each player is unaware of agents outside
his/her social neighborhood, thus his/her individual cost and strategy selection are not affected
by them. Moreover, in [Brown et al., 2017] authors studied the effect of communication
failures to the solutions (equilibria) of a game.

All the above works essentially study special cases of misinformation. In these works,
internal agent characteristics or external conditions (e.g., bias or altruism), cause the agents
to play using a payoff matrix that differs from the actual one in certain aspects. However,
their settings are very limited in the sense that misinformation in each case has a specific
form or affects a specific part of the payoff matrix. Our work provides a unifying, more
general framework that can model all different types of misinformation, including the scenarios
described in these papers; thus, our work allows a uniform formal description of these settings,
and may act as a testbed for comparing their characteristics and uncover commonalities or

differences.

Another scenario where the original payoff matrices are modified, can be found in works
where tolls, penalties, rewards or other similar methodologies are applied to modify the
payoff matrix of players towards some aim (e.g. [Caragiannis et al., 2006, Kleer and Schéfer,
2017b, Kleer and Schéfer, 2017a] etc.). Although in such games the payoff matrix is modified
due to tolls or some similar mechanism, the new payoff matrix is the actual one, and is also

the one perceived by all players, so these are not misinformation games.

Moreover, there is another stream of studies considering random payoff matrices, (i.e.
[Daskalakis et al., 2007, Takahashi, 2008, Stanford, 1996, Rinott and Scarsini, 2000, Barany
et al., 2007, Dresher, 1970]) but authors focus in the distribution of pure Nash equilibria. A
tweak of this methodology presented in [Quattropani and Scarsini, 2020] where authors study
the distribution of players’ average social utility.
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2.3 Quantifying socially sub-optimal behaviour

Inspired by the seminal work of [Koutsoupias and Papadimitriou, 1999] and the introduction
of the Price of Anarchy (PoA) metric, many studies analyze the deviation of the behaviour of
a multi-agent system from the optimal one. Initially, PoA was applied to traffic networks
[Roughgarden and Tardos, 2002, Roughgarden, 2003, Correa et al., 2008], where players’
strategies depend on their types in terms of available paths and costs. The Bayesian setting
of PoA was introduced in [Leme and Tardos, 2010]. The Price of Risk Aversion measure was
introduced in [Nikolova and Moses, 2015] to deal with uncertainty and risk in selfish routing
games with homogeneous risk profiles, an assumption that was dropped in [Cole et al., 2018].
In [Balcan et al., 2009] the term Price of Uncertainty was defined to capture the resilience of
games to imperfections in agents’ dynamics. Additionally, the deviation ratio was introduced
in [Kleer and Schifer, 2016] to capture the diversity in agents’ decisions. In [Meir and Parkes,
2015b,Meir and Parkes, 2018] the Biased Price of Anarchy (BPoA) was introduced to measure
the ratio of the equilibrium under biases in knowledge compared to the optimal outcome.

All the above metrics quantify the deviation of a system’s behaviour (social welfare
of equilibria) compared to the socially optimal one under various settings. The Price of
Misinformation (PoM) metric introduced in the thesis is similar, capturing the effect of
misinformation on social welfare compared to the optimal outcome. Moreover, our work shows
that misinformation can be used as a mitigation measure against the sub-optimal behaviour
quantified by these studies, as it may lead players to the optimal outcome and, thus, is a
valuable tool for mechanism design.

2.4 Iterative interactions

Authors in [Esponda and Pouzo, 2016b] studied asymptotic beliefs and behavior in Markov
decision processes, where the players have a prior over a set of possible transition probability
functions and update their beliefs using Bayes’ rule. Furthermore, in [Esponda and Pouzo,
2019] the authors consider an agent whose uncertainty about the environment is represented
by a misspecified model and uses Bayes’ rule to update his/her belief about the environment.
They focus on the frequency of actions, as opposed to the action itself or the beliefs.

In [Arrow and Green, 1973] the authors provide a learning framework that makes distinc-
tions between objective and subjective games, but they make the assumption that players are
completely ignorant with regards to the decisions of their opponents. Further, each player
applies Bayes theorem after receiving a new observation and no equilibrium point is considered.
Contrary to this study, we allow the existence of more general types of misinformation, any
new information is automatically integrated, and we establish the equilibrium concept of

stable misinformed equilibrium.

Next, in [Spiegler, 2016], a framework is presented where each player makes decisions
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under imperfect understanding of correlation structures, and fits his/her personal beliefs to
an objective long-run probability distribution. In the same spirit, in [Easley and Kiefer, 1988]
examined a procedure where players express beliefs about unknown parameters in terms of
distributions. In [Lerer et al., 2019] the authors describe approaches to search in partially
observable cooperative games, but they assume perfect knowledge of other players’ policies.

Further, in [Jordan, 1991] a class of Bayesian processes for iterated normal form games
is studied, where each player knows his/her own payoff function, but is uncertain about
the opponents’ payoffs. In [Esponda and Pouzo, 2016a] authors provide a time dependent
learning mechanism in games where players have subjective views of an objective game.
Specifically, at each time step t each player updates his/her beliefs using Bayes rule and
the information obtained in all previous time steps. A new equilibrium concept is defined,
Berk-Nash equilibrium, where the admissible strategic behaviour derived as a probabilistic
distance between the behaviour of the players in their subjective and objective specifications.

In the same manner, in [Ray et al., 2008], behavioral-based model are provided in terms
of partial observable Markov decision processes using belief hierarchies, in order to model
the ignorance of each player about the opponent. Further, in [Shalizi, 2009] the author
gives sufficient conditions for the convergence of the posterior without assuming that the
subjective views are part of actual specifications. Also, in [Fudenberg et al., 2016] a complete
characterization of the limit behavior of actions in cases with misspecified Bayesian players is
provided.

As opposed to the stream of works that rely on probabilistic or Bayesian techniques, in
this dissertation we take no probabilistic considerations with regards to the beliefs of the
players. Our study focuses on the effect of new information in the misinformed views of the
players.

A significant number of works focuses on the limit behaviour of players whose strategic
choices are evolving, for various reasons. In [Nyarko, 1991] an example was presented where the
agent’s actions cycle ad infinitum. Authors in [Romanyuk et al., 2017] based on a continuous
time model with beliefs over types, provide characterization of asymptotic behaviour and
beliefs. Moreover, in [Heidhues et al., 2017] a convergence analysis was introduced in case
where players bias their observations, while in [Heidhues et al., 2018] authors establish
convergence of beliefs, and actions, in a misspecified model with endogenous actions.

Besides that, in [Gharesifard and Cortés, 2012] authors introduce a swap learning method
in a 1-level HG, where players can change their beliefs according to the information they gain
by observing the opponents’ actions. Specifically, a player decreases his/her misperception at
the cost of potentially incurring inconsistencies in his/her perception. In our framework, we
make no considerations as to the revealing inconsistencies. Additionally, authors in [Burkov
and Chaib-draa, 2009] provide an approach for learning in adaptive dynamic systems, where
a player learns an efficient policy over the opponents’ adaptive dynamics, and obtain a lower
bound of the utility which is guaranteed to be reached by that approach against any opponent.
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Though, they did not consider any concept of incorrect or subjective information.

Further, as strategic reasoning does not always suffice to explain equilibrium behavior,
there is a substantial stream of works regarding the epistemic conditions for equilibrium
concepts (e.g. [Aumann and Brandenburger, 1995, Bach and Tsakas, 2014] for Nash equilibrium,
[Aumann, 1987] for correlated equilibrium). Another equilibrium concept that have been
introduced is that of self-confirming solution concept [Fudenberg and Levine, 1993], in
which each player’s strategy is a myopic best response to his/her beliefs about the play of
the opponents and are consistent with what is observed when the player plays the game.
Moreover, in [Fudenberg and Levine, 1993] authors provide an epistemic model assuming
almost common certainty of payoffs with independent beliefs. Additionally, in [Dekel et al.,
1999] authors define the rationalizable self-confirming equilibrium, where players see the
realized terminal node at the end of each play of the game in extensive-form games. Towards
this direction, authors in [Fudenberg and Kamada, 2015] study the case where there are
independent beliefs. Here, the equilibrium concept arises from misinformation game, the
natural misinformed equilibrium, is just the agglomeration of player’s choice, thus may or may
not be consistent with the beliefs of each agent. Though stable natural equilibrium and stable
epistemic natural misinformed equilibrium are self-confirming equilibria, they derived as a
product of adaption procedure and epistemic adaptive evolution concept respectively.

Considering epistemic approaches in HG, authors in [Sasaki, 2014] introduced a new
solution concept such that every player takes a best response to expected choices of the others,
every player thinks every player takes a best response to expected choices of the others, and
so on. This approach constrained in one-shot HG, thus addressing only one-shot interaction
as opposed to our multi-turn processes.

For the case of GwU, in [Heifetz et al., 2008] established, in terms of logic, a state-space
model that allows for non-trivial unawareness among several individuals with subjective views
and strong properties of knowledge, whereas the model is designed to capture mutual beliefs
about unawareness.

In [Meier and Schipper, 2014] authors combine unawareness belief structures and Bayesian
games in order to establish Bayesian games with unawareness, applying their idea to strategic
games. Thereupon, a methodology to construct unawareness belief structures is given
in [Heifetz et al., 2013, Heinsalu, 2011]. Meanwhile, in [Fagin and Halpern, 1987] authors
study the lack of logical omniscience (lack of awareness and local reasoning) presenting the
Logic of General Awareness and providing the concept of awareness function, which further
expanded in [Heifetz et al., 2006, Belardinelli and Rendsvig, 2020]. The main difference of
our study with these streams of work is that misinformation is conceptually distinct than
unawareness, ignorance, incomplete information or faulty analysis. Namely, misinformation
has to do with the lack of conception and knowledge combined. Marginally, if we have only
lack of conception we fall in the case of unawareness, while if we have only lack of knowledge
misinformation collapses to the other cases.
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2.5 Dynamics in games

In terms of games with subjective views, such as HG and GwU, there is no implementation of
online algorithms in order to compute equilibria concepts. Nevertheless, in this Section we
provide some key works so as the presentation of our work in Chapter 6 to be more complete.

Several approaches have been proposed throughout the past decades, for the development
of fast, iterative learning algorithms, starting with fictitious play [Robinson, 1951]. Recently,
some of the more standard methodologies include the family of no-regret algorithms as well as
several classes of first-order methods (see [Cesa-Bianchi and Lugosi, 2006, Hoi et al., 2018] for
an overview). To mention a few examples, the important class of Multiplicative Weights Update
(MWU) method [Littlestone and Warmuth, 1994, Freund and Schapire, 1999], together with
Gradient Descent, Mirror Descent, and Extra Gradient methods (for a survey see [Bubeck,
2015] and [Beck, 2017]), all fall within the above approaches. Unfortunately, most of the
standard no-regret algorithms exhibit convergence in an average sense, (e.g. [Bailey and
Piliouras, 2018] for MWU methods for constrained problems; [Mertikopoulos et al., 2018] on
variants of Gradient Descent/Ascent (GDA) methods).

Due to the importance of achieving last-iterate convergence for zero-sum games for
applications on learning, such as training GANS, and boosting, [Daskalakis et al., 2018]
and [Liang and Stokes, 2019] studied an optimistic variant of GDA (OGDA); proving that
OGDA exhibits last-iterate convergence for the unconstrained minmax problem with bilinear
functions.

Driven by the progress made by OGDA, [Daskalakis and Panageas, 2019] proposed to
study the constrained version of minmax problems, i.e., finding equilibria in zero-sum games,
via an optimistic variant of MWU methods, termed Optimistic Multiplicative Weights Update
OMWU. Their main result is that for games with a unique Nash equilibrium, OMWU
converges in the last-iterate sense to the equilibrium. The sequence of approximations in
OMWU uses two previous steps in order to compute the next update, where the extra
term corrects the behaviour of MWU dynamics and can be seen as a negative momentum.
Moreover, the performance of OMWU provides a strengthening to the experimental results
in [Syrgkanis et al., 2015], which indicated pointwise convergence of the optimistic version.
An alternative view on the convergence behavior of OMWU by studying volume contraction
is given in [Cheung and Piliouras, 2020]. Further generalizations of OMWU and more
convergence results were obtained in [Lei et al., 2021] for convex-concave landscapes.

As show in [Daskalakis et al., 2018] and [Bailey and Piliouras, 2018] for gradient descent
and Follow-The-Regularized-Leader respectively, gradient/mirror descent methods do not
suffice to address the bilinear case.

To cope this issue authors in [Mertikopoulos et al., 2019] introduce a gradient-like method,
where they first compute an intermediate approximation, by taking a prox step, and then
go back to the original state and compute the new state using the former, intermediate,
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approximation. This method is known as Optimistic Mirror Descent (OMD) (see [Chiang
et al., 2012, Rakhlin and Sridharan, 2013]), or mirror-proz [Nemirovski, 2004]. A similar
approach was introduced by [Gidel et al., 2019] where extra gradients introduced in order to
minimize the computational overhead of back-propagation. All these techniques fall under the
umbrella of extra-gradient method, a classical method which was introduced in [Korpelevich,
1976] (for more details see [Facchinei and Pang, 2003]).

Several streams of works focus on the convergence of Extra-gradient methods (EG).
In [Liang and Stokes, 2019] authors prove linear convergence of the EG with the assumption
that the payoff matrix of the bilinear function is square and full rank. Using the same
assumption, authors in [Mokhtari et al., 2020] study the EG for the general saddle point
problem and provide linear rates of convergence. In the very recent work of [Wei et al.,
2021], a new theoretical analysis is provided for both OMWU and OGDA, with the goal
of quantifying the progress in the divergence decrease with respect to the number of steps
(applicable also to some more general problems).

Finally, authors in [Azizian et al., 2020] provide a similar in spirit approach with FLBR-
MWU (Proposition 7), though there are also differences on the dynamics and the step sizes «
and 7 are more constrained than in our setting. Most importantly, the analysis in [Azizian
et al., 2020] addresses the unconstrained bilinear case. Even further, they show only local
convergence (starting from a point near the fixed point), whereas we do not need such a
condition, and their result also holds under certain spectral assumptions.

2.6 Structure of misinformation

As noisy games are a subclass of misinformation games, automatically are related to works
in the area of games with misperceptions. Nevertheless, there is no consideration about the
structure of misperception this area. As opposed to Bayesian games, where there is a rich
literature that studies the influence of the structure of uncertainty in the knowledge of the
players to their strategic behaviour. Thus, conceptually we are close to the first group of
works. On the other hand though, we also study the effect of distributions in the knowledge
of the players as to their strategic behaviour, thus our results can be related to the latter
stream of works.

In [Balcan et al., 2009], the authors consider the impact of small fluctuations in the cost
functions or in players’ perceptions of the cost structure in congestion and load balancing
games, and study its effect on players’ behaviour. A fluctuation is a departure from the
classical viewpoint that treats payoffs as a number; under [Balcan et al., 2009], the payoff is a
range of values “close” to the actual payoff. An extension of [Balcan et al., 2009] considered
normal-form games, aiming to define a new notion of equilibrium that maximizes the worst
case outcome over possible actions by other players [Aghassi and Bertsimas, 2006] in the
presence of fluctuations, whereas a further extension (see [Balcan and Braverman, 2017])
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studied the robustness of this equilibrium solution, utilizing the notion of approximations
of payoffs using a fuzziness to the values of payoff matrices. There are several differences of
the concept of fluctuation as compared to misinformation. First, the players are aware of
the fluctuations and, thus, take them into account while deciding on their strategic choices.
Second, fluctuations affect all players and all payoffs uniformly. Third, fluctuations have a
limited effect, whereas the noise considered in our work may have unlimited effect (subject to
a certain probability function).

Further, in [Brown et al., 2017] the authors study how resilient is the strategic behaviour
of players when an unexpected communication loss occurs, and explore game settings in which
communication failures can/cannot cause harm in the strategic behaviour of players. They
introduce the notion of proxy payoffs in order to funnel communication failures and show that,
in several settings, loss of information may cause arbitrary strategic behaviours. Our work has
a similar contribution as both works prove that in presence of communication inefficiencies
any strategic behaviour is possible. Though, authors in [Brown et al., 2017] focus on how the
agents can be provided with policies so as to cope with communication failures, in this study
we analyse the impact of disorder in the strategic behaviour of the players. Also, we model
communication failure using probabilities, and provide formulas that quantify the probability
of arbitrariness in the strategic behaviours, when information is degraded due to noise.

2.7 Coordination mechanism

The idea of designing mechanisms to improve coordination in multi-player systems with selfish
players is not new. One approach is to introduce taxes (e.g. [Fleischer et al., 2004, Fotakis
and Spirakis, 2008, Caragiannis et al., 2010a]), e.g. in congestion games players pay a toll for
every edge they use. Specifically, in [Cole et al., 2003] the authors showed that there exist
taxes that reduce the Price of Anarchy to 1. There are two major issues for this approach: i)
taxes may be very high, and ii) in the case where taxes are part of the cost, then the Price of
Anarchy is not improved. As another approach, rewards and payments have been used so
as to improve coordination [Lavi and Swamy, 2007, Seregina et al., 2017, Turrini, 2016]. An
alternative approach was given in [Monderer and Tennenholtz, 2003] that extends the game
by adding new strategies for the players, such that all Nash equilibria of the new game involve
strategies of the original game exclusively. In that case the Price of Anarchy is decreased.
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Chapter 3
Theoretical Background

In this chapter we provide all the classical game-theoretic definitions and concepts that are
necessary for the chapters to come. Reader, should consider this chapter as the initial point
of the thesis and he/she can recur at will.

3.1 Normal-form games

A game in normal form is represented by a payoff matriz that defines the payoffs of all players
for all possible combinations of pure strategies. Formally:

Definition 1. A normal-form* game G is a tuple (N, S, P), where:
e N is the set of the players,
o 5 =051 X X8N|, Si being the set of pure strategies of player i € N,
o P=(P,...,Pn)), P € RIS XISl s the payoff matriz of player i.

When player ¢ randomly selects a pure strategy, then he plays a mixed strategy o; =
(0ia,---,04)s) which is a discrete probability distribution over S;.

Let the set of all possible mixed strategies o; be ¥;. A strategy profile o = (o1, ..., O'|N‘)
is an |N|-tuple in £ = %1 X ... x X|y|. We denote by o_; the [N — 1|-tuple strategy profile of
all other players except for player 7 in o.

We call a position a vector of integers that determines a specific item in a payoff matrix.
We denote by Pos the set of all positions. Formally (and given the above assumptions on the
dimensions of a payoff matrix), Pos = [|S1]|]] x ... x [|S|n]], i-e., a position is a tuple of the
form @ = (v1,...,v)n|) € Pos, where 1 < v; <|S;|| (for all i € [|N]]).

The payoff function of player i is defined as: h; : & — IR, such that:

hi(O'i,O'_i) = Z Z -Pi(kv--‘yj)’Ul,k’--"U|N\,j’ (31)

keSh jES‘N‘

*In other words, we define normal-form games as finite, noncooperative strategic games. In case, where the
games are either non-finite or cooperative we will state it and we will modify our concepts accordingly.

19



20 Chapter 3. Theoretical Background

where P;(k,l,...,7) is the payoff of player i in the pure strategy profile (k,l,...,J), and
(k,1,...,j) € Pos. In other words, h;(c;,0_;) represents player’s i expected payoff as a
function of o. Further, in case where |N| = 2 we have two player normal-form game, called
bimatriz game. The Nash equilibrium in a normal-form game is defined as follows:

Definition 2 (see [Nash, 1951]). A strategy profile o*

= (of,..., U|N‘) is a Nash equilibrium,
if and only if, for any i and for any &; € L;, hi(of,0*;) > hi(6i,0%;).

In the rest of the dissertation we will denote as NE(G) the set Nash equilibria of a game
G = (N, S, P) (or simply NE, when G is obvious from the context). This notation will be
slightly abused in case we focus only in the payoff matrix of a G and would become N E(P).

Definition 3 (i-neighbours). Given a player i and two strategy profiles o = (strq,...,stry),
o' = (strl,...,str],), the profiles 0,0’ are called i-neighbours if and only if str; # str; and
for all j # i, stry = stry.

Definition 4 (best response). Consider a normal-form game G = (N, S, P) and a player
i, a best response strategy function BR(i,h,o0_;) C X; for player i is a strategy of i player
against the strateqy o_; of the other players if and only if

BR(i,h,o_;) := argmax h;(z,0_;)
Z€EL;

Lemma 1. Consider a normal-form game G = (N,S,P), where N = [|[N|] and S =
Sy x ---x Sy. Consider also some player v € N. We create the game G = (N, S, P),
such that N = {z,y}, § = Sy xSy, Sz = Sz, Sy = S1 X +++ X Sy—1 X Szpy1 X -+ x Sy,
and P is such that for any sy € Sy, Sy = (S1,...,84—1,80+1,---,8N) € Sy it holds that
P(sg,8y) = P(s1,...,8n). Then, for any strategy profile o = (o1,...,0n), it holds that:

0. € BR(z,P,0_,) if and only if o, € BR(x, P, (01,...,00-1,0011,---,0N)).

Proof. Since sy = (81,..., 841,841, ++,SN) € Sy, then oy = (01,...,02-1,0441,...,0N) €
2y. Thus, we have that BR(z, P, (01,...,03-1,0441,...,0N)) = argmax,cy_hy(z,0_;) =
argmax,cy ha(z,0y) = BR(z, P, (0y)). O

A useful concept in the analysis of games is the support of a mixed strategy o;, consisting
of pure strategies with a positive probability under oy, i.e., supp(o;) = {j : 05 ; > 0}. It is easy
to see that at an equilibrium ¢*, any pure strategy s;, with ¢ € supp(o}), is a best-response
against o*,; Vi € [|N|].

Definition 5. We define as social welfare function the function h(c) that measures the

players’ welfare given a strategy profile o.

Among many social welfare functions we use the utilitarian or Benthamite social welfare
function that measures social welfare as the total or sum of individual incomes (rewards,

payoffs).
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Having at hand the definition of the Nash equilibrium, authors in [Koutsoupias and
Papadimitriou, 1999] introduce a metric that measures the efficiency of a game due to selfish
behavior of its players in the worst case. Thus, we can compare the behavior of the players in
the worst case against the social optimum, based of a social welfare function h. We denote by
opt the socially optimal strategy profile, i.e. opt = argmax, h(c). In terms of normal-form
games this becomes:

Definition 6 (see [Koutsoupias and Papadimitriou, 1999]). Given a normal-form game G,
the Price of Anarchy (PoA) is defined as

h(opt)

PoA = — Mo
? mingseNph(o)

(3.2)

3.2 Zero-sum games and approximate equilibria

Now, we consider a subclass of normal-form games, the finite two player zero-sum games, with
payoff matrix R € (0, 1]'5 X181 where without loss of generality, we assume both players have
|S| pure strategies. Thus, by Definition 1 we have the game G = (N, S} x S2, P = (R, —R)),
with |S1] = |S2| = S. Further, we refer to the two players as the row player x and the
column player y respectively. As before, if the row player plays the i-th row and the column
player plays the j-th column, then the payoff of the row player is R;;, and the payoff of
the column player is —R;;. Again mixed strategies are probability distributions (column
vectors) on the pure strategies. E.g., a mixed strategy for the row player will be denoted as
0y = (02y,...,04,), where o, is the probability of playing the i-th row. For convenience, we
will denote the i-th pure strategy of a player by the unit vector e;, which has probability one
in its i-th coordinate and 0 elsewhere.

Given such a strategy profile 0 = (0,0, ), the expected payoff of the row player is o} Ro,,
whereas for the column player, it is —o,, Ro,; whereas the Nash equilibrium definition in case
of finite two player zero-sum games becomes:

*
Yy

by matriz R, if and only if, for any i,j € [|S|],

Definition 7. A strategy profile (c%,07) is a Nash equilibrium in the zero-sum game defined

*T * T * *T *T *
o, Ro, >e;Ry" and o, Re; > o, Ro,,

Furthermore, the payoff of the row player at an equilibrium, v = O';TRO';, is referred to as the

value of the game.

In several cases in game theory the condition of Nash equilibrium is weakened to allow
the possibility that a player may have a small incentive to deviate. For that is introduced the
concept of e—Nash equilibrium, that approximately satisfies the condition of the Definition 7.
Formally, this concept defined as:
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*
)

defined by matriz R, if and only if, for any i, j

Definition 8. A strategy profile (¢%,07) is an e-Nash equilibrium in the zero-sum game

0y Ro,+¢e>efRo, and o) Rej >0, Ro,—¢

This solution concept may be preferred to Nash equilibrium due to being easier to
compute. In that direction, there are several algorithms (e.g. online, learning, distributed
etc.) that rely on the computation e-Nash. As we will see in Chapter 6, our work focuses
on approximating equilibria, and in order to define the relevant notion of approximation, we
start with approximate best responses. Given a profile (o, 0,), we say that a strategy o,
is an e-best-response strategy to o, with € € [0, 1], if it yields a payoff that is at most ¢ less
than the best-response payoff. We can define now an approximate Nash equilibrium, as a
profile (¢4, 0,) where o, and o, are both approximate best responses to each other. This is
precisely the standard notion of additive, approximate equilibria [Nisan et al., 2007b].

Obviously, any zero-Nash equilibrium is an exact equilibrium of the game.

3.3 Learning Dynamics

A central problem in game theory and optimization is computing a pair of probability vectors
(z,y), solving

min max 9(z,y) (3:3)

where X, ) are closed convex sets. In case where g is a bilinear function, that is g(z,y) = 2" Ry
and R € R™™ X and Y are simplex, (3.3) is known as the classical two-player zero-sum
game in normal form. Thus, any pair of probability vectors (z,y) corresponding to a strategy
profile (o, ay)T. The celebrated minmax theorem provided by von Neumann’s [von Neumann,
1928] results in

v ez o (o y) = peg i atey)

Hence, all solutions of min,cy max,ex x” Ry are also solutions to the max,cy minyey x” Ry,
and vice versat.

Interestingly, a solution to (3.3) constitutes an equilibrium in case where z” Ry is the
payment of the min player to the max player; when the former selects a distribution y over
columns and the latter selects a distribution x over rows of matrix R. This equilibrium point
is often called minmax equilibrium, and fulfills the condition of Definition 2.

Meanwhile, (3.3) can be solved using any Linear Programming technique. Fortunately,
author in [Adler, 2013] proved that any linear program can be addressed by solving some

TAbusing notation, in the part of the study dealing with dynamics we use (z,y) as strategy profiles instead
of (og,0y).
¥This result is considered as one of the founding stones in the development of game theory.



3.3. Learning Dynamics 23

minmax problem of the form (3.3). Thus, the linkage between the minmax theorem and the
Linear Programming paved the way for the development of dynamics for solving minmax
optimization problems of the form (3.3).

After arguing about the necessity of learning techniques in game theory, we turn our
attention in the no-regret learning algorithms in order to compute Nash-equilibria. Specifi-
cally, we focus on multiplicative weights update (MWU) methods that use an exponential
multiplication function, as in [Freund and Schapire, 1999]. Below we define one of the popular
versions of MWU, that is resulted from the FTRL dynamics (Follow-The-Regularized-Leader),
when the regularizer is the negative entropy function, (see [Hoi et al., 2018]). In particular, if
(xt,y?) is the strategy profile at iteration ¢, and 7 is the learning rate parameter, the update
rule of the method, for all 4, j € [n] is as follows.

_ T pT t—1
eneiTRyt 1 e B xt
ﬂft . l,tfl . yt _ ytfl X (3 4)
) T R t—1" j — Jj _ T pT t—1 .
n t—1 ne: R J n t—1 _—nel RT ¢
Yjeay et -1y e’

In the sequel, we often provide the optimistic variant proposed by [Daskalakis and Panageas,
2019], which exhibits last-iterate convergence in zero-sum games, unlike the dynamics of (3.4),
referred to as the Optimistic Multiplicative Weights Update (OMWU) method. The idea
of “optimism” is derived from the notion of predictable processes [Rakhlin and Sridharan,
2013]. OMWU takes advantage of a given predictable process that takes into account two
previous iterations in order to compute the next update, where the extra term can be seen as
a negative momentum, correcting the behavior of MWU dynamics.

The dynamics of OMWU are described below for all 7,5 € [n].

enel (2Ry* =1 —Ry'~?)

Xr, =X
n xtflene?(QRytfl—Ryt*Q)’
3= (3.5)
nejT(—QRTa:tflJrRTact’%
t o ot—1 €
Y =Y; -

n yzflenezw(—QRTmtfl +RTzt—2)
and provided by Algorithm 18,

Next, we replace optimism with an extra-gradient step which uses the obtained information
to “amortize” the next prox step (possibly outside the convex hull of generated states). This
methodology initiated in [Korpelevich, 1976].

The main idea of the Extra-gradient (EG) method is to use the gradient at the current
point to find a mid-point, and then use the gradient at that mid-point to find the next iterate.
To be more precise, given a stepsize n > 0, the update of EG at step t solves the bilinear
problem generating an intermediate, “waiting” point, equation (3.6). Instead of continuing
from that intermediate point, the method samples the gradients and goes back to the original

§<x, y) denotes the standard inner product x”y in the Euclidean space.
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Algorithm 1 Optimistic Multiplicative Weights Update method.
Input :Stepsize n > 0,
Vectors x°,y¥, x!, y' = 1,,/n.

Output: (x*,y*).

fort=1,2,...do

AR exp(—2nVy f(x!, yt) + Vs f(x7L, yi=1);

i U (xt exp(—2n Ve f(x, 1) + nVf(x1, yi=1))
i1 _ o exp(2nVy f(xy') —nVy f(x ™y,

P TV iyt exp(2nVy (3, y) — nVy f(xE Lyt 1))
end

X

point x in order to generate a new approximation, equation (3.7).
The dynamics of EG are described below for all 4, j € [n].

eneZTRyt_l e—ne]TRTa:t*1
t—1/2 __ -1 t—1/2 __ , t—1
L =T, " T 1’ Y, =Y, - n (36)
2t 1N Ry Z yt_,le_neiTRTrtfl
(2
=17 i=1
- T pT t—1/2
t t—1 ene’TRyt " ¢ t—1 6_nejR i ( )
xh = gt~ , Y=y 3.7
i i Z xtA_1eneTRyt71/2 J J z": y?_leineg‘RT‘xt—l/Z
(2
=17 i=1

Algorithm 2 Extra-gradient method.
Input :Stepsize n > 0,
Vectors x", y? € R™.

Output: (x*,y*).
fort=0,1,... do

t+1/2 _ Tt - exp(—=nVx f(x'y"))i

Compute : =z

i T xtexp(—nVxf(xty?)))
tr1/2 _ ot _exp(nVy f(x'y"))s
Yi Yi " 3 exp(nVy Fxty?))

. 41 _ 1 exp(—nVaxf(xt1/2 ytH1/2)),
Update:  z;7 =z; (xE,exp(—nVx f (XEF1/2 yTF172)))

L exp(nVy f T g2,
Y; Y; (ytexp(nVy f(xIT1/2 ytT1/2))]

end
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Figure 3.1: Graphical representation for the sequence of iterative approximations of
MWU (green), OMWUM (blue) and EG (red) from time step ¢ — 1 to time
step ¢t + 1. The dashed red curves represent the intermediate step of EG.

and provided by Algorithm 2.

3.4 Load-balancing games

In this section, we provide the framework in the case of load balancing games, as defined
in [Nisan et al., 2007a], where the tasks selfishly choose to be assigned to machines, in such a

way that no task has any incentive to deviate from its machine. Formally:

Definition 9. A load balancing game (LBG) is a tuple G = (k,m,s,w), where k =
{1,...,|k|} is the set of tasks, each associated with a weight w; >0, and m = {1,...,|m|} is

the set of machines, each with speed s; > 0.

Here, we consider the case where the tasks play only pure strategies. Under this assumption,
the assignment of tasks to machines is determined by a mapping A : k — m (note that each
task is assigned to exactly one machine). The load of machine i € m under A is defined as
li =3 jcki=a(j)wj/ si- The cost of task j for choosing machine i is cé- = ;. Furthermore, the
social cost of assignment A is defined as cost(A) = max;ep, (l;), in other words the makespan
under the assignment A. An assignment A* is optimal if cost(A*) < cost(A) for all possible
assignments A. An assignment A is a pure Nash equilibrium, if and only if, for any j and for
any 7 € m, A < cg-, in other words for any alternative assignment of task j (say to machine

j
1) the cost is worse.

3.5 Congestion games

We continue by defining the single-commodity non-atomic congestion game with player-specific
costs similar to the approach of [Meir and Parkes, 2015b].

Definition 10. A single-commodity non-atomic congestion game (NACG) with player-specific
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costs is a tuple T = (G, M,l%, s, t,r), where:

o G=(V,E) is a directed graph,

M is the set of different types of costs of the players,

o 1% is the set of the non-decreasing, continuous, and non-negative latency cost functions
with I1(x) : R>g — R>q (one for each edge e € E and for each cost type i € M of the
players),

o s €V is the source,
o t €V is the destination,
erec ]R'zj\g| is the total mass of flow.

The total mass of flow for players of cost type ¢ is 7; such that )., r; = 7. We consider
that any player of cost type ¢ controls an infinitesimal amount of the flow r;. In this paper,
we assume, without loss of generality, that r = 1.

Let P be the set of total paths from s to ¢, then we define as g(r;) € [0,7]/F1*1 a feasible flow
of cost type i of the players routing r; units of flow on the paths and g(r) = (g(r1),- -, 9(rar))
be the tuple of all flows routing r1, ..., 7|5 units of flow, respectively. We define as g, (ri)
the flow of players of cost type ¢ that follows the path p € P, g,(r) the total flow that follows
the path p € P with >;c5; 9p(73) = gp(r). The flow of cost type i of the players of the edge
e € Eis ge(ri) and ge(r) = > icar ge(ri) is the total flow of the edge e € E.

The cost of following a path p of a player of cost type i is C’I’; (9p(r)) = Xeep Ii(ge(r)) and
the total social cost of the flow g(r) is

SC(g(r) = D > gelri)le(ge(r))

1€EM e€E
The socially optimal flow is the feasible flow g(r) such that SC(g(r)) is minimum. We

now continue with the definition of a pure Nash Equilibrium, or in other words Wardrop

Equilibrium.

Definition 11 (Pure Nash Equilibrium [Nash, 1951]/Wardrop Equilibrium [Wardrop, 1952]).
A pure Nash Equilibrium is a feasible flow g*(r) such that for any p,p € P, and for any
1€ M,

Cplgp(r)) < Cplgp(r)),

in other words, a flow is an equilibrium if no player has any incentive to deviate from her

path.

It has been proved that any non-atomic game with player-specific costs has at least one
equilibrium, see Theorem 9 in Appendix B.3.



Chapter 4
Misinformation Games

4.1 Introduction

In this chapter, initially, we provide an intuitive example so that to reveal even better
the concept of misinformation games. Consider the classical Prisoner’s Dilemma (PD)
game [Osborne and Rubinstein, 1994], where two suspects (the players) are being interrogated,
having the option to betray the other (B), or stay silent (S). Each of them will get a penalty
reduction if he betrays the other, but if they both remain silent, the police can only convict
them for lesser charge and not for the principal crime; if they both betray, they will get a
reduced penalty for the principal crime. Using classical game theory, this situation is modelled
by payoff matrix presented in Table 4.1a, where the only Nash equilibrium is for both players
to betray.

Now suppose that the cogent evidence regarding the lesser charge has been obtained in an
illegal manner, and thus cannot be used in court. As a result, players’ actual payoffs are as
shown in Table 4.1b; however, this is not disclosed to the suspects, who still believe that they
play under Table 4.1a. This would lead players to betray, although, had they known the truth
(Table 4.1b), they also had other options (Nash equilibria), e.g., to both stay silent. We will
refer to this game as the misinformed Prisoner’s Dilemma (mPD) in the rest of this paper.

As shown in Figure 1.2, the main defining characteristic of misinformation games is that
agents are unwitting of their misinformation, and will play the game under the misconceived
game definition that they have. This essentially means that the assumption of common

knowledge is dropped as well.

S B S B
S| (-1,-1) [(3,-1/2) | [ S| (0,0) [(-3,-1/2)
B|(-1/2,-3) | (-2,-2) | [B|(-1/2,-3)| (-2,-2)

(a) Payoffs (in PD); also, players’ (b) Actual game (in mPD).
view (in mPD).

Table 4.1: Payoff matrices for the PD and mPD.

27
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Obviously, in such a setting, game theory dictates the actual player behavior in her own
view, which may be different from the behavior regarding the actual game. On the other
hand, the payoffs received by the players are the ones provisioned by the actual game, which
may differ from the ones they assume.

Therefore we introduce the formal machinery necessary to study misinformation games.
Specifically, this Chapter is consisted of: i) defining misinformation games and recasting
basic game-theoretic concepts without the assumption of common and correct knowledge, ii)
introducing a new metric, called the Price of Misinformation (PoM), to quantify the effect of
misinformation on the social welfare of players, and iii) applying our ideas to load balancing

games and non-atomic congestion games.

4.2 Normal-form games

Misinformation captures the concept that different players may have a different view of the

game they play. This leads to the following definition:

Definition 12. A misinformation normal-form game (or simply misinformation game) is a
tuple mG = (G° ,G',...,GNIY, where all G* are normal-form games and G° contains |N|
players.

In Definition 12, G is called the actual game and represents the game that is actually
being played, whereas G* (for i € {1,...,|N|}) represents the game that player i thinks that
is being played (called the game of player i). We make no assumptions as to the relation
among G° and G, and allow all types of misinformation (or no misinformation at all) to
occur.

We define the following interesting special class of misinformation games:

Definition 13. A misinformation game mG = (G°,G1, ... ,G‘N|) is called canonical if and
only if:

o For any i, G°,G" differ only in their payoffs.
e In any G*, all players have an equal number of pure strategies.

The first requirement associated with canonical games restricts misinformation to payoffs,
and thus avoids the more eccentric cases where misinformation “creates” new, non-existing
strategies or players, or cases where players are unaware of certain strategies or players.
The second requirement is convenient, since payoff matrices have equal-sized dimensions, an
assumption often made (without loss of generality) in standard settings as well.

Although less common, non-canonical misinformation games may occur, e.g., when
communication problems, ignorance, or lack of imagination deprives a player from the option

to use a viable strategy. However, from a technical perspective, non-canonical misinformation
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games are not relevant, because every misinformation game can be transformed into an
equivalent game (in terms of its strategic behavior) that is canonical, using the simple process
of inflation described as follows.

Let mG be a non-canonical misinformation game. To transform it into a canonical
misinformation game with the same strategic behavior, we compare G° with each G (i > 0).
Then:

1. If G* does not include a player that appears in GY, then we “inflate” G* by adding
this new player, with the strategies that appear in G for this player. We extend the
elements of the payoff matrix of G to represent the payoffs of the new player, using
any fixed constant value. Moreover, the current payoff matrix of G* is increased by
one dimension, by replicating the original payoff matrix as many times as needed (to
accommodate the new player’s strategies).

2. If G* contains an imaginary player not included in G, then we add a new player in G°,
using the process described in #1 above. In addition, since Definition 12 requires that
each player in G is associated with a game in mG, we add a new game in mG, which
is a replica of G°.

3. If G* does not contain a certain strategy which appears in GV (for a certain player),
we just add this new strategy, with payoffs small enough to be dominated by all other
strategies.

4. If G* contains an imaginary strategy that does not appear in G° (for a certain player),
we inflate GY as in #3 above.

Repeating the above process a sufficient (finite) number of times, we will eventually derive
a misinformation game that satisfies the first condition of Definition 13 and has the same
strategic properties as the original. To satisfy the second condition also, we just inflate the
games again according to the largest dimension (number of strategies) of the largest game,
using the process described in #3 above. This way, we can always transform a misinformation
game into a canonical one with the same strategic properties (the formal proof of this result is
quite technical and omitted). Due to this fact, without loss of generality, we will only concern
ourselves with canonical misinformation games, thus avoiding the need to study the more
eccentric cases.

The definition of misinformed strategies and strategy profiles is straightforward, once
noticing that they refer to each player’s own game:

Definition 14. A (pure or mized) misinformed strategy, mo; of a player i is a (pure or
mived) strategy of i in the game G*. We denote the set of all possible misinformed strategies

of player i as .
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Definition 15. A misinformed strategy profile of mG is an |N|-tuple of misinformed strategies
mo = (mal, e ,mU‘N|), where mo; € Z;

As usual, we denote by mo_; the |N — 1|-tuple strategy profile of all other players except
for player i in a misinformed strategy mo.

The payoff function h; of player ¢ under a given profile mo is determined by the payoff
matrix of G°, and is defined as h; : &} x - -+ x Z}xi — IR, such that:

hi(moismo—g) = 3 - 3 PPksee ) mog ... mojn;
keSt  jes!V

IN|
where P?(k,l,...,j) is the payoff of player i in the pure strategy profile (k,[,...,5) under
the actual game G°. Also, Sg denotes the set of pure strategies of player 4 in game G7.

It is interesting to note that, although each player’s strategic decisions are driven by the
information in her own game (G?), the received payoffs are totally dependent on the actual
game G, which may be different than G*. Another important point is that the payoff function
would be ill-defined without the assumption that the underlying misinformation game is
canonical (because then the strategy profiles of players would have different dimensions).

4.2.1 Equilibria for Misinformation normal-form games

We can now define two alternative notions of equilibria. The first is based on the idea that
the players will study their own game, and play one of their Nash strategies, without regards
to what other players know or play. Formally:

Definition 16 (Natural misinformed equilibrium). A misinformed strategy, mo;, of player i,
7s a misinformed equilibrium strategy, if and only if, it is in a Nash equilibrium strategqy profile
in game G*. A misinformed strategy profile mo is called a natural misinformed equilibrium if
it consists of misinformed equilibrium strategies.

In the following, we denote by NM E(mG) (or simply NME, when mG is obvious from
the context) the set of natural misinformed equilibria of mG.

The second type of equilibrium is closer to the idea of the Nash equilibrium in normal-form
games. It is based on the notion that the players will choose what is best according to their
own game, given the actual strategies of the other players (i.e., best response), although such
strategies may seem sub-optimal from the player’s perspective.

To define this, set h! the payoff function that player i expects to obtain in her game.
Formally, f? is defined as hf: % x -+ x Zle — IR, such that:

h%(mai,ma_i) = Z Z Pf(k,...,j)-mal,k-...-maw‘,j, (4.1)
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where Z; denotes the set of all possible mixed strategies of player j according to the game of
player i (G").

Now we are ready to define the second type of equilibrium as described in the previous
paragraph:

Definition 17 (Pseudo misinformed equilibrium). A misinformed strategy profile mo* =
(moi,..., mUF‘N‘) s a pseudo misinformed equilibrium, if and only if, for any v and for any

misinformed strateqy md;,
7 * * 7 A *
hi(mo},mo*;) > hi(mé;,mo*,;)

Computing misinformed equilibria is straightforward given the respective results in game
theory, as one needs to simply compute the equilibria of each G* and compose the equilibrium
strategies of player i in G* for all i. However, for pseudo misinformed equilibria, things are
not as obvious. The following notion will be helpful in this respect:

Definition 18. Consider the canonical misinformation game mG = (G°, G*, ..., G'N‘>, Then,
we call the merged game of mG the game G = (N, S, P), such that N is the set of players in
GV, S is the set of strategies in G and P = (P},..., P|‘]]\,V‘|) (where P! represents the payoffs

i
of player i in game G*).

Essentially, the merged game is created by the agglomeration of the different G?, such that
the payoffs of player i are taken from G*. We can easily note that the pseudo misinformed
equilibria of a misinformed game mG coincide with the Nash equilibria of its merged game.
This is immediate from the fact that the computation of a pseudo misinformed equilibrium in
Definition 17 depends only on the strategies of each player in her own game:

Proposition 1. Consider a canonical misinformation game mG and its merged game G.
Then a strategy profile is a pseudo misinformed equilibrium of mG, if and only if, it is a Nash
equilibrium of G.

An important corollary of Proposition 1 (and [Nash, 1951]) is that a pseudo misinformed
equilibrium always exists. The same is of course true for the natural misinformed equilibrium
(because each game G° has at least one Nash equilibrium, by [Nash, 1951]):

Proposition 2. Any canonical misinformation game has at least one natural misinformed
equilibrium, and at least one pseudo misinformed equilibrium.

Clearly, the misinformed equilibria and the pseudo misinformed equilibria of a misinfor-
mation game need not coincide. The following example shows this:

Example 4.1. Consider the canonical misinformation game mG = (G°, G, G?) with payoffs:

(R.CP) = ( (3, 33 (0’2) )
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(lecl) = ( (0’ O) (27 1) ) , (R2’02) — (RO’CO)'
(1,2) (0,0)

Note that G° (and G?) is the well-known Battle of the Sexes game, whereas G is the same
game whose payoff matriz has been rotated by 90°. The Nash equilibria of G* are ((1,0), (1,0)),
((0,1),(0,1)) and ((2/3, 1/3), (1/3, 2/3)), whereas the Nash equilibria of G* are ((1,0), (0,1)),
((0,1), (1,0)) and ((2/3,1/3), (1/3,2/3)). Thus the equilibrium strategies of row player in
G' are A ={(0,1), (1,0), (2/3,1/3)}, and the equilibrium strategies of column player in G*
are B = {(1,0), (0,1), (2/3,1/3)}. According to Definition 16 the misinformed equilibria
of mG are the elements of A x B. On the other hand, mG has one pseudo misinformed
equilibrium, namely ((2/3,1/3), (1/3,2/3)), as given by the merged game, whose payoff matriz
is (R',C?). O

It is also easy to see that the computation of natural/pseudo misinformed equilibria has
the same computational complexity as the computation of a Nash equilibrium in a normal-
form game. Indeed, the computation of a natural misinformed equilibrium amounts to the
computation of the Nash equilibrium of |N| different games (the games of the players, i.e.,
GY,...,GINI ), whereas the computation of the pseudo misinformed equilibrium is performed by
computing the Nash equilibrium of the merged game. Thus, using [Chen et al., 2009, Daskalakis
et al., 2009]:

Proposition 3. The computation of a misinformed equilbrium and of a pseudo misinformed

equilibrium of a misinformation game is PPA D-complete.

4.2.2 Price of Misinformation

Inspired by Definition 6, we define a metric to measure the effect of misinformation compared

to the social optimum, based on a social welfare function h.

Definition 19 (see [Varsos et al., 2021]). Given a misinformation game mG, the Price of
Misinformation (PoM) is defined as:

h(opt)

min,enme h(O')

PoM =

(4.2)
Using the definition of PoA [Koutsoupias and Papadimitriou, 1999] and (4.2) we derive
the following formula that links the two metrics:

PoM  min,cngh(0)
PoA  min,cyuyp h(0)

(4.3)

for NE the Nash equilibria of G° and mFE the misinformed equilibria of mG.
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Given an mG = (G°,G*, ..., G'N‘>, interesting results can be derived by comparing the
optimal Nash equilibrium of G° with the optimal natural misinformed equilibrium of mG
(or, equivalently, through equation 4.3, by comparing PoA of G° with PoM of mG). If
PoM < PoA, then misinformation has a beneficial effect on social welfare, as the players are
inclined (due to their misinformation) to choose socially better strategies. On the other hand,
if PoM > PoA, then misinformation leads to a worse outcome, from the perspective of social
welfare.

The following proposition essentially says that misinformation can steer the players to any
desired behaviour. In other words, regardless of the actual game G, we can use misinformation
to make the players behave as if they were playing any other game G, i.e., enforce any desired
behaviour:

Proposition 4. For any G = (N,S,P), G’ = (N, S, P'), we have:

1. There is a misinformation game mG = (G°, G', .. .,G'N‘> such that G° = G and the
set of natural misinformed equilibrium strategies of player i in mG are identical to the

Nash equilibrium strategies of i in G', Vi € N.

2. There is a misinformation game mG = (G°,G1, .. .,G'ND such that G° = G and the

set of pseudo misinformed equilibria of mG are identical to the Nash equilibria of G'.
Proof. To show both cases, take mG = (G, G, ..., G"). O

Proposition 4 shows the power of misinformation as a tool for mechanism design. Similarly,
we can show that we can use misinformation to enforce any given behaviour to the players of
a game, including the socially optimal one. The proof is easy, using Proposition 4, by showing
that there exists a normal-form game G’ whose only Nash equilibrium is the desired one:

Proposition 5. For any normal-form game G and strategy profile o:

1. There is a misinformation game mG = (G°, G, .. .,G'N‘> such that G° = G and the
only natural misinformed equilibrium of mG is o.

2. There is a misinformation game mG = (G°,G1, .. .,G'ND such that G° = G and the
only pseudo misinformed equilibrium of mG is o.

Corollary 1. For every normal-form game G there is a misinformation game mG =

(G°,G*,...,GINIY such that G° = G and PoM = 1.

The above results show that, given sufficient misinformation, anything is possible in terms
of improving (or deteriorating) the social welfare. An interesting follow-up question is to
explore the limitations of mechanism design using misinformation, if we impose restrictions

on the type or amount of misinformation possible.
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4.3 Misinformation in load balancing games
Introducing misinformation in LBGs follows similar patterns as in Section 4.2:

Definition 20. A misinformation LBG is a tuple mG = (G°,G",..., G, where all G7 are
LBGs and G° contains |k| tasks.

As before, GV is called the actual LBG, whereas G7 is the LBG that task j understands.
The notion of canonical misinformation games applies here as well:

Definition 21. A misinformation LBG mG = (G°,G',...,G*!Y is called canonical, if and
only if, for any j, G°,G? differ only with regards to the weights of the tasks and the speeds of
the machines.

All misinformation games can be transformed into canonical through the process of
inflation described in Subsection 4.2: we compare each G7 with G°, and, when tasks are
missing, we add tasks with 0 weight; when machines are missing, we add machines with a
speed small enough so that a task does not have any incentive to move to the new machines,
even if all tasks are assigned to the slowest machine. Therefore, in the following, we only
consider canonical misinformation LBGs.

Like in the standard case, a misinformed assignment mA is a mapping of tasks to machines
mA : k — m, where any task j chooses a machine according to its game GJ. Given a specific
misinformed assignment mA, the actual load of a machine i is 19 = > jcki=mA()) w?/s?,

whereas the perceived load of a machine i for task h is [} = 2 jeki=mA(j) w;‘/sfb. The actual
cost of task j for choosing machine i is c;-’o =1,

Similarly, the actual social cost of mA is cost(mA) = max;epm (19).

whereas the perceived cost is ¢/ = 1.

4.3.1 Equilibria in Misinformation load balancing games

As mentioned above, equilibria are achieved when tasks have no incentive to change their
assignments. As with normal-form games, this can be formalised in two ways: either the tasks
choose the Nash equilibrium assignments in their own game (without regards to what other
tasks do), or they choose to adapt their behaviour based on the other assignments. Formally:

Definition 22. A misinformed task assignment mA(j) of task j is a pure misinformed
equilibrium task assignment, if and only if it is a pure Nash equilibrium assignment for game
GI. A misinformed assignment mA is called a pure misinformed equilibrium assignment if

and only if it consists of pure misinformed equilibrium task assignments.

Definition 23. A misinformed assignment mA is a pure pseudo misinformed equilibrium

assignment, if and only if, ¥j € k Vi € m/ : c;.nA(j)’j < c;’j.

As each G7 is an LBG, the existence of a pure Nash equilibrium assignment in every
G7 is warranted by the results of [Nisan et al., 2007a, Rosenthal, 1973, Nash, 1951], thus a
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misinformed equilibrium assignment in misinformation LBGs always exists. Moreover, using

complexity results for standard LBGs [Nisan et al., 2007a], we can show the following:

Proposition 6. Consider a misinformation LBG mG with k tasks, such that each GI has
m identical machines. Then, the computational complexity of computing a misinformed

equilibrium assignment in mG is O(k?logk).

Proof. On identical machines we can transform any assignment A into a pure Nash equilibrium
in time O(klogk) [Nisan et al., 2007a]. To find a misinformed equilibrium, we repeat this
once for each G7 (j > 0), which requires O(k?log k) time. O

Unfortunately, unlike pure misinformed equilibria, a pure pseudo misinformed equilibrium
is not guaranteed to exist. This is a corollary of the following counter-example:

Example 4.2. Consider a misinformation LBG with 3 tasks and 2 identical machines with
misinformation only in the weights of the tasks. Also assume that task 1 knows the weights
w! = (w] = 1,w} =10,wi = 100), task 2 knows the weights w? = (w} = 100, w3 = 1,w3 =
10) and task 3 knows the weights w3 = (w} = 10, w3 = 100, w3 = 1). It is easy to see that
there is mo assignment such that Definition 23 holds, i.e., in any assignment, at least one of
the tasks has an incentive to change machine, according to its own game. Ol

As Example 4.2 shows, the existence of a pure pseudo misinformed equilibrium assignment
is not warranted. Thus, although a pure Nash equilibrium is guaranteed to exist in LBGs,
this is not the case for pure pseudo misinformed equilibria in misinformation LBGs, not even
if we assume identical machines and misinformation restricted to weights only. As another
corollary of this result, we get that the “merged LBG” (i.e., the counterpart of the merged
game — Definition 18) does not exist in the general case. An interesting relevant question
(reserved for future work) would be to discover the conditions that allow the existence of a
pure pseudo misinformed equilibrium assignment and/or the “merged LBG”.

Note that, since LBGs are special cases of normal-form games, one could transform a
misinformed LBG into a misinformed normal-form game, and compute the merged game
from there. The above counter-example shows that this process does not always result to a
(merged) game that has an LBG counterpart (because if it did, it would have a pure Nash
equilibrium, and thus the original misinformation LBG would have a pure pseudo misinformed
equilibrium).

4.3.2 Price of Misinformation in load balancing games

The Price of Misinformation (PoM) in misinformation LBGs is defined analogously to Definition

27, but note that here we talk about a minimisation game:

max e vy g cost(A)
cost(A*) ’

PoM = (4.4)



36 Chapter 4. Misinformation Games

(a) (b) () (d)

Figure 4.1: Load balancing game and misinformed load balancing game: (a) optimal
assignment, (b) worst Nash equilibrium allocation, (c-d) worst natural misin-
formed equilibrium allocation.

where cost(A) is the worst cost among the pure misinformed equilibria assignments and
cost(A*) is the cost of the optimal assignment in the actual game.
The following example is illustrative of the concepts presented in this section:

Example 4.3. Suppose that there are two identical machines with speed s = 1 and four tasks
with wy = we = 1 and wy = wyg = 2. The optimal assignment maps a task of weight 1 and a
task of weight 2 to each of the machines (A* = (1,2,1,2)).

It is obvious that the worst pure Nash equilibrium assignment is A = (1,1,2,2) with
cost(A) = 4, Figure 4.1-(b).

Now, consider the misinformation game mG in which tasks have different information
on the weights. Let w! = (wi = 6,wd = 1wl = 2,w} = 2) be the weights in G and
wl = (w{ =1, w% = 1,w§ = 1,wf,; =1) in G7, for j = {2,3,4}. The pure Nash equilibrium
assignments in each game G’ are A1 = (1,2,2,2) and Ay = (2,1,1,1), thus the pure
misinformed equilibrium assignments are all combinations aligned with i) task 1 is assigned to
a different machine than tasks {2,3,4} or ii) all tasks are assigned to the same machine. From
the above, the worst misinformed equilibrium assignment is derived to be mA = (1,1,1,1) (or
mA = (2,2,2,2)) with cost(mA) = 6.

On the other hand, the pure pseudo misinformed equilibrium assignments are those in
which task 1 is assigned to a different machine than tasks {2,3,4}, Figure 4.1-(c-d). It is
interesting that in this example PoA = 4/3 and PoM = 2 implying that misinformation
worsens the behaviour of the game. [l

Misinformation, as a tool for mechanism design, is equally strong and flexible for LBGs as

for normal-form games. In particular, propositions analogous to Propositions 4, 5 hold:
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Proposition 7. For any G = (k,m,s,w), G' = (k,m, s, w'), we have:

1. There is a misinformation LBG mG = (G°,G*,...,GNIY such that G° = G and the set
of pure misinformed equilibrium assignments of player i in mG are identical to the pure
Nash equilibrium assignments of i in G', i € N.

2. There is a misinformation LBG mG = (G°,G1, ..., G'N‘> such that G° = G and the set
of pure pseudo misinformed equilibrium assignments of mG are identical to the pure
Nash equilibrium assignments of G'.

Proof. To show both cases, take mG = (G, G, ..., G"). O

Proposition 8. For any LBG G and assignment A:
1. There is a misinformation LBG mG = (G°,G",...,GNY such that G° = G and the

only pure misinformed equilibrium assignment of mG is A.

2. There is a misinformation LBG mG = (G°,G',...,GN) such that G° = G and the

only pure pseudo misinformed equilibrium assignment of mG is A.

Proof. For each task j, such that A(j) = i, we create a game G with sufficiently high speed for
i and sufficiently low speed for all machines i’ # i. We now create mG = (G, G*, ..., G|k|>. O

Corollary 2. For every LBG G there is a misinformation LBG mG = (G°,G',. .., GIF
such that G° = G and PoM = 1.

Due to the special form of LBGs, we can prove various bounds regarding their cost and
PoM, based on the task weights and machine speeds. Propositions 9, 10, 11 show some such

results:

Proposition 9. Consider a canonical misinformation LBG mG = (GY, G*,. .. ,G‘k‘), such
that G° = (k,m,s,w) and s; > 0 for all i. Then, for any assignment mA, cost(mA) <

Z?:l w;/ min; s;.

Proof. The worst possible assignment mA* (from the social cost perspective) is to assign
all tasks to the slowest machine, with cost(mA*) = Z?:l w;/ min; s;. Misinformation can

achieve this effect, so the result follows. O

Proposition 10. Consider a misinformation LBG mG = (G°,G*, ..., G‘k‘>, such that G°
has m identical machines and finite task weights. Then, the Price of Misinformation is
PoM <m.

Proof. We know that the cost of an optimal assignment cost(A*) cannot be smaller than
the average load over all machines (i.e., (Zje[k;] wj)/m). Also, the worst scenario is that all
tasks are assigned into one machine, with cost (Zje[k] wj). Then, using Equation 4.4, we
conclude. O
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Next, we consider the case of uniformly related machines. We can show the following:

Proposition 11. Consider a misinformation LBG mG = (G°,G',...,G*), such that
GY = (k,m, s,w) with m uniformly related machines and finite task weights. Then, the Price

of Misinformation is

1
PoMgk-SO(Ogm ) (4.5)
S loglogm

where s is the slowest speed and S is the fastest speed.

Proof. Since there is the case that all tasks be assigned to the slowest machine we have that
cost(mA) <Yk w;/s < k-M/s, where M is the largest weight.

Also, we have that

Pol — Pod. MaXacma Cost(A)

maxpe vy Cost(B)

with A be the worst misinformed equilibrium assignment and B the worst Nash equilibrium
assignment. Furthermore, we have that maxpeyy Cost(B) > M /S. Finally, by Chapter 20

of [Nisan et al., 2007a] we have that PoA < O (log’irg”m). O

4.4 Misinformation in non-atomic congestion games

In this Section, we use an analogous approach as in Section 4.3 to define misinformation
games for the case of non-atomic congestion games, where each player has a subjective view
about the game he plays, which may be different from the others. Formally:

Definition 24 (Misinformation game [Varsos et al., 2022]). A misinformation non-atomic
congestion game mI' with 0 splitting is an (N + 1)-tuple mI' = (T°, T, ... ,FN>, where N is
the number of different views of the game that different players may assume, IT® = (G, 1, s,t,7)
is the actual game, TV = (G, 17, s,t,17) are the different subjective game specifications assumed
by the players, of which each player assumes only one, and 6 = (6,...,0N), where 0 is the
portion of players that experience view I'.

Here, we assume that the total mass of flow across all T/ (for j > 0) is equal to the
respective mass in I'?, 7 = r. Further, it must hold that Zie[N] 0 = 1.

Thus, the players have the correct view of the graph and the flow at hand, although they
may assume different cost functions. In this case we call the misinformation single commodity
non-atomic congestion games as canonical. This is analogous to the concept of canonical
misinformation games, as defined in Definition 13.

Definition 25 (Misinformed equilibrium strategy). A misinformed strategy is a flow for
portion 09, that 87 with with subjective view IV follows in a pure Nash equilibrium strategy of

its game view I'7.
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Definition 26 (Natural Misinformed equilibrium). A natural misinformed equilibrium (NME)
is a flow f such that each portion 67 plays a misinformed equilibrium strategy according to its
game-specific view j.

Since any non-atomic congestion game has at least one Nash equilibrium, it is easy to see
that any misinformation game of a non-atomic congestion game as defined above has at least
one natural misinformed equilibrium.

Having at hand the formal definition of the natural misinformed equilibrium, we measure
the deterioration/leverage in efficiency of a non-atomic congestion game due to misinformation.
For that, we adapt Definition 27 and the concept of Price of Misinformation (PoM) in the

case of non-atomic congestion games becomes:

Definition 27 (Price of Misinformation). Given a misinformation congestion game, the Price
of Misinformation (PoM) is defined as

fNMI;}lgj}\%ME SC(fNME)

POM = )
SC(fopt)

(4.6)

where fopt is the flow that minimizes the Social Cost in the actual game T° and the nominator
is the worst (mazimum) value of the Social Cost of the set NME as computed with regards to
the actual game.

We can show the following;:

Proposition 12. For every misinformation non-atomic congestion game, we have that:
1< PoM < (7" - max C’,,(r)) /opt (4.7)
pe

Proof. In the worst case, all flow will be routed through the most costly routes, which leads

to a Social Cost of r - max Cp(r). Thus, PoM < (r - max C’p(r)> /opt. Moreover, PoM > 1
pe pe

by definition. O

Note that when I'® = I for any j, then PoM coincides with the PoA. Using the definition
of PoA and (4.6), we can derive the following formula that links the two metrics in the general

case:

max SC
fNMEENME (fNME)

aXESC(fNE) ’

m
fNEEN

PoM = PoA- (4.8)

where NE is the set of all Nash equilibria of the actual game I'°.
Interesting results can be derived by comparing the worst Nash equilibrium of I'? (or
PoA of T%) with the worst natural misinformed equilibrium of mI' (or PoM of mI'). If
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hh(z) i ()
r1 1
lo(z) I3(x)
r2 T2
(a) Actual game. (b) Misinformed view of the game.

Figure 4.2: Non-atomic congestion game with 2 parallel links.

PoM < PoA, then misinformation has a beneficial effect on social welfare, as players are
inclined (due to their misinformation) to choose socially better strategies. On the other hand,
if PoM > PoA, then misinformation leads to a worse outcome from the perspective of social
welfare.

A metric similar to PoM was introduced in [Meir and Parkes, 2015b], called the Biased
Price of Anarchy, which measures the ratio of the equilibrium under biases in knowledge
compared to the optimal outcome. In this concept, all players play a game with modified
costs and, thus, (possibly) different than the actual costs. In our concept, all players play a
game according to the misinformation that they assume that is the same for anyone resulting
to different outcomes, so in general the two concepts PoM and Biased Price of Anarchy are
not equal.

Next, we provide an illustrative example of the above concepts.

Example 4.4. We consider the non-atomic congestion game as depicted in Figure 4.2a
(known as Pigou network [Pigou, 1920]), with latency functions l1(z) = ex + 1, lo(x) = z + ¢,
r=1and x € [0,1]. It is clear that selfish players in a pure Nash equilibrium will choose all
to route through ro, resulting to a Social Cost equal to 1 + ¢ =~ 1, as we take arbitrarily small
g > 0. On the other hand, the social optimum can be achieved by allocating the flow as follows:
~ 1/2 through route ri and = 1/2 through route ro. Thus, the optimal cost is SC(fopt) = 3/4,
and the Price of Anarchy is PoA =~ 4/3.

Now, consider the actual game I'° as depicted in Figure 4.2a and the game T'' as depicted in
Figure 4.2b. Also, assume the misinformation game mI' = (IO, ', T?) with 0 splitting, where
I’ = (G, 1,s,t,r), T' = (G, 1!, s,t,7'), and T? = (G,I?,5,t,7%), and 6 = (6*,60%). Further,
0" = 2/3 of the players have the view T'', and the rest the view I'?.

In this example, I? =10 =1, I}(z) = ex + 1, and I}(z) = x + 1. InT* the equilibrium is
to choose the route r1, while in T? the equilibrium is to route through ro. Thus, the natural
masinformed equilibrium is that = 2/3 of the players choose r1 and the remaining ~ 1/3 choose
1o, leading to SCnye(fnmE) = 7/9 in the mI'. So, the Price of Misinformation for this game
is PoM =~ 28/271 < PoA. Thus, the players improve their behaviour, despite the selfishness

and the misinformation.



Chapter 5
Epistemic Adaptive Evolution

5.1 Introduction

In the last chapter we introduce the concept of misinformation games; without considering
the reaction of the players upon their realization that the received payoffs are different than
expected. In other words, our model until now addresses only one-shot games. To cope with
this limitation, it is important to consider the reaction of players as they observe unexpected
outcomes or (seemingly) irrational decisions made by other players.

To address these issues, initially, we develop an iterative methodology, called the Adaptation
Procedure , which models the evolution of the strategic behaviour of rational players in a
misinformation game, as they obtain new information and update their (erroneous) game
specifications. We consider the following setting: time is discrete and players take an action
in each period. They update their game specifications according to the payoff they receive.
This new information may lead them to a different strategic choice in the next period, so
the procedure is iterative and stabilizes when the players do not deviate from their current
choices, based on what they know so far. Note that this does not necessarily mean that all
players have the correct game specification, i.e., the procedure may stabilize before the players
get the chance to update their entire payoff matrix.

Nevertheless, the reactive nature of the players does not mean that they make their
decisions in a mechanistic manner only. The most effort for a decision to be made requires a
thorough understanding and reasoning regarding the players and their perspective about the
interaction. This depends on the information that the player possesses and the information
that he/she gains from the opponents, e.g. observing the decisions they made. In the
scope of misinformation games, the players have (possible) incorrect subjective information.
Hence, each observation (possible) contradicts their beliefs about the undergoing interaction.
Inevitably, we need to enrich Adaptation Procedure so that to capture revisions in the beliefs
of the players.

For that we establish the subjective epistemic views of the interaction that each player has,
and we call it epistemic misinformation games. Afterwards we develop an iterative procedure

that captures the changes in the epistemic views of the players due to the new information

41
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or unexpected choices, we call this procedure Epistemic Adaptive Fvolution, and marginally
coincides with Adaptation Procedure.

5.2 The Adaptation Procedure

We first provide an informal description of the adaptation process and the related assumptions.

5.2.1 Informal Description

The adaptation begins with a finite misinformation game, say mG(©), where each player has
his/her own subjective view of the interaction which may differ from the actual one. As
explained in Chapter 4, this will cause each player to employ one of the equilibrium strategies
in his/her own game, leading to the emergence of a natural misinformed equilibrium. The
payoff received from the players’ combined strategic choices will be provided by the actual
game, and this may be different from what each player knows in his/her subjective game.
Note that we assume that the payoffs received by each player for their strategic choices are
publicly announced, thus are common knowledge. As a result, players will update their payoff
matrices by replacing the erroneous payoffs with the correct ones just received, leading to a
new misinformation game.

It should be noted that the above process is not, in general linear. When the misinformation
game has more than one natural misinformed equilibria, and/or when there exist mixed
strategic choices in them, each of these choices will be considered in a separate branch of the
process. As a result, mG© will in fact spawn several new misinformation games, one for each
element of the support of the natural misinformed equilibria.

The process continues recursively for each branch, creating new misinformation games.
When no new misinformation games are spawned (i.e., all misinformation games spawned will
already be in the tree), the Adaptation Procedure terminates.

Observe that the Adaptation Procedure produces new games (and thus new nmes) in each
time step. The nmes of the games appearing in the leaves of the recursive tree at the time
when the Adaptation Procedure terminates, determine a new equilibrium concept. Specifically,
a strategy profile that is an nme of one of the leaves is a stable misinformed equilibrium, if the
players choosing it have no incentive to deviate from it, even in the presence of the updated
payoff information.

5.2.2 Formal Definition

Consider a multidimensional matrix A, and a vector ¥ € Pos of matrix A. We denote by Az
the element of A in position v. For example, A, 5) is the top right element of a 2 X 2 matrix
A. We define the operation of replacement of element Az with b as follows.
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Definition 28. Consider set ', matriz A € F™>X"2X--X"m yector ¥ indicating a position in
A and some b € F. We denote by A @zb the matrix B € F™>"2XX"m sych that By =
and Bz = Ag for all 4 # v.

As explained above, the Adaptation Procedure is based on the replacement of an element
in the subjective payoff matrices of players, with the respective element in the actual payoff

matrix. This is formalised below:

Definition 29. Consider a canonical misinformation game mG = (G°, G*, ..., G'N‘>, where
G' = (N,S,P%) (for 0 <i <|N|), and some vector i. We define the G-update of mG, denoted
by mGy, to be the misinformation game (GY, GY, .. .,G‘N|/>, where G = (N,S, Pt oy Pg>,
for1 <i<|N|.

Definition 29 tells us how to perform the update process that the Adaptation Procedure

requires.

It is easy to show that the following hold:
° (mGﬁl)ﬁl = mGy,
° (mGﬁl)ﬂz = (mGﬁ2)U1

Abusing notation, for a set of positions X = {u,..., 4}, we denote by mGx the game
mGx = (...(mGg)a, - - )a,- Given the properties above, the notation mGx is well-defined.

The position where the update takes place (denoted by ¢ in Definition 29) is determined
by the strategic choices of the players, and can be “extracted” using the following definition:

Definition 30. Consider a strategy profile 0 = (o1,...,0n) with o; € R¥| and S; =
{si1,..., 545} The characteristic strategy set of vectors of o is x(0) = x(supp(o1)) X -+ X
x(supp(on)), with x(supp(cj)) = {ils;i € supp(cj)}.

This definition can be clarified with the following example:

Example 5.1. Assume a 4 x 3 bimatriz game. Then, the characteristic strategy set of vectors
of o = ((1/2,0,1/3,1/6),(0,0,1)) is x(o) = {(1,3),(3,3), (4,3)}. 0

As explained above, the Adaptation Procedure occurs in discrete time steps t € INg =
N U{0}. It starts from ¢ = 0 where player i has the view G*(©), Vi € [|N|], and in each
time step ¢ we implement the update operation described in Definition 29 for the vector(s)
that correspond to the strategic choices of the players. The following example illustrates this

procedure using the above notions, and is also visualised in Figure 5.2:

Example 5.2 (Running Example). Consider the canonical misinformation game mG®) =

(GY,GY 0 G2M)Y | where G = ({1,2}, S = {s1, 52}, PP, with i € {1,2} and

_ 1, _ (272) (073) 2, _ (171) (370)
Po= P = < (3,0) (1,1) ) PO = < 0,3) (2,2) )
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Int =0, player 1 has equilibrium strategy so in Gl’(o), while player 2 has equilibrium strat-
egy s1 in G*(O). Thus the nme corresponds to (sa,s1) and has strategy profile ((0,1),(1,0)).
Using the characteristic strategy vector we take x((0,1),(1,0)) = {(2,1)}.

The update operator gives mG) = (G°, GH(), G2’(1)> with the following payoff matrices
(note how the bottom-left payoff has been updated):

1,(1) (2’2) (073) 2.(1) (1’1) (37())
pH = ( (3,0) (1,1) ) P = ( (3,0) (2,2))

The procedure shown in Example 5.2 is formalised as follows, taking into account the fact

that the process may branch when y(o) is not a singleton set:

Definition 31. For a set M of misinformation games, we set:
AD(M) = {mGz | mG € M,i € x(0),0c € NME(mG)}

Thus, we define as Adaptation Procedure the iterative process that

{ (M) =
U (M ) " (AD (M)
for t € Np.

The functionality of the Adaptation Procedure between two consecutive time steps ¢ and
t+ 1, as provided by Definition 31, is depicted in Figure 5.4.

Note that the Adaptation Procedure is defined over a union of a set of misinformation
games. Although our intent is basically to apply it over a single misinformation game, the
branching process, along with the recursive nature of the definition, forces us to consider the
more general case right from the start. Note also that we Will often abuse notation and write
AD (mG) (or AD! (m@)) instead of AD ({mG?}) (or AD®) ({mG})).

The following example shows how the Adaptation Procedure of Example 5.2 continues in
its second step. Interestingly, mGW includes a hybrid natural misinformed equilibrium, thus
illustrating the branching process mentioned above.

Example 5.2 (continued). In t = 1, player 1 has equilibrium strategy ss in Gl’(l), while
player 2 has a mized equilibrium strategy (randomizes between si and s3) in G>W). The
corresponding nme has strategy profile ((0,1),(1/3,2/3)). Using the characteristic strategy
vector we take x(nme) = {(2,1),(2,2)}. Notice that, as one player randomized, x(nme)
has more than one elements, and the Adaptation Procedure branches, resulting to two new

misinformation games, say mG29)  mG2),
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G2 () _> 1.Compute
e supports

: : of all

nmes

[
|
|
|
1
1
|
I
)
(
l
I
|
I
|
|
|
|
|

mG#L(t+1)

Figure 5.1: Schematic representation of the functionality of Adaptation Procedure from
time step ¢ to time step ¢ + 1, that is AD'™! (mQ).

Let us first consider the element (2,1) of x(nme) (which leads to mG3®)). We note that
the payoff matrices of mGY) are already updated with the correct value with respect to the
bottom-left element, therefore mG(24) = mGM).

Similarly, for the element (2,2) of x(nme), we update the bottom-right element of pLA)
and P2 5o mGW leads to mG2) = (GY, GL(2b), G2 (2)Y with payoff matrices:

pLEb) _ (2,2) (0,3) pLEb) _ (1,1) (3,0)
(3,0) (1,1) )" (3,0) (1,1)
From the above, we conclude that AD? ({mG©)}) = {mGM), mG#)}. [

5.2.3 Stabilisation of the Adaptation Procedure

The following definition determines when the procedure is assumed to have “terminated”; this
corresponds to the time point where any further iterations do not provide new information to
the players:

Definition 32. We say that the Adaptation Procedure stops at step t, if and only if t is the
smallest integer for which

ADV (M) = ADY (M)

fort € Ng. We call this t the length of the Adaptation Procedure and we denote it as
Lap (M).

In other words, the Adaptation Procedure ends at the first time step in which all of the
spawned misinformation games already appear in the recursive tree (though not necessarily
in the same branch). As we will show later (Proposition 16), all finite misinformation games
terminate, so the notion of termination is well-defined (at least for finite games).
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To simplify presentation in the following, we will denote by AD* (M) the set of all
misinformation games created by M through successive applications of the AD (-) function,
ie., AD* (M) = U2, ADY (M). Moreover, we will denote by AD> (M) the misinformation
games that AD (-) produces after its termination point, i.ec., AD® (M) = AD® (M) for
t=Lap (M).

Definition 33. Consider a misinformation game mG. Then, o is a stable misinformed
equilibrium (or sme for short) of mG, iff there exists some mG € AD>®({mG}) such that
o € NME(mG) and, for all ¥ € x(o), mGy = mG.

We denote by SM E(mG) the smes of mG.

Example 5.2 (continued). Fort = 2, let us first consider mG29) - As mentioned, mG2%)

mGW so, for reasons analysed in Ezample 5.2, it branches into mGB%) = mG1), mGBY =
mG )

As regards mG) | we note that the nme of mG®) is o = ((0,1), (1/2,1/2)), for which
x(0) ={(2,1),(2,2)}. Observe that both positions in x(c) (namely, (2 1), (2,2)) are known
to the players, i.e., it holds that Pf (26) P2, fori e {1,2}, ¥ (2,1),(2,2)}. Thus,
mG(3c) _ mG(2b)

Combining the above, we observe that AD®) ({mG(0}) = {mGM), mG#)} = ADP) ({mG)}),
so the Adaptation Procedure termmates at step 2, i.e., SAD({mG )}) = 2.

Now let us identify the smes of mG(©). As explained above, and in Example 5.2 NME(mG(l)) =
{((0,1), (1/3,2/3))}, NME(mG®) = {((0,1), (1/2,1/2))}. As regards o1 = ((0,1), (1/3,2/3)),
we note that it is not an sme, because there exists a position (2,2) € x(o1), for which
mG&g) = mG®). On the other hand, o2 = ((0,1),(1/2,1/2)) is an sme, because, as men-

tioned above, Pé.’(%) = P2, fori € {1,2}, v € {(2,1),(2,2)}, so mGé%) = mG®) for
e l(21),22)} .

5.3 Adaptation Procedure: Visualisations

5.3.1 Adaptation Procedure Graph (AP-Graph)

The Adaptation Procedure can be visualized in various ways. The most natural one, which is
described in this subsection, visualises the Adaptation Procedure as a graph, where nodes are
misinformation games, and arrows represent “transitions”, i.e., how each misinformation game
was produced by another through the AD (-) function. Figure 5.2 visualizes the AP-Graph of
the Adaptation Procedure of our running example above.

More formally, the AP-Graph of a misinformation game mG is defined as follows:

Definition 34 (AP-Graph). Consider a misinformation game mG. The Adaptation Proce-
dure Graph (AP-Graph for short) of mG is the graph G(mG) = (V, E), where:
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(2,1) (2,2)

o > >

mc(0) maD) me(20)
¢ mcc(Za)} mg(Sc)}
ADO) ({maG}) AD2) ({mG})
ADM) (fmay)

Figure 5.2: AP-Graph of Adaptation Procedure for misinformation game in Exam-
ple 5.2, with {mGW, mG2*} € ADW ({mG}) and {mG@) mGBI} ¢
AD® ({mG}).

. V= AD* ({mG})
o = {(mGl,mGQ) | mG1 S V,mGQ eV and mGg € AD ({mGl})}

As is obvious by the definition, in the AP-Graph, the nodes are the misinformation games,
and two nodes are connected with a directed link if and only if the target node was “produced”,
through AD (-), by the source node.

5.3.2 Adaptation Procedure Induced Graph (API-Graph)

The second representation formalism to be considered is again a graph, whose nodes are the
different positions in the payoff matrix of the original game, whereas edges show how the
players transition from one position to another during the Adaptation Procedure.

To describe the API-Graph formally, we will need a set enumerating all possible positions
in the payoff matrices of a misinformation game. This set is denoted by Sx(mG). Formally,
consider a misinformation game mG = (G°,G",...,GVY such that G° = (N,S,P), S =
S1 % --- x S|y}, and suppose that |S;| = n;. We denote by Sy(mG) the set Sy(mG) =
[n1] X - - - x [n)(]. Observe that the elements of Sy (mG) are |N|-tuples of numbers, indicating
one position in the payoff matrix of G*.

The API-Graph is formally defined as follows:

Definition 35 (API-Graph). Consider a misinformation game mG. The Adaptation Proce-
dure Induced Graph (or API-Graph for short) of mG is the graph G.(mG) = (Vi, E.) such
that:

o Vi=54(mG)

e B, ={(@,V) € Vi x Vi | there exists mG' € AD* ({mG?}) and o1 € NME(mG"), such
that i@ € x(01) and ¥ € x(02) for some 0o € NME(mGL)}
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Figure 5.3: API graph in mG’s games for Example 5.2.

As is clear by the definition, to connect two positions , ¢ through an edge in the API-
Graph, it should be the case that, when updating the position @ at some step of the Adaptation
Procedure, the misinformation game produced has an nme whose relevant positions (through
the y function) include . In other words, it links together potential player behaviours: if @
becomes a possible player behaviour at some step, and @ points to ¥ in the API-Graph, then
the next step will include ¥ as a possible player behaviour.

Figure 5.3 shows the API-Graph the produced by the Adaptation Procedure in Example 5.2.

5.4 Adaptation Procedure: Properties
5.4.1 General Properties

We will start by providing two useful properties of the Adaptation Procedure:
Proposition 13. Consider the AD (M), then

AD (M)= |J AD ({mG})
mGeM

Proof. By definition:

AD (M) ={mGz | mG € M,u € x(c),0 is a nme of mG}

= U {mGgz | U € x(0),0 is a nme of mG}
mGeM

= U AD({mG})

mGeM

O

Proposition 14. Consider the a finite misinformation game mG such that {mG,mG'} =
AD ({mG}), with mG # mG'. Then,

AD ({mG}) C AD (AD ({mG}))
Proof. Observe that, by Proposition 13,

AD (AD ({mG})) = AD ({mG,mG"}) = AD ({mG}) UAD ({mG'}) 2 AD ({mG}).
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5.4.2 Termination, and existence of smes

In this Subsection we show that the adaptation procedure will always terminate when mG is
finite itself. Firstly, we focus our attention on a single branch of the Adaptation Procedure.

Let us fix some (arbitrary) selection function ¢ : 29 \ ) — Sy , such that p(X) € X for
all X € 25# \ 0. A selection function essentially picks a position out of a set of positions, and
can be used to determine a branch in the Adaptation Procedure, as the following definition

shows:

Definition 36 (Branch). Consider a misinformation game mG and some selection function
¢. We define the branch determined by the selection function ¢ as the sequence (H')i>o
where:

H =,
H'(mG) = H™Y(mG) Uy ({X(a) |o e NME(mGth(mG))}) , fort>0

Using the notion of the branch, we can show the following, which essentially shows that
the notion of the branch, as defined in Definition 36 indeed corresponds to a branch in the

adaptation process:

Proposition 15. Consider a finite mz’sinformation game mG. Then, for any branch (H');>o,
and any t > 0, there exists some mG' € ADY ({mG}) such that mG’' = MG gt (m@) -

Proof. Take some branch (H');>q. For t = 0, H* = § and mGpo = mG € AD®) ({mG}), s
the result holds.

Assume that the result holds for t = k. For t = k + 1, we take an mG e ADHHD ({mGY).
Thus, mG = me, for some position b € H’““(mG) and mG € AD™ ({nG}). From the
inductive step, mG = MG pk (me)» thus mG = (MG gk (mi))o = MG pest () O

Theorem 1. Consider a finite misinformation game mG. Then, for all mG' € AD® ({mG?})
it holds that, either mG' € AD =Y ({mG}), or there exists a branch (H'(mG))eo such that
mG' = mGyi(me) and |H(mG)'| = t.

Proof. For t = 0, obviously mG € AD® ({mG}), so the result holds. Assume that the
result holds for t = k. For t = k4 1, by definition, mG’ = AD ({mG"}) for some mG" €

B ({mG}). If mG' = mG" the result holds trivially, so let us assume that mG’ # mG”.
Note that the inductive hypothesis holds for mG”, so there are the following two cases with

regards to mG"":

1. If mG” € AD* =Y ({mG}), then obviously mG’ € AD®) ({mG}), so the result holds.
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2. If there exists a branch (H*(mG))¢>0 such that mG” = MG gk () and |H*(mG)| = k,
then we note that mG’ = mG?% for some position v, i.e., mG' = (mng(mg))g. If
v € H*(m@G), then mG’ = mG", a contradiction by our hypothesis. So H*(mG) U {7}
contains k + 1 elements. Moreover, there exists some branch (H!(mG));>o such that
H*'(mG) = A*(mG) U {¥}. This concludes the proof.

O]

We continue by showing that the Adaptation Procedure will always terminate when mG

is finite itself:

Proposition 16. Consider a finite misinformation game mG. Then £ap (mG) is finite and

AD>® ({mG}) is finite.

Proof. Observe that as mG is finite, the different positions are finite, so H? is finite. Thus,
from Theorem 1, the Adaptation Procedure terminates. O

Unfortunately, a similar result cannot be shown for infinite games. The following counter-

example proves this fact:

Example 5.3. Consider G° = (N, S, P°) such that N = {r,c}, S, = {1,2,...}, S. = {1,2},
S =S, x Se, and the payoff for a position (x,y) € S, x S is computed as follows:

1
0 —
Ploy) = (xy)

As a result of this definition, the only (pure) nash equilibrium for GO is in position (1,2),
where the payoff is (1,2).

Now consider the misinformation game mG = (G°, G",G¢), where G = (N, S, P") such
that P(T:r,y) = (% +1,y), and G¢ = G°. By the definition of mG we note that player ¢ knows
the correct payoffs and will always play strategy 2. On the other hand, player r knows the
correct payoffs as far as player c is concerned, but his own payoffs are distorted, and he belicves
that their actual value is 1 point more than they really are. The key observation here is that,
for player r, any of his subjective payoffs is better than any of the actual ones. Therefore,
when he learns any position, this position becomes highly unattractive and cannot be selected
again.

More formally, we note that NME(mG) = {oo}, where x(o9) = {(1,2)}. Thus,
ADW ({mG}) = {mGW}, where mG") = mG (1 9y. It is easy to see that NME(mGW) =
{o1}, where x(o1) = {2,2}. Continuing this process, we observe that ADW ({mG}) =
{mGW}, where mG" is such that the positions (1,2),(2,2), ..., (i,2) have been learnt. But
the only (pure) nme of mG®) corresponds to the position (t+1,2). As a result, the Adap-
tation Procedure will continuously lead to the learning of new positions (and, thus, to new

misinformation games), which shows that the Adaptation Procedure will not terminate.
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Due to this negative result, all subsequent analysis focuses on finite misinformation games.
We will now show that all finite misinformation games have an sme. To start with, we
show the following result, which describes a condition sufficient for the existence of an sme:

Lemma 2. If mG' € AD* ({mG}) and AD ({mG'}) = {mG'} then NME(mG') C SME(mQ).

Proof. Suppose that mG’ € AD (to) ({m@G}) for some ty > 0. Since mG' € AD ({mG'}),
it follows that mG’ € AD® ({mG}) for all t > to, thus, mG' € AD™ ({mG}). Since
AD ({mG'}) = {mG'}, it is clear that for all c € NM E(mG’) and for all ¥ € x(0o), it holds
that mG%; = mG’. Now the result is direct from Definition 33. O

Lemma 3. Take some finite mGy,...,mG, such that mGi+1 € AD ({mG;}), for i =
1,...,n—1 and mG, € AD ({mG,}). Then, mG; = mG; for alli,j.

Proof. Observe that mG; € AD (AD (... AD ({mG;}))) = AD™ ({mG;}) Vi € [n]. Sup-
pose, for the sake of contradiction, that mG; # mG; for some i j , and assume, without
loss of generality, that ¢ < j. Then, it holds that mG; € ADU—) ({mG;}), i.e., mG; has
resulted from mG; by updating some (at least 1 and at most j — i) elements of the respective
payoff matrices of mG;. But then, we also have that mG; € AD ) ({m@G;}) (by the
periodic pattern above), so again, mG; has resulted from mG; by updating some (at least
1 and at most n — j 4 i) elements of the respective payoff matrices of mG;. But this is an
absurdity, because replacements are cumulative and cannot be “undone” by subsequent ones
(see Definitions 29 and 31). O

Proposition 17. If mG is finite, then SME(mG) # 0.

Proof. Set S = AD> ({mG}). For any given mG1, mGy € S, we define the relation +, such
that mG1 — mGs if and only if mG; # mGe and mGe € AD ({mG1}). Now let us suppose,
for the sake of contradiction, that mG has no sme. By Lemma 2, it follows that for any
mG' € S there exists some mG” € S such that mG’ — mG” (otherwise SME(mG) # () by
Lemma 2, which contradicts our hypothesis). Since S is finite (see Proposition 16), there
must exist a sequence of mGy,...,mG, € S, such that mG; — mG,;1; (fori=1,...,n—1)
and mG, — mGy. Which is an absurdity by the definition of — and Lemma 4. O

5.4.3 Estimating the length of the Adaptation Procedure

The only input to the Adaptation Procedure is the original misinformation game, say mG.
Therefore, the entire Adaptation Procedure, as well as the determination of the related
quantities (e.g., SME(mG), £4p (mG) etc.) are essentially determined by mG. However, in
order to compute these, we need to perform the entire recursive process.

An interesting research question is what can be said about the Adaptation Procedure

by just looking at mG, i.e., without necessarily “running” the Adaptation Procedure. In
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this subsection, we derive upper bounds for £4p (mG) in an “a priori” manner, i.e., by just
looking at mG, and without computing the nmes of mG.
To do this, we start by defining the neighborhood of a position v:

Definition 37. Consider a pair of positions ¥, i. We say that ¥, 4 are neighbours if and
only if they differ exactly in one element. We define the neighbourhood of U as the set
N (0) = {d | U,d are neighbours}. Further, we define the k-neighbor of U to be the set of
vectors that differ from @ in the k™ position only, denoted by My, (o).

Example 5.2 (continued). Consider the game GY(©) and the strategy profile o = ((0,1), (1,0)),
then the neighborhood of o is M (o) = {((1,0),(1,0)),((0,1),(0,1))}. Also, My (o) =
{((071)7(071))} and Ny (U) = {((170)7(071))}' L

Our estimate is based on the following idea: consider a pair of neighbouring positions v, &
in a misinformation game mG, and some player z. If the payoff for z that corresponds to v is
better than the one corresponding to i, then the pure strategy profile corresponding to i
is not an nme. If, additionally, the payoff corresponding to ¥ remains better, even after the
players learn the actual payoffs associated with ¢, then # can never be part of an nme, or
learnt by the players. It is thus called an impossible position, and will never be visited during
the Adaptation Procedure. Formally:

Definition 38. Consider a finite misinformation game mG = (GY, G*, ..., GN>, such that
the payoff matriz of G* is P*. Consider also a position U. U is called an impossible position
for mG iff there exists some i € [N] and some @ € N; (V) such that:

Pi < P and P. < P2

A position will be called possible iff it is not impossible.

Using the concept of impossible positions, we can set an upper bound for £ 4p (mG) using
the simple idea that, in the worst case scenario, each branch of the Adaptation Procedure
will visit, at most, the possible positions.

Proposition 18. Consider the misinformation game mG, some t > 0, and some mG®) such
that mG® € ADWY ({mG}). Then, there exists some mGt—1) € ADV ({mG}) and some
possible position ¥ such that mGEY = ;mG®,

v
Proof. By the definition of the Adaptation Procedure, indeed there exists some mGt—1 ¢
ADY) ({mG?}) and some position ¥ such that mGgfl) = mG®. Tt remains to show that o
is possible.
Suppose, for the sake of contradiction, that ¥ is impossible. By the construction of v,
it holds that 7 € x(o) for some 0 € NME(mG®1). Thus, the respective position will
be the best response against o_;, for all players i, which means that it is preferred over
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other positions. However, since ¥ is impossible, there exists some 4 € NBGiv such that
Pé’(tfl) < Pé’(tfl) and Pé’(tfl) < PS’(FI). Thus, if the payoffs related to @ have not been
updated in any of the previous steps in the Adaptation Procedure, then ¢’ cannot be preferred,
so o cannot be an nme of mG*=1) due to the first relation above; similarly, if the payoffs
related to 4 have been updated in some previous step in the Adaptation Procedure, then ¢
cannot be preferred, so o cannot be an nme of mG®~Y due to the second relation above.

Consequently, we reach a contradiction, which shows the result. O

Proposition 19. For any misinformation game mG, £4p (mG) < K, where K is the number

of possible positions in mG.

Proof. Given the fact that the same position cannot be “learnt twice”, and Proposition 18,
the result is direct. O

Note that this is another way to prove Proposition 16, as in the worst-case scenario, the
number of possible positions are all the possible positions, i.e., |Sx(mG)|, so Lap (MG) <
1S4 (mG)].

An interesting observation that is derived from the above proposition is that there is a
limit on the portion (percentage) of the actual specifications that players learn. It is not
hard to see that this is bounded by the ratio between the number of possible positions and
the number of total positions, that is |Sx(m@G)|, of mG. Thus, Adaptation Procedure could
terminate without the players knowing the whole G® when impossible positions exist.

5.5 The Epistemic Adaptive Evolution

Until now we have developed a procedure where each player mechanistically absorbs any new
information that is publicly announced. Nevertheless, as have been already mentioned, in
a multi-turn process players reconsider not only the values of the payoffs they have, but a

whole mindset. In this section we develop such a framework.

5.5.1 Informal Description

The input to the epistemic game-playing process is a finite misinformation game mG ) where
each player i receives his/her own game, G and initially assumes that this is the game
being played. Therefore, he/she will play one of his/her equilibrium strategies. The chosen
strategies for each player are then publicly announced, along with the payoffs associated with
the emerging strategy profile.

At that point, each player realizes that (some of the) other players play in an unexpected
manner. Given the assumption that players are rational, this can only be explained by
assuming that there is an error in the payoff matrix of said player. Therefore, the player takes

two actions:
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o First, he/she updates the payoff matrix in such a way that the other players’ choices
make sense (i.e., they are equilibrium strategies of the new matrix). Any changes made
should be minimal, i.e., the resulting matrix should be one with the above property,
but also being “as close as possible” to the one the player originally believed. This is
called epistemic evolution.

o Second, he/she replaces (in the respective positions in the payoff matrix) the payoffs
that were communicated by the environment (i.e., the real payoffs associated with the
strategy profile that was played). This is called adaptive update. Note that adaptive
update is the same as adaptation procedure in Section 5.2.

There are various subtleties in the above analysis, some of them are analogous with that
of Section 5.2 while others are new. Namely, the procedure is iterative, i.e., it continues until
it “stabilizes” somewhere. Stabilization will occur at a state where all players receive input
(strategic choices of opponents and payoffs) that are consistent with what they believe.

Second, the epistemic evolution may lead to a set of possible payoff matrices that are
“equally close” to the original one(s). Therefore, the entire process should be general enough
to allow for updating sets of payoff matrices.

Third, at each stage, each of the players may have to choose among more than one
possible equilibrium strategies. In this case, we assume that all such choices are explored in
independent “branches” of the procedure. In other words, the process is not, in general linear.

As in Adaptation Procedure, the Epistemic Adaptive Evolution produces new games in
each time step. Here, the concept of natural misinformed equilbrium changes slightly in order
to capture the consistency of a player’s decision with his/her epistemic view. We call such an
equilibrium epistemic natural equilibrium. Similarly with Section 5.2 an epistemic natural
equilibrium in the time step where Epistemic Adaptive Evolution stabilizes is called stable
epistemic natural equilibrium.

In conclusion, our approach makes the following assumptions:

1. The input is a canonical misinformation game with N players, each of them having S
available strategies.

2. Each player is informed about his/her own game, as dictated by the misinformation
game, but he/she has no knowledge of the actual game or the other players’ games.

3. In each round, all players assume that all other players have the same game as themselves.
4. In each round, all players assume that the game they have is the correct one.

5. In each round, the players will communicate all Nash equilibrium strategies (of their
own game). Each of these strategies is assumed to be communicated independently, i.e.,
in different branches of the process.
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6. In each round, when the players receive unexpected equilibrium strategies from their
opponents, they will assume that all players are “right”, so they will update their games
in such a way that the equilibrium strategies received make sense. Afterwards, they
will receive their payoffs (from the environment, and further update their payoff matrix
accordingly.

7. If the above updates can be made in multiple, equally plausible ways (resulting in
different, but equally plausible alternative payoff matrices), then the players will make
no arbitrary choice; instead, they will keep all such matrices, awaiting future input to

disambiguate the various options.

Before present formally our methodology we provide a real-life scenario in order to highlight
and explain our setting. Specifically, consider the case where two or more financial groups
invest over the same commodities and goods. Each company has his/her own view about the
interaction that, possible, differs from the actual specification, and make his/her decisions
according to his/her view. Further, in order to decide, each company, assumes: i) that any
other has the same view as he/she has, and ii) that this view is the correct one. Though,
we can allow the companies to incorporate a Bayesian opponent we restrict our analysis the
simpler form of our model. Next, in each round every company plays a Nash equilibrium
strategy according to his/her view; the agglomeration of all individual decisions, is the joint
decision and is publicly announced with the relevant actual values at the end of each turn.

For the last assumption, consider the case where a company receives an unanticipated
decision from a rival company. One way to mitigate this issue is to allow the company to
assume that the rival is irrational; this is the case where the company relies only in his/her
knowledge, so is highly unsophisticated and non-realistic. A second way is to wipe out any
knowledge he/she has and rely on the received information. This produces computational and
conceptual issues (e.g. how he/she would produce the necessary information from a single
decision?) in our analysis. The only plausible way to cope with an unanticipated behavior is
to combine the two previous ways, namely to allow the company to reconsider what he/she
knows in order to fit it with the joint decision.

In the rest of this section, we assume fixed mG, as above.

Example 5.3 (Running example). Consider the canonical misinformation game mG) =

(GO,GI’(O),G2’(O)> with S = S1 x Sy, |S1| = |S2| = 2 and payoff matrices,

PO — (272) (073) Pl,(O) — (17 1) (370) PQ,(O) — (27 1) (0’0)
(3,0) (1,1) )’ (0,3) (2,2) )’ (0,0) (1,2)
with nme = {((1,0),(1,0)), ((1,0),(0,1)), ((1,0),(1/3,2/3))}. Notationally, player 1 takes
the payoff values by Pf’(o) and player 2 takes the values P;’(O), where x = {0,1,2}. Fur-
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ther, the matriz Pf’(o) has elements (Pf’(o))ij = a;j and (P;’(O))Z-j = b;j. Further, Pos =
{(1,1),(1,2),(2,1),(2,2)}. |

5.5.2 Preliminaries

We consider a normal-form game G = (N, S, P), with |S| pure strategies per player, hence P
is an |N|-dimensional matrix, where each dimension has m elements and each element is a

| N|-tuple. We denote by ‘B all the matrices with this property, i.e.:

E _ 2((IR\N\)\S\>\NI

As we focus on the payoff matrices we change slightly the notation of Definition 3.1.
Namely, given a position v = (vq, ... ,U‘N|) € Pos, the payoff of the player i (according to the
matrix P) in the position determined by the strategies (sy,, ... sy, ) is h;i(0) = Pi(7).

A value assignment function VA is a partial function VA : Pos — RIN|. Intuitively, VA is a
partial specification for a payoff matrix, so VA(¥) returns a vector representing the payoffs of
all players for the pure strategy profile represented by ¢, under this partial matrix specification.
Le., if ¥ = (v1,...,vn]), then VA(¥) returns the payoffs of the partial matrix specification
when the players play (su,, ..., sy y ). If VA(Y) = (p1,.. ., pny), We say that the value of VA
for player i € N is p,. We denote by VA;(7) the value of VA for i. We denote by Dom/(VA)
the domain of VA, i.e., the subset of Pos for which VA is defined. Note that we allow that
Dom(VA) = () in which case we say that we have an empty assignment function. The empty
assignment function will be denoted by VA,.

For two value assignment functions VAj, VAs, such that Dom(VA;) N Dom(VAs) = ), we
denote by VA VA the value assignment function VA such that:

o Dom(VA) = Dom(VA1) U Dom(VAs2)
o VA(T) = VA, (7) for all ¥ € Dom(VA;)
o VA(7T) = VA3(7) for all ¥ € Dom(VAs)

Given a value assignment function VA and a payoff matrix P, we say that P satisfies VA
(denoted by P t VA) if and only if P;(v) = VA;(¥) for all i € N, ¥ € Dom(VA). Abusing
notation, for a set of payoff matrices 3, we similarly write ¢ - VA (and say that P satisfies
VA) if and only if P F VA for all P € ‘8.

Finally, we will use the symbol NE(P) to denote the set of all Nash equilibria of the
payoff matrix P.
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5.5.3 Players’ Epistemic game

In each step of the epistemic game-playing procedure, each player has a belief about the
state of the world (i.e., the game’s payoff matrix); however, as already mentioned, such a
belief does not necessarily identify some payoff matrix in a unique manner. To capture this
intuition, we assume that each player believes that the actual interaction is governed by one
of the payoff matrices found in a set, all of them equally plausible. This leads to a generalised
definition of a misinformation game, where each player’s subjective view is a set of different
payoff matrices, rather than a unique one. We call these games epistemic misinformation
games. Additionally, we incorporate in the epistemic misinformation games a value assignment
function, representing the payoffs that the players already know (i.e., have already been
communicated by the environment). Formally:

Definition 39. An epistemic misinformation game (or simply epistemic game) £ is a tuple
&= <N’Sa VA7PO7§B17 cee 7%\N|>

where:
o N ={1,...,n} is the set of players.

o § =51 % X8, is the set of strategies, where, for any i € N it holds that S; =

{515,585}
e VA: Pos+— RV is a value assignment function.
o P° c B is a payoff matriz that satisfies VA, i.e., PO VA.

e Forallie N, ) CPB; CP is a non-empty set of payoff matrices that satisfies VA, i.e,
B - VA.

Intuitively, B3; represents the beliefs of the player ¢ regarding the rules of the interaction.
As we deal with canonical games, the set of players and strategies are constant, so, essentially,
PB; is a shorthand for the set of games {(N, S, P) | P € ‘B;}, all of which are considered as
equally plausible to be the actual game, from the perspective of . The set {(N, S, P) | P € B;}
is called the subjective epistemic game of player i, and we denote it by &;. Further, in case we
refer to specific time step t of a multi-turn interaction we’ll denote an epistemic game as £ ),

and the subjective epistemic game player ¢ as é’i(t) .

Example 5.3 (continued). The epistemic misinformation game in time step t = 0 is £O) =
(N,S,VA, PY pLO), P2’(0)>, where N, S, P, P10 gnd P2 provided by the misinformation
game mG©) = (G0, G G>O)) and VA : Pos(P°) — RIV. [

Next, the equilibrium concept that emerges from an epistemic misinformation game defined

as follows:
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Definition 40. Consider an epistemic misinformation game € = (N, S, VA, PY B, . .. ,‘B‘M).
The strategy profile o = (o1, .. ., o N‘) is called an epistemic natural equilibrium (ene) of £ if
and only if for all i € N, there exists P; € B; and o' = (o}, ... ,O"IN|) € NE(P,), such that

/
oq =0y

The set of enes of an epistemic misinformation game £ is denoted by ENE(E).

Example 5.3 (continued). In t = 0 the interaction we have three enes, that is

ENE = {((1,0),(1,0)),((1,0),(0,1)), ((1,0), (1/3,2/3))}.

5.5.4 Epistemic Update

We observe that a player must epistemically adapt his/her payoff matrix in two distinct ways.
First, when a player learns about the behaviour (chosen strategies) of other players, he/she
has to adapt his/her beliefs regarding the other players’ payoffs, in order for these payoffs to
be consistent with the chosen strategies. Secondly, he/she has to update the values of her
payoff matrix according to what was communicated to his/her by the environment.

The former update is due to the fact that each player considers that his/her view is also
the view of the rest of the players. The latter update is due to the fact that each player trusts
its sensory input as regards the payoffs received when a given strategy profile was played.

The two aforementioned operations are applied sequentially, and have a different nature.
The first is called epistemic evolution, whereas the second is called adaptive evolution. We
define them in the following subsubsections.

Epistemic evolution

Given a game G = (N, S, P), a player i € N, some strategy o; € ¥;, and a (possibly empty)

value assignment function VA, we denote by:
B(i,04,VA) ={P € P | P+ VA and Jo_; € _,; such that (0;,0_;) € NE(P)}

In words, B(i,04, VA) contains all the payoff matrices P, for which: (a) o; is a Nash
equilibrium strategy of ¢ in P; and (b) P has the values dictated by VA in all positions where
VA is defined.

In the context of epistemic evolution, ;e B(7, 04, VA) contains exactly the matrices that
the other players may have, given that o; has been played as an equilibrium strategy of ¢,
and that the values determined by VA are common knowledge for all players.
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Lemma 4. For every VA, there exists a strategy profile o = (0;,0—;) such that P(i,0;, VA) #
0.

Proof. Given a value assignment function, there exists at least one payoff matrix P for
which P F VA. Moreover, there exists at least one o = (04,0_;) € NE(P). It follows that
P € (i, 0, VA), s0 Bli, 0, VA) # 0. O

Next, we define the Hamming distance* between two payoff matrices P,Q € P as follows:

dist(P,Q) = |{(i,9) | Fi(7) # Qi(0)}|

The following can be easily shown:
Lemma 5. The Hamming distance dist between two matrices is a metric.
Proof. We observe the following:

e dist(P,P)=0,VYP ep.

o dist(P,Q) = dist(Q, P), VP,Q € ‘B.

o It holds that:
v) # Qi(V)}

(0
i(0) # Ba(0)}\{(i, ) | Ri(0) # Qi(0)}]

V) | Ri(7) # Qi(0)}\{ (i, 9) | Pi(7) # Ri(0)}]
i (0

i (0

[

dist(P,Q)Z\{(' v)
V)
Ul{

@l—

< @, 9) | (@) # Ri(9)} UL, 7) | Ri(7) # Qi(V)}

< |{(i,9) | Pi(V) # Ri(0)} + [{(4,0) | Ri(¥) # Qi(7)}|
= dist(P, R) + dist(R,Q), YP,Q,R € P.

| P
| P
(i,
| P
| P

O]

The epistemic revision of a set of matrices (say ;) with another one (say PB2) can now
be defined as the set of matrices which belong in B2 and are “as close as possible” (based on
the metric dist, defined above) to some matrix in ;. This follows the intuition of classical
works in belief revision, where the revision of a Knowledge Base K with a formula ¢ should
be a Knowledge Base K’ that implies ¢ (i.e., the models of K’ should be a subset of the
models of ¢), and should be as close as possible to K (i.e., the models of K’ should as close
as possible to the models of K) under some given distance metric. The above intuition is
expressed formally as follows:

*See Definition 56 in Appendix B.3.
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Definition 41. Given two sets of payoff matrices B1, B2 C B, the epistemic revision of P
with Vo is defined as follows:

P1xPo = {P € Po | AP, € Py such that VP| € Py, Py € Py : dist(P, Py) < dist(P], Py)}

As explained above, the set of payoff matrices produced from the epistemic revision of 31
with o contain the payoff matrices of s for which there is a minimal-distance corresponding
matrix in P;1. The following can be shown for the x operator:

Lemma 6. For any B1, Vo B, B1 +Pa = 0 if and only if Po = 0.

Proof. If 1 = ), then Py xPo = Py (by definition) so the result is obvious. So let us assume
that 1 = 0.

Assume initially that 81 x B2 = 0, and suppose, for the sake of contradiction, that Bs # ().
The distance between any two matrices P, € B1, P> € By is finite, given that the matrices are
finite. Therefore, we can always find at least one pair Py € Py, P, € Po such that dist(Py, Ps)
is minimal among all other such pairs. Therefore, P, € 1 *Ps, a contradiction.

For the opposite, note that, if 5 = ), then Py xPo = @ by definition. O

Lemma 7. For any B1,B2 C B, the following are equivalent:
1. P CPo
2. Pi P2 =P

Proof. (1) = (2): Take any P € ;. Then P € Py, so for P € Pa there exists some
P = P € B for which dist(P, P;) = 0, thus, minimal. Therefore, P; C Py *P2. Now
consider some P ¢ ;. Then for any P; € By, it holds that dist(P, P;) > 0, so P & P1 xPs.
We conclude that B Lo = P;.

(2) = (1): By Definition 41, 1 x B2 C Pa, so the result is obvious. O

Definition 41 is a prerequisite for the following, which shows how the epistemic misinforma-
tion game is epistemically revised based on a strategy profile and a value assignment function.
This corresponds to the first type of evolution above, namely the change of a player’s view of
the world, based on what the others players play:

Definition 42. Consider an epistemic misinformation game € = (N, S, VA, P* B, . .. ,‘B‘N|>,
and some strategy profile of P°, o = (o71,.. .,J|N|). The epistemic evolution of € by o is
the epistemic misinformation game EE(E,0) = (N, S, VA, PV B!, ... ’;‘BTN|>’ where, for all
1 €N,

(ﬂqs z,JZ,VA)

€N
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Figure 5.4: Player ¢ revises his/her beliefs.

Obviously, it holds that 3} - VA.
The following example shows that the set ;e B (i, 04, VA) may be empty; thus, according
to Lemma 6, it could be the case that (ﬂgeN‘B(E, o3, VA)) = (.

Example 5.4. We will consider a scenario where |[N| = |S| = 2, and tables:

a-(h en ) (60 )
We observe that NE(P;) = {((1,0), (0,1))} and NE(P,) = {((0.5,0.5), (0.5,0.5))}.
Now we construct the epistemic game € = (N, S, VA, P°, B, B2) where:
« N={1,2}
o S ={s1,50} x {s1,59}

o VA is a value assignment function, such that Dom(VA) = {(1,1),(1,2),(2,1)} and:
VA(1,1) = (2,2), VA(1,2) = (3,3), VA(2,1) = (1,1).

« PP=p,
o P1={P}
o Po={P}

We observe that Py - VA and Py = VA, so € is indeed an epistemic game under Definition 39.

By the values of NE(Py), NE(P,) above, we observe that ENE(E) = {((1,0), (0.5,0.5))}.
Set o1 = (1,0), o2 = (0.5,0.5), 0 = (01,02) € ENE(E), and B, = P(i, 07, VA). We will
show that P, = (.
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Indeed, suppose that P € B,. It follows that P+ VA, so P is of the form:

(2,2) (3,3)
p=
(1,1) (a,b)
for appropriate a,b € R. Moreover, there must exist o}, such that (¢],02) € NE(P) and

(01,05) € NE(P).
Equivalently, there should exist o}, % such that:

e 0} € BR(1,P,03)
e 09 € BR(2,P,0})
e 01 € BR(1,P,d})
o 05 € BR(2,P,01)

We show below that there is no appropriate choice for the value of the parameter a that

satisfies the above condition. Indeed:
o Ifa <3 then BR(1,P,02) ={(1,0)}, so o} = (1,0). However, BR(2,P,c}) = {(0,1)},
thus o9 ¢ BR(2, P,c}), a contradiction.

o Ifa >3 then BR(2,P,01) ={(0,1)}, so oy = (0,1). However, BR(1,P,0%) = {(0,1)},
thus o1 ¢ BR(1, P,d}), a contradiction.

O

Example 5.3 (continued). Let’s analyze the case where the ENE = ((1,0),(1,0)) is been
publicly announced. This strategy profile is plausible for both players thus they take no further
epistemic action.

In case that ENE = ((1,0),(0,1)) is been publicly announced. Then B} is the set of

payoff matrices with elements:

(a11 > ag1) A (b1 > bi2)

For the second player ((1,0), (0,1)) is plausible, thus B4 remains unchanged, that is PBhH = Po.
In case that ENE = ((1,0),(1/3,2/3)) is been publicly announced. Then B is the set

of payoff matrices with elements:

(a11 > ag1) A (b11 = bi2)

As (1,0) strategy for player 1 is anticipated from player 2 gain B, remains unchanged.
In both cases the epistemic evolution EE(E©),((1,0),(0,1))), provide the epistemic game
£'0) = (N, S, VA, PO, 53, Bs). |
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Adaptive evolution

Now let us turn our attention to the second type of evolution, the adaptive evolution. The
adaptive evolution takes place when the players update their payoff matrices based on the
information received by the environment (i.e., the actual payoffs).

We first define the replacement operation for matrices:

Definition 43. Consider a payoff matriz P, and a value assignment function VA. We denote
by P ® VA the matriz P', such that, for all i € N, and v € Pos:

) VA;(¥) , when ¥ € Dom(VA)

) =
P;(0) , otherwise

The matriz P ® VA is called the VA-replacement of P.

We extend Definition 43 to apply for sets of payoff matrices, in the obvious manner:

Definition 44. For a set of payoff matrices B, and a value assignment function VA, we set:
PoVA={PaVA| P c}}

As before, P ® VA is called the VA-replacement of 3.

Observe that B & VA - VA.

Finally, we apply Definition 44 to define the adaptive evolution of an epistemic misinfor-
mation game, when some new payoffs are learnt. The learnt payoffs are determined by the
support of some strategy profile o € X:

Definition 45. Consider an epistemic misinformation game € = (N, S, VA, P* B, . .. ,‘B‘N|>,
and some strategy profile of P°, o = (04, .. ., J|N|). Set VAY to be the value assignment function
such that Dom(VA®) = supp(o) \ Dom(VA), and VAY(¥) = PY(¥) for all ¥ € Dom(VA®).
The adaptive evolution of € by o, denoted by AD(E, ) is the epistemic misinformation
game: AD(E,0) = (N, S, VA',PO,’BQ,...,‘BTNQ, where, for any i € N, B, =P VA and
VA" = VA4 VAY.

Example 5.3 (continued). In case that ENE = ((1,0), (0,1)) is been publicly announced.
Then B is the set of payoff matrices with elements:

(a11 > 3) A (b1 > 3)

For the second player ((1,0),(0,1)) is plausible, thus

Po®VA((L,2) = ( 8(1)3 (0,3) )
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Figure 5.5: Revision for each player when information about position VA is publicly
announced.

, where VA1((1,2)) = 0 and VA3((1,2)) = 3. The adaptive evolution of epistemic misinfor-
mation game & is AD(E'®((0,1),(0,1))) = AD(EE(E©,((0,1),(0,1)))) and provides the
epistemic game EV) = (N, S, VA, PO 53, B5). O

5.5.5 Epistemic game playing

We now have the necessary tools to define how players play and how their knowledge about
the game evolves as time goes by. This evolution happens in turns. In each turn, the ENE is
announced, and the players “learn” their new payoff matrix as determined by the FE and
AD operations above. An important issue to consider is what happens when the ENE is
not unique. In this case, our operators consider all possible EN Es in parallel (independent)
branches, thereby exploring all relevant possibilities.

In more details, the interaction starts with one epistemic misinformation game £ =
(N,S, VA, P° B4, ... s Bin|), where Dom(VA) = () (i.e., VA = VAy), and each of the players’
subjective view (3;) is a singleton set consisting of the respective player’s subjective game
(as determined by the misinformation game provided in the input). Then, the ENEs are
computed. For each o € ENFE(E), the operators EE and AD are applied on the epistemic
misinformation game (for this o) to produce the new epistemic game, see Figures 5.5-5.6. As
there may be multiple EN Es, the original epistemic misinformation game may spawn multiple
new ones. The process then starts over. Note that, in subsequent turns, when multiple
epistemic misinformation games exist, the process is executed for each one independently.

Let us now formalize the above ideas:

Definition 46. Consider an epistemic misinformation game Enc = (N, S, VA, P°, B4, ... B
and some strategy profile of P° o = (04, ... ,U|N|). The epistemic adaptive evolution of &g
by o is defined as follows: ¥ (Epma,0) = AD(EE(Eng,0),0).
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Figure 5.6: Schematic representation of the epistemic adaptive evolution with the epis-
temic evolution and the adaptive update of the agents.

We can now apply this definition for the generic case, when we may have more than one
epistemic misinformation games. In other words, we generalize Definition 46 to be applicable

over sets of epistemic misinformation games:

Definition 47. Consider a set of epistemic misinformation games Eng. The epistemic

adaptive evolution of &, denoted by ¥ (Eng) is the set of epistemic misinformation games
defined as follows:

‘Y(Emg) = {‘I’(E'mg,a) ‘ Ee 5mg, (RS ENE(gmg)}

Finally, we define the iterative version of ¥ as follows:

Definition 48. Consider a canonical misinformation game mG = (G°, G*, ..., G'ND, where
G' = (N,S,P%) fori € [|N|]. We define the respective epistemic misinformation game
Emc = (N,S,VAy, PO, {P'},...,{PWNI}). The k-level epistemic adaptive evolution of mG
(for k > 0), denoted by 1I’(k)(mG) is the set of epistemic misinformation games defined as
follows:

{Emna} , when k=0

Y& (mG) =
¥ (Y* D (m@)) , when k>0

Definition 49. We say that the epistemic sequence of play for mG stabilises after k steps, if
and only if ¥4+ (mG) = ¥*) (mQ), and k is the smallest integer with this property.
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A strategy o is called a stable epistemic Nash equilibrium if and only if it is the ENE at

the time when the epistemic sequence of play stabilises. Formally:

Definition 50. Consider a misinformation game mG, some k > 0, and a set of epistemic
games Ema such that En,q = ¥ (mG) = Y+ (mG). Then, a strategy profile o is called a
stable epistemic natural equilibrium (SENE) of mG, if and only if there exists some € € Ena
such that o0 € ENE(E). The set of all SENE of mG is denoted by SENE(mQG).

By Definition 50, it is obvious that, if the epistemic procedure for mG stabilises after k
steps, then SENE(mG) = {0 | 0 € ENE(E) for some £ € ¥ (m@G)}.



Chapter 6
Learning Dynamics

6.1 Introduction

Having introduced the concept of misinformation games, Chapter 4, and the following
Epistemic Adaptive Evolution, Chapter 5 it is evident that the computation of the emerged
equilibrium concept is crucial, and especially the computation of Nash and natural misinformed
equilibrium. In this chapter we provide an alternative way to compute Nash equilibria in
two players’ normal-form games. Specifically, we focus on the problem of designing learning
algorithms, and we restricted in the class of zero-sum games.

Although one can solve a zero-sum game by centralized linear programming algorithms,
the application areas (e.g. boosting and reinforcement learning [Dai et al., 2018], and
their relevance in formulating GANs in deep learning [Goodfellow et al., 2014]) highlight
the importance of developing fast, iterative learning algorithms, resulting in approximate
equilibria.

In the stream of work presented in Section 2.5, we are interested in methods that exhibit
last-iterate convergence, a property most desirable from an application point of view, meaning
that the strategy profile (x!,y!), reached at iteration ¢ of an iterative algorithm, converges to
the actual equilibrium as ¢ — oco. Unfortunately, many of the methods mentioned above do
not satisfy this. No-regret algorithms, like the MWU method, are known to converge only in
an average sense, resulting in an e-Nash equilibrium in expectation (see [Arora et al., 2012])
for e > 0. In fact, it was shown in [Bailey and Piliouras, 2018] that several MWU variants do
not satisfy last-iterate convergence. Similarly, the same can be shown for many descent-based
methods (see e.g., [Mertikopoulos et al., 2019]).

Fortunately though, OMWU [Daskalakis and Panageas, 2019] and OMD [Mertikopoulos
et al., 2019] variants of MWU have provided positive results and have generated more interest
on the behaviour and limitations of such approaches, which is not yet fully understood.
Namely, they give rise to further questions, such as:

(i) Can we prove last-iterate convergence for other related dynamics?

(ii) Can we establish faster convergence rates?

67
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These questions are the main focus of this chapter.

Having at hand a learning algorithm that computes Nash equilibria in two players’ general
zero-sum games, we can implement it in case of two players zero-sum misinformation games
in order to compute: i) the natural misinformed equilibria, and ii) the stable misinformed

equilibrium.

6.1.1 Informal Description

We introduce a simple yet substantially different variant of Optimistic Mirror Descent method
with entropy regularization [Mertikopoulos et al., 2019], for the case of zero-sum games.
OMD is an extra gradient method, i.e., it contains an intermediate gradient step before
the final update step, and each iteration is characterized by its learning rate parameter,
which is the same for both steps (and often the same across all iterations). Our tweak is
that the intermediate step uses a different learning rate parameter from the update step
in each iteration. In fact, we set this to be sufficiently large, which yields a game-theoretic
interpretation, namely that we compute (approximate) best response strategies against the
profile of the previous iteration, as a look ahead move. Then, during the final update step,
we apply multiplicative weights updates by rewarding more the pure strategies that perform
better against the best responses that we found in the intermediate step. Consequently, we
refer to this OMD variant as Forward-Looking Best-Response - Multiplicative Weights Update
(FLBR-MWU) method.

At first sight, this may look counter-intuitive, since learning rates are usually kept small
in classic MWU algorithms and, more generally, in any kind of iterative gradient-type
optimization algorithms (apart from the notable exception of [Bailey and Piliouras, 2019]).
However, our theoretical and experimental study reveal the following promising findings:

e In Subsection 6.2, we investigate theoretically the convergence properties of FLBR-
MWU. If n is the standard learning rate parameter used in the update step, and &
is the corresponding parameter in the intermediate step, then FLBR-MWU exhibits
last-iterate convergence for games with a unique equilibrium, when £ is sufficiently large
and n¢ < 1. Our proof employs a similar methodology to [Daskalakis and Panageas,
2019], adapting convergence tools from the field of dynamical systems. Our method also
appears to attain faster convergence, quantified in terms of 7, compared to OMD and
OMWU. In particular, we prove that the decrease in the divergence from the equilibrium
is at least Q(n”l/ P) per iteration, for any p > 1, until we reach an approximate
O(n'/?)-equilibrium, by which time, our rule becomes a contraction map (see also
Figure 6.2). This improves on the Q(n?®) bound established for OMWU in [Daskalakis
and Panageas, 2019]. Although our bounds do not translate into bounds with respect
to time, we suspect a linear convergence rate is highly likely (supported also by our
experiments). This has been recently established for OMWU in [Wei et al., 2021], and
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is left as an open problem for FLBR-MWU.

e In Subsection 6.3, we perform numerical experiments, using randomly generated data,
comparing FLBR-MWU with OMWU*. Our experiments reveal that in practice our
method achieves indeed a much faster convergence rate, showing an average speedup by
a factor of 10 for small size games and up to hundreds, or even higher, for larger games
compared to OMWU.

6.1.2 A Revealing Example

The plot in Figure 6.1 attempts to demonstrate the differences we observed in convergence
between the proposed FLBR-MWU and the OMWU dynamics in a qualitative manner. The
two phases of the learning dynamics (decrease of divergence, followed by contraction) are
highlighted along with the regions of convergence.

A quantitative presentation is shown in the lower plots of Figure 6.2 which depict the
convergence behavior of MWU (blue lines), OMWU (red lines) and FLBR-MWU (black lines)
for a random realization of a 10 x 10 payoff matrix with learning rate n = 0.1. We provide two
measures of convergence, the Kullback-Leibler Divergence (Dgr,, see Appendix B.2) of the
Nash equilibrium with respect to the learning dynamics (lower left panel) and the respective
l1 norm difference (lower right panel), which reveal different aspects of the dynamics.

As expected by [Bailey and Piliouras, 2018], MWU fails to converge and a smaller learning
rate 7 would not fix this issue. OMWU does converge but in a very slow pace requiring an
enormous number of steps (see also the supplementary material for a longer simulation). On
the other hand, FLBR-MWU converges until the machine precision is hit, as revealed by both
D1, and l; metrics. Indeed, FLBR-MWU is able to escape from the Dgy, plateau (seen
in the lower left panel), where the learning dynamics are moving towards a direction with
slow Dy decline and ultimately converges to Nash equilibrium in an oscillatory manner
with decreasing amplitude (damped oscillations), as it is evident from the [1-norm difference
(lower right panel). Moreover, this realization underlines the need for a two-step proof of
FLBR-MWU'’s convergence as in [Daskalakis and Panageas, 2019]. Overall, FLBR-MWU
dynamics has more than one order of magnitude faster convergence rate relative to OMWU
and furthermore tolerates larger values for the learning rate, thus the speed of equilibrium
computation is significantly accelerated.

*We note that for the case of zero-sum games, it has been shown in [Wei et al., 2021] that OMWU can be
seen as a variant of OMD with entropy regularization.
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(x9,30) - O (771+1//>)

Figure 6.1: Schematic representation of the convergence path of OMWU (red) and FLBR-MWU
(black), starting from the uniform point (x°,y).
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Figure 6.2: A random realization of the learning dynamics for three variants of MWU.

6.2 Forward Looking Best-Response Multiplicative Weights
Update Method

6.2.1 Definition of the Dynamics

We now present the method studied in this work, which we refer to as Forward Looking
Best-Response Multiplicative Weights Update method (FLBR-MWU). We provide first a
short description of the main idea behind the dynamics. This is an extra gradient method and

each iteration has an intermediate and a final step. Suppose that starting from some initial



6.2. FLBR-MWU Method 71

profile, we reach the profile (z'=!,4*~1) by the end of iteration ¢ — 1. In the intermediate step
of iteration ¢, we compute a strategy £ for the row player (resp. §' for the column player),

=1 (resp. to z'~1). This serves as a look

which is an approximate best-response strategy to y
ahead step of what would be the currently optimal choices. In the final step of iteration ¢, we
compute the new mixed strategy z! for the row player, by performing multiplicative weights
updates, but after assuming that the opponent was playing .

Formally, the first step of the dynamics, denoted as the intermediate best response (IBR)
step, is defined below, at iteration ¢, and for all 4, j € [n], given a non-negative parameter

£ € R" (¢ will be chosen sufficiently large, as will become clear from Lemma 8).

egeiTRyt—l e—fejTRTac’Fl
; i . 1 f TRgi=1" :0; = yt_l . - 1 € T RT i1 (61)
n — € - —GE; xT

D B i=1Y €

The second step, which updates the profile (z'~1,3'=1) to (zf,y?) is below, given the
learning rate parameter n € (0,1). We assume that we use the same fixed constants 7 and £
in all iterations.

T pat _neT RT 4t
L A SV D i (6.2)
i =i 1L oeTry i Y 1 el RTat" .

t—1 _me: R n t e RY 2
joray e i-1Y; €%

Remark 1. By setting £ = n in Equation (6.1) above, the proposed method becomes the same
as OMD with entropic regularization [Mertikopoulos et al., 2019], which can also be viewed as
OMWU [Wei et al., 2021]. In our method however, n and § differ substantially across both
theoretical and experimental results.

6.2.2 Main Results

We consider games with a unique Nash equilibrium, as in [Daskalakis and Panageas, 2019,
since it has been argued that the set of zero-sum games with non-unique equilibrium has
Lebesgue measure equal to zero [van Damme, 1991]. For convenience, we also assume that the
initial strategy profile consists of the uniform distribution for each player. However, our results
hold for any fully-mixed initial profile, with a non-zero probability to all pure strategies.

The main result of our work is the following theorem.

Theorem 2. Consider a zero-sum game with a unique Nash equilibrium (z*,y*). Starting
with the uniform distribution for each player, the FLBR-MWU dynamics attain last-iterate
convergence to the Nash equilibrium, i.e., lim_o (2%, y") = (z*,y*), for sufficiently smalln,

and big enough &, as long as n€ < 1.
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The goal of the remaining subsection is to establish the proof of Theorem 2. Towards this,
we start with the choice of £. The next lemma provides the important observation, that as
¢ — o0, the strategy #!, computed in the first step of iteration ¢, becomes a best response

t—1

against y'~1 (analogously for ).

Lemma 8. Given any round t of the dynamics, let 2, §' be the strategies produced by the
first step of iteration t. As & — +oo, then &' becomes a best-response strategy against y'=!

(similarly for § against x'~1).

Proof. Fix t and let us consider the formula that produces the coordinates of %!, given
'~ =1, For simplicity in writing, we drop the superscript ¢t — 1 and refer to z,y as the
strategies of the two players computed at the end of the previous round. Focusing on the row

player (the same argument follows for the column player too), we know that

cel Ry
* —T'
Z fy et
We want to compute for every i the limit limg o £¢. Using the Taylor expansion for the

exponential terms in the above equation, the limit we are interested in can be written as:

¢ (&ef Ry)* ¢ T Ry)k
(&ey Ry)” _q(€ei R
lim ! = ;- lim lim 2k=0 T = ;- lim lim Zi=olbes ) :
£—o00 £—00 f—00 Zj:l x; lec:O % l—00 E— 00 E?:l T Ek:ﬂ (563‘ Ry)k

In order to compute first the limit w.r.t. £, notice that both the nominator and the
denominator can be written as polynomials of ¢ where the highest power is £¢. To proceed,
let also B(y) denote the set of pure best response strategies of the row player against y. We

now have:
lim 2! = z; - lim (eiTRy)g = x; - lim <6?Ry)€
§—o0 ¢ ! L—o00 Z?:l xj(e]TRy)é ! £—00 ZjeB(y) Z; (e]TRy)f + ZjQB(y) mj(ejTRy)e ’

We can now consider two cases. Suppose first that ¢« € B(y). For any j € [n], let
Dj = e?Ry. Since i is a best response pure strategy, we have that p; = p; for any j € B(y),
and p; > p; for j & B(y). We can now conclude that as | — co we have:
t 1 xT;

lim #; = z; - lim =
£300 {00 ZjeB(y) zj(p; /piy + ZjQB(y) Tj (Pj /pi)e ZjGB(?J) L

)

where the last equality above holds because p;/p; < 1 for any j ¢ B(y) and the second
sum in the denominator tends to 0. In a similar way we can also show that when i ¢ B(y),
the limit is zero. Hence, as £ — oo, the strategy & contains only best responses of y in its
support, and therefore forms a best response too. O
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In the sequel, we assume that ¢ has been chosen sufficiently large, so that £ is an e-best
response with e — 0. For appropriate choices of £ in practice, we refer to the discussion in
Section 6.3.

The proof of Theorem 2 is split into 3 parts. The first part establishes that after a certain
number of iterations, the dynamics reach a profile (2, yt), that is an O(n'/#)-Nash equilibrium
with p > 1. The second part shows that the profile (x!,y") lies within a neighborhood of the
actual equilibrium (z*,y*). Finally, the last part shows that the update rule of FLBR-MWU is
a contracting map, i.e., once we are within a neighborhood of (z*,y*), the dynamics converge
to their fixed point, which directly implies last-iterate convergence. These three parts are
established in Theorems 3, 4 and 6 respectively. The structure of the proof is similar to
the convergence proof of OMWU in [Daskalakis and Panageas, 2019]. There are however
differences in various parts of the analysis. Most importantly, in the first part, we are able to
establish a better convergence rate to an approximate equilibrium, whereas OMWU achieves
an Q(n%) decrease rate. Furthermore, in the third part, the analysis of our Jacobian matrix
(proof of Theorem 6) is also different since we are analyzing sufficiently different dynamics.

To proceed with the first part of the proof, we will use the Kullback-Leibler (KL) divergence
as a measure of progress. The KL divergence quantifies the similarity between two distributions,
and here we will consider the divergence between a profile (z!,y') and the equilibrium (z*, y*),
which equals:

Dicr((2*,y")|(2%y") = > af ey /xf) + Dy n(y;/y5)- (6.3)
i—1 j=1

Note that by the initialization and the definition of the dynamics, ¢ > 0, yj > 0 for any
given t, and any %, j, so that the logarithmic terms above are well-defined.

Theorem 3. Consider a zero-sum game with a unique Nash equilibrium (xz*,y*). Assume
that we run the FLBR-MWU dynamics with the uniform distribution as the initial strategy
for both players, and using a sufficiently small n and a big enough &. Then, for any p > 1,
the KL divergence Dy ((z*,y*)||(z%,y")) decreases at every iteration with a rate of at least
Q(n'+t1/?), until we reach an O(n'/?)-Nash equilibrium of the game.

Proof. Let (z*,y*) be the Nash equilibrium of the game, and let v be the value of the
game, v = (m*)TRy*. We take the difference of the KL divergences between two consecutive

iterations:
Drp((=*,y")|(2",y")) — Do ((«*,y") || (2" 7)) =

n n
- (St mnal/al ) + Y gy (/oY ).
i=1 j=1

We show that this difference is negative and we quantify the decrease in the KL divergence,
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till we reach an O(nl/ ?)-Nash equilibrium. Analytically, we have that
Drr((«* y)I(«',9")) = Drr((=*,y)l| (="~ 97 h)
n n n n
=— Z z; In R Y <Z xf_le”eiTR@t> — Z y; In e ey BTE (Z —1,—ne] RT3 t)
i=1 i=1 j=1 —1
— _nx*TRy\t + U(y*)TRT.f)t + U(.Z't_l)TRyt_l o n(yt_l)TRT t—1

+ln(im§_1eW€?R@t n(zt=1)T Ryt~ 1) +1n<z t—1 —neTRTxt+77( =1\ T BT gt — 1>.

=1 j=1

Notice that in the last expression above, the third term (n(x'~!)T Ry*~1) cancels out with
the fourth term. Also, since (z*,%*) is an equilibrium, it holds that z*TR§® > v and
(y*)TRT# < v. Therefore, the first and second terms also cancel out and yield an upper
bound with the two logarithmic terms.

We now apply the Taylor expansion of e®. For convenience, let p;(n) = n(e;prgjt —
(2'"1)TRy'"), and let ¢;(n) = n(—e] RT2" + (z'~")TRy'~'). The difference of the KL
divergences is upper bounded by

ln<1+n((xt—1)TRQt ( t—1 TRt 1 +Z t— 12 pz
=1

)
+1In <1+n(_(yt1)TRT§jt+(yt DT RT ;1) zn: iW)
j=1 P

It is easy to see that |p;(n)| < n and |gj(n)| < n. This means that for any k£ > 2 (i.e., for
both odd and even values of k), (pi(n))¥ < n* and (¢;(n))* < n*. By using the geometric

series, we have that Z )) <n?/(1—n), and similarly for the series concerning ¢;(n). If

we also use the inequality ln(x) < x — 1, we obtain the following sequence of steps.

Drr((z*y")(z",y") = Drr((a" y )"~ y' ™)

2
< In <1 +'I7((l‘t_1)TR:ljt _ (xt_l)TRyt_l) i Ui >

(1—=n)
2
+In (1 +n(=(HTRTE + (v TR ) + (1”_ n)> (6.4)
2
< n((xtfl)TRQt _ (xtfl)TRytfl 4 (l,tfl)TRytfl _ ‘%tRytfl) 492 (177_ 77)

—n(e1 + &2) + 4n* < —n(max{ey, e2}) + 4n%,

where ¢; = 2'Ry'™! — (2! "1)T Ry, g9 = (2" H)TRY — (x"1H)T Ry, and the last
inequality holds because n < 1/2. Let us look now more carefully at ; (an analogous
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argument holds for £2). The term e; expresses the additional benefit for the row player, if
at the profile (z'=1 y*~1), he deviates to 2!. By Lemma 8, we know that as ¢ — oo, then £
tends to his best response against *~!. Hence when we select ¢ sufficiently large, €; tends to
the best possible deviation gain of the row player at the profile (z'~!,4*=1) (resp. for 5 and
the column player).

To finish the proof, suppose that the profile (=1, 4*~1) is not an O(n'/#)-Nash equilibrium.
Then there exists a deviation that provides additional gain of Q(nl/ ) to one of the players.
This implies that max{e,eo} = Q(n'/?). Hence, by (6.4), and since n < 1, we can see that
as long as we have not reached an O(nl/ ?)-Nash equilibrium, the KL divergence will keep
decreasing by at least nQ(n'/?) — 4n*> = Q(n**1/P). As the KL divergence cannot decrease
forever, eventually, our dynamics will reach an 0(771/ ?)-Nash equilibrium. O

Consider now the first iteration ¢ of the dynamics, where (z,y*) forms an O(n'/?)-Nash
equilibrium for some fixed p > 1. The next step is to show that if we make 1 small enough,
this profile falls within a neighborhood of the equilibrium (z*, y*).

Theorem 4. Let (x*,y*) be the unique Nash equilibrium of the zero-sum game, and let (z*,y')
be the first profile reached by the dynamics, that is an O(n'/?)-Nash equilibrium for some
p>1. Then

. * *\ t t —
71713%||(x,y) (", y")lh =0,

Proof. The proof is based on the following lemma, shown in [Etessami and Yannakakis, 2010],
which we state here for the case of zero-sum games:

Lemma 9. Consider a zero-sum game given by matrix R with a unique Nash equilibrium
(z*,y*), and let |R| be the number of bits needed for the representation of R. There exists
a polynomial p such that for every § > 0, every e-Nash equilibrium (x,y) satisfies that
|z — x5 < 8, as long as € < 1/2PURI+52¢(0) yhere size(§) = O(log(1/0)) is the number of
bits needed for representing 0.

By the assumptions in the statement of Theorem 4, we fix e = ¢ - n'/?, for some constant
¢, so that (zt,y') is an e-Nash equilibrium. We claim that there exists §(n) such that ¢ and
d(n) satisfy the inequality stated in Lemma 9. In particular, by looking more carefully at the
desired inequality and solving with respect to d, one can construct a function 0(7), such that
for the given ¢ we have selected, it holds that

e < 1/ 9P Rl+size(3(n)) gnq lim,, 0 6(n) = 0.

Hence, we can now apply Lemma 9 and obtain that for any e-Nash equilibrium (z,y) we
have that |z} — z;| < d(n) and |yF — y;| < (n). The proof now of Theorem 4 is immediate,
since [|(%,y7) — (2, y)l [t = S 2 — @il + S0 Iy — il < 2n- 3(n), which goes to 0 as
n — 0. 0
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The next and final step of our proof is to show that our dynamics induce a contracting
map. An update rule with a fixed point x is called a contraction, if there exists a region U
around x, such that for any starting point in U, the rule converges to its fixed point as ¢ — co.
In our case, the Nash equilibrium (z*,y*) of the game is a fixed point of the FLBR-MWU
dynamics and Theorem 4 guarantees that we can reach a neighborhood around (z*,y*). To
proceed, we state a sufficient condition for a dynamical system to converge to its fixed point.

Theorem 5 (see [Galor, 2007]). Let z* be a fized point for the dynamical system z(+1) =
g(x(t)). If all eigenvalues of the Jacobian matriz of g at ©* have absolute value less than one,
then there exists a neighborhood U of x* such that for all x € U, g converges to x*, starting

from x.

Using Theorem 5, we show the following theorem.

Theorem 6. The update rule of FLBR-MWU is a contraction, as long as n€ < 1, i.e.
limyo0 (2, y") = (2%, 9%).
Proof. First we describe first the discrete dynamical system that captures the FLBR-MWU

dynamics, and we will prove that for an appropriate norm of the Jacobian matrix of the
system, its value is less than one . The update rule ¢ of FLBR-MWU is

90(55’ y) = <§01 (‘T’ y>a 902(55’ y))? where
eneiTRf(ac,y)

S, ueneeTRf(m,y) ! (6.5)
el BT n(a,y)

) T T )
—ne,; R1 h(z,y)
> uee

e1i(r,y) = (p1(2,9))i = i

ai(z,y) = (p2(z,9))i =y

TRT,

—ge;
oy and (h(z,y))i =

where f(z,y) and h(z,y) are column vectors with (f(z,y)); = inT
o Yee ¢

§e;rRy 3
xiw, fOI' all ¢ < {1, ooy n}
Clearly, the dynamics of FLBR-MWU are captured by (zf*!,4'"1) = o(a?,4*). The
Jacobian of ¢ is a 2n x 2n matrix, which can be written in the form of a 2 x 2 block matrix,

as follows:

% %
J= ( A > (6.6)
ox oy

In order to use Theorem 5 and prove that ¢ is a contraction, we need to argue about the
eigenvalues of J at the equilibrium (2*,y*). Towards this, in Appendix B.4, we provide the

TBesides [Galor, 2007], readers could advise Chapter 7 [Quarteroni et al., 2006].
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exact form of each entry of J at (x*,y*) (after some simplification steps by exploiting the
fact that (z*,y*) is an equilibrium).

We analyze first the eigenvalues that are derived by the rows of J that correspond to ¢1 ;
for some i ¢ supp(z*) and to @a, for some i ¢ supp(y*). Let 2*7 Ry* = v be the value of the
game. By referring to Appendix B.4, we have that for any ¢ & supp(z*):

T *
eneqj Ry a@l,l

0y,

3@1,1’
e’ Qxj

8 .
P1,i (.T*,y*) _

B (z*,y*) =0, for any j.

(z*,y*) =0 for any i # j, and

Hence, the i-th row of the upper block of J has only one non-zero entry, namely, the diagonal

is an eigenvalue of J at (z*,y*). We

note also that? el Ry* < v for i & supp(z*), hence \agp—;’i(a:*,y*)\ < 1. Analogously, for

7’)76;-11RT(E*

eTR
element, provided that ¢ ¢ supp(z*). Thus, Y

emnv

i & supp(y*) we have that %';;i”'(x*,y*) = &5, whereas all other partial derivatives

T RT .= 'qe;.TRTz*

e~

—ne; R

of pg; are zero. Thus, “—=5— is also an eigenvalue of J, with |- | < 1, since
el RTx* > v for i ¢ supp(y*), by Lemma 18 in Appendix B.3.

We now focus on the rows and columns that correspond to the support of * and y*. We
denote this submatrix as J, with k1 = |supp(x*)|, k2 = |supp(y*)| and k = k; + k2. Thus,
J € R¥¥F_ Tt can been seen that J has eigenvalues with absolute value less that one iff the
same holds for J as well.

Using equations (B.7) and computing ((1x,,0x,)? - J); for an arbitrary coordinate j, we
end up with the quantity >, z7 >, Riky,’;Rfj DYDY Y Rklyl*le;-, that equals zero.
Thus, (14,,04,) is a left eigenvector of J corresponding to the zero eigenvalue. Using the
same argumentation we have that (O, , 13,) is also a left eigevector of J with eigenvalue zero.

We will make use of the following claim, regarding orthogonal pairs of eigenvectors.

Claim 1. Consider a matriz A € R™", an eigenvalue A and a left eigenvector u”, corre-

sponding to X\. Then for every right eigenvector v that does not correspond to X, it holds that
T
u v =0.

The proof of the claim, which is a simple linear algebra exercise, is at the end of this
section. From Claim 1, it follows that for any right eigenvector (#,§) corresponding to a
nonzero eigenvalue, we have

%71y, = 0 and 3714, = 0. (6.7)

With that in hand, let us now rewrite J, as J = J’ 4+ A, where J’ is produced by deleting

the term —z} (resp. —y}) from every element of the upper left (resp. lower right) block of

J. Le., A contains —z*

¢ in all entries of the i-th row in the upper left block, and —y; in all

entries of the i-th row in the bottom right block. The other two blocks of A contain only

A unique Nash equilibrium of a zero-sum game is also a quasi-strict equilibrium (Theorem 1 in [Norde,
1999]), meaning that strategies that are not in the support of the equilibrium have strictly less payoff than the
best-response payoff.
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zeros. Using (6.7), we can see that for every non-zero eigenvalue \ of .J, that corresponds to a
right eigenvector (Z,7), it holds that A - (Z,§) = 0, thus X is also an eigenvalue of the matrix
J'. By the equations in Appendix B.4, we can write J' as a 2 x 2 block matrix, as follows.

g (Do T €D gD
nDY® Ik‘2><k‘2 + nEDYY ’

with

Dzt = —at (S, Ry RE, — Sy oy 0 Bayy BE) with 4,5 € [k,

DY = —yf(Zk Ry Ry xe — Y yi Yo szﬁ&j) with i, 5 € [ka],

ge Ry
DY = —7 (RE — &l By ) 2 with i € [ka], 5 € ),

eI RT *

—¢el
D;’_cjy = (Rm — G?RT.%*) 6;77&) with ¢ € [kl], JE [k)g]

We now consider the diagonal elements of D*® and DY. For D**  and for any 1, its i-th
element along the diagonal is

ot (3, Rhwi - X, 5k X, i B
We establish the following useful property.

Lemma 10. For any i € [k1], DX <0, and for any j € [ka], Dé’jy < 0.

Proof of Lemma 10. We first prove that for any i, Di* < 0. For the sake of contradiction,
assume that there exists an index 4, such that D{;* > 0. This means that

Zl Riyr <> a1 > RuyiRa.
% I

To proceed, we claim that
v < Zl Ry, (6.8)

Riy;
v 9

are probability vectors and also that v = 7, R;y;. Hence, the LHS and the RHS of Equation
(6.8) are two different convex combinations of the R;; values. To go from the LHS to the RHS,
we simply replace y; by z;. For each R;; that is itself less than v, the coefficient y;" is replaced

where z; = and z = (z) le[n]- To see this, it is crucial to notice first that both y* and z

by a smaller coefficient, since z; < y; in this case (by the definition of ;). On the contrary, for
each R; with R; > v, it holds that z; > y;° (and we also have z; = y;” when R; = v). Hence,
we can think of the move from the LHS to the RHS of (6.8), as transferring probability mass
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from the lowest valued R;’s to the highest ones. Let A be the total amount of probability
mass that was transferred. Then A = 3.5 (y/ —2) > 0. Note that it also holds that
A=3pg,.,(z—y;). If we compare now the LHS with the RHS, the RHS has a deficit of
a total value of at most A - v from the terms with R;; < v, compared to the corresponding
terms of the LHS. At the same time, it has a surplus of at least A -v from the terms with
R;; > v. Combining the deficit and the surplus, this proves Equation (6.8).

Using (6.8), we can now obtain the following contradiction:

v < Zl Ryz < TRz = v,

where the strict inequality above follows by the condition stated just before Equation (6.8), and
the final equality holds since 2*T Re; = v for any j € supp(y*) (and so for any j € supp(z)).

Thus, we have reached a contradiction, which means that DZ* < 0 for every i € [k;]. In
addition, it is not difficult to see that in case DE* = 0 for some i, the strategy profile (,y*)
is also a Nash equilibrium. But this would imply that there also exists a pure equilibrium
formed by ¢ and its best response, contradicting the fact that we have a unique equilibrium.
Hence, DE* is strictly negative for every i € [k;].

Similarly, the same analysis holds for the matrix D%Y, completing the proof of the lemma.
O

To finish the proof, we estimate an upper bound on the p-norm of J’ for p € IN. We have that

19 = £ (Sl ) < homasss (£ 1217)
< k(L EDF P + mPer Sy [DEFP + 1P 2y, 1 IDE1P)
i#]
< k(|1 +nEDFE P + PPk + nPk2),

where j' is the column of J’ that achieves the maximum in the above expression, and we
assumed without loss of generality that j' belongs to {1,...,k1}. We can now see that since

7% is negative, then if né < 1, and 7 is sufficiently small, there exists an appropriate p so
that ||J'[|b < 1. However, it is well known that the maximum absolute value of an eigenvalue
of a matrix is bounded by the induced matrix norms, therefore is suffices to check that
I|lJ]] < 1 for some matrix norm, see [Quarteroni et al., 2006]. Thus, the absolute value of the

maximum eigenvalue of .J' is less than one, and this concludes our proof. ]

Proof of Claim 1. Consider two distinct eigenvalues of A A1 and As, such that v is the
corresponding to Ap left eigenvector, while u is the corresponding to Ay right eigenvector [Strang,
2009]. In other words, v is the corresponding to A; right eigenvector for AT. We observe that,
v (ATu) = (vVTAT)u = (Av)Tu. So, MvTu = (ATv)Tu = v (Au) = vT Aqu = AgvTu. Thus,
vlu = 0. 0
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6.3 Numerical Experiments

The theoretical results of Subsection 6.2.2 present a clear advantage of FLBR-MWU dy-
namics over the OMWU approach in terms of convergence speed-up. In this section, we
empirically demonstrate these acceleration improvements, along with the assessment of the
IBR step in our dynamics, i.e., the step defined by (6.1). Additional supporting figures and
an Octave/Matlab implementation of the dynamics are provided in the supplementary material.

Nash equilibrium estimation. In order to make comparisons, we need first to compute
the equilibria of the generated instances. Instead of using a linear programming solver,
the equilibrium computation is performed using the proposed FLBR-MWU algorithm with
n = 0.05. FLBR-MWU is an iterative approach thus a convergence criterion to ensure that
the Nash equilibrium has been reached is required. We propose as a convergence criterion
the Dy, between the update step and the IBR step of our dynamics: Dy ((«f, y")||(2%, 9%)).
This metric is sufficient because the best response strategy at Nash equilibrium is exactly
the equilibrium strategy, thus lim;—,o, D, ((2?, v*)[|(2%,§")) = 0 (for small enough 7). We
return the solution when the convergence criterion becomes 10715, which is approximately
the machine’s arithmetic precision, or when the maximum number of steps, denoted by t.x,
—typically millions of steps— has been reached. In the infrequent latter case (it happened in
less than 0.1%), we discard the returned solution.

Effect of the intermediate rate (). In our learning dynamics, the best response
strategy is approximated by the softmax function (a.k.a., the normalized exponential function
or the Gibbs measure in statistical physics). Sending £ to infinity, one out of the potentially-
many best response strategies is obtained as intermediate dynamics by (6.1). However, £
should be finite from a practical point of view. Since it appears at the exponentials’ argument,
very high values of £ may result in arithmetic imprecision. Therefore, we conducted a numerical
study to assess the effect of £ on the convergence of the algorithm. Table 6.1 presents various
statistics about the number of steps required for several values of £ and for two values of
the size of the payoff matrix R, with n = 0.1. We average over 103 repetitions using random
payoff matrices whose elements are iid sampled from ([0, 1]). Evidently, as £ increases, the
FLBR-MWU dynamics require fewer steps in order to reach a specific threshold of accuracy
(set to 10719 for the Dy between the Nash equilibrium and the FLBR-MWU dynamics).
However, the solution occasionally produces ‘NaN’ for values of £ above 200 due to overflow
in the exponentials’. Overall, values between 50 and 100 are a sufficient compromise between
the best response approximation and machine precision trade-off. We set £ = 100 in the
remaining experiments of this section, even though larger values can be tolerated especially
when both n > 1 and z7,y; <1 hold.

SOverflow can be easily fixed by subtracting the maximum value but with an increased underflow risk.
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Table 6.1: Statistics on the number of steps till convergence for various values of ¢ and
n. The maximum number of steps was set to tynax = 106.

Matrix size Statistic E=20 £=50 &£=100 ¢& =200
Mean 85.9K 527K  41.6K 57.6K

n =10 Median 32.0K 223K 19.8K 18.0K
tmax was hit  0.9% 0.0% 0.0% 2.2%

Mean 352.1K  233.3K 173.6K 141.4K

n = 20 Median 225.0K 123.4K 82.2K 65.6K
tmax was hit  13.5%  5.9% 3.5% 2.5%

Effect of the learning rate (). The first row of panels in Figure 6.3 shows the Dgp,
between the Nash equilibrium and the FLBR-MWU dynamics for the same payoff matrix
instance as in Figure 6.2 and for various values of the learning rate, 7. The difference between
the left and right panels is that for the right column of panels, the x-axis has been rescaled
by multiplying each run with the respective learning rate. A linear scaling is numerically
observed showing that the number of steps is effectively of order O(n~1) for a fixed accuracy
level. This inversely-proportional behavior is observed not only during the convergence to the
approximate Nash equilibrium, but also during the contraction period. As a rule of thumb,
we propose to increase the rate 7, because it accelerates the convergence, but with caution
since a very large n might result in an oscillatory solution, thus failing to converge (blue line
in second row of panels).

Effect of the payoff matrix size (n). The rate of convergence is sensitive to the size of
the payoff matrix and the number of steps is expected to substantially increase on average as
the size of the game increases. We performed a numerical comparison between FLBR-MWU
and OMWU to evaluate the number of steps required to achieve a predefined level of accuracy.
Table 6.2 presents statistics on the number of steps for each learning algorithm computed on
100 repetitions using element-wise uniformly-sampled and iid random payoff matrices. The
learning rate was set to n = 0.1. Given that FLBR-MWU requires almost twice as many
calculations per iteration, relative to OMWU, it is fair to multiply the number of steps of
FLBR-MWU with two and then compare it with the number of steps of OMWU. We observe
that FLBR-MWU is approximately 15 times faster on average when n = 5. As the size of
the payoff matrix increases, the performance gap in convergence rate as measured by the
number of steps also increases. Indeed, even for n = 10, OMWU requires more than 4.2M
steps in half of the runs, while the respective number for FLBR-MWU is 16.3K, implying
that FLBR-MWU is 100 times faster than OMWU in the median sense. Larger game sizes
make OMWU essentially impractical while FLBR-MWU is still able to converge in less than
5M steps.

Next, we demonstrate the properties of the FLBR-MWU algorithm using additional
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Figure 6.3: The Dk, between the Nash equilibrium and the FLBR-MWU dynamics for
two instances and no rescaling of x-axis (upper panels) and with rescaling
(lower panels). The relationship between the number of steps and learning
rate is inversely proportional.

Table 6.2: Statistics on the number of steps till convergence for various sizes of the
game. The maximum number of steps was set t0 tmax = 5 x 106.

Learning alg. Statistic n=>5 n=10 n=>50

Mean 33.7K 103.3K  984.9K

FLBR-MWU Median 9.8K 16.3K  409.3K
tmax was hit  0.0% 0.0% 1.0%

Mean 1088.8K  3323.2K  5000.0K

OMWU Median 353.8K  4208.1K  5000.0K

tmax was hit  9.0% 46.0%  100.0%

metrics and perform further comparisons.

Convergence to the value of the game. Figure 6.4 shows the evolution of the current
value of the game at each iteration, with the same payoff matrix as that used in the example
of Figure 6.2. The current value of the game at iteration ¢ is defined as v* = 2! Ryt, and it
serves as another convergence measure to Nash equilibrium. MWU (blue) oscillates around the
true value of the game (v = 0.529677) without converging, while OMWU (red) oscillates with
decreasing amplitude and eventually it converges to the true value. The current game value
for the FLBR-MWU dynamics (black) converges much faster requiring only a few thousand
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steps.

0-6 T T T
0.58

—MWU
—OMWU
—FLBR-MWU

0.56 TN |W !
0.54
0.52
0.5
0.48

0.46 . ' : : :

0 2 4 6 8 10

No. Steps %104

Figure 6.4: The value of the game as a function of the number of steps for the three
MWU variants.

Dynamics trajectories. Figures 6.5 and 6.6 show the trajectories of the row player (i.e.,
z! for i = 1,...,10) in linear and log scale, respectively. Similarly, Figures 6.7 and 6.8 show
the trajectories of the column player (i.e., y!). Again, the payoff matrix is the same as in
Figure 6.2, and the Nash equilibrium is estimated as:

( T ) _ ( 0.126766, 0.276988, 0, 0.22506, 0.081435, 0, 0.191705, 0, 0.098045, 0 >

y*T 0, 0.058227, 0, 0.298188, 0.213176, 0, 0, 0.283403, 0.000376, 0.146628

First, we note that for all pure strategies that do not belong to the support of * or y*,
the corresponding probabilities in z! and y' converge to 0 under FLBR-MWU, after a few
thousand steps. Additionally, we observe interesting patterns during the evolution of the
learning dynamics in both scales which are intimately connected with the KL divergence
trajectory shown in Figure 6.2. Indeed, it is worth looking at v} (log scale; Figure 6.8), which
shows the most interesting pattern. Initially it seems that this is not a surviving strategy
of the dynamics and its probability decreases for the first 10K steps. However, and, despite
its very low value, it recovers to the actual Nash equilibrium value. Similarly, we observe
that the non-zero elements of z! (linear scale; Figure 6.5) are linearly evolving for several
thousands of steps. Those changes in the dynamics correspond to the plateau of the KL
divergence observed in Figure 6.2. Our explanation of the dynamics trajectories is as follows:
starting from the uniform state, the FLBR-MWU algorithm first finds an approximate Nash
equilibrium with a value close to the true value of the game but then escapes from it until it

eventually converges to the actual Nash equilibrium.
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Figure 6.5: The dynamics of the update step per coordinate (solid), as well as the IBR
step (dashed) for the row player. For the equilibrium strategy x*, it holds
that supp(z*) = {1,2,4,5,7,9}. Note that ! converges to the same support.

Another interesting observation is that the dynamics of the IBR step (recall Equation
(6.2)) drive the FLBR-MWU dynamics in the sense that when the IBR dynamics are above
the FLBR-MWU dynamics, then the corresponding probabilities in the update step of FLBR-
MWU increase, while the opposite is true when the IBR dynamics are below the FLBR-MWU
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Figure 6.6: Same as Figure 6.5, but in logarithmic scale.

dynamics.

Effect of the intermediate rate (£). We present further statistical information on the
effect of £. Figure 6.9 shows the distribution of the number of steps as a boxplot for n = 10
(left) and n = 20 (right). The red line in the boxplot corresponds to the median value while
the blue box corresponds to the area covered by the 2"? and 3" quantiles. The distribution
of the number of steps till convergence is positively (or right) skewed. Therefore we also
report the statistics of the right tail in Table 6.3. The presented results further validate the
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Figure 6.7: The dynamics of the update step per coordinate (solid), as well as the IBR
step (dashed) for the column player. For the equilibrium strategy y*, it holds
that supp(y*) = {2,4,5,8,9,10}.

suggested value for £.We also remark that the product n€ is not always less than 1 in our
experiments. Hence, although we needed the condition n¢ < 1 to prove our theoretical result
in Section 6.2, the numerical evidence shows that the product can take values greater than 1
and still attain convergence (however n¢ should not become arbitrarily large).

Number of steps. Moving on, we present additional comparisons between FLBR-MWU
and OMWU. Figure 6.10 demonstrates the distribution of the number of steps till convergence
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Figure 6.8: Same as Figure 6.7, but in logarithmic scale.

for FLBR-MWU (left) and OMWU (right). Interestingly, the distribution for payoff matrix
size n = 50 with the FLBR-MWU algorithm is similar to the distribution for n = 5 with
the OMWU algorithm. The computational gains are expected to be even more dramatic for
larger games.

MWU, OMWU, and OMD. We also present a comparison among the MWU, OMWU
and OMD dynamics (where for OMD we implemented the version of [Mertikopoulos et al.,
2019] with entropy regularization). Figure 6.11 shows the evolution of a long run of 5 million
steps and two values for the learning rate, . We use the same payoff matrix as in Figure 6.2
and recall that the proposed FLBR-MWU method converged after only 100K steps (see
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Figure 6.9: Boxplots for the number of steps until convergence for various values of &
and two payoff matrix sizes.

Table 6.3: Quantile statistics on the number of steps till convergence for various values
of £ and n. The maximum number of steps was set t0 tmax = 2 x 10°.

Matrix size Quantile ¢=10 =20 ¢=50 ¢=100 ¢& =200
75% 127.1K 83.3K 54.5K 441K 43.6K

n =10 90% 346.7K 209.1K 137.9K 111.3K 110.3K
97.5%  1035.2K 640.3K  322.1K  228.7K  372.8K

75% 1957.2K 1127.2K 576.9K  441.3K  342.7K

n =20 90% 2000.0K 2000.0K 1644.8K 1076.0K 830.8K

97.5%  2000.0K 2000.0K 2000.0K 2000.0K 2000.0K

Figure 6.2). It is evident from the KL divergence in Figure 6.11 (leftmost panels) that the
OMWU and OMD algorithms have almost the same behavior, as expected by [Wei et al.,
2021], and they both converge, but in a very slow pace. The oscillatory behavior is prominent
even after a large number of steps, as quantified by the /; norm difference (rightmost panels
of Figure 6.11).

Finally, we report in Table 6.4 several convergence statistics between OWMU, OMD and
FLBR-MWU algorithms with n = 0.1. This table is an extension of Table 6.2. Once again,
the proposed FLBR-MWU algorithm is orders of magnitude faster while the closeness of
the statistics between OWMU and OMD reveals the (almost) equivalence between the two

algorithms.

As a concluding remark, the reduction of acceleration gain as n increases in our last
experiment, it is artificial due to the use of a limit on the number of steps (denoted tpyax in
the manuscript) which was set to 5M steps. Actually, if the allowed number of steps left
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Figure 6.10: Boxplots for the number of steps until convergence for various payoff matrix
sizes under FLBR-MWU (left) and OMWU/OMD (right). The computational
gains when FLBR-MWU is used are striking.
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Figure 6.11: KL divergence and l; norm difference for ¢ma.x = 5 x 10 and two values for
the learning rate: 7 = 0.1 (upper row of panels) and n = 0.02 (lower row of
panels).
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Table 6.4: Statistics on the number of steps till convergence for OWMU, OMD and
FLBR-MWU and various payoff matrix sizes. The maximum number of steps
was set t0 tmax = 5 X 106.

Matrix size  Statistic n=25 n =10 n =20 n = 50
Mean 1287.3K 3280.9K 4997.8K 5000.0K
OWMU Median 631.9K 3697.8K 5000.0K 5000.0K

tmax 12.0 44.0 98.0 100.0

Mean  1287.6K 3292.9K 4997.8K 5000.0K
OMD Median  631.9K 3629.1K 5000.0K 5000.0K

tmax 12.0 44.0 98.0 100.0

Mean 18.8K 45.9K 267.1K  1130.8K
FLBR-MWU  Median 8.0K 21.4K 64.0K 701.3K
tmax 0.0 0.0 0.0 2.0

unlimited, then the relative computational gains of FLBR-MWU is even higher for larger n’s.
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Noisy (ames

7.1 Introduction

In previous chapters are identified various different causes of misinformation, including
deception and misleading reports, human errors, deliberate attempts by the game designer to
channel players into different behaviours, erroneous sensor readings and random effects. Here
we focus on a special case of misinformation, attributed to noise and signal errors, a situation
often occurring in distributed multiagent systems. This class of misinformation games will be
called noisy games.

Specifically, in distributed multiagent systems, agents are equipped with an internal logic
that allows them to autonomously solve problems of a given nature. However, at deployment
time, the precise specification of these problems is often unknown; instead, the details are
communicated as needed at operation time, during the so-called “online phase” [Brown et al.,
2017]. In such cases, unexpected communication errors, malfunctions in the communication
module or noise may cause the agents to operate under a distorted problem specification,
leading to unexpected behaviour.

For example, consider the scenario where we have two autonomous self-interested agents,
already deployed in an unfriendly environment. At some point in time, the human controller
asks each of the agents to choose among two actions, also specifying the payoffs for each
combination of choices. If the communication goes through as expected, then the behaviour
of the agents is predictable by the well-known results of game theory. However, if one (or
both) of the agents’ communication module malfunctions, or if there is unexpected noise in
the communication channel, the signal may arrive distorted. This could lead agents to receive
an erroneous payoff matrix, essentially causing them to believe that they play a game different
from the one communicated to them, with unpredictable results (Figure 1.2).

Note that, if, at deployment time, the designer had foreseen the possibility for the agents
to receive an erroneous game specification, then the agents would have been programmed to
treat all signals as uncertain (i.e., true under a certain probability). In this case, the possibility
of error is integrated in the agents’ logic (even when no communication error occurs), and

their behaviour can be modelled using the rich results on Bayesian games and games with

91
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incomplete information [Zamir, 2009]. On the other hand, if such a scenario had not been
foreseen at deployment time, then the agents will operate under the payoff matrices received,
without considering the possibility that the payoff matrices are not the correct ones. This is
quite different, as the agents’ decisions will be totally misled by the erroneous setting, and
will not consider mitigation measures “just in case” the specification that they received is
wrong.

The aim of this chapter is to provide the theoretical machinery necessary to study scenarios
of this kind. In particular, the main research question to be addressed is:

Given a game and a specific noise pattern affecting the players’ perceived payoff matrices,
compute the probability that players’ behaviour (i.e., chosen strategies) will be as close as
possible (in a manner to be formally defined later) to the behaviour that they would have in
the absence of noise.

In summary, the main contributions of this chapter are the following:

1. Provide motivation for the need to define misinformation in the context of noisy games,
by positioning our work with respect to other similar efforts in the literature, in particular
related to games with uncertainty, and games where the players have some kind of
misconception related to the game’s payoffs (Section 2.6).

2. The definition of a formal model for the description of misinformation in noisy games
(Section 7.2).

3. The computation of the probability that the players’ behaviour is unaffected by random
noise, a feature that we call behavioural consistency (Section 7.3).

4. Experimentation to visualize and validate our main results (Section 7.5).

7.2 Noisy Games
7.2.1 Basic Definitions

Noisy games are a special class of misinformation games, where misinformation is due to a

random distortion in the original payoff matrix. Formally:

Definition 51 (Noisy game). A noisy game is a canonical misinformation game mG =
(GG, ..., G|N|>, where G* = GO + A? for some matriz A* whose elements follow a certain

probability distribution.

Note that the restriction of a noisy game being canonical implies that noise only affects
the payoff matrix. In a more general scenario, noise could also affect the number of players
and/or the strategies that a player understands (knows) regarding a game. However, as shown
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in [Varsos et al., 2021], we do not need to consider this case separately, and we can restrict
ourselves to canonical games as above for simplicity.

In this chapter, we concentrate on noisy games whose actual game is a 2 x 2 bimatrix
game, and where each element of A’ follows the normal distribution. We call such games
normal noisy games. Therefore:

Definition 52 (Normal noisy game). A normal noisy game is a tuple mG = (G°,G", G¢),
where:

o« GY.G", G are 2 x 2 bimatriz games

e Forxz e {r,c}, G* = G+ A, where A® is a bimatriz whose elements follow the normal
distribution (possibly for a different mean and normal deviation)

Notational conventions and shorthands To avoid confusion caused by the use of
multiple indices in subsequent sections, we will use the notation A[é, j| to refer to the element
in the i*" row and j column of a matrix A, i.e., if A = (a;;), then A[i, j] = aj;.

We will use boldface to indicate tables whose elements are all equal to a certain value. For
example [b],xm represents the n x m table B, such that B[i,j] = b for all i,j. The n x m
subscript will be omitted when obvious from the context.

For three tables A, M, D of the same dimensions, we write A ~ N (M, D) to indicate that
Ali, j] ~ N (M[i, j], D3, §]) for all 4, j.

We define operators on payoff matrices as follows. Consider a 2 x 2 bimatrix game
G = (N, S, P), where P = (P,; P.). Then:

o For 2 x 2 tables M,, M., D, D., the expression G ~ N ((M,; M.), (D,; D.)) indicates
that By ~ N (M,,D,), Ps ~ N (M., D,)

o For a 2 x 2 bimatrix A = (A,; A.) and X € R, the result of the operation A\G + A is the
2 x 2 bimatrix game G’ = (N, 8", P'), where N' = N,5' =S, P =\P+ A

7.2.2 Strategies, strategy profiles and equilibria in misinformation games

Here we will use the main definitions of Section 4.2 (strategies, strategy profiles, equilibrium).
For simplicity, we will only consider normal noisy games, although it is trivial to extend the
definitions for arbitrary misinformation games (see [Varsos et al., 2021] for details). So let us
fix some normal noisy game mG.

Notationally, as we consider normal noisy games with two players, we denote the misin-
formed strategy profile for the individual game, and is defined as a pair o = (o, 0..), where
o, is a misinformed strategy of z € {r,c}. Due to our assumption of mG being a canonical
game, a misinformed strategy (and misinformed strategy profile) is also a strategy (strategy
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profile) in G°. Due to this fact, we will simply use X, to denote the misinformed strategies of
player = in mG, and % to denote the misinformed strategy profiles of mG.

As normal noisy games are a subgroup of misinformation games, the decisions of a player
are made based on his own payoff matrix (the one in G*), payoffs are computed on the basis
of the actual payoff matrix (the one in G°). This is reflected in the definition of payoffs, note
that this is equivalent with equation (4.1).

Indeed, set P° = (P%; P%), P" = (Pr; Pr), P¢ = (P¢; P¢) the payoff matrices of G, GT, G¢
respectively. Then:

o The actual payoff function of player x, under a given strategy profile o = (o,,0.),
uy : 2 — R, is defined as:

Uz (op, 00) = J;:FPSUC

e The misinformed payoff function of player x, under the viewpoint of player y and the
strategy profile o = (0,,0.), u¥ : £ — R, is defined as:

ul (o, 00) = J?Pﬁgac

As in Chapter 4 the actual payoff function represents the payoff that player x will really
receive as a response to his strategic choices. On the contrary, the misinformed payoff function
represents the payoff of player x, under the (erroneous) view of the game that player y has.
Note that the equilibria concepts derived using Definitions 16-17, as Price of Misinformation
metric, see Definition 27.

Again, if PoM = 1, the players adopt optimal behaviour, due to misinformation. Moreover,
interesting results can be derived by comparing the PoA of G° with the PoM of mG: if
PoM < PoA, then misinformation has a beneficial effect on social welfare, as the players are
inclined (due to their misinformation) to choose socially better strategies; on the other hand,
if PoM > PoA, then misinformation leads to a worse outcome, from the perspective of social

welfare.

7.2.3 Behavioural Consistency and s-closeness

Given that the misinformed equilibria of a normal noisy game may be different than the Nash
equilibria of the actual game, it makes sense to define a metric to quantify the distance among
these equilibria and their respective strategies, essentially measuring the effect of noise on the
behaviour of the players:

Definition 53 (e-closeness). Let o = (01,02), o’ = (0}, 0%) be two strategies and e > 0. Then
we say that o, 0’ are e-close if and only if supp(c) = supp(o’) and max{|oy — o], |o2 — oh|} <
e. For a strategy o, the set of strategies that are e-close to it, is denoted by CI¢ (o).
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The above definition applies on strategies in general, and, thus, allows us to apply it also
to check e-closeness among strategies and /or misinformed strategies, as long as they contain
the same number of pure strategies. Moreover, although the definition applies for normal
noisy games, it is trivial to generalize it for non-normal ones. Finally, note that e-closeness
requires identical supports. This requirement is based on the idea that adding (or removing) a
pure strategy to (from) the support of a strategy is considered a major change in the player’s
behaviour.

We extend Definition 53 to (misinformed and non-misinformed) strategy profiles (and
equilibria), in the obvious manner: o = (o, 0.) is e-close to ¢’ = (0}, 0..) if and only if o, is
e-close to o). and o, is e-close to ol.. We denote by Cl°(o) the strategy profiles that are e-close
to 0. For a set of strategy profiles =¥, we set Cl*(X*) = J,ex- Cl¢(0), i.e., the strategy
profiles that are e-close to at least one of the strategy profiles in 2*.

The definition of e-closeness gives formal substance to the idea of the behaviour of the
players (expressed as an equilibrium) being “similar”: two equilibria that are e-close are
“similar” (and vice-versa), see Figure 7.1. This notion allows us to formally define the
behavioural consistency of players in the presence of noise, which amounts to checking whether
the equilibria of the noisy game are similar (i.e., e-close) to the “expected” ones under the
actual game. Formally:

Definition 54. Consider a normal noisy game mG and some tolerance € > 0. Then,

e mG is e-misinformed iff for every natural misinformed equilibrium o* of mG, there is
a Nash equilibrium o° of G°, such that o* € CI¢(0?).

e mG is inverse-e-misinformed iff for every Nash equilibrium o° of G°, there is a natural

misinformed equilibrium o* of mG, such that o* € CI(o?).

The following example will be used as a running example for the rest of this Chapter to
illustrate our results.

Example 7.1 (Running example). We consider two autonomous robotic agents r,c, deployed
in a remote environment. At some point in time, the human controller asks each of the agents

to choose among two actions si, S2, also specifying the payoffs for each combination of choices,

PO — (37 2) (07 0)
(0,0) (2,3)
The above payoff matrixz corresponds to the well-known Battle of the Sexes (BoS) game

[Osborne and Rubinstein, 1994] , which has 3 Nash equilibria, namely o9 = ((1,0), (1,0)),
o3 = ((0,1),(0,1)), 0§ = ((3/5,2/5), (2/5,3/5)).

as shown in matriz P° below.
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actual game

Figure 7.1: Behavioral consistency between interaction with real specifications and inter-
action with misinformation.

Howewver, one of the components of the central communication module has received damage,
unknowingly to the agents or the human controller, causing it to introduce a random noise
(6 ~ N (0,1)) to each of the values in P° during transmission. The above setting can be
modelled as a normal noisy game mG = (G, G",G¢) ~ G° —i—NgM;,DZ), where M =
[0]ox2, D = [1]ax2 for all x,y € {r,c}, and the payoff matriz of G° is P°.

Our objectives are:

1. To compute the probability that the robotic agents will exhibit behavioural consistency

(Definition 54), despite the noise caused by the malfunction

2. To determine whether minor inconsequential modifications in P° (e.g., multiplication of
all its elements by a constant) would modify the above probability, and by how much

The above questions will be addressed and analysed in Sections 7.8 and 7.4 below. |

7.3 Probabilities for Behavioural Consistency

In this section, we will compute the probabilities for a normal noisy game being (inverse-)e-
misinformed. For better readability, we split our analysis in 3 subsections. In Subsection
7.3.1, we recast some known results from game theory in a way that is more suitable for our
analysis, whereas in Subsection 7.3.2, we develop some results that determine necessary and
sufficient conditions for a misinformation game to be (inverse-)e-misinformed. These results
are then employed in Subsection 7.3.3 to compute the required probabilities. The respective
results are summarized in Table 7.1 (for Subsection 7.3.1), Table 7.2 (for Subsection 7.3.2)
and Tables 7.3, 7.4 and 7.5 (for Subsection 7.3.3).
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7.3.1 Determining equilibrium strategies

For a 2 x 2 bimatrix game G, we denote by UGAIN®(z,i) the wutility gain of strategy s
(compared to sg) for player x € {r,c} when his/her opponent plays s;, in game G. The
reference to G will be omitted when obvious from the context. Note that UGAIN(z,i) is
determined by the elements of the payoff matrix of G (say P = (P,; P.)) as follows:

o For z =r, UGAIN(r,i) = P.[1,i] — P,[2,1]
o For z = ¢, UGAIN(¢, i) = P.[i, 1] — P.[i, 2]

Intuitively, UGAIN(z,7) > 0 would mean that player 2 would play s1, if his/her opponent
chose to play s;, i.e., that s; is the best response (for z) to s;. Similarly, UGAIN(z,i) < 0
would mean that player x would play ss, if his/her opponent chose to play s;, i.e., that sy is
the best response (for ) to s;. Finally, when UGAIN(z,4) = 0, then player z is indifferent as
to whether to play s; or sg, i.e., it has two pure best responses for his/her opponent’s pure
strategy s;, indicating that the game is degenerate.

Example 7.1 (continued). We have UGAIN(r,1) = 3, UGAIN(r,2) = —3, UGAIN(¢,1) = 2,
and UGAIN(¢,2) = —2. [

Some well-known results from game theory for bimatrix games can be recast using the
concept of UGAIN(z, ). For example, the following proposition gives an equivalent formulation
of the degeneracy criterion for 2 x 2 bimatrix games:

Proposition 20. A 2 x 2 bimatriz game G is degenerate if and only if UGAIN(z,i) =0 for
some x € {r,c},i € {1,2}.

Proof. Let’s consider G = (N, S, P), for P = (P,; P.). Suppose that G is degenerate. By
definition, there is a pure strategy (say s;, by player € {r,c}) that has two pure best
responses. Suppose that x = r,7 = 1. Then, since s1, so are equally preferred by c, it follows
that P.[1,1] = P.[1,2], i.e., UGAIN(¢, 1) = 0. The other cases (i.e., when z = ¢ and/or i = 2)
are analogous.

For the opposite, suppose that UGAIN(r,1) = 0. Then P.[1,1] = P.[1,2], so ¢ has two
pure best responses for the strategy s; of r, which means that G is degenerate. The proof is
analogous for the other cases. O

When a non-degenerate 2 x 2 bimatrix game has a mixed Nash equilibrium, then its value
is determined by UGAIN(z,1):

Proposition 21. Consider a non-degenerate 2 x 2 bimatriz game G = (N, S, P), for P =
(P P.). If (p,1—p) € NE,(G) for some 0 <p <1, x € {r,c}, then:

UGAIN(Z, 2)
UGAIN(Z,2) — UGAIN(Z, 1)

p:
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Proof. Suppose that © = r. From classical game theoretic results (e.g., see [Nisan et al.,
2007a, Osborne and Rubinstein, 1994]), and our assumptions, we get that p will satisfy the
following equation:

p'Pc[171]+(1_p)'Pc[271] :p'Pc[172]+(1_p)‘Pc[2’2]

The result now follows trivially by solving this equation and applying the definition of
UGAIN(c, 7).

Analogously, for the case where x = ¢, we get the following equation:
Solving it, as above, will give the required result. O

Now consider a non-degenerate 2 x 2 bimatrix game G and some player x € {r,c}. From
classical results in game theory, we know that there are 4 possible cases for NE,(G), namely
NE,(G) = {(1,0)}, NE,(G) = {(0,1)}, NE,(G) = {(p,1 —p)} for some 0 < p < 1 and
NE,(G) ={(1,0),(0,1), (p,1 —p)} for some 0 < p < 1. If the game is degenerate, then there
is one additional possibility, namely that NE,(G) = {(p,1 —p) |0 <p <1} =X,.

For non-degenerate games, the value of NE,(G) can be determined using the following:

o« NE,(G) ={(1,0)} if and only if s; is dominant for x, or s; is dominant for z and s; is
the best response for = on s;.

e NE,(G) ={(0,1)} if and only if sy is dominant for z, or s; is dominant for  and sg is

the best response for z on s;.

e NE,(G) ={(p,1—p)} for some 0 < p < 1 if and only if no strategy is dominant for
either player and no pure Nash equilibrium exists.

e NE,(G) ={(1,0),(0,1),(p,1 —p)} for some 0 < p < 1 if and only if no strategy is
dominant for either player and two pure Nash equilibria exist.

The above conditions can also be expressed in terms of UGAIN(z, ), as shown in Table
7.1. In the table, the various (mutually exclusive) cases are visualised for player r and for a
non-degenerate game. The small figure in the rightmost column shows the depicted condition
in terms of the relative order among the elements of P, (blue lines) or P, (yellow lines), which
is determined by the sign (positive or negative) of UGAIN(z,7). The first column provides
a reference to the formulation of Proposition 22, where the above are formally stated and
proved.

Before showing Proposition 22, for brevity, we introduce the following predicates to refer
to the different cases with regards to the value of NE,(G):
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Only-pure: opS (i), which is true if and only if the only equilibrium strategy for player
x in game G is to play s;, i.e.:

or% (1) if and only if NE,(G) (1,0)}

or$(2) if and only if NE,(G) (0,1)}

Only-mized: oM§ (p), which is true if and only if the only equilibrium strategy for player

G
G

{(1,0
{(0,1
x in game G is (p,1 —p) (where 0 < p < 1), i.e.:
oM$ (p) if and only if NE,(G) = {(p,1 —p)}

Pure-and-mized: PM? (p), which is true if and only if player 2 has 3 equilibrium strategies
in game G, two pure and one mixed, and the mixed one is (p,1 —p) (where 0 < p < 1),
i.e.:

pMS (p) if and only if NE,(G) = {(1,0),(0,1),(p,1 —p)}

Ranged-only-mized: ROMS (w1, ws), which is true if and only if oM$ (p) is true for some
w1 < p<ws,ie.:
ROMS (w1, ws) if and only if NE,(G) = {(p,1 —p)} for some p such that w; < p < wo

Ranged-pure-and-mized: RPMS (w1, ws), which is true if and only if PMS (p) is true for
some wy < p < wa, i.e.

RPMS (w1, ws) if and only if NE,(G) = {(1,0),(0,1),(p,1 —p)} for some p such that
w1 < p<w

Infinite-Nash: ING

o, which is true if and only if player x has an infinite number of

equilibrium strategies, namely the entire %, (note that this is possible only for degenerate
games), i.e.:
NG if and only if NE,(G) = %,

When the game G is obvious from the context, we will omit the superscript G from the

above. Now we can formally state Proposition 22, which formalizes the intuition of Table 7.1:

Proposition 22. For any non-degenerate 2 X 2 bimatriz game the following hold:

1. opr,(1) if and only if either one of the following is true:

(a) (UGAIN(z,1) > 0) A(UGAIN(z,2) > 0)
(b) (uGAIN(z,1) > 0) A(uGAIN(z,2) < 0) A(uGAIN(Z,1)
1

0) A(vcain(z,2) > 0)
) 2

>
(¢) (uGAIN(z,1) < 0) A(UGAIN(z,2) > 0) A(UGAIN(Z,1) < 0) A(UGAIN(Z,2) < 0)

2. opP,(2) if and only if either one of the following is true:

(a) (UGAIN(z,1) < 0) A(UGAIN(z,2) <O
(b) (vGAIN(z,1) < 0) A(uGAIN(z,2) > 0) A(uGaIN(z,1) > 0) A(UGAIN(Z,2) > 0)
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Case (from Value of UGAIN(z,1), for: Nash equilibrium Schematic
Proposition xT: xrz acC: a:C: strategies for © = r depiction
22) i=1]|i=2|i=1]i=2 (NE,(G)) of the case
<>@
(1a) >0 | >0 | <>0 | <>0 {(1,0)} = g
<>
_al)
>
L)
(1b) >0 | <0 | >0 | >0 {(1,0)} = . g
o
(1c) <0 | >0 | <0 | <0 {(1,0)} < _ \>
)
<>
L)
(2a) <0 | <0 | <>0 | <>0 {(0,1)} < <>§
Gl
(2b) <0 | >0 | >0 | >0 {(0,1)} < N \>
4
<
L)
(2¢) S0 | <0 | <0 | <0 {(0,1)} >\ g
(. 1-p)) o=
(3a) >0 <0 <0 >0 P ’UGAIN]?C,Q) = \<
p= UGAIN (¢,2)—UGAIN(c,1) BT) >
(@.1-p) n -
(3b) <0 | >0 | >0 | <0 P o) < >
p= UGAIN (¢,2) —UGAIN(c,1) BT <
>
L)
]-70 ) 071 ) 71_
(4a) 20 | <0 | s0 | <o || (O UG)AHSﬁ,g) P)} >€ <
p= UGAIN (¢,2) —UGAIN(c,1) <
<
)
1,0),(0,1 1-—
(4b) <0 >0 <0 >O {( ? )7( 7UG)A?H\EZ(9C772) p)} < >
p= UGAIN(¢,2)—UGAIN(c,1) BT) >

Table 7.1: Visualising the cases of Proposition 22, for x = r.
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(¢) (UGAIN(z,1) > 0) A(UGAIN(z,2) < 0) A(UGAIN(Z,1) < 0) A(UGAIN(Z,2) < 0)

UGAIN(Z,2)
UGAIN(Z,2) —UGAIN(Z,1)

3. oM, (p) if and only if p =

and either one of the following is true:

(a) (UGAIN(z,1) > 0) A(UGAIN(z,2) <

0) A(ucaIn(z,1) < 0) A(UGAIN(Z,2)
(b) (vGaIN(z,1) < 0) A(UGAIN(z,2) > 0) A(UcaIN(Z,1) > 0) A(UGAIN(Z, 2)

> 0)
< 0)

. , ] z,2 . L
4. PM,(p) if and only if p = UGAIN(L;;)T%C’;A{TN(@J) and either one of the following is true:

2)
0) A(uGaIn(z,2)

(a) (UGAIN(z,1) > 0) A(UGAIN(z,2) < (uGaIN(z,1) > 0) A(UvGAIN(Z,
<

0) A 1 <0)
(b) (uGAIN(z,1) < 0) A(uGAIN(z,2) > 0) A(UGAIN(Z,1) >

0)

Proof. By Proposition 20, we conclude that UGAIN(z,4) # 0 for all z € {r,c},i € {1,2}. This
means that the different (mutually exclusive) cases of the formulation of the proposition cover
all possible cases for a non-degenerate game (see also Table 7.1). Thus, it suffices to show the
“only if” part for each different case.
For (la), note that player z will play (1,0) (i.e., s1) regardless of the choice of Z, so
NE,(G) ={(1,0)} and op,(1) is true.
For (1b), note that the only Nash equilibrium of G is ((1,0), (1,0)), which proves the result.
Next, (1c) is analogous to (1b).
The cases (2a), (2b), (2c) are analogous to (1a), (1b), (1c) respectively.
With regards to (3a), it can be easily shown that the game can have no pure Nash equilibrium.
Thus, it must have a mixed one (by the result of Nash [Nash, 1951]). Moreover, it cannot
have more than one mixed, as this would render it degenerate® (see [Nisan et al., 2007a], [Avis
et al., 2010], [Osborne and Rubinstein, 1994]).

Thus, NE,(G) = {(p,1 —p)}, for some 0 < p < 1. By Proposition 21, it follows that

_ UGAIN (Z,2)
p= UGAIN (Z,2) —UGAIN (Z,1)
The case (3b) is analogous.

, which shows the result.

For (4a), we observe that the values of UGAIN(z,7) imply that the game has exactly two pure

Nash equilibria, namely: ((1,0),(1,0)) and ((0,1),(0,1)). By [Nisan et al., 2007a], [Osborne

and Rubinstein, 1994], it must also have one (unique) mixed equilibrium.

Thus, NE,(G) = {(1,0),(0,1), (p,1 — p)} for some 0 < p < 1. Again, using Proposition 21,
UGAIN(Z,2)

UGAIN (Z,2) —UGAIN(Z,1)

For (4b) the proof is analogous, except that here the pure Nash equilibria of G are:
((1,0),(0,1)) and ((0,1), (1,0)). O

it follows that p =

, which shows the result.

An analogous set of conditions determines whether the “ranged” versions of the above
predicates are true:

Corollary 3. Given a non-degenerate 2 x 2 bimatriz game G, the following hold:

*Immediate consequence of Corollary 3.7 [Nisan et al., 2007a].
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UGAIN(Z,2)
UGAIN(Z,2)—UGAIN(Z,1)

1. ROM,(w1,w2) if and only if w1 < < wy and either one of the

following is true:
(a) (UGAIN(z,1) > 0) A(UGAIN(z,2) < 0) A(UGAIN(Z,1) < 0) A(UGAIN(Z,2) > 0)
(b) (uGAIN(z,1) < 0) A(UGAIN(z,2) > 0) A(UGAIN(Z,1) > 0) A(UGAIN(Z,2) < 0)

UGAIN(Z,2)
UGAIN(Z,2)—UGAIN(Z,1)

2. RPM,(w1,ws) if and only if wy < < wy and either one of the following

1s true:
(a) (UGAIN(z,1) > 0) A(UGAIN(z,2) < 0) A(UGAIN(Z,1) > 0) A(UGAIN(Z,2) < 0)

(b) (uGAIN(z,1) < 0) A(UGAIN(z,2) > 0) A(UGAIN(Z,1) < 0) A(UGAIN(Z,2) > 0)
Example 7.1 (continued). We have that in Proposition 22 holds the case:
(veaN(z,1) > 0) /\(veaIN(z,2) < 0) A (UcAIN(Z,1) > 0) /\ (vcaIN(Z,2) < 0)

for all {x,z} € {r,c}, thus this game has both pure and mixed Nash equilibria. Further,
according to Corollary 3, if exist w1 and wy then this game has Ranged-pure-and-mixed

equilibria. O

7.3.2 Misinformation games

In this subsection, we provide necessary and sufficient conditions for a misinformation game
to be (inverse-)e-misinformed. These are given in Propositions 23, 24, and use the notation
previously introduced. Note that the propositions apply for all canonical misinformation
games, not just noisy games. The results of this subsection are summarized in Table 7.2.

Proposition 23. Consider a canonical misinformation game mG = (G°,G",G¢), where G°
is a 2 X 2 bimatriz game and G", G are non-degenerate. Then, mG is e-misinformed if and

only if, for all x € {r,c}, one of the following is true:

1. 0P (i) and opS” (i) for some i € {1,2}

T

2. oMS" (p°) for some 0 < p° < 1 and ROMS” (w1, ws), where wy = max{0,p° — e}, wo =
min{1,p° + €}

3. PMC" (p°) for some 0 < p° < 1 and oPS” (1) 0PC” (2) V ROMC™ (w1, w2) \/ RPME™ (w1, ws),
where w; = max{0,p® — e}, wy = min{1,p° + £}

4. g
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Proof. By definition, mG is e-misinformed if and only if for all o* = (0}, 0%) € NME(mG)
there exists 0% = (02,0%) € NE(G?) such that o*, 0" are e-close. More formally:

TYYC

mG : € misinformed

e Vot = (0f,0%) € NME(mG) 30° = (62,0°) € NE(G) : 6* € CI¥ (")

& Vo* = (0f,0%) € NME(mG),c* € CI°F(NE(G"))

& VYo" = (07,07) € NME(mG) (o7 € CIE(NE,(G")) Ao} € CIE(NEL(G")))
& Vor € NE.(G"),0F € CIF(NE,(G°)) AVo! € NE.(G¢), 0} € CI°*(NE.(G°))
eV e {rc} Yo € NE,(G%),0" € CI°F(NE,(G?))

Now let us fix some z and consider the different cases with regards to NE,(GY):

If NE,(G°) contains a single pure strategy, i.e., opC" (i) is true for some i € {1,2}, then
the expression Voi € NE,(G%),0% € CI*(NE,(G)) is true if and only if NE,(G%)
contains the same pure strategy, and no other, i.e., if and only if Osz (1) is true.

If NE,(G°) contains a single mixed strategy, i.e., OMJE,;0 (p°) is true for some 0 < p° < 1,
then the expression Yo € NE,(G?), 0} € CI¥(NE,(G)) is true if and only if NE,(G?)

0), i.e., ROMS" (wy,ws) is

contains a single mixed strategy that is e-close to (p°,1 —p
true, where w; = max{0,p’ — e}, we = min{1,p’ + ¢}. Note that the max, min are
necessary to cater for the case where p° — e, p° + € are smaller than 0 or greater than 1,

respectively.

If NE,(G") contains two pure and one mixed strategies, i.e., PMG” (p°) is true for some
0 < p® < 1, then the expression Vo € NE,(G%),0% € CIF(NE,(G)) is true if and
only if N E,(G%) contains either a pure or a mixed strategy that is e-close to (p°, 1 —p°).
This is expressed by the expression in bullet #3 of the proposition.

If NE,(G°) = %, i.e., ING' is true, then, no matter the contents of NE,(G*), the
expression Vo! € NE,(G?), 0% € CI°(NE,(G)) is true.

This, combined with the fact that these are the only cases with regards to the value of
NE,(G), conclude the proof. O

Proposition 24. Consider a canonical misinformation game mG = (G°, G", G¢), where G°

is a 2 X 2 bimatriz game and G", G are non-degenerate. Then, mG is inverse-e-misinformed

if and only if, for all x € {r,c}, one of the following is true:

1.

2.

opPG" (i) and oPS” (i) \/ RPME" (0,1) for some i € {1,2}

oMG’ (p°) for some 0 < p° < 1 and ROMS” (w1, ws) V RPME” (w1, ws), wi = max{0,p® —
e}, w2 = min{l,p’ + ¢}
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3.

4.

PME° (p°) for some 0 < p° < 1 and RPME” (w1, ws), where wi = max{0,p° — £}, wy =
min{1, p" + ¢}

ING" and e > 0.5 and RPMS” (W}, w}), where | = max{0,1 — £}, wy = min{1, e}

0

Proof. By definition, mG is inverse-e-misinformed if and only if for all 6 = (00,0%) €
NE(GY) there exists 0* = (0, 0%) € NME(mG) such that o*, o° are e-close. More formally:

TYyYcC

mG : inverse-e-misinformed
e Vo' = (69,0°) € NE(G®) 36* = (0F,07) € NME(mG) : 6* € Cl¥(a?)
& (Vo) € NE,(G") 307 € NE,(G") : 07 € CIE(NE,(o?)))
A (Yol € NE(G®) 307 € NEL(G®) : 0 € CIE(NE(0?)))
Ve {r, Vol € NE,(G°) 3oi € NE,(G®) : 0% € CI*(NE,(c2))

Now let us fix some z and consider the different cases with regards to NE,(GY):

If NE,(G°) contains a single pure strategy, i.e., op¢’ (i) is true for some i € {1,2},
then the expression Vol € NE,(G°) 3ot € NE,(G%) : 0} € CI*(NE,(02)) is true if
and only if NE,(G") contains the same pure strategy, possibly in addition to others,
i.e., (given that G is non-degenerate) if and only if oPG" (i) \/ RPME" (0, 1) is true.

If NE,(G°) contains a single mixed strategy, i.e., OM?0 (p°) is true for some 0 < p° < 1,
then the expression Vo € NE,(G°) 3o € NE,(G*) : 0} € CI*(NE,(0?)) is true if
and only if N E,(G®) contains a mixed strategy that is e-close to (p°, 1 — p%), possibly in
addition to others, i.e., (given that G* is non-degenerate) ROMS" (wy,ws) is true, where
w1 = max{0,p? — e}, we = min{1,p" +}. Note that the max, min are necessary to
cater for the case where p® — ¢, p® + ¢ are smaller than 0 or greater than 1, respectively.

If NE,(G") contains two pure and one mixed strategies, i.e., PMG” (p°) is true for some
0 < p < 1, then the expression Vol € NE,(G°) Joi € NE.(G*) : 0} € CI*(NE,(0?))
is true if and only if NE,(G") contains two pure and a mixed strategy that is e-close
to (p°,1 —p°), i.e., (given that G* is non-degenerate) RPMS" (wy,ws) is true, where
w1 = max{0,p" — e}, we = min{1,p" +¢}.

If NE,(G°) = %, i.e., INC" is true, then, Vo0 € NE,(G°) J0% € NE,(G*) : oF €
CI5(NE,(0Y)) is true if and only if at least one of the strategies in N E,(G®) is e-close to
each strategy in N E,(G°). Given that N E,(G?) is finite (because G¥ is non-degenerate),
this can only hold if PMS” (p®) for some p® such that (p,1—p) € CI((p,1 —p)) for
all 0 < p < 1. From the latter, we conclude that ¢ > 0.5 and max{0,p° — ¢} < p* <
min{1, p® + ¢}, which leads to the requirement in bullet #4 of the proposition.
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This, combined with the fact that these are the only cases with regards to the value of

NE,(G), conclude the proof. O

Condition on Condition on G*
GO

For s-misinformed For inverse-s-misinformed
oS (i) org" (i) ONY

? (0,1)
OM%0 (»°) ROMS™ (w1, wo) Mg’m (w1, w2)
MgL (wla WQ)

pM&’ (p0) RPMS (w1, w) V RPMSG” (w1, wo)

ROM?Z (wl, (,UQ) \/

org" (1)

or$* (2)
INg0 Always true If € < 0.5: always false

If £ > 0.5: RPME" (W), wh)

In all the above:

0<p’ <1,

w1 = max{0,p" — e}, we = min{1,p" + ¢},
wi = max{0,1 — e}, wh = min{l,e}

Table 7.2: Scenarios for e-misinformed and inverse-e-misinformed

7.3.3 Probabilities

We will now exploit the results of the previous subsections, in order to compute the probabilities
associated to various events, eventually leading up to the computation that a given normal
noisy game m@ is (inverse-)e-misinformed. The results are summarized in Table 7.5, whereas
intermediate results necessary to compute the above probabilities appear in Tables 7.3 and
7.4.

For a normal noisy game mG ~ G° + N (M, D), we define the family of random variables
U(y,x,1), such that, for any z,y € {r,c},i € {1,2}:

Ul(y,z,i) = UGAIN®" (1)

Applying formula (B.3) from Subsection B.1, we observe that U (y, z,i) ~ N (MU(y,w,i)v dU(yﬂm’))
for py(y.z,i)» AU (y,z,i) @s shown in Table 7.3. The cdf and pdf of U(y, x,i) (as resulting from
formula (B.2) in Subsection B.1), as well as the probabilities for U(y,x,) taking certain

values are also shown in the same table.
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Results related to U(y,z,1)

BU (y,r.i) :(Pro[lvi] + Mry[172]) - (PT(‘)[277:] + ME[Q’Z])

dir(yrs) =/ (DY[L,d])2 + (DY[2, )2
10 (ye) = (P26, 1] + MY[i, 1]) — (P[4, 2] + MY[i,2])

dity ey =\ (DY[i, 1])2 + (D1, 2])?

1 U
fU(y,:v,i) (u) = d ) ¢

Uly,

Ay (y,a,i)
PU(y,r,i) < 0] =Fy(y.2,)(0)
PlU(y,z,i) > 0] =1 — FU(y,“)(O)
PU(y,x,i) = 0] =0

— KU (y,x,0) )

dU(y,x,z)

Table 7.3: Formulas related to U(y, x,i) for a given mG ~ G + N (M, D).

Propositions 20 and 22 can now be employed to determine the probability that N E, (G%)

takes a certain value, based on the probabilities that U(y,z,i) take certain values. More

precisely, Lemma 11 is the counterpart of Proposition 20:

Lemma 11. In any normal noisy game mG = (G°,G",G), the probability that G® is

degenerate (for x € {r,c}) is 0.

Proof. The result is direct from Proposition 20 and the fact that P [U(z,y,i) = 0] = 0 for

any x,y € {r,c}, i € {1,2}.

O]

To formulate the counterpart of Proposition 22, the following lemma will prove helpful:

Lemma 12. Consider two independent random variables X ~ N (pux,dx),Y ~ N (uy,dy),
with pdfs fx, fy respectively, and some Q1,09 € RU{—00} such that —oo < O < Oy < 0.

Then:
+oo oy
Pl <X <oy>ol -/ (/Qfx(w)d:c>fy(y)dy
Y 0 Qly y
0 O
P|:01<X§QQ,X>O,Y<O:|:/ </ nyX(iU)dx>fY(y)dy
Y — 00 Qly y
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Proof. For the first result, we observe that, since ()1 < Qs < 0:
Ql<£<Qg/\X<O/\Y>O<:>Ql<§<QQ/\Y>O
Sy =S Sy =S

Thus, it suffices to compute the probability of the latter (simpler) event.
Now, set Z = 3+. Then fz1v (2ly) = fx(2y), so:

fzy(2,y) = 21y (2ly) - fy (y) = fx(2y) - fr (y)

Therefore:

IN

QQ,X<0,Y>O:|: [01§Z§QQ,Y>0]

P
“+o0o Qg
= /0 fzv(z,y)dzdy

The proof of the second result is completely analogous. O

The next proposition determines the probability that NE,(G*) will have each of its
possible values (see also Table 7.4):

Proposition 25. Consider a normal noisy game mG ~ G + N (M, D), and some z € {r,c}.
Then, the probabilities P {Ongc(l)} , P {OP?QC (2)} , P {ROM?C (wl,wg)} , P [RPMIGQB (wl,wg)}
and P {IN?Z} are as shown in Table 7.4.

Proof. The results on oP$” (i) (i € {1,2}) are direct consequences of Proposition 22, the
fact that U(y,z,i) are normal random variables as described in Table 7.3, and the inde-
pendence/mutual exclusiveness of the involved random variables (which allow us to use the
restricted disjunction/conjunction formulas from formula (B.4), Subsection B.1).

For the case of ROMS” (wy,ws), applying Corollary 3, we get that ROMS” (wq,ws) is true if
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Results related to NE,(

G*) (Proposition 25)

P [OP?Z(Z)} Uz2,1)(0)  FU(a,2,2)(0)

PorS" (1)] =(1 = Fy(pe1)(0)) - (1 = Fir(4.02)(0))
+(1_FU(95$1)(0)) FU1'$2 O) (1 FUa:ml(0))'(1_FU(:1¢,E,2)(0))
+FUrx1) 0) ( FUxm2<0)) FU:EZ’I() FU(x,f,Z)(O)

+ FU(CC x 1)(0) ) (1 - FU(x:c 2)(0)) ) (1 - FU(x,:?:,l)(O)> ) (1 - FU(x,:?:,?)(O))
+ (1= Fy(2,21)(0) - Fu(z,2,2)(0) - Fyy(z,2,1)(0) - Fiy(z,5,2)(0)
P [roME (wi,w3)| =(1 = Fir(2,6,1)(0)) - Fir(a,a.2)(0)-
f x,T U
(/ x:cl)(ul)du1> U(’ui)(z)d'uZ
0 wiiluQ f z,T U
P [RPM?E (w17w2)} =(1 = Fy(2,21)(0)) - Fy(z,2,2)(0)-
0 wiil'@ f x,T
/ (ﬁ 2 fuean (u) du1> EEDICE) duy +
—00 3-’1 ug U2
FU($7LU,1) (0) ’ (1 - FU(:L’,:E,2) (O))
oo wigl,@ f x,T w
/ (ﬁ o fu@aa(u) dul) LEERIC dus
0 3.;71“2 U2
P [IN?C} =0

Table 7.4: Various probabilities pertaining to a given mG ~ G° + N (M, D) (see also
Proposition 25).

and only if:
(UGAIN® (z,1) > 0) A\ (UGAINT" (z,2) < 0) A (vaan (z,1) < 0) A\

(veaNn(z,2) > 0) A\ <w1 < (5,2) 1) < wz)

— UGAING®
V

(uaaN® (z,1) < 0) A\ (vcaN® (z,2) > 0) A\ (vcaN® (z,1) > 0) A\

(uaaN®(z,2) < 0) \ <w1 < (3,2) < w2>

— UGAING" (Z,1)

UGAIN®
UGAING™ (7, 2)

UGAIN®
UGAING™ (7, 2)
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Obviously, the above disjunction contains mutually exclusive events, so the probability
P [ROM?I (w1, wg)} is the sum of the probability of each disjunct (by the restricted disjunctive
formula — see formula (B.4), Subsection B.1). So, let us compute the probability of the first
disjunct.

We observe that the events UGAIN®” (2, 1), UGAIN®® (2, 2) are independent to each other and
also independent to the other conjuncts. Moreover:

UGAING® (Z,2) wi—1  UGAING(Z,1)  wy—1
wp < e e < Wy <= /= <
UGAING" (Z,2) — UGAING™ (T, 1) w1y UGAING™ (Z, 2) wo
Thus, we can apply Lemma 12 for the last three conjuncts (for Q) = “i}:l, Qy = “’ij—;l),

getting that the probability of the first conjunction is equal to:

400 Oous f o (U )
(1= Fu(a,0,1)(0) - Fu(a,2,2)(0) - /0 </ fu(ez)(u1) du1> T dus

Qqus (0

Working analogously for the second disjunct, and summing the resulting probability with
the one above, we get the result.
For rPMS” (w1,w2), we work analogously, applying the second bullet of Corollary 3 as above.
For ING”, we observe that if ING” is true, then G* is degenerate, which has probability 0. [

Proposition 25 (and the respective Table 7.4), combined with Proposition 23 (and the

respective Table 7.2) easily leads to the following theorems (summarized in Table 7.5):

Theorem 7. Consider a normal noisy game mG ~ G® + N (M, D). Then:
P [mG : e-misinformed] = P™ . pmis

where, for x € {r,c}, P is determined by the second column of Table 7.5.

Proof. The proof is direct from Proposition 23 (and the respective Table 7.2), combined with
the fact that the different cases in the disjunction are mutually exclusive, so we can use the
restricted disjunction formula of (B.4) in Subsection B.1. O

Theorem 8. Consider a normal noisy game mG ~ G° + N (M, D). Then:
P [mG : inverse-s-misinformed] = P . P

where, for x € {r,c}, P is determined by the third column of Table 7.5.

Proof. The proof is direct from Proposition 23 (and the respective Table 7.2), combined with
the fact that the different cases in the disjunction are mutually exclusive, so we can use the

restricted disjunction formula of (B.4) in Subsection B.1. O
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Condition on G° Probability Probability
(value of NE,(G?)) || P™s (x € {r,c}) P (z € {r,c}) for
for e-misinformed inverse-c-misinformed
(Theorem 7) (Theorem 8)
opG (i) P [opS” (i) P opg" ()] +
P [rRPME* (0, 1) w
OMf0 (p°) P |ROMS (w1, ws) P |ROMS” (w1, ws)| +
P [RPMG” (w1, w2)|
PM?O (po) P RPM?I (wl,wg) + PR Mgz (UJl,CUQ)
P [ROME” (w1, wa)| +
P [opC (1)] +
P [opG” (2)}
NG 1 If ¢ <0.5: 0
If e > 0.5: P [rend” (w], wh)]

In all the above:

ic{l,2},0<p’ <1,

w1 = max{0,p" — e}, we = min{1,p" + ¢},
wi = max{0,1 — e}, wh = min{l,e}

Table 7.5: Probabilities for e-misinformed and inverse-e-misinformed (P . P and
Pinv . Pinv respectively — see also Theorems 7, 8)

7.4 Results for Noisy games

The results of Section 7.3 provide the formulas to compute the probability of a given normal
noisy game to be (inverse-)e-misinformed (i.e., behaviourally consistent). In this section, we
explore the properties of these formulas, to understand better their behaviour.

To do so, we first observe that the probability of a normal noisy game mG ~ G + N (M, D)

being behaviourally consistent is essentially a function of:
e The tolerance ¢.

e The payoff matrix of the actual game of mG. This affects the probabilities in two ways:
first, because it determines the equilibria of G°, and, thus, the case to consider in Table

7.5; second, because it affects jiyr(y .5) (see Table 7.3).

Yyt
e The noise pattern, determined by the matrices M, D.

In the following subsections, we study the effect of each of these parameters on the probability
of mG being (inverse-)e-misinformed, as well as the relationship between the two metrics of
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behavioural consistency.

7.4.1 Effect of modifying tolerance (¢)

With regards to tolerance (), we expect that larger values of tolerance would translate to
higher probability of behavioural consistency. Although this is true, we also observe that there
are several cases where increasing tolerance does not affect the probability of behavioural
consistency. The following proposition clarifies the situation:

Condition on GY Monotonicity properties
F
(value of NE(G?)) For e-misinformed . or
inverse-c-misinformed

opr%" (i) A opPS” (j) Constant for all ¢ > 0
for some
i,j €{1.2}

Strictly increasing for

0 0

om& (p°) AomE (¢°) 0 < e < max{p®¢®1—p°1—¢°},
for some constant otherwise

0<pl<1,0<¢’<1

Strictly increasing for
pM&” (p%) A PME” (¢°) 0 <e <max{p’ ¢°1-p%1—-¢",
for some constant otherwise
0<pl<1,0<q" <1

Strictly increasing for
IN?0 V IN?O Constant for all e > 0 0.5 < e <1, constant
otherwise

Table 7.6: Effect of tolerance on behavioural consistency (monotonicity)

Proposition 26. Consider some mG ~ G + N (M, D) and non-negative 1,2, such that
€1 < e9. Then:

1. If NE(G°) contains a single pure strategy, then:
o P[mG : e1-misinformed] = P [mG : ea-misinformed]
o P[mG : inverse-e1-misinformed] = P [mG : inverse-eo-misinformed]

2. If NE(GP) is finite and ((p°,1 —p°), (¢°,1 —¢%)) € NE(G®) for some 0 < p° < 1,
0<q® <1, then:
(a) If max{p°, ¢°, 1 —p® 1 —q°} < ey, then:
o P[mG : e1-misinformed|] = P [mG : eg-misinformed|

o P[mG : inverse-e1-misinformed] = P [mG : inverse-eo-misinformed]
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(b) If max{p®,¢°,1 —p°, 1 — ¢°} < &1, then:
o P[mG : e1-misinformed| < P [mG : ea-misinformed)
o P[mG : inverse-e1-misinformed] < P [mG : inverse-co-misinformed]

3. If NE(G) is infinite, then:

(a) If e1 > 1 or ey < 0.5, then:

o P[mG : e1-misinformed] = P [mG : eg-misinformed]

o P[mG : inverse-e1-misinformed] = P [mG : inverse-e3-misinformed]
(b) If e1 <1 and g9 > 0.5, then:

o P[mG : e1-misinformed] = P [mG : ea-misinformed]

o P[mG : inverse-e1-misinformed] < P [mG : inverse-co-misinformed]

Proof. We first observe that, for any = € {r,c} and any a, b, ¢ such that: 0 <a <b<c¢ <1,
we have that:

8

P :ROMg (a,c): =P [ROM (a, b)} +P [ROM (b, c)} (ROM1)
PlroMS (a,¢)| =0 a=c (ROM2)
P {RPM?I((}, c)j =P [RPM (a, b)} +P [RPM (b, c)} (RPM1)
P lrPMS (a,0)| =0 a=c (RPM2)

From Theorem 7, and for i =1, 2:
P [mG : g;-misinformed] = P, ; - Pe;,

where P, ;, P.; are determined by the second column of Table 7.5 for the respective ¢;.
Similarly, from Theorem 8, and for i = 1,2:

P [mG : inverse-g;-misinformed] = P/ ; - P,

/
where P ;,

P' are determined by the third column of Table 7.5 for the respective ¢;.
Now, let us focus on the first bullet of the proposition. By Tables 7.3, 7.4, 7.5, it is easy to
conclude that, for any x € {r,c}, i € {1,2}, the computation of P, ;, P, is not affected by

T,

the value of ¢;, and, thus: Py = Py, P; 1= :22 for © € {r,c}, which shows the result.

Now, let us focus on the second bullet, and let us consider £, ;, P ; first. Set:

w11 = maX{O,pO -1}, wa1= min{l,po +eée1},

wig = max{(),po —¢e2}, woa = min{l,po +e9}
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Since 0 < g1 < €2, we get that: 0 < w2 < wig < we1 < wep < 1. Moreover, since

€1 < g9, it follows that:

P’ <er
wil=wigew =wp=0& and & pO <&
P’ <eo
Analogously:
1-p<e
W21 = W22 < W21 = W22 = 1< and s 1 —po <e1
1—p% <ey

Using the order among w; j, and by applying (ROM1) twice, we get that:
P [ROMTGT (CL)LQ, u.@g)} =P [ROM?T ((.ULQ, le)} +P [ROMTGT (wl’l, wg,l)} +P [ROMST (w;l, w272)i|
Now given the fact that probabilities are non-negative, and (ROM2), we have:

P [ROM? (w171,(,U271)} < P [ROM?YY (WLQ,UJQ,Q)] and:
Gr Gr
P {ROMT (wlyl,wzl)} =P {ROMT (LL)LQ,WQ’Q)} =
wi,1 = wi2 and w1 = w22

Using analogous reasoning we get:

P [RPM?T (W171,w271):| < P [RPM?T (w172,w272)} and:
P [RPM?T (wljl,le)} =P [RPM?T (W172,w272):| <

wi,1 = wi2 and we 1 = wa 2

Using the above, and Tables 7.3, 7.4, 7.5, we can easily conclude that P.; < P, and

/ / .
r.2- Moreover:

rl =
_ 0 <
w1,1 = W1,2 P&
P.1=P& and & and
Wo1 = W22 1-p’ <&
Analogously:
P’ <el
/ /
P7,.71 — P,,,72 = and
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Reasoning analogously for the case of P,.;, PC iy we get:
@ <el
For Pc,l < PQQ : Pc71 = Pc72 <~ and
1-¢"<e
@ <el
FOI" Pcl,l S PC/,Z . 0/71 - PCI72 <~ and
1-¢"<e

By the hypothesis of the second bullet with regards to NE(G?), Tables 7.3, 7.4, 7.5, and
the above relations, the cases (2a), (2b) of the Theorem follow easily.
Now let us focus on the third bullet. First, we observe that, by Table 7.5, the result is obvious
for the case of e-misinformed, so let us focus on the case of inverse-e-misinformed. If g5 < 0.5,
then g1 < 0.5, so the result is again obvious by Table 7.5. So let us focus on the scenario
where g9 > 0.5.
To show the result for this case, we use an approach similar to the one employed for the

second bullet. In particular, we consider Py ; first. Set:

w’l’l = maX{07 1-— 51}7 wé,l = mln{17€1}7
W/1,2 = max{0, 1 — &2}, wgg = min{1,e5}

Using an analogous procedure (as in the second bullet), and the fact that 0 < g1 < g9, we

conclude that:
/ / / /
OSwipSwipSwyy Swpy <l

wip=wip e e <1
wéyl = wég S e <1
Also, using (RPM1), (RPM2), and the fact that probabilities are non-negative, we get, as in
the second bullet:
P [RPMTGT (w;l,wg,l)} <P [RP (W} )}
P {RPMg(Wi 1’“’51)} = { 7 1,20 W3 2)}

!
<:>w11—w12 andw21 Wy 9

Therefore, given that 1 > g9 > 0.5:

11§PT/,2 andPT/71:PT/’2<:>€]_S].
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Working analogously for P’

we get:

7Z7

PC/JSPC,QandPC/’l:PC/,Q@elSl

By the hypothesis of the second bullet with regards to NE(G?), Tables 7.3, 7.4, 7.5, and
the above relations, the remaining subcases of (3a), (3b) of the Theorem follow easily. [

Condition on G°
(value of NE,(G"))

Minimal value for probability
P, (z € {r,c}) for
e-misinformed

Minimal value for probability
P, (z €{r,c}) for
inverse-c-misinformed

opS" (i) P {opgw(z’)J P {OP?I(Z’)J +
for some G*

P |rpM; (0,1
i€ {1,2} { 7 )}
omS” (p°) 0 0
for some
0<p’<1
) PlopS"(1)] + 0
for some G*

P lopy (2
0<p’ <1 { v )}
NG’ 1 0

(a) Minimal values

Condition on G°
(value of NE,(G"))

Maximal value for probability
P, (z € {r,c}) for

e-misinformed

Maximal value for probability
P, (z €{r,c}) for

inverse-c-misinformed

opr%’ (i) P opgw(z’)J P Ong(i)J +
o P P [rené” (0,1)
1 , . :
oMC’ () P [romS” (0,1)] P [rRoM&" (0,1)] +
goisogni . P [rRPME"(0,1)]

p B
pm&’ (p9) 1 P [rPMET(0,1)
for some ’
0<pd<1
NG 1 P |rem$(0,1)

(b) Maximal values

Table 7.7: Minimal and maximal values for the probabilities of mG being (inverse-)e-
misinformed (resulting by multiplying P7* with P7% and P/ with PmY
respectively)
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Proposition 26 has several interesting consequences. First, we note that the probability
for a given mG to be (inverse-)e-misinformed is non-decreasing with respect to e. When there
is a pure Nash equilibrium, the choice of ¢ is irrelevant to the value of these probabilities.
When there is a mixed Nash equilibrium (case 2 of the proposition), there is a limit above
which e does not affect the value of the related probability; this limit depends on the actual
mixed equilibrium, but it is always equal to, or larger than 0.5, and smaller than 1. Finally,
in the case where there is an infinite number of equilibria, € affects the probabilities only for
certain values (between 0.5 and 1, and only for the inverse-e-misinformed case), as detailed in
case 3 of Proposition 26. These are summarised in Table 7.6.

Our results (and Table 7.6) indicate that the minimal value for the probability of mG
being (inverse-)e-misinformed is given for ¢ = 0. Its maximal value is taken for an appropriate
¢ (depending on the case); in all cases ¢ = 1 would also give that maximal value. These
maximal/minimal values can be easily deduced by Table 7.5 for the above choices of €, and
are given in Table 7.7 for convenience. Note that the actual result for the minimal/maximal
values results by multiplying P™* with P7¥ and P with P for e-misinformed and
inverse-e-misinformed respectively.

Another important result (albeit relatively obvious) is that the probability of mG being
(inverse-)e-misinformed, viewed as a function of ¢, is continuous. This is a direct consequence of
the results in Tables 7.3, 7.4, 7.5. An important consequence of this fact, by well-known results
of calculus, is that, for any given target value for the probabilities of (inverse-)e-misinformed,

there exists some € whose application would result to that value for the respective probability.

7.4.2 Effect of changing the game (G”) and the mean (M)

Consider a misinformation game mG ~ G° + N (M, D), and let us informally ponder on the
effect of bias in the noise of a game. A biased noise is noise whose mean M is non-zero, i.e.,
M # [0]. Let us consider only player r, for simplicity. In such a scenario, we know that G" ~
GO+ N (M7, D"). Observe that this is the same as writing G" ~ (G + M") + N ([0], D").
Using this simple reasoning, the computation of the probabilities of behavioural consistency
for mG for biased noise can be reduced to computations related to some mG with unbiased
noise (M = [0]), whose actual game will be the sum of G° and M?.

However, there are two caveats here. First, since M" may be different than M€, our
original misinformation game is essentially reduced to two different misinformation games (say
mG,, mG.), i.e., one per player. Second, in the case where the equilibria of G° are different
than the equilibria of G® + M?, care should be taken to consult the proper line in Table 7.5
while computing the probability of mG being (inverse-)e-misinformed. In particular, the line
to consider should be the one related to the equilibria of G°, not G 4+ M*. This means that
the probability of mG being (inverse-)e-misinformed may not be the same as the respective
probability for mG,, mG..
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To prove the above ideas formally, we start with the following proposition:

Proposition 27. Consider two noisy games mG ~ G° + N (M, D), mG ~ GO+ N (M, D).
Suppose that there exists a € R, x € {r,c} such that G° + M* = GO + M? + [a]. Then:

o Forany i€ {1,2},

o Forany 0 <w; <wy <1,

P [ROM?I (wl,a&)} =P {ROM?T(WL w2)}

o Forany 0 <w; <wy <1,

P [RPM?I (wl,m)} =P {RPM?(M,WQ)}

Proof. From Table 7.3, we observe that, for the given z, and for any i € {1, 2}:

oy = (B [Ld] + MEL]) = (P[2,4] + My[2,1])

= (B[1, i) + FEF[1,1] + a) — (PO2,4] + MIE[2,4] + 0) = FiGaray

Analogously, we can show that iy i) = Hy(z,e,i) for any i € {1,2}. Also, it is clear that
dv(z,,i) = AU(z,y,i) for any y € {r,c}, i € {1,2}. Combining these two facts, the results are
obvious. O

Proposition 27 implies that, given a noisy game mG ~ G + N (M, D) and a player
x € {r,c}, we can generate some other noisy game (say mG), whose probabilities related to
the various outcomes (equilibria) of the game G* of mG are identical to the respective ones
for G* (in mG). As a matter of fact, there is an infinite number of noisy games that satisfy
this property: for any given GO we can find an infinite number of M that do this, and for any
given M we can find an infinite number of GO that do this. This observation motivates us to
consider some interesting special cases, formalised as corollaries below.

The first interesting case is when M = [0]. Given a noisy game mG, the following
corollary shows that the probabilities related to the various outcomes (equilibria) of the game
G* in mG can be predicted by looking at a properly defined noisy game mG where the noise
is unbiased (i.e., M = [0]). Formally:

Corollary 4. Consider a noisy game mG ~ G° + N (M, D), and some x € {r,c}. Set
GY =G+ M?®, and mG ~ GO+ N ([0], D). Then:

o Foranyic {1,2},
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o Forany 0 <w; <ws <1,

» {ROM?QB(WLW?)} —p [ROM?T(WLOQ)}

o Forany 0 <w; <ws <1,

P [RPM?I (wl,WQ)} =P [RPM?(M,WQ)]

Combining Corollary 4 with Theorems 7, 8, it is easy to compute the probability that mG
is (inverse-)e-misinformed, using the respective probabilities for mG. This is one of the main
results of this subsection, as it allows us to restrict our study to noisy games with unbiased
noise only.

An interesting observation is that Corollary 4 applies for some x € {r,c}. Thus, we need
to define two different mG (one for each player x € {r,c}) in order to compute the probability
that mG is (inverse-)e-misinformed. The following corollary holds for both z € {r,c} (and
thus foregoes this need), but applies only when M" = M€ i.e., when the noise received by
the two players has the same bias:

Corollary 5. Consider a noisy game mG ~ G° + N (M, D), where M = (M*; M*). Set
GY = G+ M*, and mG ~ GO+ N ([0], D). Then:

e Foranyi€ {1,2} and x € {r,c},
P ord" (5)| = P |orS" (3)]
o Forany0<w; <wy;<1andzx e {rc},

P {ROMg’YI (wl,wg)} =P {ROM?(WL w2)}

o Forany0<w; <wy;<1andzx e {rc},

P [RPM?Z (wl,wg)} =P {RPMET(M,C%)}

Proposition 27 and Corollary 4 provide the probability of the different events to occur (e.g.,
the probability that G has a certain equilibrium), but do not directly provide the probability
for mG being (inverse-)e-misinformed. Indeed, since G° and GO may have different equilibria,
the computation of the probabilities for mG and mG being (inverse-)e-misinformed may use
different rows in Table 7.5. This is unnecessary only when the two games have the same
equilibria:
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Corollary 6. Consider a noisy game mG ~ G° + N (M, D). Set:
GO=GO'+M", GO=G"+ M, mG ~GI+N([0],D), mG~ G®+ N ([0],D)

If NE(G®) = NE(GO) = NE(GY) then:
o P[mG : e-misinformed| = W@

o P[mG : inverse-e-misinformed| = Pinv '77/2;”
where PIs  Pinv pmis 73/3';” are the probabilities of Table 7.5 for mG, mG respectively.
Note that, in Corollary 6, the computation of the probability for mG to be (inverse-
)e-misinformed, occurs via the combination of quantities from two different noisy games
(mG, mG). As with Corollary 4, this can be avoided when the noise received by the two
players has the same bias, in which case we get a direct computation of the related probability:

Corollary 7. Consider the noisy game mG ~ G° + N (M, D), where M = (M*; M*). Set
GY = G+ M* and mG ~ GO+ N ([0], D). If NE(G°) = NE(GO) then:

o P[mG : e-misinformed| = P [m : E—misinformed}

o P[mG : inverse-e-misinformed] = P [mG : inverse—s-misinformed]

Corollary 7 is the most specific result, as it gives us a method of computing the probabilities
of a noisy game being (inverse-)e-misinformed using the respective probabilities of another
noisy game, under specific assumptions.

The last proposition of this subsection follows easily from Proposition 27, and shows an
elegant, and expected, property of noisy games. In particular, changing the payoff matrix of
a game by adding any fixed constant number to all payoffs, does not modify the probability
of the respective noisy game to be (inverse-)e-misinformed (for a fixed noise pattern). This is
expected, because the addition of a fixed number in the payoffs does not change the structure
of the game, and, thus, the two games are considered “equivalent” in standard game theory.
The proposition below includes a more complex version of this statement, showing that the
same is true for the noise pattern: adding a fixed amount of bias across the board does not
modify the respective probabilities. Formally:

Proposition 28. Consider a noisy game mG ~ G° + N (M, D), and constant numbers
ag,ar,a. € R. Set GO = GO + [ag] and M = (M7; M¢), where M* = M? + [ay] for
x € {r,c}. Moreover, set mG ~ GO+ N (H, D). Then:

o P[mG : e-misinformed] = P [miG : 5—misinf0rmed}

o P[mG : inverse-e-misinformed| = P [mG : inverse—e—mz’sinformed]
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Proof. Take any x € {r,c}. Set b, = —ag — a;. We observe that G* + M?* = GO 4 M= + [b,].
Thus, by Proposition 27, we get, for x € {r,c}:

o For any i € {1,2},

e Forany 0 <w; <wy <1,

P [ROng (wl,wg)} =P [ROM?(WL wz)}

o Forany 0 <w; Sws <1,

P [RPM?E (wl,wg)} =P {RPMET(M,C%)}

In addition, game theoretic results tell us that NE(G°) = NE(G?). Combining the above
with Theorems 7, 8 and Table 7.5, the result follows directly.

7.4.3 Effect of modifying noise intensity (D)

O

Given a misinformation game mG ~ G° + N (M, D) the distortion in the behavior of the
agents regarding the limit cases in the deviation d of the noise. Initially, we prove the effect
of d in two independent random variables that follow the normal distribution. With that in

hand, we can provide the results regarding the probabilities of behavioural consistency for

mG for d — {0, +o0}.

Lemma 13. Take a random variable X such that X ~ N (u,d)

lim F(z) =

d—0

lim f(x)

d—0

, and

0 , when x < p

0.5

, when x = p

1 , when x > p

lim F(z)=0.5

d—+o0

{0

+00

, when x # |

, when =

lim f(z)=0

d—+o0

. Then, the following hold:
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Proof. For the first and second equation, the result follows from equation B.2 from Subsec-
tion B.1, by observing the value of the quantity Cllii% x%d,uj for the various cases related to u,
given that d > 0.

For the third and fourth equation, we observe, using equation B.2 from Subsection 77, that,
for x = p, we get that f(z) = f(p) = ﬁ, so the result is direct for z = p. For o # u, the

following hold:

We also observe that, using L’ Hospital’s rule, the following can be shown (given that d > 0):

li i 9 i 220 g g
im ——— = lim = lim —— = lim — = —0
d—0+ d? logd d—o+ logd d—ot d~! d—0t
Using the latter, we conclude that:
(z—w? 1
: _ 1 1 —(logd(1+ 2 4210 d)) —
dlgg+ f@) = dlgg+ Vor ©e=0

when x # 1, which concludes the proof. O

Lemma 14. Take a random variable X such that X ~ N (u,d). Consider also some
a, B € RU{—00,+00} such that « < . Then, the following hold:

1 , when o < pu < f3
B 0.5 , wh =p<

lim</ f(x)dm): when o = p <
d=0\Ja ora<pu=_,

0 , otherwise

, and
li ’ d 0
A\, @) =

Proof. We observe that [ f f(z)dx = F(B) — F(«). The results now follow from Lemma
13. O

Lemma 15. Take two independent random variables X,Y such that X ~ N (ux,dx),
Y ~ N (uy,dy), where px # 0 or uy # 0. Set Z = % Then:
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1. When py # 0:

0 , when z < EX

ny

lim lim Fz(2) =105 , when z = &X
dx—)ody—>0 Z( ) ’ My
1 , when z > £X

Hny

2. When py =0, ux #0:

lim lim Fz(z) =0.5

dx—>0 dy—)o

Proof. For any z € R the following holds:

FZ(z):P[);Sz} :P[X;Zygo]

Now set W = X — 2Y. By the above, we get that:

Fy(z) =P[W<OAY >0/ +P[W>0AY <0]

We also note that W ~ N (ux — zpy,dx + 2%dy). Therefore: limg, —olimg, 0 Fyw (w) =

limg,, 0 Fyw (w), for which Lemma 13 applies.

Now we will consider various cases.
Case 1: py > 0.
We observe that:

and

Therefore,

Moreover,

and

and

Therefore,

0<P[W=0AY <0 <P[Y <0

lim lim P[Y < 0] =0

dX*)O dYA)

lim lim P[W>0AY <0] =0

dxﬁody*)o
PW<OAY >0[ =PW <0 +P[Y >0 -P[W<0\/Y >0

1>P W <0\/Y>0]>P[Y >0

lim limOP Y >0]=1

dX*)O dYA)

lim lim P[W <0\/Y >0] =1

dX*>0 dy*)o
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Hence,
lim lim P W <0AY > 0] = lim lim P[W <0]
dx—)ody—)o X—)Ody—)
Combining the above results we get that
lim lim Fz(z) = lim lim P[W <0]
dX*}OdyﬁO dxﬁodyﬁo
Consequently,
li lim F =1 lim F;
A4 P72 = Jimg gl Fiw0)
Therefore, by Lemma 13:
0 , when 0 < pux — zuy
dE%OdEIEOFZ( z2) =405 , when 0= pux — zuy
1 , when 0 > ux — zuy
Considering also the fact that uy > 0, the result follows easily for this case.
Case 2: uy < 0.
Set Y/ = =Y. Then, Y/ ~ N (—puy,dy), i.e., pys = —py > 0. Moreover, set Z' = ;. For

Z', case 1 applies, thus:

0 , when z < £X
Kyt
lim lim Fy(z) = =
dx0dy 50" 2 (2) 05 when 2=,
1, when z > £X
Kyt
Equivalently,
_ KX
, when z < /j;
lim lim Fy (z 0.5 , when z = —£X
dx—0dy—0 my
, when z > —EX
ny
Furthermore:
X X X
Fue) = P|g <3| =P S <e| =P |55 2]
X /
=1-P|5 <=2 =1-P[Z' < =] =1-Fz(=2)

Combining the above equations, the result for this case follows easily. This concludes the

proof for the scenario where uy # 0.
Case 3: puy =0, ux > 0.
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We observe that, in this case, uw = px > 0, and thus:

lim lim P[W <0]=0, lim lim P[W >0]=1

dx—>0dy—>0 dx—>0dy—>0

Using analogous arguments with case 1, we get:

0<P[W<0AY>0] <P[W <0

and
lim lim P[W <0]=0
dx—0dy—0
Therefore,
lim lim P[W<0AY >0/ =0
x—0dy—0
Moreover,
PW>0AY <0 =P[W >0+ P[Y <0]-P[W>0\/V <0
and
1>P[W>0\/Y <0|>PW >0
and
lim lim P[W >0] =1
dx—0dy—0
Therefore,
lim lim P[W 2 0\/Y <0 =1
x—0dy—0
Hence,

lim lim P[W>0AY <0| = lim lim P[Y <]

dx—0dy—0 dx—0dy—0
Combining the above results with Lemma 13 and the fact that uy = 0 we get that, for all
zeR:
lim lim Fz(z) = lim limOP[Y <0]=0.5

dx—0dy—0 dx—0dy—
This proves the result for this case.
Case 4: uy =0, ux <0.
Set X' = —X. Then, X' ~ N (—ux,dx), i.e., px: = —px > 0. Moreover, set Z' = XT/ For
7', case 3 applies, thus, for all z € R:
lim lim Fy(z) =0.5

dX*>0 dy*)O
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Furthermore, for all z € R:

X -X’ X'
Fz(2) P[Y_Z} P[Y _z} P[Y_ z}
X/
:1—’P|:Y§—z:|: —'P[ZIS—Z]—l—FZ/(—Z)
Consequently,
Ao 1 P22 =1 i i, P (=2) = 05
This concludes the proof. O

Lemma 16. Take two independent random variables X,Y such that X ~ N (ux,dx),
Y ~ N (uy,dy), where ux # 0 or uy # 0. Consider also some Q1,9 € RU {—00, +00}
such that O < Qy. Then:

1. When py # 0:

1 ,when01<’:%}f<02
< 02] =105, when £X € {O, O}

0 , otherwise

X
Y

dx—0dy—0 -

lim lim P {Ql <

2. When py =0, ux #0:

1 , when Q1 = —00, s = 400
0.5 , when O = —00, N9 # +00

X
Y , or () # —00, g = +0

lim lim P [Ql <

dx—>0dy—)0 -

< 02} =
0 , otherwise
Proof. Set Z = % We observe that:
X
P {01 Sy = QQ} = Fz(Qa) — Fz(O1)

The result now follows by considering the various cases and applying Lemma 15 as appropriate.
O

Lemma 17. Take two independent random wvariables X,Y such that X ~ N (ux,dx),
Y ~ N (uy,dy), where px # 0 and py # 0. Consider also some Q1,9 € RU{—00} such
that —oo < ()1 < Oy < 0. Set:

[(X,Y) = /O“’o (/Q2yfx(x)dx> fyy@/)dy

Oy
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Then, the following hold:

1 ,when,uX<0and,uy>0and01<ﬁ—;‘<02
lim lim I(X,Y)=1<0.5 , when px <0 and py >0 and Z—’Y‘ € {1,090}

dx—0dy—0
0 , otherwise

, and
lim lim I(X,Y)=0.

dX*)+OO dy~>+oo

Proof. By Lemma 12, it follows that:

[:P{01§§§02,X<0,Y>0]
When px > 0:
X
OSP[ngngQ,X<O,Y>O:|SP[X<O]
Then,
. X . :
0< lim hmP[Q = <0 X<0Y>O}<hm lim P[X <0]=0
dx—>0dy—>0 Y dx—>0dy—>0
Analogously, when puy < 0:
X
OSP[ngngQ,X<O,Y>O]SP[Y>O]
Then,
_ X
0< lim hmP[Q =<y X<OY>O]<hm 11mP[Y>0]—O
dx—0dy—0 Y & dx —0dy—0

When px <0, py > 0, we observe that:

lim lim P[X <0,Y >0]= lim lim P[X <0]P[Y >0]=1

dx*)Ody*)O dXA)Ody%O
and
. : X
lim lim PO <= <Q\/(X<0,Y >0)| > lim lim P[X <0,V >0 =1
dxﬁodyﬂo Y dX*)O dy*)
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Therefore:
. . . . [ X
lim lim I(X,Y)= lim lim P |0 <= <0y, X <0,Y > 0}
dx—0dy —0 dx—0dy—0 | Y
- X -
= lim lim PO < =< +P[X<0,Y >0]
dx —0 dy —0 Y |
X
_P|:Ql < ? < QQ\/(X <0,Y >O)]
_ X -
= 1 li o< =<0
d;IEOd;}IEO,P I

Combining the above results with Lemma 16, and by considering the various cases on px,
wy and ’lj—);, the result follows. O

Although adding a fixed constant number to the game’s payoffs does not modify the
respective probabilities (Proposition 28), this is not the case when changing the “scale” of
a game (by multiplying all its payoffs by a constant number, say A > 0). In particular,
changing the scale of a game will affect its “resilience” to noise, without changing the game’s
properties and behaviour, because it increases the “amount of noise” necessary to change the
sign of the various UGAIN(y, x)i. As a matter of fact, multiplying the payoffs by a sufficiently
large number would minimize the effect of the noise, as its effects on the payoffs would be,
comparatively smaller (analogously, using a sufficiently small positive number would maximize
the effect of the noise).

In Proposition 29 (and especially in Corollary 8), we quantify this effect, by showing that
we need to multiply the noise intensity (standard deviation) by A? in order for the noise to
have the same effect on a game scaled by A. Formally:

Proposition 29. Consider a normal noisy game mG ~ G° + N (M, D) and some X > 0.
Set: GO = AG°, M = AM and D = X2D, and consider the normal noisy game mG =
@—I—N(M,ﬁ). Then:

o P[mG : e-misinformed| = P [m : e—misinformed}

o P[mG : inverse-c-misinformed] = P [mG : inverse—s—misinformed]
An obvious and interesting corollary of Propositions 28 and 29 is the following;:

Corollary 8. Consider a normal noisy game mG ~ G+ N ([0],D) and some A > 0,
ke R. Set: GO = AG° +k and D = X2D, and consider the normal noisy game mG =
GO+ N ([0],D). Then:

o P[mG : e-misinformed| = P [W : e—misinformed}

o P[mG : inverse-e-misinformed| = P [mG : inverse—e—mz’sinformed]
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Figure 7.2: Example showing that P [mG : e-misinformed] (blue),

P [mG : inverse-e-misinformed) (orange) (vertical axis) have non-monotonic
dependence to noise (horizontal axis).

From the previous theoretical results, the effect of noise in the outcome of an abstract
2 x 2 bimatrix game has the following characteristics: for small values of the noise intensity
(standard deviation), players almost surely have the same behaviour as in the actual game,
whereas for large noise intensity, the behaviour of players cannot be predicted as their games
will be almost random. Also, observe that the formulas giving the probabilities for (inverse)-
e-misinformed are continuous with respect to the standard deviation. Given the above, one
would expect that, by increasing the standard deviation, we would monotonically transit
from the first extreme to the second. However, this does not always hold, as the following

counter-example shows.

Example 7.2. Consider as actual game the classical Prisoner’s Dilemma (see Figure 7.3a),
which has a pure Nash equilibrium with strategy profile ((0,1),(0,1)). We produce a noisy
game, in which the noise only affects the upper left elements of the actual payoff matrixz, where
we add noise according to a random variable following the normal distribution N (0, d2). From
Theorems 7, 8, we can compute the probabilities for this game to be (inverse-)e-misinformed.
The result is shown in Figure 7.2, where we plot P[mG : e-misinformed] (blue line) and
P [mG : inverse-e-misinformed] (orange line), for d € (0,10). As is obvious by this figure,
these functions are not monotonic with respect to d.

7.5 Discussion and Experiments

In this section we report on experiments that validate our basic results, and we investigate the
effect of noise on the players’ decisions, for the four 2 x 2 bimatrix games shown in Figure 77.

The games were chosen to capture the following cases: i) dominant equilibrium (Prisoner’s
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Dilemma), ii) unique mixed Nash equilibrium (Matching Pennies), iii) multiple Nash equilibria
(Battle of the Sexes), and iv) dominant equilibrium that coincides with the optimal outcome
(Win-Win).

( (2,2) (0,3) ) ( (1,-1) (~1,1) ) ( (2,1) (0,0) > ( (3,2) (4,4) >
(3,0) (1,1) (-1,1) (1,-1) (0,0) (1,2) (1,1) (2,3)
(a) Prisoners’ Dilemma (b) Matching Pennies (c) Battle of the Sexes. (d) Win-Win

Figure 7.3: Test cases.

7.5.1 Theoretical and Experimental Computation of the Probability that
a Game is (Inverse-)s-misinformed

We consider that the actual game undergoes an additive noise that follows the normal
distribution A([0], [d?]) where d € {0.001,0.5,1,...,10}. We compare the theoretical values
of probabilities that we get from Theorems 7, 8, with the respective values calculated through
Monte Carlo simulations. The Monte Carlo simulations were conducted as follows: we generate
a game G, which can be one of the four games shown in Figure 7.3. Then, for each of the
above values for d, we create the respective noisy game mG = G® + N ([0], [d?]). To be
more precise, we generate a misinformation game, where the misinformation stems from the
incorporation of additive noise stemming from one random experiment that follows the above
distribution (A ([0], [d?])). We derive the natural misinformed equilibrium and check about

e-closeness. We perform 3,000 repetitions of the above process and calculate:

a) the percentage of games that are e-misinformed (i.e., all nmes of mG are e-close to one
Nash equilibrium of G°, according to the first bullet of Definition 54),

b) the percentage of games that are inverse e-misinformed (i.e., all Nash equilibria of G°
are e-close to one nme of mG, according to the second bullet of Definition 54).

We repeat the simulations for two different values of ¢ (¢ € {1072,1073}). The results are
shown in Figures 7.4-7.6. As the Prisoner’s Dilemma and the Win-Win games both have a
unique pure Nash equilibrium, their behavioural consistency is similar. Hence, Figure 7.4
shows both cases. In all subplots, we have plots of two colours. The blue ones depict the
computations for € = 1072, whereas the red ones depict the computations for ¢ = 1073,

In part (a) of the figures, the horizontal axis depicts the different values for the standard
deviation d of the noise, and the vertical axis depicts the probability of a game being
e-misinformed according to Theorem 7 (solid line) or the probability of a game being e-
misinformed according to the Monte Carlo simulations (dotted lines). The same hold for part
(b) of the figures, but for the inverse-e-misinformed case (Theorem 8). In both subfigures, a
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high value of the probability calculated in the vertical axis implies a small effect of noise on
players’ decisions. As expected, the theoretical results are very close to the experimental ones.

These figures give rise to various remarks concerning the influence of noise to players’
strategic choices. Although some general patterns emerge, the effect of noise in the behavioural
consistency of the game greatly depends on the type and number of Nash equilibria that it
has, so we split our analysis in 3 different cases.

Case 1: Unique Pure Nash equilibrium

The case of a unique pure Nash equilibrium appears in the Prisoner’s Dilemma and
Win-Win games, whose behaviour is depicted in Figure 7.4.

= Formula e=10e-2
Formula £=10e-3 (y

— = MCe=10e2 (Y
MC £=10e-3 osl Ty

Pemis| \ Pinvemis

- s E e mEE e

(a) € misinformed. (b) inv € misinformed.

Figure 7.4: Monte Carlo (MC) simulation and probabilistic formulas for Prisoner’s
Dilemma and Win-Win games. Vertical axis: (7.4a) P [mG : e-misinformed],
(7.4b) P [mG : inverse-e-misinformed]. Horizontal axis: noise intensity d.

For Prisoner’s Dilemma, we observe that, for small values of the standard deviation
(d < 1), the nme of mG will usually be the same as the NE of the original game (G°).
Thus, both probabilities Pepmis [mG;e] and Pipvemis [mG; €] will have values close to 1. As
d increases, noise will produce misinformation games G", G¢ with different Nash equilibria
than that of the actual game (different means non-close, by definition, in this case) with an
increasing probability, thereby reducing the probability for behavioural consistency.

As d increases further, each of the different possible sets of equilibria will appear with
almost equal probability in G", G¢, leading to a convergence in the plots of Figure 7.4. In
particular, Pemis [mG; e] converges to approximately 14%, whereas Pinvemis [mG; €| converges
to approximately 25%. This can be theoretically predicted by observing Table 7.1. For a
large enough noise, the original orderings among the elements of the payoff matrix become
increasingly irrelevant, and the actual orderings in each of G", G° become totally random.
As a result, the equilibrium strategy for r in G” will be a pure one with a probability of
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6/8 (3/8 for each strategy), a mixed one with 1/8 probability, and pure-and-mixed with

1/8 probability. The same is true of course for ¢ in G°. Combining these observations with

Table 7.5 and Theorems 7, 8, we get the above numbers for the convergence of Pepis [MG; €],
Pinvemis [mG; €].

Similar remarks hold for the Win-Win game that has one pure Nash equilibrium strategy
profile (namely, ((1,0),(0,1))).

Case 2: Unique Mixed Nash equilibrium

The case of a unique mixed Nash equilibrium appears in the Matching Pennies game,
which has one Nash equilibrium strategy profile ((1/2,1/2),(1/2,1/2)), and whose behaviour
is depicted in Figure 7.5.

o6
Pemis|

o
Pinvemis

>
d

"4
(a) € misinformed.

(b) inv € misinformed.

Figure 7.5: Monte Carlo (MC) simulation and probabilistic formulas for Match-
ing Pennies. Vertical axis:

(7.5a) P [mG : e-misinformed], (7.5b)
P [mG : inverse-e-misinformed]. Horizontal axis: noise intensity d.

As in case 1, we observe that for small values of the standard deviation (d < 1), mG
will have the same nme as the NE in G°.

Thus, both probabilities Pepis [mG;e] and
Pinvemis [mG;e] will have values close to 1. As d increases, noise will produce games G", G¢

with different Nash equilibria than that of the actual game G, and the respective probabilities
fall sharply (much faster compared to the Prisoner’s Dilemma case), converging to a value
close to 0 for large values of the standard deviation. This is explained by the fact that,
although a mixed nme is achieved in some of the produced games, this is often not close to
the actual mixed one, leading to games that are (usually) not (inverse-)e-misinformed. For

example, for € = 1072, the function Pemis [mG; ] convergences at around 0.03%.

Case 3: Multiple Nash equilibria
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The case of two pure and one mixed Nash equilibrium appears in the Battle of the Sexes
game, whose behaviour is depicted in Figure 7.6. The Nash equilibrium strategy profiles of
Battle of the Sexes are: {((1,0),(1,0)), ((0,1),(0,1)),

((2/3,1/3),(1/3,2/3))}.

=~ Formula e=10e-2 | = Formula e=10e-2
Formula £=10e-3 Formula £=10e-3
- = MCe=10e-2 - = MCe=10e-2
MC £=10e-3 o8 MC =10e-3

Pemis| Pinvemis
P : . : —
(a) € misinformed. (b) inv & misinformed.

Figure 7.6: Monte Carlo (MC) simulation and probabilistic formulas for Bat-
tle of the Sexes.  Vertical axis: (??7) P[mG :e-misinformed], (?7)
P [mG : inverse-e-misinformed]. Horizontal axis: noise intensity d.

Unlike other games, we observe that the Battle of the Sexes has zero probability of being
e-misinformed for small values of d. This is explained by the fact that, for small values of
d, G",G¢ will be very similar to G, each giving 3 equilibrium strategies (for the respective
player). Thus, there are 9 nmes, one for each combination of equilibrium strategies (see
Definition ??), so some of them will not be e-close to one of the three equilibria of G°. By
Definition 54 this means that the respective game is not e-misinformed, so Pepis [G; ] will
be close to 0.

As d increases, and the games G", G become less and less predictable, the probability
of being e-misinformed becomes larger, reaching a plateau at around 72%. The explanation
here is analogous to the one given for the other two cases: in order for a misinformation game
to not be e-misinformed, it should either have one pure equilibrium (but not one of the two
that are in the equilibria of G), or it should have one mixed equilibrium (but not e-close to
the one of G¥). Based on the analysis of the Prisoner’s Dilemma game, the probability of the
former is around 28%; based on the analysis of the Matching Pennies game, the probability
of the latter is close to 0; combining these observations, we conclude that a plateau at around
72% is reasonable.

For the inverse-e-misinformed case (part (b) of Figure 7.6), small values of d result to high
values for Pinyemis [mG; €], as expected. As d increases, the probability decreases at a rate
even faster than the one observed for Matching Pennies, eventually converging at a value close
to 0. This is explained by the fact that, in order for the game to be inverse-e-misinformed,
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Figure 7.7: Strategy profiles in terms of efficiency.

it should have, among other things, also a mixed equilibrium that is close to the respective
mixed of GY. As we established in Case 2 above, this has a very low probability for large
values of d.

7.5.2 Optimal strategy profiles in terms of efficiency

In this subsection, we report on experiments that investigate whether the misinformation
game mG that results from a given actual game G° has natural misinformed equilibria that
are best or worst in terms of efficiency (social welfare). We then evaluate the effect of noise

on each of the four games under consideration.

We performed Monte Carlo simulations as in the previous section and calculated:

a) the percentage Ppes; of misinformation games that have a natural misinformed equilib-
rium that maximizes social welfare (best nme),

b) the percentage Pyorst of misinformation games that have a natural misinformed equilib-
rium that minimizes social welfare (worst nme).

We repeat the simulations for all values of d in {0.02,0.04,...,10} and for ¢ = 1072, The
results are shown in Figures 7.7a and 7.7b.

In Matching Pennies, as it is a constant-sum game, all strategy profiles provide the same
level of social welfare, so the respective line is flat, regardless of the value of d (see Figures 7.7a
and 7.7b). In other words, the noise has no effect with respect to the optimal outcome.

In Prisoners’ Dilemma, the best strategy profile is ((1,0),(1,0)) and the worst one is
((0,1),(0,1)) which coincides with the pure NE of the actual game G. We observe that, for
small values of d, only a few repetitions provide the best nme (Figure 7.7a), while most of
them provide the worst nme (Figure 7.7b); this is in line with the results given in the previous
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subsection. As d increases, the percentage of games resulting in the best strategy increases
too, implying that noise has a positive effect on Prisoners’ Dilemma.

In the Battle of the Sexes, the best strategy profiles are ((1,0),(1,0)) and ((0,1),(0,1))
(these are also the pure Nash equilibria of the actual game), and the worst strategy profiles
are ((1,0),(0,1)) and ((0,1),(1,0)). We observe that, for small values of d, most of the
misinformation games result in one of the best strategy profiles (Figure 7.7a). As d increases,
this percentage decreases, implying that noise has a negative effect on the Battle of the Sexes:
players are not forced to choose better strategies.

In the Win-Win game, the best strategy profile is ((1,0), (0,1)) and the worst one is
((0,1),(1,0)). The same observations as in the Battle of the Sexes hold for the Win-Win
game.

To summarize, as the percentage Pyt increases (or Pyorst decreases) with respect to d,
noise is beneficial. This is the case for Prisoners’ Dilemma. On the contrary, noise deteriorates
the efficiency of the system if the percentage Ppyes; decreases (or Pyorst increases) with respect
to d as in Win-Win and Battle of the Sexes games. Finally, the efficiency of the system is
independent of the noise in the Matching Pennies game.

Given the above, as expected, noise deteriorates the social welfare in games where the
original Nash equilibrium is already “good” for the social welfare (Battle of the Sexes, Win-
Win), as it induces a more “random” behaviour. On the contrary, it improves the situation in
games where the original equilibrium is “bad” (e.g., Prisoner’s Dilemma). In constant sum
games (e.g., Matching Pennies), noise has no effect with regards to the social welfare.

7.5.3 PoM vs PoA

In this subsection, we compare the price of anarchy PoA with the price of misinformation
PoM for the four games of interest. Both metrics measure social welfare, with or without
misinformation respectively, and take values that are higher than or equal to 1.

Given a bimatrix game G with payoff matrix P = (P,; P.) we use Definition 27 to compute
PoM for all values of pairs (p,q), where p,q € [0,1]. The values of p, q are non other than
the values in the joint strategy profile o = (p,q) = ((p,1 —p), (¢,1—¢q)). In formula 4.2, the
quantities in the fraction are given by the formula SW (o) = p? (P, + P.)q. The respective
graphs are shown in Figures 7.8a-7.8d.

We can make the following observations on social welfare planes of Figures 7.8a-7.8d that
present the range of values of PolM:

1. In Prisoner’s Dilemma we note that the social welfare plane is monotonic (see Figure 7.8a).
The minimum value is in the bottom left corner (“bluest”) and the maximum value is
in the upper right corner (“redest”). We know that the PoA in this game is 2, which
is equal to the minimum social welfare, so any distortion in the payoff matrices of the
game does not deteriorate the efficiency of the game, and PoM < PoA, for every level
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(a) PoM plane for the Prisoner’s Dilemma. (b) PoM plane for the Matching Pennies.

(c) PoM plane for the Battle of the Sexes. (d) PoM plane for the Win-Win.

Figure 7.8: PoM plane for games in Table 7.3.

of noise.

2. In Matching Pennies we observe that the social welfare plane is constant (Figure 7.8b).
That is, PoM remains constant as any combination of the values of the payoff matrix
results in the same social welfare value. Thus, noise may affect the strategic behaviour
of players, but keeps the social welfare constant. Note that, in zero-sum games such as
Matching Pennies, the value of PoM and PoA cannot be calculated (the denominator
of the respective formulas takes the value of zero). To mitigate this inconvenience we
add proper values to each element of the payoff matrices and produce a constant-sum
game, without affecting the strategic behaviour of players.

3. In Battle of the Sexes we observe that the two pure Nash equilibria of the game are
the optimal strategic behaviours (Figure 7.8¢c). Thus, PoA depends on the mixed Nash
equilibrium, and noise could improve or degrade the efficiency of the system.
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4. In Win-Win, the unique Nash equilibrium coincides with the optimal one, thus PoA = 1
(Figure 7.8d). Therefore, any misinformation cannot improve the outcome of this game,
and PoM > PoA.

Further numerical experiments provided in Section B.5.



Chapter 8
Mechanism Design

8.1 Introduction

In Chapter 4 proved that given a sufficient misinformation, anything is possible in terms of
social welfare, Propositions 4-5 and Corollary 1. Therefore, in this chapter, we investigate
methods to lead players’ behaviour to a socially improved outcome. Coordination mechanisms
were introduced for this purpose in [Christodoulou et al., 2009, Christodoulou et al., 2014], in
which the authors propose a theoretical framework where modifications of the game lead to a
reduced fraction, compared to the PoA, of the worst Nash equilibrium in the modified game
to the social optimum of the original game. This has been applied to many classes of games
such as load balancing and congestion games [Nisan et al., 2007b].

Clearly, misinformation could lead players to strategic choices that are different from
the ones they would make in the absence of misinformation. This includes choices that are
actually beneficial (from the perspective of social welfare) for the players. Inspired by this
observation, we combine misinformation games and coordination mechanisms in order to deal

with the following main question:

Is it possible for the designer of a game to misinform players regarding the game parameters,
in order to provide incentives for a better (or even optimal) behaviour in terms of social welfare?

We positively answer this question, and provide a novel way for applying coordination
mechanisms using the concept of misinformation, thereby establishing a connection between
the classical coordination mechanisms and misinformation games. Towards this direction, we
introduce a modification of PoM metric to measure the impact of misinformation in games
compared to the socially optimum situation.

As in classical coordination mechanisms, where the designer modifies the game in order to
minimize the ratio between the worst Nash equilibrium of the modified game and the social
optimum of the original game, we propose a similar approach where the designer misinforms
players. Next, we compare the worst natural misinformed equilibrium (i.e., the worst result
of misinformation) with the social optimum of the actual game. The resulting ratio is the

137
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Price of Misinformation, Definition 4.2. Observe that the Price of Misinformation could be
less than the Price of Anarchy, resulting in an improved behaviour (from the perspective of
social welfare) of the players, compared to the scenario without misinformation.

A key difference between classical coordination mechanisms and coordination mechanisms
with misinformation is that in the first case the designer can determine and influence the
actual interaction as a whole, whereas in the latter the designer chooses and imposes the
subjective views of the players, i.e., the misinformed views. Thus, in the first case the designer
modifies the actual game specification, whereas in mechanisms with misinformation the
designer changes players’ (subjective) information, but has no power over the actual game
specification, In this chapter, we consider this setting, i.e., scenarios where the designer cannot
impose a different game specification, but can misinform players about the actual set up.

We consider the problem under assumptions about the number of misinformed views that
the designer can spawn. In particular, we study scenarios where the designer has bounded
capabilities with regard to the number of different misinformed views that can be spawned
(see Section 8.3).

We apply the above ideas for single-commodity non-atomic congestion games with n
parallel links and affine cost functions. We first adapt the concept of misinformation to the
class of non-atomic congestion games, (see Section 4.4). Further, we design a polynomial-time
algorithm for computing a pure Nash equilibrium in a network, based on Information Theory
techniques (see Section 8.2), and more specifically on the waterfilling solution, [Cover and
Thomas, 2006, Fasoulakis et al., 2019]*. Moreover, we describe a mechanism for designing
misinformation games with an optimal Price of Misinformation (and thus better social

outcomes) under various assumptions, (Section 8.3).

8.2 The waterfilling algorithm

In this Section, we provide an algorithm that computes a pure Nash equilibrium in a single-
commodity non-atomic congestion game with n parallel links, and affine latency functions,
inspired by the well-known waterfilling theorem of Information theory. To the best of our
knowledge, there is not a similar algorithm in the bibliography.

One of the fundamental problems in wireless communications is the problem of the
allocation of a budget of power in a constant number of different quality (different noise
levels) and independent wireless communication channels in order to maximize the sum of the
transmission rate. The optimal solution of this problem is given by the well-known waterfilling
theorem. Namely, the algorithm fills with water (power) the channels in a way that minimizes
the maximum level of water, where the level of water is the maximum value of power plus
noise in the channels that are used. At the end of the algorithm, the noise plus the water in
the channels that are used is the same (see Figure 8.1 for two different waterfilling allocations

*Further, see Example B.1 in Appendix B.3.
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] Transmitter

[ ] Noise

Figure 8.1: Two possible cases of waterfilling with different budget of power.

depending on the transmitter’s power).

Interestingly, this idea can be used to find a Nash equilibrium flow allocation in a single-
commodity non-atomic congestion game with n parallel links, and affine latency functions.
Below, we give a polynomial-time algorithm based on this idea.

Algorithm 3 Waterfilling approach algorithm for computing a pure Nash equilibrium in
single-commodity non-atomic congestion games with n parallel links and affine latency
functions.

Input: n parallel links with affine latency functions arzyp + by, with ag,br > 0, for any

ke{l,2,...,n}.
Output: A pure Nash equilibrium allocation.

Sort links in an increasing order based on by.
for 1 <i<ndo
Solve the Linear program (Algorithm 4), for ¢t = b;11 and j = i. If it returns a feasible
solution z*, then STOP and return z*.
end

By the definition of Nash equilibrium, we know that there is at least one Nash equilibrium
in which all links that are used have the same latency, v = a;x; + b;, and any link & that is not
used has a latency no less than v, or in other words ay - 0 4+ by, > v. However, we do not know
a priori the value of v, but we do know that the possible values are between the intervals
of [b1,ba], (b2, b3], ..., (bp—1,bn], (bn, +00), since b;s are sorted in an increasing order. Note
that if the optimal threshold is in interval [bg_1, bk, then in the Nash equilibrium allocation
we will have exactly k£ — 1 links. We exhaustively search the optimal values in an increasing
order for any possible interval, see Algorithm 3. For any interval we solve a linear program
to check if there is an allocation with the Nash equilibrium properties, if there is such an
allocation we return it. Since, we know the existence of such an equilibrium, our algorithm
always returns a feasible solution at the end. It is easy to see that the total computational

time of the algorithm is polynomial.



140 Chapter 8. Mechanism Design

Algorithm 4 Linear program

Input: A positive threshold ¢ and an index j.
Output: z.

minimize v
s.t.

v —b; .
r; = ——, fori <j.
a;

n
Z Ty, =T.
=1

z; > 0,v>0and v <t

8.3 Coordination mechanisms with misinformation

Now let us focus on the case of single-commodity misinformation non-atomic congestion
games, where the actual game has n parallel links and affine latency functions. Further, we
restate the main question of the paper, that is how we can use misinformation in order to
improve the performance of single-commodity non-atomic congestion games with n parallel
links in terms of Social Cost.

Specifically, note that if we properly change the coefficients of the latency functions of the
misinformed games then the flow according to the worst natural misinformed equilibrium will
change. To that direction we choose to increase the coefficients of the latency function from
ag, by to &i, lA)fC (one for each different subjective view IV respectively). Further, we assume
that the designer has the constraint that he can provide a limited number of misinformed
views.

We will show that it is always possible to find a unique natural misinformed equilibrium
that coincides with the optimal allocation, in terms of social welfare, by appropriately changing
the coefficients. The constructed misinformation game mI' = (I'°, T1, ... TV}, with 6 splitting,
that will be derived in the next Subsection, will have the following properties:

i) T% =T (the case of n parallel links),
i) I = (G,l,s,t,1) and IV = (G,V,s,t,1), with lg(zr) = agxr + b and ljg(zg) =
dixk + Ei, respectively.
iii) 0 = (0%,...,6N).
Next, we provide a methodology so as to construct a misinformation game in such a way
that the unique natural misinformed equilibrium in the misinformation game is an optimal

allocation of the actual game. Towards that direction we give a simple algorithm that takes

as input a single-commodity non-atomic congestion game I', the optimal allocation in I'?,
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and an arbitrary break down (partition) of the links that are used in the optimal flow. Let
x* = (aF, 23, ..., 2}) be the optimal solution, which we can easily find in polynomial time as a
minimization of a convex function, and an abstract partition (k1, ..., k) of the allocation z*
over the parallel links that are used; m is the number of misinformed views that the designer
provides to the players. E.g., if n = 3 with 2] > 0 for any ¢, then k; = {1,2}, ks = {3} isa
possible partition. With Algorithm 5 we construct a misinformation game mlI’, where players

perform optimally in terms of Social Cost.

Algorithm 5 Coordination mechanism algorithm for an abstract partition (k1,..., k) of n
Input :An actual game I'" = (G, l7,s,t,1)
An optimal allocation z* = (z7,...,2})

A partition over the links, (ki,...,kp).
Output: A misinformation game mlI.

A splitting 6.

while 1 <7 <m do
New allocation y*:

xT
J

€k
y;k = Zie{ki}xt’ ‘

0, elsewhere
Apply Algorithm 6 for y* to
construct the latency functions of T

0" = Tjein 75

end
mI <« (FO,Tl,...,Fm>.
0 «— (01,...,9m>.

We run Algorithm 5 and we get the misinformation game. Note that, it produces one
misinformation view I'* at a time. Then, calling Algorithm 6 inside Algorithm 5, we take the
coefficients for the latency functions for I'*. Then, I'"* is entailed with ease, to produce mT.

At the beginning of Algorithm 6, we initialize v by setting it equal to the maximum of
the costs of the latency functions over the links that are used in the allocation y*. Then, we
increase the b; for the links that are not used in the allocation y* in order to make them no less
than the cost v. For any link 7 that is used in the allocation y* we can increase the b; in such
a way that the cost of this link with the allocation y; is equal to the cost v. This procedure
can be done in polynomial-time by solving a system of linear inequalities. For any y* it is
easy to see that Algorithm 3 gives a unique pure Nash equilibrium in the modified game for
the players that have this view. Taking the natural misinformed equilibrium we construct the

allocation x*, which is the optimal allocation of the actual game, hence PoM = 1.

In Figure 8.2 we provide schematically the pipeline regarding coordination mechanism
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Algorithm 6 Coordination mechanism algorithm

Input :Coefficients a;, b; of latency functions
for any link 7. The allocation y*.

Output: New coefficients of latency functions.
Put v = max {a;y] + b;}.
1y >0
Find b;, for any 1,
s.t.

b; > v, for any i such that y; = 0,
a;yf = v — by, for any i such that y; > 0,
8i > bi, for any 7.

return b.

with misinformation.

Network, o, =*, minimize convex

latencies partition k function

Algorithm 5

threshold, a; IA)i
index y:
Algorithm 4 Algorithm 6

Figure 8.2: Coordination mechanism with misinformation.

Further, similar mechanism can be used in the case where the designer can influence only
a fragment of the players. Hence, he/she can construct a mechanism where the ' portion
gets misinformed in order to improve Social Cost, whereas the rest use the actual game, i.e.,
the resulting misinformation game would be mI' = (I, T T'?), where I'> = I'?. In parallel,
the splitting 6 becomes (01, 6?).

The first step is to reconsider the optimal allocation for the ' fragment of the flow,
taking into account the fact that there is a fixed part of the players 62 will route according to
I'2, which has the same latency functions as I'?. There we reconsider the coefficients of the
latency functions as they experience the additional cost of the Nash equilibrium flow of the
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unmisinformed fragment 62. Afterwards, we implement our mechanism and get the desired
mlI.

Observe that as we can affect only 8! portion of the players, the rest should route (possibly
sub-optimally) according to the actual specifications. Thus, is evident that in case where
designer can influence a limited part of the flow it is possible that PoM > 1.
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Chapter 9
Conclusions

After presenting our work, its applicability and the relevant results we now revisit the main
outcomes from a more high-level standpoint providing a research path and the contributions
regarding each area of the dissertation. Afterwards, we remark prominent future research

directions.

9.1 Research path

In this dissertation, we studied the effect of misinformation in a multi-agent system, considering
that the participants are intelligent and rational. Namely, each agent possibly has the wrong
information regarding the actual interaction. Initially, starting from classical games in game
theory we presented the basic setting of our model, in Chapter 4, and we provided several
classes of games where it can be applied, but we restricted in “single shot” interactions.
Then, in Chapter 5, we expanded our model so as to include interactions where agents take
several decisions sequentially. The sequential interaction raises several issues in respect of
the reconsideration and introspection that agents had to do. Hence, in Chapter 5, we further
established an epistemic approach, see Figure 9.1. Afterwards, we presented a learning
algorithm in order to compute the equilibria concepts that have emerged from our model, in
Chapter 6. Then, we studied the vulnerability of agents’ decisions in the case where their
information is susceptible to noise, in Chapter 7. Finally, in Chapter 8, we presented and
analyzed a setting where a designer can take advantage of the misinformation and improved
the efficiency of the multi-agent system.

9.2 Synopsis of Contributions
9.2.1 Misinformation Games

Chapter 4 is the bedrock of this dissertation. It is motivated by the idea that misinformation
is a fact of life in most multi-player interactions, and thus having the formal machinery to
analyse misinformation can help understand many real-world phenomena. Towards this aim,
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\ Epistemic Adaptive Evolution /

\ Adaptation Procedure /

\ Misinformation Games /
\ Games /

Figure 9.1: Top view of the structure of misinformation games model.

we introduced a novel game-theoretic framework, called misinformation games. Further, we
provided a metric that measures the deterioration/improvement of a system, in terms of
social welfare, due to misinformation in the views of the players, we called this metric Price
of Misinformation (PoM). Afterwards, we applied misinformation games in the areas of
load-balancing games and congestion games, thus establishing the applicability of our model.

9.2.2 Adaptation Procedure

Next, we enriched misinformation games with a methodology for studying game-playing
scenarios where misinformed players revised their game-related information as they interact
with their environment. We considered the case where the revision is based on the received
payoffs, which are publicly announced in each game iteration. To formalize the process, we
defined the Adaptation Procedure, which describes the changes in the decisions of the players
as they obtain new information for the environment. This leads to a new equilibrium concept,
called the stable misinformed equilibrium, which is the strategy profile(s) that the players
choose when the Adaptation Procedure has stabilized. Unsurprisingly, players do not need to
fully learn the actual specifications of the interaction in order for the Adaptation Procedure
to end.

9.2.3 Epistemic Adaptive Evolution

Afterwards, we expand our methodology so as to provide the players with the formal machinery
to revise their knowledge and beliefs with regards to: i) the information that their opponents
have, and ii) the way they make their decisions. Initially, each player has his/her own subjective
view that is provisioned by his/her knowledge and beliefs. We expand misinformation games in
order to include the beliefs of each participant, we call such games epistemic misinformation
games. Moreover, since each participant comes along with an “irrational” decision must
reconsider his/her mindset regarding the other participants, we call this process Epistemic
Adaptative Fvolution. With this at hand, each player can learn the way that other players
interact and exploit this. This lead to a new equilibrium concept, called the stable epistemic
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misinformed equilibrium.

We also provided different ways to visualize the process and showed several properties
related to the aforementioned procedures and the respective equilibria, pertaining to its
existence, termination, length etc.

9.2.4 Learning Dynamics

In Chapter 6 we presented a novel learning algorithm that obtains last-iterate convergence to
the equilibrium point for a zero-sum game, called Forward Looking Best-Response Multiplica-
tive Weights Update (FLBR-MWU) method. A structural characteristic of our methodology
is that given a state x, the FLBR-MWU method first generates an intermediate state taking a
best-response step. However, instead of continuing from that step, it goes back to the original
state z in order to generate a new state /. As both theoretical and experimental results show
FLBR-MWU dynamics attain significant acceleration regarding the state-of-the-art dynamics
such as OMWU and OMD, see Section 6.3.

With this at hand, we have an online learning technique to compute natural and stable
misinformed equilibria in the case where both subjective and actual specifications belong to
the class of zero-sum games.

9.2.5 Noisy Games

Afterwards, in Chapter 7 we introduce a subclass of misinformation games called noisy games,
where players receive the information of the game with a distortion affecting the elements
of the payoff matrices, due to additive noise that follows a normal distribution. We study
the influence of the parameters of the noise in the strategic behavior of the players, and we
derive probabilistic formulas that capture this influence. Namely, we analyze the cases where
a player suffering from noise would not alter his/her choices if the noise disappears and vice
versa, we call this analysis behavioural consistency, see Subsection 7.2.3. As a result, we
define the concepts of (inv)e—misinformed players, and we establish probabilistic formulas
that quantify the probability of a strategy profile to be (inv)-e-mis due to noise, Section 7.3.
Our analysis restricted in the case of two players’ bimatrix games with two strategies per
player, due to highly intricate formulas and complex mathematical objects that are hard to
be represented.

Afterwards, we perform numerical experiments using four benchmark bimatrix games, see
Figure 7.3. Initially, we compare the probabilistic formulas with Monte Carlo simulations.
Then, we derive general remarks as to the efficiency of the system regarding the additive
noise, in terms of social welfare. We quantify these results using the Price of Misinformation
metric, in order to depict how benevolent/malevolent could be the noise regarding game’s
performance.

Undeniably the two players’ bimatrix games with two strategies per player is a very
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restricting setting. Unsurprisingly, however, even in this simple setting our analysis highlighted
the richness, intricacy and interdependence of the probabilistic events, mathematical objects
and techniques that are involved, which further resulted in complex formulations.

9.2.6 Mechanism Design

Finally, we explored the use of misinformation as a novel and powerful method for Coordination
mechanisms, in Chapter 8. We applied this idea in single-commodity non-atomic congestion
games with parallel links and affine latency functions. Specifically, our goal was to steer
players’ behaviour towards the socially optimum allocation, by misinforming them regarding
the latency functions of the network.

Towards that direction, we provide two polynomial-time algorithms. The first finds a
Nash equilibrium flow allocation in a single-commodity non-atomic congestion game with n
parallel links and affine cost functions. The second takes as input an abstract partition over
the links that are used in the optimal allocation and creates a misinformation game whose
subjective games follow the required specification. Consequently, its natural misinformed

equilibrium is the optimum allocation in the actual game.

9.3 Directions for Future Work and Research

We argue that the concept of misinformation games has the potential to explain various
phenomena, and raises several interesting problems to be studied from different perspectives.

Misinformation Games. An interesting future work would be in the directions of: i)
proving tighter bounds regarding PoM, and ii) transfusing misinformation game framework
in several areas of game theory.

Adaptation Procedure Initiated by the ending notes of Chapter 5, we acknowledge
that there are many directions for improvement such as: i) dropping the assumption that
players fully update their information (e.g., they may not be able to observe other players’
payoffs); ii) considering different players’ attitudes towards the new information and/or
towards the realization that their knowledge is inaccurate; iii) considering the case where
players experiment with sub-optimal actions; iv) considering cases where the players attempt
to exploit other players’ inaccurate knowledge, (e.g., by playing non-equilibrium, higher-payoff
strategies), by observing their actions and making inferences as to what they know and what
they don’t; v) considering the scenario where the actual game specifications also evolve over

time.

Epistemic Adaptive Evolution. As this part concludes the misinformation games frame-
work there are a lot of different directions where we can expand our methodology, such as: i)
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study the ways a player exploits the strategic thinking of his/her opponent, ii) implement
our framework using Logical Calculus, and iii) evaluate it in real-life situations. Further,
the follow-ups of the Adaptation Procedure can also be considered as future work for the
Epistemic Adaptive Evolution.

Learning Dynamics Here, future directions are three-folded. First, the enhancement
of FLBR-MWU method in order to compute all the equilibria concepts that arise in this
dissertation, without the zero-sum constraint. Second, from an algorithmic perspective, as our
results suggest, the implementation of a best-response step is a flexible add-on that can be
easily attached to a wide variety of GAN training methods and provides noticeable gains in
performance and stability. Third, we consider as a very interesting future step to implement
FLBR-MWU method for more general classes of games and objective functions. Additionally,
it could be interesting to examine modifications of FLBR-MWU method, such as adaptive
schemes for £ and n throughout the iterations.

Noisy Games. There are several potential research directions for this part of the study.
Specifically, we could derive analogous probabilistic formulas for other classes of noise dis-
tributions. Further, it would be very intriguing to expand our formulas in cases of bimatrix
games with abstract, yet bounded, number of pure strategies, or in cases of N > 2 number of
players.

Moreover, an intriguing future step would be to provide tools to quantify the sensitivity
of a game to random noise, i.e., determine “how much noise” the game can withstand so
that the behaviour of the players remains close (under the above sense) to the expected
ones, with a certain probability. A related research question is how sensitivity is affected
by inconsequential changes in the game specification (e.g., change of scale). This could be
used as a tool for game designers to improve their designs and make them more robust to
unexpected circumstances. Thus, enhancing the theoretical results presented in Chapter 8.

Mechanism Design An immediate future direction is to use the methodology of misinfor-
mation games in order to design mechanisms for serial-parallel networks and general latency
functions. It is also interesting to prove bounds regarding PoM.

Recently, authors in [Omidshafiei et al., 2019] introduced a general descriptive multi-agent
evaluation method, called a-Rank. They focus on Empirical game theory and specifically on
the concept of empirical games, or meta-games, and the convergence of their dynamics to the
Nash equilibria [Tuyls et al., 2018]. Interestingly, they provide a new paradigm. In particular,
they allow the dynamics to roll out and enable strong (i.e., non-transient) agents to emerge
and weak (i.e., transient) agents to vanish naturally through their long-term interactions. On
the contrary, the classical Nash approach tries to identify static points in the simplex that
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capture simultaneous best response behaviours of the agents. In other words, the strategies
chosen by the new approach are those favored by evolutionary selection, as opposed to the
Nash strategies, which are simultaneous best-responses.

The new approach provides substantial gains regarding many pathologies of the Nash
equilibrium concept, such as the tractability issue. Further is a natural candidate to resolve
the incompatibility of the classical Nash approach with the dynamic behaviours of agents in
interacting systems.

In the case of the misinformation games framework, we use the classical Nash equilibrium
concept as an ingredient of our model, whereas the resulting equilibrium concepts (nme, sme,
ene, and stene) can be considered as weak Nash equilibrium concepts. The paradigm we
offer with this framework is that: i) interactions should be analysed under the perspective
of the subjective views of the participants, and ii) the revision of the views is taking place
simultaneously in the knowledge and the beliefs of the participants.

Bringing together these two paradigms, we may come up with a unified framework where
the interaction in a multi-agent system unfolded in an evolutionary manner and the solutions
are justified through epistemic revision techniques. This agglomeration would provide a strong
evolutionary revision methodology. Thus, it would be very interesting to plug in the a-Rank

method into our framework.

To sum up, we deem that this dissertation could be expatiated and applied to several
and diverse areas of Discipline, such as Economics (i.e. in stock markets where dealers
try to manipulate their opponents), (Cyber-)security (i.e. defenders and attackers with
limited resources), Telecommunications (e.g. in cases where information passes through
communication channels), and Artificial Intelligence (i.e. intelligent agents learn a procedure

or derive conclusions as to the information of the others).

While the road ahead is still long, we have come far enough to say with some confidence
that there is a lot of promise in the paradigm presented in this thesis. As we surround
ourselves with more and more technology, data, complex social rules, inconsistent news,
cognitive inadequacy, conflicting theories, non-provable assumptions, etc. maybe it is time
to start thinking about interactions under the scope that participants are far from being
considered as correctly informed.

Taking a distant stance against this dissertation we should wonder what’s the meaning
of misinformation games paradigm. We can consider the core of this as a low knowledge
process, meaning that the participants do not and shall not ever be in place to know (and to
know that they know, etc.) entirely the correct specifications (“truth”). Contrary to high
knowledge process, such as probabilistic approaches, where the state of mind of the participants
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is something like “the truth is out there”, or in other words the “truth is consist of elements
on my grasp (or near grasp)” that need to be tuned properly. But how plausible is the latter
paradigm in real-life interactions? What is that prominent “truth”? Is it everlasting? Are
we, even slightly, certain of what we are looking for? In case scholars can provide affirmative
answers to that questions, and many more of the same spirit, then low knowledge process is
just an exercise without any interest and high knowledge process is inapt per mare per terra.
Otherwise, the low knowledge process is the man of the hour.
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Appendix B
Supplementary material

B.1 Basic Probability theory

We provide here some basic knowledge on probability theory that will be useful in the following
sections. The interested reader is referred to [Shiryayev, 1984] for further details.

A random variable X is characterized by its probability density function (pdf), denoted by
fx, which represents the “intensity” of the probability in each given point. The pdf can be
used to compute the probability that X falls within a given range, say [a,b], for any a < b.
Formally, fx is such that:

Pla< X <) :/abfx(x)dw

We denote by Fx the cumulative distribution function (CDF') of a random variable X,
which equals the probability that the value of X is at most x. Formally:

Fx(z) = / Fr(t)dt = P[X < z]

In this document, we focus on random variables X following the normal distribution,
denoted by X ~ N (p,d?) (for some mean p € R and standard deviation* d > 0). For
the special case where pp = 0,d =1 (i.e., when X ~ N (0,1)), we get the standard normal
distribution, with the following pdf (¢) and cdf (P):

(B.1)

*In probability theory, the standard deviation is typically denoted by o. To avoid confusion with the
strategies of normal form games which use the same symbol (see Subsection ?7?), we use d as a symbol for
standard deviation in the thesis.
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For the general case, where X ~ N (p1,d?), the pdf and cdf are:

() = 2o (1) = r(f)

z—p
T—pU a  _£2
It has been shown that, if X; ~ N (u;,d?), co,c; € R, then:

CO+ZCiXi NN(C()—FZCZ'/LZ',ZC?dZZ) (B.?))

Given two events A, B, the symbol P [A|B] denotes the conditional probability of A given
B, which amounts to the probability that A is true under the condition that B is true.

When combining events, the following are true:

General Conjunction Rule: P[AA B] = P[B]P[A|B] = P[A]| P [B|A]
Restricted Conjunction Rule: P[AA B] = P[A] - P [B]
(when A, B are independent)
General Disjunction Rule: P[AV B] = P[A] +P[B] — P[AA B]
Restricted Disjunction Rule: P[AV B] = P [A] + P [B]|

(when A, B are mutually exclusive)

B.2 Kullback-Leibler divergence

To measure the difference between two probability distributions over the same variable x,
we use a measure, called the Kullback-Leibler divergence, or simply, the KL divergence, (see
p.361 [Boyd and Vandenberghe, 2004]). The KL divergence, closely related to relative entropy,
information divergence, and information for discrimination, is a non-symmetric measure of
the difference between two probability distributions p(z) and ¢(x). Formally,

Definition 55. Let p(z) and q(x) are two probability distributions of a discrete random
variable z. The Kullback-Leibler (KL) divergence of q(x) from p(x), denoted Dk, (p(z),q(x)),
is a measure of the information lost when q(x) is used to approzimate p(x). D (p(x),q(z))
is defined as
p
Dir(p(x),q(x)) = > p(z)In =< (B.5)

zeX q(l‘)
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B.3 Auxiliary definitions and results

Definition 56. The Hamming distance between two equal-length strings of symbols is the

number of positions at which the corresponding symbols are different.

Theorem 9. (Theorem 2 of [Schmeidler, 1973]) Consider a non-atomic congestion game.
Suppose that the cost functions satisfy: c.(-) is continuous for every arc v and user i, and
i+ c(x) is measurable for every x € [0,7]. Then there exists a Nash equilibrium.

Lemma 18. (Lemma C.3 of [Mertikopoulos et al., 2018]) Let R € R™*™ be a game matriz
for a two-player zero-sum game with value p. Then exists a Nash equilibrium (xz*,y*) such
that

(Ry*)i=p Vi € supp(z”)
(Ry*)i < p Vi ¢ supp(a®)
(RTa*)i=p Vi € supp(y”)
(RTz*)i > p Vi & supp(y*)

Example B.1. (Water-filling solution. Example 5.2 in [Boyd and Vandenberghe, 2004]) We

consider the convex optimization problem

n
minimize — > log(oy + ;)
i=1
subject to z>01Tz =1,

where a; > 0. This problem arises in information theory, in allocating power to a set of n
communication channels. The variable x; represents the transmitter power allocated to the
it" channel, and log(c; + ;) gives the capacity or communication rate of the channel, so the
problem is to allocate a total power of one to the channels, in order to maximize the total

communication rate.

Introducing Lagrange multipliers \* € R™ for the inequality constraints x* > 0, and a multiplier
v* € R for the equality constraint 172z = 1, we obtain the KKT conditions

>0, 1Tz =1, X*>0, Nz;=0i=1,...,n

and
1

o; + X

N +v'=0,i=1,...,n

We can directly solve these equations to find x*, \*, and v*. We start by noting that \* acts
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1/v*

¥;

Figure B.1: Illustration of water-filling algorithm. The height of each patch is given by «;.
The region is flooded to a level 1/nu* which uses a total quantity of water
equal to one. The height of the water (shown shaded) above each patch is
the optimal value of x;.

as a slack variable in the last equation, so it can be eliminated, leaving

1
>0, 1Tz =1, z} <I/*— >:0, i=1,...,n

o; + ]

Thus,

x 1 ,
vt ———, i1=1,...,n
o; + x;

Ifv* > a%_, this last condition can only hold if x > 0, which by the third condition implies that

vt = ﬁ Solving for x} , we conclude that x] = 71* —a; if vt < ai Ifv* > 5, then x7 >0

1

is impossible, because it would imply v* > a% > a which violates the complementary

slackness condition. Therefore, xj = 0 if v* > ai Thus we have

1 * 1

x*_ F—Oéi, 1% <OTZ
- * 1

07 14 27

or, put more simply, 7 = max{0, 1/u*bL”ai}. Substituting this expression for x; into the
condition 172 = 1 we obtain

Zmax{O, /v —ai} =1

=1

The lefthand side is a piecewise-linear increasing function of 1/v*, with breakpoints at «;,
so the equation has a unique solution which is readily determined. This solution method is
called water-filling for the following reason. We think of «; as the ground level above patch 1,
and then flood the region with water to a depth 1/v, as illustrated in Figure B.1. The total
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amount of water used is then
n
1
ZmaX{O, i a;}.
i=1

We then increase the flood level until we have used a total amount of water equal to one. The
depth of water above patch i is then the optimal value . O

B.4 Jacobian matrix

Recall the form of the Jacobian of our dynamical system in Equation (6.6).

We compute the form of each entry of J at the point (z,y). Let Q. = >, xgeneng(x’y),
Qy = Spyee " R, = 57 e Y, and S, = Y yem S R

(z,) Qu (1+ﬂzi%(e?Rf($7y))> —Zq %Qw

o K TR .

—g;li = e B oz , 1€ [n],

oo T ppie 190 e (T RF@Y) 5 Qe o
PLi — .M f(z,y) j o i 4 j € [n] and i # j,

Ox;

0 .7 __0
0v1i __ m‘enefRf(z7y) NQx dy; (ei Rf(z,y)) Jy; Qq
= &y

ay], QQZU 9 Z7j € [TL],
Op2,i —nel RT h(z,y) *UQy%(e?RTh(x,y))—%Qy .. (B.G)
37].7 = Yie ¢ ’ . Q%l . v L] E [TL],
Qu (1 gy (e BT h(w) ) ~vi - Q
Opai e—neiTRTh(xvy) v v Oy; i ’ Ay Y i e [n]
dyi Qg ) )
Dns T BT (ng) "B TR 5@ o,
T = yie Y — ‘—, i,j € [n]andi#j.

At the point (z*,y*), after exploiting the fact that this is an equilibrium profile, and simplifying
some of the calculations, we obtain the following forms.
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Gri =1 —ay (ng (30, Bhi =Y 20 >, By BE) +1), i € supp(a”),

el Ry*
Tt = i supp(a”),
014 . .
% =z (775 (Zk RipyiRi; — Zk zj, Zl Rklyl*le;') + 1) , 1 € supp(x”),i # j,
0p1,i

e 0, i & supp(z*) and i # j,

o i 7§€TRTI* .

% = xin(Rij — e?RTx*)e;_i&, for all i € supp(z™*),

ag;j’i =0, i ¢ supp(x”),

s s ceT Ry* ) (B?)
Tt = —yin(R — ej Ry") e, for all i € supp(y”),

0p2i

- = 07 i ¢ Supp(y*)a
ox;
Gai =1 —yr (ne (30 (BB 2k =2, v >, Bl Ru) +1) . i € supp(y”),

Op2,i i Rt

b = = 1 supp(y”),

Op2i

oy, = Ui (n€<ZkRmRZf'ILwZ—ZyZZR%}xz*sz)+1), i € supp(y*),i # J,
k l

0pa; . . .
oy =0, i & supp(y”) and i # j,

B.5 Numerical experiments in noisy games

In this section, we demonstrate further numerical results regarding the formulas in noisy
games. Particularly, we consider the case where: i) a player has only pure equilibrium strategy,
ii) a player has only a mixed equilibrium strategy, and ii) a player has only mixed equilibrium

strategy within a tolerance range, predicates OPf , OM&, and ROME respectively, see

x
Section 7.3. We examine these settings for the benchmark games in Figure 7.3. As Prisoner’s
Dilemma and Win-Win are both games with dominated pure strategies, their experimental

behavior is similar, thus we provide results only for Prisoner’s Dilemma game.
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B.5.1 Case OP¢

Figure B.2: Cases OPY: (a) Prisoners’ Dilemma, (b) Matching Pennies, and (c) Battle
of the Sexes.

Observe that in the case where D < 0.5 the strategic behavior of the players are similar
enough to their behavior in the games without noise. On the other hand, as D increases
players start to deviate from the un-misinformed behavior, meaning that the noise affects
their choices. Finally, for large enough D players play randomly.

B.5.2 Case OM¢

(a) Prisoners’ Dilemma. (b) Matching Pennies. (c) Battle of the Sexes.

Figure B.3: Cases OMS: (a) Prisoners’ Dilemma, (b) Matching Pennies, and (c) Battle
of the Sexes.

In Figure B.4a the mixed strategy profiles have small probability to occur for D < 0.5, as
initially, the distortion provided by the noise does not alternate the strategic behavior of the
players. Nevertheless, as D increases players may end up deciding on a mixed strategy profile.

In Figure B.4b, for small values of D, there is a high probability for the players to end
up in a mixed strategy profile. As D increases, these probabilities decrease. Thus, the noise
made less possible the occurrence of mixed strategy profiles, in the case of the Matching
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Pennies game.
Finally, in Figure B.4c, the strategic behaviour of the player is affected similarly as in the
Matching Pennies case. This happens because in the Battle of the Sexes a mixed strategy

profile is “by default”, without noise, in the ease of the players.

B.5.3 Case ROMJETv

Figure B.4: Cases ROME: (a) Prisoners’ Dilemma, (b) Matching Pennies, and (c) Battle
of the Sexes.

Observe that in the case where D < 0.5 the strategic behavior of the players are similar
enough to their behavior in the games without noise. On the other hand, as D increases
players start to deviate from the un-misinformed behavior, meaning that the noise affects

their choices. Finally, for large enough D players play randomly.
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