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Abstract

In the last few years, Outlier detection has become an important problem in many

industrial and financial applications. Outliers are usually caused by system faults, a sudden

or an unexpected change in the existing behavior and human errors. This problem is further

complicated by the fact that in many cases, outliers have to be detected from data streams

that arrive at an enormous pace. Despite the enormous amount of data being collected in

many scientific and commercial applications, particular events of interests are still quite

rare. These rare events, very often called outliers or anomalies, are defined as events

that occur very infrequently. Detection of outliers has recently gained a lot of attention

in many domains, ranging from video surveillance and intrusion detection to fraudulent

transactions, web usage logs and direct marketing. Data mining techniques developed for

this problem are based on both supervised and unsupervised learning.

We propose a novel unsupervised, non-parametric and incremental algorithm. This

novel algorithm uses the sliding window model, combines two unsupervised techniques,

namely, statistical modeling and nearest neighbor searching, achieve high precision and

recall and is efficient both in time execution and memory consumption.

In this thesis, we propose a SNNOS(Statistical Nearest Neighbor Outlier Stream)

algorithm which uses the sliding-window model and which takes the advantages of each

technique, aiming to get results with high accuracy, efficient time execution and low mem-

ory consumption. To this direction, we propose a novel framework which is separated

into two stages,the statistical and the density stage. In the statistical stage, our aim is

to estimate approximately the distribution of data. We use kernel density functions to

estimate the probability densities for data points. Then, we employ ten continuous dis-

tributions functions and compute the probability density for data points of each function

using the technique of Maximum-Likelihood Estimation. We ?nd the distribution which

has a probability density very close to the probability density of kernel density function.

In the density stage, we propose a scoring function which is based to nearest neighbor

algorithm and is called DNO (Density Neighborhood Outlierness).
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Chapter 1

Introduction

1.1 Motivation

In recent years, we have witnessed the widely recognized phenomenon of high speed data

streams. A data stream is a massive real-time continuous sequence of data elements. The

typical applications include sensor network, stock tickers, network traffic measurement,

click streams and telecommunication call records. The main challenge of these applications

is that the data element arrives continuously and the volume of the data is so large that

they can hardly be stored in the main memory (even on the local disk) for online processing,

and sometimes the system has to drop some data elements due to the high arriving speed.

The data in the traditional database applications are organized on the hard disk by the

Database Management System(DBMS) so the queries from the users can be answered

by scanning the indices or the whole data set. Considering of the characteristics of the

stream applications, it is not feasible to simply load the arriving data elements onto the

DBMS and operate on them because the traditional DBMS are not designed for rapid and

continuous loading of individual data element and they do not directly support continuous

queries that are typical of data stream applications.

Data mining, as a powerful knowledge discovery tool, aims at modeling relationships

and discovering hidden patterns in large databases. Among four typical data mining tasks,

outlier detection is the closest to the initial motivation behind data mining than predictive

modeling, cluster analysis and association analysis. Outlier detection has been a widely
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researched problem in several knowledge disciplines, including statistics, data mining and

machine learning. It is also known as anomaly detection [2][21][64] and novelty detection

[18][48] in some literature. Being called differently, all these definitions aim at identifying

instances of unusual behavior when compared to the majority of observations. Coming

across various definitions of an outlier, it seems that no universally accepted definition

exists.Two classical definitions of an outlier include Hawkins[29] and Barnett and Lewis[9].

According to the former, ”an outlier is an observation, which deviates so much from other

observations as to arouse suspicions that it was generated by a different mechanism”, where

as the latter defines ”an outlier is an observation (or subset of observations) which appears

to be inconsistent with the remainder of that set of data”. The term ”outlier” can generally

be defined as an observation that is significantly different from the other values in a data

set.

Although, data mining is a well-established field in itself, direct application of mining

algorithms to data streams is often unsuitable due to the fact that it is impossible to

maintain all the stream elements in memory. Moreover, as new data arrives online, the

mining algorithms must adapt to the changing trends. Hence, approximation and adap-

tivity are the key ingredients of any data stream mining algorithm. Data stream mining

has received more of the researchers attention in the past few years. Some of the most

common stream-mining tasks include:

• Multi-dimensional on-line analysis.

• Mining spatial and temporal correlations in streaming data trends.

• Mining novelty, outliers and anomalous behavior.

• On-line adaptive clustering and classification.

• Frequent pattern matching.

Based on real-life applications, it can clearly be seen that outlier detection is a quite

critical part of any data analysis. In the detection of outliers, there is a universally accepted

assumption that the number of anomalous data is considerably smaller than normal data

in a data set. Thus, a straightforward approach to identify outliers is to construct a profile
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of the normal behaviors of the data and then use certain measure methods to calculate

the degree to which data deviate from the profile in a data set. Those instances that

significantly deviate from the profile are declared as outliers. However, existing methods

using pre-labeled data to build a normal model in a training phase before detecting outliers

are very challenging since not all possible normal behaviors have been encompassed within

the normal model.

1.2 Objectives

In this thesis, we present our research on outlier detection methods, which target on sliding-

window data streams. We propose an efficient, novel, nonparametric and unsupervised

outlier detection algorithm that require no prior knowledge of data. Our algorithm is called

SNNOS (Statistical Nearest Neighbor Outlier Stream) and consists of three phases. In

the first phase we store temporarily the data which arrives in a cache memory manager.

In the second phase, we use a novel and efficient strategy which combines two methods

of statistical learning, the Kernel Density Estimation(KDE)method and the Maximum

Likelihood Estimation(MLE) method. The KDE method uses kernel density functions to

estimate probability densities for each data point in the window. In the MLE method, we

use ten continuous distributions and for each of them we estimate the probability density for

each data point in the window using Maximum Likelihood Estimation. Then, we estimate

approximately the distribution of data by comparing the probability densities. Finally,

we compute two quantiles:lower-quantile with parameter 0.05 and the upper-quantile with

parameter 0.95, which will be used as thresholds for finding outliers. The third phase,

uses nearest-neighbor search algorithm to compute a density scoring function. The density

scoring function is called DNO (Density Neighborhood Outlierness). The intuition behind

the DNO is that we want to suggest an alternative and efficient density scoring function

for the computation of neighborhood’s density.

1.3 Thesis outline

The thesis is structured as follows:
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• Chapter 2 presents the main concepts of data streams.

• Chapter 3 describes outliers and presents a taxonomy of the most known approaches

for outlier detection.

• Chapter 4 discusses the related work to the specific domain of outlier detection over

data streams.

• Chapter 5 describes the novel algorithm SNNOS (Statistcal Nearest Neighbor Outlier

Stream) which consists of two parts the statistical and the nearest neighbor. Also,

we explain the intuition behind the use of each part.

• Chapter 6 presents a set of experiments that we performed in order to evaluate the

basic characteristics of our algorithm. We also discuss the results and arrive to impor-

tant conclusions regarding the performance of the algorithm and their extensibility.

• Chapter 7 summarizes our work and its contributions and presents some extensibility

suggestions for our algorithm.
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Data Streams

2.1 Data Stream Model

In the data stream model, some or all of the input data that are to be operated on are

not available for random access from disk or memory, but rather arrive as one or more

continuous data streams. Data streams differ from the conventional stored relation model

in several ways [25]:

• The data elements in the stream arrive online.

• The system has no control over the order in which data elements arrive to be pro-

cessed, either within a data stream or across data streams.

• Data streams are usually unbounded in size.

• Once an element from a data stream has been processed it is discarded or archived

and it cannot be retrieved easily unless it is explicitly stored in memory, which

typically is small relative to the size of the data streams.
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In the standard stream model, the input elements a1, a2, ..., aj, ... arrive sequentially,

item by item and describe an underlying function A. Stream models differ on how ai

describes A [25]. We can distinguish between:

• Insert Only Model: once an element ai is seen, it cannot be changed.

• Insert-Delete Model: elements ai can be deleted or updated.

• Accumulative Model: each ai is an increment to A[j] = A[j − 1] + ai .

2.2 Time Windows

Time windows are a commonly used approach to answer queries in open-ended data

streams. Instead of computing an answer over the whole data stream, the query (or oper-

ator) is computed, eventually several times, over a finite subset of tuples. In this model,

a time stamp is associated with each tuple. The time stamp defines when a specific tuple

is valid (e.g. inside the window) or not. Queries are evaluated over the tuples inside the

window. However, in the case of joining multiple streams the semantics of time stamps is

much less clear e.g. the time stamp of an output tuple. Several window models have been

used in the literature. The following are the most relevant [25].

2.2.1 Sliding Windows

Usually data streams are of unbounded length, and in many applications old data elements

are less important compared with new elements. For instance, in the traffic monitoring

system the administrator might be more interested in the patterns discovered among the

recent stream data.Most of the time, we are not interested in computing statistics over all

the past but only in the recent past. The simplest approach are sliding windows of fixed

size. This type of windows is similar to first in, first out data structures. Whenever an

element j is observed and inserted in the window, another element j - w, where w represents

the window size, is forgotten [25]. An example of sliding window is shown in Figure 2.1.

The sliding window is a commonly used model to address this issue. There are two kinds

of sliding window models:
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Figure 2.1: Sliding window

• Count-based model: only the most recent N elements are kept in the window, where

N is the window size

• Time-based model: only keep elements arrived within a fixed time period.

2.2.2 Landmark Windows

Landmark windows [26] identify relevant points (the landmarks) in the data stream and

the aggregate operator uses all records seen so far after the landmark. Successive windows

share some initial points and are of growing size. In some applications, the landmarks have

a natural semantic. For example, in daily basis aggregates the beginning of the day is a

landmark. An example of landmark window is shown in Figure 2.2.

2.2.3 Tilted Windows

In tilted windows, the time scale is compressed. The most recent data are stored inside

the window at the finest detail (granularity). Oldest information is stored at a coarser

detail, in an aggregated way. The level of granularity depends on the application. This

window model is designated a tilted time window. Tilted time windows can be designed

in several ways. Han and Kamber [36] presented two possible variants: natural tilted time

windows, and logarithm tilted windows. Illustrative examples are presented in Figure 2.3

and Figure 2.4. In the first case, data are stored with granularity according to a natural



Chapter 2. Data Streams 8

Figure 2.2: Landmark window

Figure 2.3: Natural Tilted window

time taxonomy: last hour at a granularity of 15 minutes (4 points), last day in hours

(24 points), last month in days (32 points) and last year in months (12 points). In the

case of logarithmic tilted windows, given a maximum granularity with periods of t , the

granularity decreases logarithmically as data are older. As time goes by, the window stores

the last time period t , the one before that, and consecutive aggregates of less granularity

(two periods, four periods, eight periods etc.).

2.3 Comparison of windows

In the landmark and sliding windows any past observation either is in the window or it

is not inside the window will be forgotten in the next step. In tilted windows the data
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Figure 2.4: Logarithmic Tilted window

asymmetrically distributed into multiple time slots such that the recent time period is

assigned more time slots than the past. The tilted window is suitable for people to mine the

recent data at a fine granularity while mining the long-term data at a coarse granularity.

Moreover, the landmark window is not aware of time and therefore cannot distinguish

between new data and old ones. To overcome this difficulty, the sliding window, a variation

of the landmark model, has been proposed. It assigns different weights to transactions

such that new ones have higher weights than old ones. These three approaches provide

approximate answers for long-term data and adjust their storage requirement based on

the available space. Furthermore, the three window models namely, sliding, landmark and

tilted satisfy two important requirements: approximation and adjustability. However, in

certain applications, users could only be interested in the data recently arriving within a

fixed time period. Obviously, the tilted and landmark windows models are unable to satisfy

this need. In contrast, the sliding-window model achieves this goal. Given a window size

W , only the latest W transactions are utilized for mining. As a transaction arrives, the

oldest transaction in the sliding window is expired. Furthermore, compared with the

tilted and landmark windows models considering only the insertion of transactions, the

sliding-window model further considers the deletion of transactions. Therefore, if a method

succeeds in the sliding-window model, it can be easily applied to the tilted and landmark

windows models. Moreover, tilted and landmark windows models consider a fixed number

of transactions as the basic unit for mining, which is not easy for people to specify. By
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Figure 2.5: Landmark Window Model

Figure 2.6: Sliding Window Model

contrast, it is natural for people to specify a time period as the basic unit. Therefore,

in this paper, we use the time-sensitive sliding-window model, which regards a fixed time

period as the basic unit for mining.

Definition: Time-sensitive Sliding-window (TS)

Given a time point t and a time period p, the set of all the transactions arriving in [t−p+1, t]

will form a basic block. A data stream is decomposed into a sequence of basic blocks, which

are assigned with serial numbers starting at 1. Given a window with length |W |, we slide

it over this sequence to see a set of overlapping sequences, where each sequence is called

the time-sensitive sliding-window.
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Outlier Detection

Outlier detection refers to the problem of finding patterns in data that do not conform

to expected behavior. These non-conforming patterns are often referred to as anoma-

lies, outliers, discordant observations, exceptions, aberrations, surprises, peculiarities or

contaminants in different application domains. Of these, anomalies and outliers are two

terms used most commonly in the context of anomaly detection; sometimes interchange-

ably. Anomaly detection finds extensive use in a wide variety of applications such as fraud

detection for credit cards, localization and tracking, environmental monitoring, insurance

or health care, intrusion detection, fault detection in safety critical systems, and military

surveillance for enemy activities [14],[87].

3.1 Characteristics of Outliers

• Type of Detected Outliers

Outliers can be identified as either global or local outliers. A global outlier is an

anomalous data point with respect to all other points in the whole data set, but

possibly not with respect to points in its local neighborhood. A local outlier is

a data point that is significantly different with respect to other points in its local

neighborhood, but may not be an outlier in a global view of the data set [87].

• Degree of Being an Outlier

A data point can be considered as an outlier in two manners, scalar (binary) or
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outlierness. The scalar fashion is that the point is either an outlier or not. On

the other hand, the outlierness fashion provides the degree of which the point is an

outlier when compared to other points in a data set. This outlierness is also known

as anomaly score or outlier score, which usually can be calculated by using specific

measurement methods [71].

• Dimension of Detected Outliers

Whether a data point is an outlier or not is determined by the values of its attributes.

A univariate datum that has a single attribute can be detected as an outlier only

based on the fact that a single attribute is anomalous with respect to that of other

data. On the other hand, a multivariate datum that has multiple attributes may be

identified as an outlier since some of its attributes together have anomalous values,

even if none of its attributes individually has an anomalous value. Thus, for detecting

multivariate outliers is a more complicated process.

• Number of Detected Outliers at Once

Outlier detection techniques can be designed to identify different number of outliers

at a time. In some techniques, one outlier is identified and removed at a time, then

the procedure will be repeated until no outliers are detected. These techniques may

be subject to the problem of missing some real outliers during the iteration. On the

other hand, for other techniques, they can identify a collection of outliers at once.

However, these techniques may cause some normal data to be declared as outliers

during iteration.

3.2 Characteristics of Outlier Detection Approaches

Use of Pre-labeled Data

Outlier detection approaches can generally be classified into three basic categories, i.e.,

supervised, unsupervised and semi-supervised learning approaches. This categorization is

based on the degree of using pre-defined labels to classify normal or abnormal data [71].

• Supervised learning
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These approaches initially require the learning of a normality and an abnormality

models by using pre-labeled data, and then classify a new data point as normal

or abnormal depending on which model the data points fits into [39] [76]. These

supervised learning approaches usually are applied for many fraud detection and

intrusion detection applications. However, they have two major drawbacks, i.e., pre-

labeled data is not easy to obtain in many real-life applications, and also new types

of rare events may not be included in pre-labeled data.

• Unsupervised learning

These approaches can identify outliers without the need of pre-labeled data. For

example, distributed methods identify outliers based on a standard statistical dis-

tribution model [81] [68]. Similarly, distance- based methods identify outliers based

on the measure of full dimensional distance between a point and its nearest neigh-

bors [51] [10] [12]. Compared to supervised learning approaches, these unsupervised

learning approaches are more general because they do not need pre-labeled data that

are not available in many practical applications.

Use of Parameters of Data Distribution

Unsupervised learning approaches can be further grouped into three categories, i.e., para-

metric, non-parametric and semi-parametric methods, on the basis of the degree of using

the parameters of the underlying data distribution.

• Parametric methods

These methods assume that the whole dataset can be modeled to one standard

statistical distribution (e.g., the normal distribution), and then directly calculate

the estimated parameters of this distribution based on means and covariance of the

original data. A point that deviates significantly from the data model is declared as

an outlier. These methods are suitable for situations in which the data distribution

model is a priori known and parameter settings have been previously determined.

However, in many practical situations, a priori knowledge of the underlying data

distribution is not always available and also it may not be a simple task to compute

the parameters of the data distribution.
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• Non-parametric methods

These methods make no assumption on the statistical properties of data and instead

identify outliers based either on the full dimensional distance measure between points

for nearest neighbor approaches or on the probability density for kernel density ap-

proaches. In nearest-neighbor approaches outliers are considered as those points that

are distant from their own neighbors in the data set. These methods also use some

user-defined parameters ranging from the size of local neighborhood to the threshold

of distance measure. In kernel density approaches a kernel density function is used

for estimating the probability density function of a data point. Compared to para-

metric methods, these non-parametric methods are more flexible and autonomous

due to the fact that they require no data distribution knowledge. However, they may

have expensive time complexity, especially for high dimensional data sets. Also, the

choice of appropriate values for user-defined parameters is not easy.

3.3 Taxonomy of Outlier Detection Methods

3.3.1 Classification-based Method

Classification [71] is used to learn a model (classifier) from a set of labeled data instances

(training) and then, classify a test instance into one of the classes using the learnt model

(testing). Classification based anomaly detection techniques operate in a similar two-phase

fashion. The training phase learns a classifier using the available labeled training data.

Classification based anomaly detection techniques operate under the following general as-

sumption:

A classifier that can distinguish between normal and anomalous classes can be learnt in the

given feature space.

Based on the labels available for training phase, classification based anomaly detection

techniques can be grouped into two broad categories: multi-class and one-class anomaly

detection techniques. Multi-class classification based anomaly detection techniques assume

that the training data contain labeled instances belonging to multiple normal classes [8].

Such anomaly detection techniques learn a classifier to distinguish between each normal
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Figure 3.1: Multi-class Anomaly Detection

class against the rest of the classes.

See figure 3.1 for illustration. A test instance is considered anomalous if its not

classified as normal by any of the classifiers. Some techniques in this sub-category associate

a confidence score with the prediction made by the classifier. If none of the classifiers

are confident in classifying the test instance as normal, the instance is declared to be

anomalous.

One-class classification based anomaly detection techniques assume that all training in-

stances have only one class label. Such techniques learn a discriminative boundary around

the normal instances using a one-class classification algorithm, e.g., one-class SVMs[60],

one-class Kernel Fisher Discriminants [58], as shown in figure 3.2. Any test instance that

does not fall within the learnt boundary is declared as anomalous.

Neural Networks-based Method

Neural networks have been applied to anomaly detection in multi-class as well as one-class

setting. A basic multi-class anomaly detection technique using neural networks operates

in two steps. First, a neural network is trained on the normal training data to learn the

different normal classes. Second, each test instance is provided as an input to the neural

network. If the network accepts the test input, it is normal and if the network rejects a
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Figure 3.2: One-class Anomaly Detection

test input, it is an anomaly [67]. Replicator Neural Networks have been used for one-class

anomaly detection[78]. A multi-layer feed forward neural network is constructed that has

the same number of input and output neurons (corresponding to the features in the data).

The training involves compressing data into three hidden layers. The testing phase involves

reconstructing each data instance xi using the learnt network to obtain the reconstructed

output oi . The reconstruction error δi for the test instance xi is then computed as:

δi =
1

n

n∑
j=1

(xij − oij)
2 (3.1)

where n is the number of features over which the data is defined. The reconstruction

error δi is directly used as an anomaly score for the test instance.

Bayesian Networks-based Method

Bayesian networks has been used for anomaly detection in the multi-class setting. A

basic technique for a univariate categorical data set using a Bayesian network estimates

the posterior probability of observing a class label (from a set of normal class labels and

the anomaly class label), given a test data instance. The class label with the largest
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posterior is chosen as the predicted class for the given test instance. The likelihood of

observing the test instance given a class, and the prior on the class probabilities, are

estimated from the training data set. The zero probabilities, especially for the anomaly

class, are smoothed using Laplace Smoothing. The basic technique can be generalized to

multivariate categorical data set by aggregating the per-attribute posterior probabilities

for each test instance and using the aggregated value to assign a class label to the test

instance. Several variants of the basic technique has been proposed for network intrusion

detection [8][62][13], for novelty detection in video surveillance [18], for anomaly detection

in text data [6], and for disease outbreak detection [79]. The basic technique described

above assumes independence between the different attributes. Several variations of the

basic technique have been proposed that capture the conditional dependencies between

the different attributes using more complex Bayesian networks [17].

Support Vector Machines-based Method

Support Vector Machines (SVMs) have been applied to anomaly detection in the one-

class setting. Such techniques use one class learning techniques for SVM [56] and learn

a region that contains the training data instances (a boundary). Kernels, such as radial

basis function (RBF) kernel, can be used to learn complex regions. For each test instance,

the basic technique determines if the test instance falls within the learnt region. If a

test instance falls within the learnt region, it is declared as normal, else it is declared as

anomalous. Variants of the basic technique have been proposed for anomaly detection in

audio signal data, novelty detection in power generation plants and system call intrusion

detection [44]. The basic technique also been extended to detect anomalies in temporal

sequences [46]. A variant of the basic technique finds the smallest hyper-sphere in the

kernel space, which contains all training instances, and then determines which side of that

hyper-sphere does a test instance lie. If a test instance lies outside the hyper-sphere, it is

declared to be anomalous. Another approach is to use Robust Support Vector Machines

(RSVM) [34] [66] which are robust to the presence of anomalies in the training data . Also,

RSVM have been applied to system call intrusion detection.
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Rule-based Method

Rule based anomaly detection techniques learn rules that capture the normal behavior of

a system. A test instance that is not covered by any such rule is considered as an anomaly.

Rule based techniques have been applied in multi-class as well as one-class setting. A

basic multi-class rule based technique consists of two steps. First step is to learn rules

from the training data using a rule learning algorithm, such as RIPPER, Decision Trees,

etc. Each rule has an associated confidence value which is proportional to ratio between

the number of training instances correctly classified by the rule and the total number of

training instances covered by the rule. Second step is to find, for each test instance, the

rule that best captures the test instance. The inverse of the confidence associated with

the best rule is the anomaly score of the test instance. Several minor variants of the basic

rule based technique have been proposed [59]. Association rule mining has been used for

one-class anomaly detection by generating rules from the data in an unsupervised fashion.

Association rules are generated from a categorical data set. To ensure that the rules corre-

spond to strong patterns, a support threshold is used to prune out rules with low support.

Association rule mining based techniques have been used for network intrusion detection

[72] [8], system call intrusion detection, credit card fraud detection and fraud detection in

spacecraft house keeping data . Frequent itemsets are generated in the intermediate step

of association rule mining algorithms. In [85] the authors propose an anomaly detection

algorithm for categorical data sets in which the anomaly score of a test instance is equal

to the number of frequent itemsets it occurs in.

Computational Complexity

The computational complexity of classification based techniques depends on the classifi-

cation algorithm being used. Generally, training decision trees tends to be faster while

techniques that involve quadratic optimization, such as SVMs, are more expensive. The

testing phase of classification techniques is usually very fast since the testing phase uses a

learnt model for classification.

Advantages and Disadvantages of Classification Based Techniques

The advantages of classification based techniques are as follows: (1) Classification based

techniques, especially the multi-class techniques, can make use of powerful algorithms that
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can distinguish between instances belonging to different classes. (2) The testing phase of

classification based techniques is fast since each test instance needs to be compared against

the pre-computed model.

The disadvantages of classification based techniques are as follows: (1) Multi-class classi-

fication based techniques rely on availability of accurate labels for various normal classes,

which is often not possible. (2) Classification based techniques assign a label to each

test instance, which can also become a disadvantage when a meaningful anomaly score is

desired for the test instances. Some classification techniques that obtain a probabilistic

prediction score from the output of a classifier, can be used to address this issue.

3.3.2 Nearest Neighbor-based Method

The concept of nearest neighbor analysis has been used in several anomaly detection tech-

niques. Such techniques are based on the following key assumption:

Normal data instances occur in dense neighborhoods, while anomalies occur far from their

closest neighbors.

Nearest neighbor based anomaly detection techniques require a distance or similarity mea-

sure defined between two data instances. Distance (or similarity) between two data in-

stances can be computed in different ways. For continuous attributes, Euclidean distance

is a popular choice but other measures can be used [71]. For categorical attributes, sim-

ple matching coefficient is often used but more complex distance measures can be used

[28]. For multivariate data instances, distance or similarity is usually computed for each

attribute and then combined. Most of the techniques that will be discussed in this section,

as well as the clustering based techniques section 3.3.3 do not require the distance mea-

sure to be strictly metric. The measures are typically required to be positive-definite and

symmetric, but they are not required to satisfy the triangle inequality. Nearest neighbor

based anomaly detection techniques can be broadly grouped into two categories:

• Techniques that use the distance of a data instance to its kth nearest neighbor as

the anomaly score.

• Techniques that compute the relative density of each data instance to compute its
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anomaly score.

Distance to k Nearest Neighbor

A basic nearest neighbor anomaly detection technique is based on the following definition:

The anomaly score of a data instance is defined as its distance to its kth nearest neighbor

in a given data set.

Usually, a threshold is applied on the anomaly score to determine if a test instance is

anomalous or not. [86] compute the anomaly score of a data instance as the sum of its

distances from its k nearest neighbors. A different way to compute the anomaly score of a

data instance is to count the number of nearest neighbors that are not more than d distance

apart from the given data instance [41]. This method can also be viewed as estimating the

global density for each data instance since it involves counting the number of neighbors in a

hyper-sphere of radius d. While most techniques discussed in this category so far have been

proposed to handle continuous attributes, several variants have been proposed to handle

other data types. A hyper-graph based technique is proposed by [77] called HOT where the

authors model the categorical values using a hyper-graph, and measure distance between

two data instances by analyzing the connectivity of the graph. A distance measure for data

containing a mix of categorical and continuous attributes has been proposed for anomaly

detection [49]. The authors define links between two instances by adding distance for

categorical and continuous attributes separately. For categorical attributes, the number of

attributes for which the two instances have same values defines the distance between them.

For continuous attributes, a covariance matrix is maintained to capture the dependencies

between the continuous values. Several variants of the basic technique have been proposed

to improve the efficiency. Some techniques prune the search space by either ignoring

instances that cannot be anomalous or by focussing on instances that are most likely to be

anomalous. [10] show that for a sufficiently randomized data, a simple pruning step could

result in the average complexity of the nearest neighbor search to be nearly linear. After

calculating the nearest neighbors for a data in- stance, the algorithm sets the anomaly

threshold for any data instance to the score of the weakest anomaly found so far. Using

this pruning procedure, the technique discards instances that are close, and hence not
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interesting. [55] propose a partition based technique, which first clusters the instances and

computes lower and upper bounds on distance of a instance from its kth nearest neighbor

for instances in each partition. This information is then used to identify the partitions that

cannot possibly contain the top k anomalies; such partitions are pruned. Anomalies are

then computed from the remaining instances (belonging to unpruned partitions) in a final

phase. Similar cluster based pruning has been proposed by [27] [74]. [80] use sampling

to improve the efficiency of the nearest neighbor based technique. The authors compute

the nearest neighbor of every instance within a smaller sample from the data set. Thus

the complexity of the proposed technique is reduced to O(MN) where M is the sample

size chosen. To prune the search space for nearest neighbors, several techniques partition

the attribute space into a hyper-grid consisting of hypercubes of fixed sizes. The intuition

behind such techniques is that if a hypercube contains many instances, such instances are

likely to be normal. Moreover, if for a given instance, the hypercube that contains the

instance and its adjoining hypercubes contain very few instances, the given instance is

likely to be anomalous.

Relative Density Nearest Neighbor

Density based anomaly detection techniques estimate the density of the neighbor- hood of

each data instance. An instance that lies in a neighborhood with low density is declared to

be anomalous while an instance that lies in a dense neighborhood is declared to be normal.

For a given data instance, the distance to its kth nearest neighbor is equivalent to the radius

of a hyper-sphere, centered at the given data instance, which contains k other instances.

Thus the distance to the kth nearest neighbor for a given data instance can be viewed

as an estimate of the inverse of the density of the instance in the data set and the basic

nearest neighbor based technique described in the previous subsection can be considered

as a density based anomaly detection technique. Density based techniques perform poorly

if the data has regions of varying densities. For example, consider a two-dimensional data

set shown in figure 3.3. Due to the low density of the cluster C1 it is apparent that for

every instance q inside the cluster C1, the distance between the instance q and its nearest

neighbor is greater than the distance between the instance p2 and the nearest neighbor
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Figure 3.3: Local density based techniques over Global density based techniques.

from the cluster C2, and the instance p2 will not be considered as anomaly. Hence, the basic

technique will fail to distinguish between p2 and instances in C1. However, the instance

p1 may be detected. To handle the issue of varying densities in the data set, a set of

techniques have been proposed to compute density of instances relative to the density of

their neighbors. [12] assign an anomaly score to a given data instance, known as Local

Outlier Factor (LOF). For any given data instance, the LOF score is equal to ratio of

average local density of the k nearest neighbors of the instance and the local density of

the data instance itself. To find the local density for a data instance, the authors first find

the radius of the smallest hyper-sphere centered at the data instance, that contains its k

nearest neighbors. The local density is then computed by dividing k by the volume of this

hyper-sphere. For a normal instance lying in a dense region, its local density will be similar

to that of its neighbors, while for an anomalous instance, its local density will be lower

than that of its nearest neighbors. Hence the anomalous instance will get a higher LOF

score. In the example shown in figure 3.3, LOF will be able to capture both anomalies (p1

and p2) due to the fact that it considers the density around the data instances. Several

researchers have proposed variants of LOF technique. Some of these variants estimate the

local density of an instance in a different way. Some variants have adapted the original

technique to more complex data types. Since the original LOF technique is O(N2) (N is

the data size), several techniques have been proposed that improve the efficiency of LOF.

[73] discuss a variation of the LOF, which they call Connectivity-based Outlier Factor
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(COF). The difference between LOF and COF is the manner in which the k neighborhood

for an instance is computed. In COF, the neighborhood for an instance is computed in

an incremental mode. To start, the closest instance to the given instance is added to

the neighborhood set. The next instance added to the neighborhood set is such that its

distance to the existing neighborhood set is minimum among all remaining data instances.

The distance between an instance and a set of instances is defined as the minimum distance

between the given instance and any instance belonging to the given set. The neighborhood

is grown in this manner until it reaches size k. Once the neighborhood is computed, the

anomaly score (COF) is computed in the same manner as LOF. [51] propose a measure

called Multi-granularity Deviation Factor (MDEF) which is a variation of LOF. MDEF

for a given data instance is equal to the standard deviation of the local densities of the

nearest neighbors of the given data instance (including the data instance itself). The

inverse of the standard deviation is the anomaly score for the data instance. The anomaly

detection technique presented in the paper is called LOCI. Several variants of LOF have

been proposed to handle different data types. [83] use a similarity measure instead of

distance to handle categorical attributes. [54]extend LOF to work in an incremental fashion

to detect anomalies in video sensor data. Some variants of the LOF technique have been

proposed to improve its efficiency. [38] propose a variant, in which only the top n anomalies

are found instead of finding LOF score for every data instance. The technique includes

finding micro-clusters in the data and then finding upper and lower bound on LOF for

each of the micro-clusters.

Computational Complexity

A drawback of the basic nearest neighbor based technique and the LOF technique, is the

O(N2) complexity required. Since these techniques involve finding nearest neighbors for

each instance efficient data structures such as k-d trees and R-trees can be used. But such

techniques do not scale well as the number of attributes increases. Several techniques have

directly optimized the anomaly detection technique under the assumption that only top

few anomalies are interesting. If an anomaly score is required for every test instance, such

techniques are not applicable. Techniques that partition the attribute space into a hyper-

grid, are linear in data size but are exponential in the number of attributes, and hence
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are not well suited for large number of attributes. Sampling techniques try to address the

O(N2) complexity issue by determining the nearest neighbors within a small sample of the

data set. But sampling might result in incorrect anomaly scores if the size of the sample

is very small.

Advantages and Disadvantages of Nearest Neighbor Based Techniques

The advantages of nearest neighbor based techniques are as follows: (1) A key advantage

of nearest neighbor based techniques is that they are unsupervised in nature and do not

make any assumptions regarding the generative distribution for the data. Instead, they

are purely data driven. (3) Adapting nearest neighbor based techniques to a different data

type is straight- forward, and primarily requires defining an appropriate distance measure

for the given data.

The disadvantages of nearest neighbor based techniques are as follows: (1) For unsupervised

techniques, if the data has normal instances that do not have enough close neighbors or

if the data has anomalies that have enough close neighbors, the technique fails to label

them correctly, resulting in missed anomalies. (2) The computational complexity of the

testing phase is also a significant challenge since it involves computing the distance of each

test instance with all instances belonging to either the test data itself, or to the training

data, to compute the nearest neighbors. (3) Performance of a nearest neighbor based

technique greatly relies on a distance measure, defined between a pair of data instances,

that can effectively distinguish between normal and anomalous instances. Defining distance

measures between instances can be challenging when the data is complex, e.g. graphs,

sequences, etc.

3.3.3 Cluster-based Method

Clustering [71] is used to group similar data instances into clusters and is primarily an

unsupervised technique. Even though clustering and anomaly detection appear to be fun-

damentally different from each other, several clustering based anomaly detection techniques

have been developed. Clustering based anomaly detection techniques can be grouped into

three categories. First category of clustering based techniques rely on the following as-

sumption:
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Normal data instances belong to a cluster in the data, while anomalies either do not belong

to any cluster.

Techniques based on the above assumption apply a known clustering based algorithm to the

data set and declare any data instance that does not belong to any cluster as anomalous.

Several clustering algorithms that do not force every data instance to belong to a cluster,

such as DBSCAN [23] , ROCK [28], and SNN clustering [19] can be used. The FindOut

algorithm [82] is an extension of the WaveCluster algorithm [63] in which the detected

clusters are removed from the data and the residual instances are declared as anomalies.

A disadvantage of such techniques is that they are not optimized to find anomalies, since

the main aim of the underlying clustering algorithm is to find clusters. Second category of

clustering based techniques rely on the following assumption:

Normal data instances lie close to their closest cluster centroid, while anomalies are far

away from their closest cluster centroid.

Techniques based on the above assumption consist of two steps. In the first step, the data

is clustered using a clustering algorithm. In the second step, for each data instance, its dis-

tance to its closest cluster centroid is calculated as its anomaly score. A number of anomaly

detection techniques that follow this two step approach have been proposed using different

clustering algorithms. Smith et al. [2002] studied Self-Organizing Maps (SOM), K-means

Clustering, and Expectation Maximization (EM) to cluster training data and then use

the clusters to classify test data. In particular, SOM [42] has been widely used to detect

anomalies in a semi-supervised mode in several applications such as intrusion detection,

fault detection, and fraud detection.[7] propose a technique is robust to anomalies in the

training data. The authors first separate normal instances from anomalies in the training

data, using frequent item-set mining, and then use the clustering based technique to detect

anomalies. Techniques based on the second assumption can also operate in semi-supervised

mode, in which the training data is clustered and instances belonging to the test data are

compared against the clusters to obtain an anomaly score for the test data instance. If

the training data has instances belonging to multiple classes, semi-supervised clustering

can be applied to improve the clusters.[30] incorporate the knowledge of labels to improve

on their unsupervised clustering based anomaly detection technique[32] by calculating a



Chapter 3. Outlier Detection 26

measure called semantic anomaly factor which is high if the class label of an object in a

cluster is different from the majority of the class labels in that cluster. Note that if the

anomalies in the data form clusters by themselves, the above discussed techniques will not

be able to detect such anomalies. To address this issue a third category of clustering based

techniques have been proposed that rely on the following assumption:

Normal data instances belong to large and dense clusters, while anomalies either belong to

small or sparse clusters.

Techniques based on the above assumption declare instances belonging to clusters whose

size and/or density is below a threshold as anomalous. Several variations of the third

category of techniques have been proposed [50] [20] [32]. The technique proposed by [32],

called FindCBLOF, assigns an anomaly score known as Cluster-Based Local Outlier Fac-

tor (CBLOF) for each data instance. The CBLOF score captures the size of the cluster

to which the data instance belongs, as well as the distance of the data instance to its

cluster centroid. Several clustering based techniques have been proposed to improve the

efficiency of the existing techniques discussed above. Fixed width clustering is a linear

time (O(Nd)) approximation algorithm used by various anomaly detection techniques [32]

[20]. An instance is assigned to a cluster whose center is within a pre-specified distance

to the given instance. If no such cluster exists then a new cluster with the instance as the

center is created. Then they determine which clusters are anomalies based on their density

and distance from other clusters. The width can either be a user-specified parameter [20]

or can be derived from the data. [15] propose an anomaly detection technique using k− d

trees which provide a partitioning of the data in linear time. They apply their technique

to detect anomalies in astronomical data sets where computational efficiency is an im-

portant requirement. Another technique which addresses this issue is proposed by [69].

The authors propose an indexing technique called CD-trees to efficiently partition data

into clusters. The data instances which belong to sparse clusters are declared as anoma-

lies. Several clustering based techniques require distance computation between a pair of

instances. Thus, in that respect, they are similar to nearest neighbor based techniques.

The choice of the distance measure is critical to the performance of the technique; hence

the discussion in the previous section regarding the distance measures hold for clustering
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based techniques also. The key difference between the two techniques, however, is that

clustering based techniques evaluate each instance with respect to the cluster it belongs

to, while nearest neighbor based techniques analyze each instance with respect to its local

neighborhood.

Computational Complexity

The computational complexity of training a clustering based anomaly detection technique

depends on the clustering algorithm used to generate clusters from the data. Thus such

techniques can have quadratic complexity if the clustering technique requires computation

of pairwise distances for all data instances, or linear when using heuristic based techniques

such as k-means or approximate clustering techniques [20]. The test phase of clustering

based techniques is fast, since it involves comparing a test instance with a small number

of clusters.

Advantages and Disadvantages of Clustering Based Techniques

The advantages of clustering based techniques are as follows: (1) Clustering based tech-

niques can operate in an unsupervised mode. (2) Such techniques can often be adapted

to other complex data types by simply plugging in a clustering algorithm that can handle

the particular data type. (3) The testing phase for clustering based techniques is fast since

the number of clusters against which every test instance needs to be compared is a small

constant.

The disadvantages of clustering based techniques are as follows: (1) Performance of clus-

tering based techniques is highly dependent on the effectiveness of clustering algorithm in

capturing the cluster structure of normal instances. (2) Many techniques detect anomalies

as a by-product of clustering, and hence are not optimized for anomaly detection. (3)

Several clustering algorithms force every instance to be assigned to some cluster. This

might result in anomalies getting assigned to a large cluster, thereby being considered

as normal instances by techniques that operate under the assumption that anomalies do

not belong to any cluster. (4) Several clustering based techniques are effective only when

the anomalies do not form significant clusters among themselves. (5) The computational

complexity for clustering the data is often a bottleneck, especially if O(N2d) clustering
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algorithms are used.

3.3.4 Statistical-based Method

The underlying principle of any statistical anomaly detection technique is:

An anomaly is an observation which is suspected of being partially or wholly irrelevant

because it is not generated by the stochastic model assumed.

Statistical anomaly detection techniques are based on the following key assumption:

Normal data instances occur in high probability regions of a stochastic model, while anoma-

lies occur in the low probability regions of the stochastic model.

Statistical techniques fit a statistical model (usually for normal behavior) to the given data

and then apply a statistical inference test to determine if an unseen instance belongs to this

model or not. Instances that have a low probability to be generated from the learnt model,

based on the applied test statistic, are declared as anomalies. Both parametric as well as

non-parametric techniques have been applied to fit a statistical model. While parametric

techniques assume the knowledge of underlying distribution and estimate the parameters

from the given data [21] non-parametric techniques do not generally assume knowledge of

underlying distribution [48]. In the next two subsection we will discuss parametric and

non-parametric anomaly detection techniques.

Parametric Techniques

As mentioned before, parametric techniques assume that the normal data is generated

by a parametric distribution with parameters Θ and probability density function f(x, Θ),

where x is an observation. The anomaly score of a test instance (or observation) x is the

inverse of the probability density function f(x, Θ). The parameters Θ are estimated from

the given data.

Alternatively, a statistical hypothesis test (also referred to as discordancy test in sta-

tistical outlier detection literature [9] maybe used. The null hypothesis (H0) for such tests

is that the data instance x has been generated using the estimated distribution (with pa-

rameters Θ). If the statistical test rejects H0, x is declared to be anomaly. A statistical

hypothesis test is associated with a test statistic, which can be used to obtain a proba-
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bilistic anomaly score for the data instance x. Based on the type of distribution assumed,

parametric techniques can be further categorized as follows:

Gaussian Model

Such techniques assume that the data is generated from a Gaussian distribution. The

parameters are estimated using Maximum Likelihood Estimates (MLE). The distance of a

data instance to the estimated mean is the anomaly score for that instance. A threshold

is applied to the anomaly scores to determine the anomalies. Different techniques in this

category calculate the distance to the mean and the threshold in different ways. A simple

outlier detection technique, often used in process quality control domain, is to declare all

data instances that are more than 3σ distance away from the distribution mean µ, where σ

is the standard deviation for the distribution. The µ ± σregion contains 99.7% of the data

instances. More sophisticated statistical tests have also been used to detect anomalies,

as discussed in [9]. The box plot rule is the simplest statistical technique that has been

applied to detect univariate and multivariate anomalies. A box-plot graphically depicts

the data using summary attributes such as smallest non-anomaly observation (min), lower

quartile (Q1), median, upper quartile (Q3), and largest non-anomaly observation (max).

The quantity Q3−Q1 is called the Inter Quartile Range (IQR). The box plots also indicates

the limits beyond which any observation will be treated as an anomaly. A data instance

that lies more than 1.5 ∗ IQR lower than Q1 or 1.5 ∗ IQR higher than Q3 is declared

as an anomaly. The region between Q1 − 1.5IQR and Q3 + 1.5IQR contains 99.3% of

observations, and hence the choice of 1.5IQR boundary makes the box plot rule equivalent

to the 3σ technique for Gaussian data. Grubb’s test (also known as the maximum normed

residual test) is used to detect anomalies in a univariate data set under the assumption

that the data is generated by a Gaussian distribution. For each test instance x, its z score

is computed as follows:

z =
|x− x̄|

s
(3.2)

where x̄ and s are the mean and standard deviation of the data sample, respectively.
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A test instance is declared to be anomalous if:

z >
N − 1√

N

√√√√ t2α/(2N),N−2

N − 2 + t2α/(2N),N−2

(3.3)

where N is the data size and tα/(2N),N−2 is a threshold used to declare an instance to

be anomalous or normal. A variant of the Grubb’s test for multivariate data was proposed

by [37], which uses the Mahalanobis distance of a test instance x to the sample mean x̄,

to reduce multivariate observations to univariate scalars.

y2 = (x− x̄)′ S−1 (x− x̄) (3.4)

where S is the sample covariance matrix. The univariate Grubb’s test is applied to y

to determine if the instance x is anomalous or not. Several other variants of Grubb’s test

have been proposed to handle multivariate data sets graph structured data and Online

Analytical Processing (OLAP) data cubes[4] . The student’s t-test has also been applied

for anomaly detection in to detect damages in structural beams. A normal sample, N1 is

compared with a test sample, N2 using the t-test. If the test shows significant difference

between them, it signifies the presence of an anomaly in N2. [81] use a χ2 statistic to

determine anomalies in operating system call data. The training phase assumes that

the normal data has a multivariate normal distribution. The value of the χ2 statistic is

determined as:

χ2 =
n∑

i=1

(Xi − Ei)
2

Ei

(3.5)

where Xi is the observed value of the ith variable, Ei is the expected value of the ith

variable (obtained from the training data) and n is the number of variables. A large value

of X2 denotes that the observed sample contains anomalies.

Regression Model The basic regression model based anomaly detection technique
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consists of two steps. In the first step, a regression model is fitted on the data. In the

second step, for each test instance, the residual for the test instance is used to determine

the anomaly score. The residual is the part of the instance which is not explained by

the regression model. The magnitude of the residual can be used as the anomaly score

for the test instance, though statistical tests have been proposed to determine anomalies

with certain confidence [75]. Presence of anomalies in the training data can influence the

regression parameters and hence the regression model might not produce accurate results.

A popular technique to handle such anomalies while fitting regression models is called

robust regression (estimation of regression parameters while accommodating anomalies).

Robust regression techniques not only hide the anomalies, but can also detect the anoma-

lies, because the anomalies tend to have larger residuals from the robust fit. A variant that

detect anomalies in multivariate time-series data generated by an Autoregressive Moving

Average (ARMA) model, was proposed by [24]. In this technique the authors transform

the multivariate time-series to univariate time-series by linearly combining the compo-

nents of the multivariate time-series. The interesting linear combinations (projections in

1-d space) are obtained using a projection pursuit technique that maximizes the Kurtosis

coefficient (a measure for the degree of peakedness/flatness in the variable distribution) of

the time-series data. The anomaly detection in each projection is done by using univariate

test statistics.

Mixture of Parametric Distributions Such techniques use a mixture of parametric

statistical distributions to model the data. Techniques in this category can be grouped into

two sub-categories. The first sub-category of techniques model the normal instances and

anomalies as separate parametric distributions, while the second sub-category of techniques

model only the normal instances as a mixture of parametric distributions. For the first sub-

category of techniques, the testing phase involves determining which distribution normal or

anomalous the test instance belongs to. A test instance is tested using the Grubb’s test on

both distributions, and accordingly labeled as normal or anomalous. Similar techniques

have been proposed in[21] and [3]. [21] use Expectation Maximization (EM) algorithm

to develop a mixture of models for the two classes, assuming that each data point is an

anomaly with apriori probability λ, and normal with apriori probability 1− λ. Thus, if D
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represents the actual probability distribution of the entire data, and M and A represent

the distributions of the normal and anomalous data respectively, then

D = λA− (1− λ)M (3.6)

M is learnt using any distribution estimation technique, while A is assumed to be

uniform. Initially all points are considered to be in M. The anomaly score is assigned

to a point based on how much the distributions change if that point is removed from M

and added to A. The second sub-category of techniques model the normal instances as a

mixture of parametric distributions. A test instance which does not belong to any of the

learnt models is declared to be anomaly. Gaussian mixture models have been mostly used

for such techniques [2], and have been used to detect strains in airframe data, to detect

anomalies in mammographic image analysis and for network intrusion detection.

Non-Parametric

The anomaly detection techniques in this category use non-parametric statistical models,

such that the model structure is not defined a priori, but is instead determined from

given data. Such techniques typically make fewer assumptions regarding the data, such as

smoothness of density, when compared to parametric techniques.

Histogram The simplest non-parametric statistical technique is to use histograms to

maintain a profile of the normal data. Such techniques are also referred to as frequency

based or counting based. Histogram based techniques are particularly popular in intrusion

detection community and fraud detection, since the behavior of the data is governed by

certain profiles (user or software or system) that can be efficiently captured using the his-

togram model[21][22]. A basic histogram based anomaly detection technique for univariate

data consists of two steps. The first step involves building a histogram based on the dif-

ferent values taken by that feature in the training data. In the second step, the technique

checks if a test instance falls in any one of the bins of the histogram. If it does, the test

instance is normal, otherwise it is anomalous. A variant of the basic histogram based tech-

nique is to assign an anomaly score to each test instance based on the height (frequency)
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of the bin in which it falls. The size of the bin used when building the histogram is key

for anomaly detection. If the bins are small, many normal test instances will fall in empty

or rare bins, resulting in a high false alarm rate. If the bins are large, many anomalous

test instances will fall in frequent bins, resulting in a high false negative rate. Thus a key

challenge for histogram based techniques is to determine an optimal size of the bins to

construct the histogram which maintains low false alarm rate and low false negative rate.

Histogram based techniques require normal data to build the histograms. For multivariate

data, a basic technique is to construct attribute-wise histograms. During testing, for each

test instance, the anomaly score for each attribute value of the test instance is calculated

as the height of the bin that contains the at- tribute value. The per-attribute anomaly

scores are aggregated to obtain an overall anomaly score for the test instance. The basic

histogram based technique for multivariate data has been applied to system call intrusion

detection, network intrusion detection, fraud detection, damage detection in structures,

detecting web-based attacks and anomalous topic detection in text data. The SRI Inter-

national’s real-time Network Intrusion Detection System (NIDES) [53] has a sub-system

that maintains long-term statistical profiles to capture the normal behavior of a computer

system. The authors propose a Q statistic to compare a long-term profile with a short

term profile (observation). The statistic is used to determine another measure called S

statistic which reflects the extent to which the behavior in a particular feature is anomaly

with respect to the historical profile. The feature-wise S statistics are combined to get a

single value called IS statistic which determines if a test instance is anomalous or not.

Kernel Function A non-parametric technique for probability density estimation is

parzen windows estimation . This involves using kernel functions to approximate the

actual density. Anomaly detection techniques based on kernel functions are similar to

parametric methods described earlier. The only difference is the density estimation tech-

nique used. To detect anomalies which uses kernel functions, the probability distribution

function (pdf) for the normal instances have to be estimated. A new instance which lies

in the low probability area of this pdf is declared to be anomalous.

Computational Complexity

The computational complexity of statistical anomaly detection techniques depends on the
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nature of statistical model that is required to be fitted on the data. Fitting single paramet-

ric distributions from the exponential family, e.g., Gaussian, Poisson, Multinomial, etc., is

typically linear in data size as well as number of attributes. Fitting complex distributions

(such as mixture models, Hidden Markov Models(HMM) , etc.) using iterative estimation

techniques such as Expectation Maximization (EM), are also typically linear per iteration,

though they might be slow in converging depending on the problem and/or convergence

criterion. Kernel based techniques can potentially have quadratic time complexity in terms

of the data size.

Advantages and Disadvantages of Statistical Techniques

The advantages of statistical techniques are: (1) If the assumptions regarding the under-

lying data distribution hold true, statistical techniques provide a statistically justifiable

solution for anomaly detection. (2) The anomaly score provided by a statistical technique

is associated with a confidence interval, which can be used as additional information while

making a decision regarding any test instance. (3) If the distribution estimation step is

robust to anomalies in data, statistical techniques can operate in a unsupervised setting

without any need for labeled training data.

The disadvantages of statistical techniques are: (1) The key disadvantage of statistical

techniques is that they rely on the assumption that the data is generated from a particular

distribution. This assumption often does not hold true, especially for high dimensional real

data sets. (2) Even when the statistical assumption can be reasonably justified, there are

several hypothesis test statistics that can be applied to detect anomalies; choosing the best

statistic is often not a straightforward task. In particular, constructing hypothesis tests for

complex distributions that are required to fit high dimensional data sets is nontrivial. (3)

Histogram based techniques are relatively simple to implement, but a key shortcoming of

such techniques for multivariate data is that they are not able to capture the interactions

between different attributes. An anomaly might have attribute values that are individually

very frequent, but their combination is very rare, but an attribute-wise histogram based

technique would not be able to detect such anomalies.
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3.3.5 Information Theory-based Outlier Method

Information theoretic techniques analyze the information content of a data set using dif-

ferent information theoretic measures such as Kolomogorov Complexity, entropy, relative

entropy, etc. Such techniques are based on the following key assumption:

Anomalies in data induce irregularities in the information content of the data set.

Let C(D) denote the complexity of a given data set, D. A basic information theoretic tech-

nique can be described as follows. Given a data set D, find the minimal subset of instances,

I, such that C(D) − C(D − I) is maximum. All instances in the subset thus obtained,

are deemed as anomalous. The problem addressed by this basic technique is to find a

pareto-optimal solution, which does not have a single optima, since there are two different

objectives that need to be optimized. In the above described technique, the complexity of

a data set (C) can be measured in different ways. Kolomogorov complexity [Li and Vitanyi

1993] has been used by several techniques Keogh et al. 2004]. Arning et al. [1996] use the

size of the regular expression to measure the Kolomogorov Complexity of data (represented

as a string) for anomaly detection. [40] use the size of the compressed data file (using any

standard compression algorithm), as a measure of the data set’s Kolomogorov Complexity.

Other information theoretic measures such as entropy, relative uncertainty, etc., have also

been used to measure the complexity of a categorical data set [31]. The basic technique

described above, involves dual optimization to minimize the subset size while maximizing

the reduction in the complexity of the data set. Thus an exhaustive approach in which

every possible subset of the data set is considered would run in exponential time. Several

techniques have been proposed that perform approximate search for the most anomalous

subset. [31] [33] use an approximate algorithm called Local Search Algorithm (LSA) to

approximately determine such a subset in a linear fashion, using entropy as the complex-

ity measure. Information theoretic techniques have also been used in data sets in which

data instances are naturally ordered, e.g., sequential data, spatial data. In such cases, the

data is broken into substructures (segments for sequences, subgraphs for graphs, etc.), and

the anomaly detection technique finds the substructure, I, such that C(D) − C(D − I)

is maximum. This technique has been applied to sequences, graph data and spatial data.

A key challenge of such techniques is to find the optimal size of the substructure which
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would result in detecting anomalies.

Computational Complexity

As mentioned earlier, the basic information theoretic anomaly detection technique has ex-

ponential time complexity, though approximate techniques have been pro- posed that have

linear time complexity.

Advantages and Disadvantages of Information Theoretic Techniques

The advantages of information theoretic techniques are as follows: (1) They can operate

in an unsupervised setting. (2) They do not make any assumptions about the underlying

statistical distribution for the data.

The disadvantages of information theoretic techniques are as follows: (1) The performance

of such techniques is highly dependent on the choice of the information theoretic measure.

Often, such measures can detect the presence of anomalies only when there are significantly

large number of anomalies present in the data. (2) Information theoretic techniques ap-

plied to sequences and spatial data sets rely on the size of the substructure, which is often

nontrivial to obtain. (3) It is difficult to associate an anomaly score with a test instance

using an information theoretic technique.

3.3.6 Spectral-based Method

Spectral techniques try to find an approximation of the data using a combination of at-

tributes that capture the bulk of variability in the data. Such techniques are based on the

following key assumption: Assumption: Data can be embedded into a lower dimensional

subspace in which normal instances and anomalies appear significantly different. Thus the

general approach adopted by spectral anomaly detection techniques is to determine such

subspaces (embeddings, projections, etc.) in which the anomalous instances can be easily

identified [5]. Such techniques can work in an unsupervised as well as semi-supervised

setting. Several techniques use Principal Component Analysis (PCA) for projecting data

into a lower dimensional space. One such technique [52] analyzes the projection of each

data instance along the principal components with low variance. A normal instance that

satisfies the correlation structure of the data will have a low value for such projections

while an anomalous instances that deviates from the correlation structure will have a large
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value. [35] propose a spectral technique to detect anomalies in a time series of graphs.

Each graph is represented as an adjacency matrix for a given time. At every time in-

stance, the principle component of the matrix is chosen as the activity vector for the given

graph. The time-series of the activity vectors is considered as a matrix and the principal

left singular vector is obtained to capture the normal dependencies over time in the data.

For a new (test) graph, then angle between its activity vector and the principal left sin-

gular vector obtained from the previous graphs is computed and used to determine the

anomaly score of the test graph. In a similar approach, [70] propose an anomaly detection

technique on a sequence of graphs by performing Compact Matrix Decomposition (CMD)

on the adjacency matrix for each graph and thus obtaining an approximation of the origi-

nal matrix. For each graph in the sequence, the authors perform CMD and compute the

approximation error between the original adjacency matrix and the approximate matrix.

The authors construct a time series of the approximation errors and detect anomalies in

the time series of errors; the graph corresponding to anomalous approximation error is

declared to be anomalous. [64] present an anomaly detection technique where the authors

perform robust PCA to estimate the principal components from the covariance matrix of

the normal training data. The testing phase involves comparing each point with the com-

ponents and assigning an anomaly score based on the point’s distance from the principal

components. Thus if the projection of x on the principal components are y1, y2, ..., yp and

the corresponding eigenvalues are λ1, λ2, ..., λp

q∑
i=1

y2
i

λi

=
y2

1

λ1

+
y2

2

λ2

+ . . . +
y2

q

λq

, q ≤ p (3.7)

has a chi-square distribution. Using this result, the authors propose that, for a given

significance level , observation x is an anomaly if

q∑
i=1

y2
i

λi

> χ2
q(α) (3.8)

It can be shown that the quantity calculated in Equation 3.7 is equal to the Maha-
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lanobis distance of the instance x from the sample mean (See Equation 3.4) when q = p.

Thus the robust PCA based technique is same as a statistical technique discussed in Sec-

tion in a smaller subspace. The robust PCA based technique has been applied to the

network intrusion detection domain and for detecting anomalies in space craft components

[43]. Computational Complexity Standard PCA based techniques are typically linear in

data size but often quadratic in the number of dimensions. Non linear techniques can

improve the time complexity to be linear in the number of dimensions but polynomial in

the number of principal components. Techniques that perform SVD on the data typically

quadratic in data size.

Advantages and Disadvantages of Spectral Techniques

The advantages of spectral anomaly detection techniques are as follows: (1) Spectral tech-

niques automatically perform dimensionality reduction and hence are suitable for handling

high dimensional data sets. Moreover, they can also be used as a pre-processing step fol-

lowed by application of any existing anomaly detection technique in the transformed space.

(2) Spectral techniques can be used in an unsupervised setting.

The disadvantages of spectral anomaly detection techniques are as follows: (1) Spectral

techniques are useful only if the normal and anomalous instances are separable in the

lower dimensional embedding of the data. (2) Spectral techniques typically have high

computational complexity.

3.4 Summary

As we describe all the above techniques has advantages and disadvantages. An ideal algo-

rithm will be this which will keep advantages and eliminate disadvantages. The algorithms

from the same domain is difficult to put across this goal. Therefore, there is a thought

of permuting techniques from different domains in order to keep the advantages of each

approach and sweep away its disadvantages. We select to combine the statistical area with

nearest neighbor area. Our decision is based on the following strategy. Firstly, we separate

data in sliding windows and for each attribute we estimate approximately the distribution

of data in the window. Moreover, we compute the bandwidth of kernel density estimation
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for each window. For the nearest neighbor approach, we aim to eliminate the problems such

as when normal instances do not have enough close neighbors or anomalies have enough

close neighbors by computing a density scoring function for those data points which lies

in the low probability area of the estimating distribution’s pdf. These data points are

computed in the statistical part. To conclude, we apply an incremental strategy on the

computation of density scoring function by way of decreasing the execution time of the

nearest neighbor approach.



Chapter 4

Outlier Detection over Data Streams

In recent years, data in many rare events applications (e.g. stock market, network traffic

monitoring, video surveillance, web usage logs) arrives continuously at an enormous pace

thus posing a significant challenge to analyze it. In such cases, it is important to make

decisions quickly and accurately. If there is a sudden or unexpected change in the existing

behavior, it is essential to detect this change as soon as possible. Assume, for example,

there is a computer in the local area network that uses only limited number of services

(e.g., Web traffic, telnet, ftp) through corresponding ports. All these services correspond

to certain types of behavior in network traffic data. If the computer suddenly starts to

utilize a new service (e.g., sash), this will certainly look like a new type of behavior in

network traffic data. Hence, it will be desirable to detect such behavior as soon as it

appears especially since it may very often correspond to illegal or intrusive events. Even in

the case when this specific change in behavior is not necessary intrusive or suspicious, it is

very important for a security analyst to understand the network traffic and to update the

notion of the normal behavior.Automated identification of suspicious behavior and objects

based on information extracted from video streams is currently an active research area.

Other potential applications include traffic control and surveillance of commercial and

residential buildings. These tasks are characterized by the need for real-time processing

and by dynamic, non-stationary and often noisy environment. Hence, there is necessity

for incremental outlier detection that can adapt to novel behavior and provide timely

identification of unusual events.
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4.1 Incremental Local Outlier Detection over Data

Streams

4.1.1 Introduction

In this study [54], they propose an incremental outlier detection algorithm based on com-

puting the densities of local neighborhoods. The main idea of the LOF algorithm [12] is to

assign to each data record a degree of being outlier. This degree is called the local outlier

factor (LOF) of a data record. Data points with high LOF have local densities smaller

than their neighborhood and typically represent stronger outliers, unlike data points be-

longing to uniform clusters that usually tend to have lower LOF values. The algorithm for

computing the LOF for all data records has the following steps:

1. For each data record q compute k distance(q) as the distance to the kth nearest

neighbor of q

2. Compute reachability distance for each data record q with respect to data record p

as follows:

reachdistk(q, p) = max(d(q, p), k distance(p)) (4.1)

where d(q, p) is Euclidean distance from q to p.

3. Compute local reachability density (lrd) of data record q as the inverse of the average

reachability distance based on the k nearest neighbors of the data record q (In the

original LOF publication [12], parameter k was named MinPts).

lrd(q) =
1∑

p∈ kNN(q)

reachdistk(q, p)/k
(4.2)

4. Compute LOF of data record q as the ratio of average local reachability density of

qs k nearest neighbors and local reachability density of the data record q.
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LOF (q) =

1

k

∑

p∈ kNN(q)

lrd(p)

lrd(q)
(4.3)

The main advantages of LOF approach over other outlier detection techniques include:

• It detects outliers with respect to density of their neighboring data records; not to

the global model.

• It is able to detect outliers regardless the data distribution of normal behavior, since

it does not make any assumptions about the distributions of data records.

In order to fully justify the need for incremental outlier detection techniques, it is im-

portant to understand that applying standard LOF outlier detection algorithms to data

streams would be extremely computationally inefficient and very often may lead to incor-

rect results.

4.1.2 Methodology

Their proposed incremental LOF algorithm is designed to provably provide the same

prediction performance (detection rate and false alarm rate) as the standard LOF. It

is achieved by consistently maintaining for all existing points in the database the same

LOF values as the standard LOF algorithm. Their proposed incremental LOF algorithm

has time complexity O(NlogN) thus clearly outperforming the standard LOF approach

which has O(N2logN). After all N data records are inserted into the data set, the final

result of the incremental LOF algorithm on N data points is independent of the order of

insertion. To design an incremental LOF algorithm, they have been motivated by two

goals. Firstly, the result of the incremental algorithm must be equivalent to the result of

the standard algorithm every time t a new point is inserted into a data set. Second, asymp-

totic time complexity of incremental LOF algorithm has to be comparable to the standard

LOF algorithm. In order to have feasible incremental algorithm, it is essential that, at any

time moment t, insertion/deletion of the data record results in limited number of updates

of algorithm parameters. Specifically, the number of updates per each insertion/deletion

must not be dependent on the current number of records in the dataset; otherwise, the
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performance of the incremental LOF algorithm would be Ω(N2) where N is the final size of

the dataset. The proposed incremental LOF algorithm computes LOF value for each data

record inserted into the data set and instantly determines whether inserted data record is

outlier. In addition, LOF values for existing data records are updated if needed.

Insertion of Data Points

In the insertion part, the algorithm performs two steps:

• Insertion of new record, when it computes reach-dist, lrd and LOF values of a new

point

• Maintenance, when it updates k distances, reach-dist, lrd and LOF values for affected

existing points.

Therefore, let illustrate these steps through the example of inserting a new data point n

into a data set. Insertion of the point n may decrease the k distance of certain neighboring

points, and it can happen only to those points that have the new point n in their k-

neighborhood. Hence, we need to determine all such affected points.

According to 4.1, when k distance(p) changes for a point p, reach-dist(q,p) will be

affected only for points q that are in k-neighborhood of the point p. According to 4.2, lrd

value of a point q is affected if: a) the k-neighborhood of the point q changes or b) reach-

dist from point q to one of its k-neighbors changes. The 2-neighborhood of a point will

change only if the new point n becomes one of its 2-neighbors. Hence, we need to update

lrd on all points to which the point n is now one of their 2-neighbors and on all points q

where reach-dist(q,p) is updated and p is among 2-nearest neighbors of q . According to

4.3, LOF values of an existing point q should be updated if lrd(q) is updated or lrd(p) of

one of its 2-neighbors p changes.

The general framework for the incremental LOF method is shown in 4.1. As in the

standard LOF algorithm [12], we define kth nearest neighbor of a record p as a record q from

the dataset S such that for at least k records o′ ∈ S\p it holds that d(p, o′) ≤ d(p, q), and for

at most k-1 records o′ ∈ S \ p holds that d(p, o′) ≤ d(p, q), where d(p,q) denotes Euclidean

distance between data records p and q. We refer d(p,q) as k distance(p). k nearest
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Figure 4.1: The general framework for insertion of data record and computing its LOF
value in incremental LOF algorithm.

Figure 4.2: Update of k-nearest neighbor distance upon insertion of a new record
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neighbors (referred to as kNN(p)) include all points r ∈ S \ p such that d(p, r) ≤ d(p, q).

We also define k reverse nearest neighbors of p ( referred to as kRNN (p)) as all points q

for which p is among their k nearest neighbors. For a given data record p, kNN(p) and

kRNN(p) can be respectively retrieved by executing nearest-neighbor and reverse nearest

neighbor queries on a dataset S.

The insertion of point pc affects the k distance at points pj that have point pc in their

k-nearest neighborhood. New k distances of the affected points pj are updated as follows:

kdistance(new)(pj) =





d(pj, pc), pc is the kth nearest neighbor of pj

(k − 1)distance(old)(pj), otherwise

(4.4)

Deletion of Data Points

In data stream applications it is sometimes necessary to delete certain data records. Very

often, not only a single data record is deleted from the data set, but the entire data block

that may correspond to particular outdated behavior. Similarly like in an insertion, upon

deleting the block of data records Sdelete, there is a need to update parameters of the

incremental LOF algorithm. The general framework for deleting the block of data records

Sdelete from the dataset S is given in 4.3. The deletion of each record pc ∈ Sdelete from

dataset S influences the kdistances of its kRNN. k-neighborhood increases for each data

record pj that is in reverse k-nearest neighborhood of pc. For such records, k distance(pj)

becomes equal to the distance from pj to its new kth nearest neighbor. The reachability

distances from p′js (k-1) nearest neighborspi to pj need to be updated.

Observe that the reachability distance from the kth neighbor of pj to record pj is already

equal to their Euclidean distance d(pi, pj) and does not need to be updated 4.3. Analog

to insertion, lrd value needs to be updated for all points pj where k distance is updated.

In addition, lrd value needs to be updated for points pi such that pi is in kNN of pj and

pj is in kNN of pi. Finally, LOF value is updated for all points pm on which lrd value is

updated as well as on their kRNN.
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Figure 4.3: The framework for deletion of data record in incremental LOF method.

Figure 4.4: Update of k-nearest neighbor distance upon deletion of record pc
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4.2 Frequent Pattern Based Outlier Detection over

Data Streams

4.2.1 Introduction

Let I = {i1, i2, ..., im} be a set of m literals called items. Let the database D = {t1, t2, ..., tn}
be a set of n transactions each consisting of a set of items from I. An itemset X is a non-

empty subset of I. The length of itemset X is the number of items contained in X, and X

is called a k-itemset if its length is k. A transaction t ∈ D is said to contain an itemset X

if X ⊆ t. The support of an itemset X is the percentage of transactions in D containing

X:

support(X) = ‖{t ∈ D | x ⊆ t}‖ / ‖{t ∈ D}‖ (4.5)

The problem of finding all frequent itemsets in D is then defined as follows. Given

user defined threshold for the permissible minimal support, find all itemsets with support

greater or equal to minisupport. Frequent itemsets are also called frequent patterns. From

the viewpoint of knowledge discovery, frequent patterns reflect the ”common patterns”

that apply to many objects, or to large percentage of objects, in the dataset. In contrast,

outlier detection focuses on a very small percentage of data objects.

• FPOF-Frequent Pattern Outlier Factor

Let the database D = {t1, t2, ..., tn} be a set of n transactions with items I. Given

threshold minisupport, the set of all frequent patterns is donated as: FPS (D, min-

isupport). For each transaction t, the Frequent Pattern Outlier Factor of t is defined

as:

FPOF (t) =

∑
X

support(X)

‖FPS(D, minisupport)‖ , where X ⊆ t and X ∈ FPS(D, minisupport)

(4.6)

The interpretation of 4.6 is: If a data object contains more frequent patterns, its

FPOF value will be larger, which indicates that it is unlikely to be an outlier. In
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contrast, objects with smaller FPOF values will have greater outlyingnesses. In

addition, the FPOF value is between 0 and 1.

• For each transaction t, the itemset X is said to be contradict to t if X 6⊂ t. The

contradict-ness of X to t is defined as:

Contradictness(X, t) = (‖X‖ − ‖t ∩X‖) ∗ support(X) (4.7)

In their approach [84], the frequent pattern outlier factor given in 4.6 is used as the

basic measure for identifying outliers. To describe the reasons why identified outliers

are abnormal, the itemsets those are not contained in the transaction (it is said that

the itemset is contradict to the transaction) are good candidates. The consideration

behind 4.7 is as follows. First, the greater the support of the itemset X, the greater

the value of contradict-ness of X to t since larger support value of X suggests a more

strong deviation. Second, longer itemsets will give a better description than that of

shorter ones. With 4.7, it is possible to identify the contribution of each itemset

to the outlyingness of specified transaction. However, it is not feasible to list all

the contradict itemset, and it will be preferable to present only the top k contradict

frequent pattern to the end user.

• TKCFP-Top K Contradict Frequent Pattern

The meanings of D, I, minisupport and FPS (D, minisupport) are the same as

given above. For each transaction t, the itemset X is said to be a top k contradict

frequent pattern if there exist no more than (k-1) itemsets whose contradictness is

higher than that of X, where X ∈ FPS(D, minisupport). Their task is to mine top-n

outliers with regard to the value of frequent pattern outlier factor. For each identified

outlier, its top k contradict frequent patterns will also be discovered for the purpose

of description.
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Figure 4.5: The DSFindFPOF algorithm

4.2.2 Methodology

The key aspect for detecting FP-Outliers is to get the frequent item-sets. However, existing

methods for frequent pattern mining require multiple passes over the datasets, which is

not allowed in the data stream model. Thus, instead of finding the exact frequent patterns

with multiple passes, we get the estimated frequent patterns by exploring approximation

counts technique over data streams developed by Manku and Motwani [47]. The algorithm

in [84] DSFindFPOF for detecting outliers from data stream is listed in 4.5. For each

transaction in the stream, the value of FPOF is computed (Step 2-4). Then, updating the

top-n FP-outliers with their corresponding top-k contradict frequent patterns (Step 5-8).
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4.3 Online Cluster Based Outlier Detection over Data

Streams

4.3.1 Introduction

Given a data space in multiple dimensions A1, A2, ..., Am with domains D1, D2, ..., Dm

respectively, let the data stream D be a sequence of data objects, where each data object

t ∈ D1 × ... ×Dm. Their task is to online detect if a new coming data is an outlier. The

basic idea in their approach is as follows. Firstly, it performs an online clustering over

the data stream and then sort the clusters based on the outlier degree that measure how

outlying a cluster is. They propose that ”the smaller a cluster is, the more outlying it is

”. For each new coming data, if it lies in the top-k outlying clusters, it is regarded as an

outlier. The clustering algorithm can be chosen freely as long as it can satisfy the following

requirements:

• Appropriate for stream environment

• Provide online statistic summary of each cluster

• Produce good clustering results e.g. not ignore small clusters

4.3.2 Methodology

In their approach [16], a grid-based clustering algorithm is used. To find clusters of similar

data objects over a data stream, the distribution statistics of data objects in the data space

of a data stream are carefully maintained. By keeping only the distribution statistics of

data elements in a pre-partitioned grid-cell, the clusters of a data stream can be effectively

found without maintaining the individual data elements physically. The maintaining of

the statistics is very efficient and easy, but the partitions cannot be dynamically changed.

Whenever a new data stream arrives, it lies in a cell according to the values of its features.

Then a cluster is formally defined as following:

Definition 1: Each non-empty cell is defined as a cluster

The advantage of defining each non-empty cell as a cluster is that it does not lose any
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small or sparse clusters. Most clustering algorithms concentrate on providing meaningful

clustering results and often ignore small clusters. However, in the problem of outlier

detection, the small clusters have more value than large ones, since most outliers lie in

these small clusters. Thus to save memory, a group of adjacent large data clusters can be

merged into one big cluster. For each cluster, they maintain a statistic summary S, which

is defined as follows:

Definition 2: The statistic summary S of a cluster is defined as a tuple < R, n, M >

• R is the set of cell rectangles included in this cluster

• n is the support of this cluster

• M is the set of means in all dimensions for the data objects in this cluster

When a new data stream arrives, it either needs to be absorbed by an existing cluster or

needs to be put in a new cluster if it lies in an empty cell. The statistic summary S of the

cluster is updated. Thus at any moment, a set of clusters can be constructed. With this

grid-based clustering algorithm, they can easily find and merge the adjacent dense clusters

by simply searching its neighbor cells in each dimension. However, the vector-based clus-

tering algorithms must calculate pair-wise distance between clusters and find the closest

clusters to merge. The distance computation is expensive and may result in errors. Thus

the grid-based clustering algorithm provides more accurate online summarization.But as

the dimension increase, the number of cells increases dramatically and the number of clus-

ter may also increase. Moreover, they propose a new cluster-based definition for outliers

and a novel measure for outlier degree.

Definition 3:The data objects which do not lie in large clusters are outliers

Definition 4: Let C = {C1, C2, ..., Ch} is the set of clusters in the ordering of | C1 |≥|
C2 |≥ ... ≥| Ch |. Given two pre-specified parameters α and β, they find the minimal d as

the boundary such that it can first satisfy condition 1 and then also satisfy condition 2.

Condition 1: | C1 | + | C2 | +...+ | Cd |≥ α | D |
Condition 2: (|C1|+|C2|+...+|Cd|)/d

(|Cd+1|+|Cd+2|+...+|Ch|)/(h−d)
≥ β
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Then the set of large Data Cluster(DC) = {C1, C2, ..., Cd} and the set of small Outlier

Cluster(OC) = {Cd+1, ..., Ch}.Therefore, all the data objects in OC are outliers. The above

definition consifers two heuristics:

• Outliers are just a small number of data objects and most data objects are not

outliers

• The average size of clusters in DC should also be much bigger than that of clusters

in OC.

To describe an outlier cluster, someone must have an outlier degree to measure how

outlying it is from normal data clusters. Moreover, some outlier clusters in OC may be

very close to big data clusters and only contain normal data objects. If all the data objects

in OC are regarded as outliers, those normal data objects will be incorrectly labeled as

outliers. To avoid this, they predict those data objects in the top-k outlier cluster as

outliers. Therefore, there is need for an outlier degree.

Definition 5: For any two clusters Ci and Cj, the distance(Ci, Cj) is defined as:

distance(Ci, Cj) = min{distance(rs, rt)} (4.8)

where rs is a cell in Ci and rt is a cell in Cj

Definition 6: Based on the above definitions, for each cluster Ci ∈ OC, the Outlier

Degree(OD) of Ci is defined as following:

OD(Ci) =
min{distance(Ci Cj)}

‖Ci‖ , where Cj ∈ DC (4.9)

From the above definition, the smaller a cluster is, the more outlying it is and the

further a cluster is from the closest larger cluster, the more outlying it is.

Since their approach is cluster-based online outlier detection , their algorithm is named

as CBOD. The idea of CBOD is to immediately identify an outlier in the real-time by

online building summaries of grid-based clusters and check if it is in the top-k outlier

clusters. The challenge is how to control the memory consumption, and what should be

done if the memory is full. Because, the data stream is infinite, there may be so many
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Figure 4.6: The CBOD algorithm

clusters that data structure for clusters’ summary will eventually overload the memory.

When memory is full, they follow two strategies.

• Firstly, they merge adjacent data clusters into one big data cluster. Since the task

is to identify outliers that usually lie in outlier clusters, merging adjacent dense data

clusters will not affect the detecting accuracy.

• Secondly, either they prune all the outlier clusters in OC or write them to hard disk

for users’ offline analysis in the future.

The figure 4.6 describes the details of the CBOD algorithm. The total runtime of

CBOD is O(n), where n is the number of clusters and equals to the number of data objects

in the worst case.
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Statistical Nearest Neighbor Outlier

Stream Algorithm

5.1 Problem definition and Basic formulation

Given a data space in m dimensions A1, A2, ..., Am with supports D1, D2, ..., Dm respec-

tively, let the data stream D be a sequence of data points, where each data point t ∈
D1× ...×Dm. Our aim is to present a general framework for online outlier detection over

data streams which contain numerical values. The basic component of this framework is an

incremental, unsupervised and nonparametric algorithm, which detects online if there are

data points in the current sliding window that must be treated as outliers. The basic idea

in our approach is as follows. Firstly, we perform an online sampling over the data stream

in the current sliding window in order to estimate the parameters of each distribution by

using the method of Maximum Likelihood Estimation. Then, we compute probability den-

sity function of data points in the current window. Moreover, we compute the probability

density function of data points in the current window by using Kernel Density Estimation.

We compare the probability density functions of two methods(MLE and KDE) for three

data points in the current window and the distribution whose probability density function

is more close with the value of pdf from KDE is chosen as the distribution of data. Finally,

we compute the lower-quantile and upper-quantile of the estimated distribution. Secondly,

we propose two scoring functions which are based on the nearest neighbor algorithm. For
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the first scoring function, we use the distances between the nearest neighbors for each data

point and for the second we compute the densities of neighborhoods for each data point.

Finally, a data point whose values exceed the thresholds of quantiles and its value from the

scoring functions are far away from one for density scoring function , will be considered as

an outlier.

5.2 Statistical modeling

5.2.1 Kernel Density Estimation

Kernel density estimation is a non parametric method to reveal the unknown density

of a distribution by selecting a suitable density estimator[65]. Theoretically, the kernel

density function f̃h(x) is guaranteed to converge to the real density f(x) for an arbitrary

distribution. More formally, assume that we have a data set D, containing n points whose

values are X1, X2, ..., Xn. We can approximate the underlying density f(x) using the

following kernel function (The kernel functionK(x), is a function of random variable X.

The kernel width h, determines the smoothing level of kernel function):

f̃h(x) =
1

nh

n∑
i=1

K
(x−Xi

h

)
, x, Xi ∈ R ,

∫

x∈R
K(x)dx = 1 (5.1)

Commonly used kernel functions are the Epanechnikov, Gaussian and Quartic kernel.

Since the Gaussian kernel is unbounded, it stiffens the cost of computing the integral. So,

we choose as default kernel the Epanechnikov kernel which is a square function, easily

integrated and bounded, which is given by :

K
(x−Xi

h

)
=





3
4
· 1

h

(
1−

(
x−Xi

h

)2
)

,
∣∣∣x−Xi

h

∣∣∣ < 1

0, otherwise

(5.2)

The kernel density estimation indicates that the kernel width significantly affects the

shape of a kernel function. A widely used rule for approximating the kernel width is the

Scotts rule [61] given by Eq.( 5.3). However, these strategies depend on the complete
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sample, which is impracticable in a data stream scenario. To overcome this problem, we

adopt an approximate solution, by considering only the data in the sliding window. The

number of sliding window (N) is larger, the approximate kernel width h̃ is closer to h. σ

is the standard deviation of the whole data stream and σ̃ is the sample standard deviation

of sliding window.

h ≈ 2.345σn−1.5 ≈ h̃ , 2.345σ̃(N)−1.5 (5.3)

In our implementation, we have implemented four kernel density functions namely the

Epanechnikov, Gaussian, Triangle, Quartic. The default function is the Epanechinkov

kernel function which we use mostly in our experiments.

5.2.2 Maximum Likelihood Estimation

One approach to the problem of distribution parameter estimation is to use the samples

to estimate the unknown probabilities and probability densities, and to use the resulting

estimates as if they were the true values. In typical supervised pattern classification prob-

lems, the estimation of the prior probabilities presents no serious difficulties[57]. However,

estimation of the class-conditional densities is another matter. The number of available

samples always seems too small, and serious problems arise when the dimensionality of the

feature vector x is large. If we know the number of parameters in advance and our general

knowledge about the problem permits us to parameterize the conditional densities, then

the severity of these problems can be reduced significantly. Suppose, for example, that

we can reasonably assume that p(x|ωi) is a normal density with mean µi and covariance

matrix Σi, although we do not know the exact values of these quantities. This knowledge

simplifies the problem from one of estimating an unknown function p(x|ωi) to one of es-

timating the parameters µi and Σi. Maximum likelihood and several other methods view

the parameters as quantities whose values are fixed but unknown. The best estimate of

their value is defined to be the one that maximizes the probability of obtaining the samples

actually observed. Maximum likelihood estimation methods have a number of attractive

attributes. First, they almost always have good convergence properties as the number of

training samples increases. Further, maximum likelihood estimation often can be simpler
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than alternate methods such as Bayesian learning.

Suppose that we separate a collection of samples according to a set of classes, so that

we have c sets, D1, ..., Dc, with the samples in Dj drawn independently and identically

according to the probability law p(x|ωj). We say such samples are i.i.d. - independent

identically distributed random variables. We assume that p(x|ωj) has a known parametric

form, and is therefore determined uniquely by the value of a parameter vector θj. For

example, we might have p(x|ωj) ∼ N(µj, Σj), where θj consists of the components of µj

and Σj. To show the dependence of p(x|ωj) on θj explicitly, we write p(x|ωj) as p(x|ωj, θj).

Our problem is to use the information provided by the training samples to obtain good

estimates for the unknown parameter vectors θ1, ..., θc associated with each class. To

simplify the treatment of this problem, we assume that samples in Di give no information

about θj if i 6= j — that is, we assume that the parameters for the different classes

are functionally independent. This permits us to work with each class separately, and

simplify our notation by deleting indications of class distinctions. With this assumption

we have c separate problems of the following form: Use a set D of training samples drawn

independently from the probability density p(x, θ) to estimate the unknown parameter

vector θ. Suppose that D contains n samples, x1, ..., xn. Then, since the samples were

drawn independently, we have

p(D|θ) =
n∏

k=1

p(xk|θ) (5.4)

p(D|θ) is called the likelihood of θ with respect to the set of samples. The maximum

likelihood estimate of θ is, by definition, the value θ̂ that maximizes p(D|θ). Intuitively,

this estimate corresponds to the value of θ that in some sense best agrees with or supports

the actually observed training samples. For analytical purposes, it is usually easier to work

with the logarithm of the likelihood than with the likelihood itself. Since the logarithm

is monotonically increasing, the θ̂ that maximizes the log-likelihood also maximizes the

likelihood. If p(D|θ) is a well behaved, differentiable function of θ, θ̂ can be found by the

standard methods of differential calculus. If the number of parameters to be set is p, then
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we let θ denote the p-component vector θ = (θ1, ....θp)
T , and ∇θ be the gradient operator

∇θ =




∂
∂θ1

...

∂
∂θp


 (5.5)

We define l(θ) as the log-likelihood function

l(θ) ≡ ln p(D|θ) (5.6)

We can then write our solution formally as the argument that maximizes the log-likelihood,

i.e.,

θ̂ = arg max
θ

l(θ) (5.7)

where the dependence on the data set D is implicit. Thus we have from Eq.( 5.4)

l(θ) =
n∑

k=1

ln p(xk|θ) (5.8)

and

∇θl =
n∑

k=1

∇θ ln p(xk|θ) (5.9)

Thus, a set of necessary conditions for the maximum likelihood estimate for θ can be

obtained from the set of p equations

∇θl = 0 (5.10)

A solution θ̂ to Eq.( 5.10) could represent a true global maximum, a local maximum

or minimum, or (rarely) an inflection point of l(θ). One must be careful, too, to check if

the extremum occurs at a boundary of the parameter space, which might not be apparent

from the solution to Eq.( 5.10). If all solutions are found, we are guaranteed that one

represents the true maximum, though we might have to check each solution individually

(or calculate second derivatives) to identify which is the global optimum. Of course, we

must notice that θ̂ is an estimate; it is only in the limit of an infinitely large number of
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training points that we can expect that our estimate will be equal to the true value of the

generating function.

5.2.3 Our proposed method for combining the KDE and MLE

In our algorithm, we employ ten commonly used continuous distribution functions in order

to compare the probability density of each of them with the probability density of the

kernel density estimation method. The intuition behind the proposed method is:

The distribution function whose probability density is closer to the probability density of

the kernel density estimation will be considered as the approximated distribution

Because of the fact that a strategy which will make a comparison for each data point in

the sliding window in order to find approximately the distribution will be consuming, we

decided to compare only the probability densities of three data points which placed at the

beginning , middle and end of data stream in the window. The ten distributions which

we use to our system are the following: ChiSquare, Exponential, ExtremeValue, Gamma,

Logistic, LogNormal, Normal(Gaussian), Pareto, Power, Weibull . In our implementa-

tion, for the computation of the probability density and quantiles for each distribution, we

make use of a Java library which is called SSJ and especially the package prodist of this

library. SSJ [45] is a Java library for stochastic simulation, developed in the Département

d’Informatique et de Recherche Opérationnelle (DIRO), at the Université de Montréal.

It provides facilities for generating uniform and nonuniform random variants, computing

different measures related to probability distributions, performing goodness-of-fit tests, ap-

plying quasi- Monte Carlo methods, collecting statistics (elementary), and programming

discrete-event simulations with both events and processes. Additional Java packages are

also developed on top of SSJ for simulation applications in finance, call centers manage-

ment, communication networks, etc. The package of (SSJ ) probdist contains a set of Java

classes providing methods to compute mass, density, distribution, complementary distri-

bution, and inverse distribution functions for many continuous probability distributions,

as well as estimating the parameters of these distributions.
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5.3 Nearest Neighbor

The outlierness of an object typically appears to be more outstanding with respect to its

local neighborhood. In view of this, recent work on outlier detection has been focused on

finding local outliers, which are essentially objects that have significantly lower density

than their local neighborhood [12]. As an objective measure, the degree of outlierness

of an object p is defined to be the ratio of its density over the average density of its

neighboring objects. To quantify the p’s neighboring objects, users must specify a value

k, and the neighboring objects are defined as the objects which are not further from p

than p’s kth nearest objects. The existing outlierness measures are not easily applicable

to a complex situation in which the dataset contains multiple neighborhoods with very

different densities. The reason for the above problem lies in the inaccurate estimation for

the density of an object’s neighborhood.

5.3.1 Density-Based Outlierness

The major drawback of LOF algorithm [12] lies in computing reachability distances de-

fined as reachdistk(q, o) = max {kdistance(o), distance(q, o))}. Computing reachability

distance of q involves computing distances of all data points within q′s neighborhood, and

each compared with the k-distance of that neighborhood which is very expensive when

MinPts is large. Secondly, LOF has to be computed for every object before the few out-

liers are detected. This is not desirable since outliers constitute only a small fraction of

the entire dataset.

Density Neighborhood Outlierness (DNO)

In our work, we propose a novel and efficient density scoring function which is based on

the idea of LOF. This density scoring function aims to decrease the computation time for

outliers and has approximately the same accuracy with the LOF algorithm. The density

function we consider for the neighborhood of a data point q is defined as the inverse of the

average distances between the data point q and its nearest neighbors
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DensityNeighborhood(q) =
1

1
|NNk(q)|

∑

i∈NNk(q)

d(q, NNk(i))
(5.11)

The distance in the Eq.( 5.11) d(q, NNk(i) is the Euclidean distance between the data

point q and each data point from its neighborhood. The DensityNeighborhood(q) mea-

sures the concentration of data points around a data point q. The data points with low

densities have high potential of being outliers and vise versa.

To detect the outlier we assign an outlying scoring function DNO (Density Neighbor-

hood Outlierness) for each data point. The DNO for a each data point q in the window

is given by the following formula.

DNO(q) =
∑

p∈NNk(q)

DensityNeighborhood(p)

DensityNeighborhood(q)
(5.12)

In DNO, the numerator represents the local density of the neighborhood of the data

points p which belong in the neighborhood of q, while the denominator represents the

local density of the neighborhood of the data point q which was computed by Eq.( 5.11)

in the sliding window. A low local DNO indicates that the neighborhood around a data

point is crowded and hence a lower potential of being an outlier whereas a high local DNO

indicates a not crowded neighborhood and hence a lower outlying potential.

5.3.2 Incremental Strategy

The intuition behind our incremental strategy is to identify the change of behavior of

our data points and reduce the computation time. By this, we mean that only the data

points for which their neighborhood changes by moving from one window to the next

sliding window. To design our incremental SNNOS algorithm, we have been motivated

by two aims. Firstly, the result of our incremental algorithm must be approximately

equivalent to the result of ILOF every time new data points are inserted into the sliding

window. Second, the time complexity of the incremental approach has to be comparable

to ILOF . In order to have a feasible incremental algorithm, it is essential that, at any

time instant, insertion/deletion of the data points results in a limited number of updates
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of the algorithm parameters. Specifically, the number of updates per insertion/deletion

must not be dependent on the current number of data points in the window; otherwise,

the performance of the incremental approach would be Ω(N2) where N is the size of the

window. The incremental strategy is separated into two parts, namely, the insertion part

and the deletion part. In the next subsections, we perform the analysis of incremental

update when data points either inserted into or removed from the sliding window.

Update on Insertion of new data points

In the insertion part, the algorithm proceeds in two steps:

• Insertion of new data points x, when it computes DNO(x)

• Maintenance, when it updates DNO(x) for affected existing points.

Insertion of new data points may either increase or decrease the DensityNeighborhood(x)

of a data point x, and it can happen only to those points that have one or more new points

in their neighborhood. Hence, we need to detect all such affected points and update their

scoring function DNO(x).

Update on Deletion of new data points

In the deletion part, the algorithm performs only one step:

• Maintenance, when it updates DNO(x) for affected existing points.

Deletion of data points from the current sliding window may either increase or decrease

the DensityNeighborhood(x) of a data point x, and it can happen only to those points

that have one or more points to be removed from their neighborhood. Hence, we need to

detect all such affected points and update their scoring function DNO(x).

5.4 Statistical Nearest Neighbor Outlier Stream Al-

gorithm

In this section we present the overall framework of our proposed method. The inputs of our

algorithm are the Data Stream DS,the number of neighbors k and a user-defined threshold
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value for the scoring function denthr.

Complexity analysis of the SNNOS Algorithm

The complexity of our algorithm SNNOS is computed as following: Let denote N the

number of data points in the sliding window and d the dimension for each data point.

Moreover, let denote K the number of sliding windows used for processing data. The Sta-

tistical modeling part requires O(K ·N ·d) operations. The Nearest Neighbor part requires

O(K ·N · logN) operations, from which O(logN) are required for the computation of near-

est neighbors.The computation of nearest neighbors requires O(logN) operations because

we use an efficient nearest neighbor search algorithm with R*trees [11] as index. For the

implementation of R*trees and the nearest neighbor search algorithm we use source code

from the implementation of ELKI [1]. The insertions and deletions using as index R*trees

require O(logN) operations for the incremental update. In details, let TNN , Tins and Tdel

correspond to time needed for the nearest neighbor searching, insertion and deletion of

a data point into/from the sliding window, including index updating. Due to the fact

that we use an efficient indexing structure(R*trees) for inserting/deleting the data point

the time complexities are as follows: TNN = Tins = Tdel = O(logN). Consequently, the

time complexity of nearest neighbor part of our algorithm (SNNOS) is logarithmic in the

current size N of the time-sliding window. The overall time complexity of the second part

after all updates to the sliding window of size N are applied is O(K ·NlogN). Therefore,

the overall complexity of our algorithm is O(K ·N(d + logN)).
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Algorithm 1: Statistical Nearest Neighbor Outlier Stream (SNNOS)
input : DS Data Stream , k nearest neighbors, denthr threshold for

density scoring function
output: A list with Outlier Data Points

foreach (dp (data point) ∈ DS) do
First Part: Statistical Modelling

foreach (dimension i of dp) do
estimate pdfkde(dp)(probability density function) using Kernel Density
Estimation ;
foreach (knowndistribution) do

estimate pdfmle(dp)(probability density function) using Maximum
Likelihood Estimation ;
estimate the distribution for which its pdfmle(dp) is closer to
pdfkde(dp) ;
estimate quantile(0.95) an upper-threshold for the estimated
distribution ;
estimate quantile(0.05) a lower-threshold for the estimated
distribution ;
if (dp(i) is either greater than the upper-threshold or less than the
lower-threshold) then

store this dp as a candidate outlier in CandidateOutlierList ;
end

end

end

Second Part: Nearest Neighbor Scoring Function

if (dp is an existing point in the current sliding window) then
if (at least a data point is either inserted into its Neighborhood or
deleted from its Neighborhood) then

update DNOk(dp) ;
end

end
if (dp is a new point in the current sliding window) then

compute DSNOk(dp);
end
if (dp ∈ CandidateOutlierList) AND (DNOdp ≥ denthr) then

store dp in the OutlierList ;
end

end



Chapter 6

Performance Evaluation and

Experimental Results

In this section we present and discuss our results from applying our method to both

synthetic and real datasets. We also evaluate the performance of our algorithm SNNOS

and discuss actual performance measurements. The following experiments were conducted

on an Pentium Intel Core 2 Duo 2.0 GHz with 2048 MB main memory running Windows

Vista. All algorithms were implemented in Java and executed on Eclipse Project , while

our experiments were conducted using the MATLAB environment. Moreover, we want to

thank Natasa Reljin because she provide us the source code of ILOF .

6.1 Description of Datasets

In the following, we describe in detail the datasets which were employed in our experimental

evaluation.

• Meteorological Dataset

This is a real dataset which contains 60000 data points with 4 attributes , namely

the air temperature, the rainfall, the humidity and the atmospheric pressure.

• Shuttle Dataset

The Shuttle dataset contains 10 attributes all of which are numerical. The last

column is the class, which is coded as follows :(1)Rad Flow (2)Fpv Close (3)Fpv
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Open (4)High (5)Bypass (6)Bpv Close (7)Bpv Open. Approximately 80% of the

data belongs to class 1.

• Letter Dataset

This is a real dataset which contains letter recognition data. The number of instances

is 20000, while the number of attributes is 16. The attributes , all of which take

integer values, are the following: horizontal position of box, vertical position of box,

width of box, height of box, total number of pixels, mean x of on pixels in box, mean

y of on pixels in box, mean x variance, mean y variance, mean xy correlation, mean

of x× x× y, mean of x× y × y, mean edge count left to right, correlation of x-edge

with y, mean edge count bottom to top and correlation of y-edge with x.

• Synthetic Dataset

The Synthetic dataset contains 10 attributes all of which are numerical. The number

of instances is equal to 1000. We create synthetic data using multivariate normal

distributions. The covariance matrices need to be symmetric and positive definite,

which is ensured by constructing them to be diagonally dominant, with positive

diagonal elements only. The off-diagonal entries of the covariance matrix, generated

as a random number in the range [−1, 1] with a distribution following ±y, y = x2

where x is a uniformly random deviate in [0, 1] and the sign of y is determined

randomly. The diagonal entries of the covariance matrix, generated as the sum of all

off-diagonal entries plus a random number in the range 0.2
√

D with a distribution

following ±y, y = x2 , where x is a uniformly random deviate in [0, 1] he sign of y is

determined randomly, and D is the dimensionality of the dataset.

6.2 ROC curves

Outlier detection algorithms are typically evaluated using the true detection rate, the false

detection rate, and the ROC curves. In order to define these metrics, let us look at a

confusion matrix, shown in Table 6.1. In the outlier detection problem, assuming class

C as the outlier or the rare class of interest, and NC as a normal (majority) class, there

are four possible outcomes when detecting outliers (class C)-namely true positives (TP),
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Predicted Outliers Class C Predicted Normal Class NC
Actual Outliers - Class C True Positives (TP) False Negatives (FN)
Actual Normal - Class NC False Positives (FP) True Negatives (TN)

Table 6.1: Confusion matrix defines four possible scenarios when classifying class C

false negatives (FN ), false positives (FP) and true negatives (TN ). From Table 6.1 , true

detection rate and false detection rate may be defined as follows:

DetectionRate =
TP

TP + FN
(6.1)

FalseAlarmRate =
FP

FP + TN
(6.2)

Detection rate gives information about the relative number of correctly identified out-

liers, while the false alarm rate reports the number of normal data misclassified as outliers

(class NC). The ROC curve represents the trade-off between the detection rate and the

false alarm rate and is typically shown on a two− dimensional(2D) (Figure 6.1), where

false alarm rate is plotted on x-axis, and detection rate is plotted on y-axis. The ideal ROC

curve has 0% false alarm rate, while having 100% detection rate (Figure 6.1). However,

the ideal ROC curve is hardly achieved in practice. The ROC curve can be plotted by

estimating the detection rate for different false alarm rates (Figure 6.1). The quality of

a specific outlier detection algorithm can be measured by computing the area under the

curve (AUC) defined as the surface area under its ROC curve. The AUC for the ideal

ROC curve is equal to 1, while AUCs of less than perfect outlier detection algorithms are

less than 1. In Figure 6.1, the shaded area corresponds to the AUC for the lowest ROC

curve.

6.3 Precision and Recall

In a statistical classification task, the Precision for a class is the number of true positives

(i.e. the number of items correctly labeled as belonging to the class) divided by the total

number of elements labeled as belonging to the class (i.e. the sum of true positives and
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Figure 6.1: The ROC curves for different detection algorithms

false positives, which are items incorrectly labeled as belonging to the class). The Recall

in this context is defined as the number of true positives divided by the total number of

elements that actually belong to the class (i.e. the sum of true positives and false negatives,

which are items which were not labeled as belonging to that class but should have been).

The formulas for both precision and recall are as follows.

Precision =
TP

TP + FP
(6.3)

Recall =
TP

TP + FN
(6.4)

6.4 Precision, Recall and Execution Time for SNNOS

In this section, we present the total execution time of our algorithm for the four datasets

and for a number equal to 1000 data points which is big enough in order to take repre-

sentable results . In addition, we compare our algorithm in various window sizes for both
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100 200 300 400 500
Meteorological
Dataset

2 sec 4 sec 7.1 sec 13.1 sec 19.2 sec

Shuttle
Dataset

4 sec 8 sec 15 sec 27.6 sec 39.2 sec

Letter
Dataset

6 sec 10 sec 24.1 sec 36 sec 44.8 sec

Synthetic
Dataset

3.8 sec 8.1 sec 14.4 sec 27.4 sec 38.9 sec

Table 6.2: Comparison of time execution for the four datasets and for five different sizes
of windows, 100, 200, 300, 400 and 500

accuracy and execution time. Moreover, we show how our incremental algorithm outper-

forms a non-incremental algorithm for different sizes of sliding windows and we show how

each part(Statistical and Nearest Neighbor) affects both execution time and accuracy of

our algorithm.

6.4.1 Comparison of SNNOS for various window sizes for sliding

window model

We compare the performance of our algorithm SNNOS for different sizes of sliding window

model. We choose to compare five different sizes of sliding window, 100, 200, 300, 400 and

500 with the same incremental step, equal to 50 . The results of our experiments for time

execution, precision and recall are presented in the following tables, Table 6.2, Table 6.3

and Table 6.4. From the results, it is obvious that the windows with size equal to 200 and

300 is very good choices for running the algorithm because this size succeeds high accuracy

and is efficient in time execution. When the window size is 100 the algorithm is very fast

but we the level of accuracy is lower. Moreover, for sizes of windows larger than 200 the

accuracy is the same but the overhead in time execution is big enough to prevent us from

select these sizes for running our algorithm.

6.4.2 Incremental vs Non-Incremental Implementation

We present the execution time of our algorithm for two different sizes of sliding windows

and for each strategy, namely, the non-incremental and the incremental . We expect the
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100 200 300 400 500
Meteorological
Dataset

1.0 1.0 1.0 1.0 1.0

Shuttle
Dataset

1.0 1.0 1.0 1.0 1.0

Letter
Dataset

0.8 0.9 0.9 0.9 1.0

Synthetic
Dataset

1.0 1.0 1.0 1.0 1.0

Table 6.3: Comparison of precision for the four datasets and for five different sizes of
windows, 100, 200, 300, 400 and 500

100 200 300 400 500
Meteorological
Dataset

1.0 1.0 1.0 1.0 1.0

Shuttle
Dataset

1.0 1.0 1.0 1.0 1.0

Letter
Dataset

0.8 0.9 0.9 0.9 1.0

Synthetic
Dataset

1.0 1.0 1.0 1.0 1.0

Table 6.4: Comparison of recall for the four datasets and for five different sizes of windows,
100, 200, 300, 400 and 500
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Figure 6.2: Time execution of the incremental and non-incremental implementation, using
1000 data points and windows of sizes 100 and 200.

results shown in Figure 6.2 because with the incremental approach we do not compute

the k-nearest neighbor for each data point as we explain in Section 5.3.2, but we update

the scores for these data points for which there are changes(insertions or deletions) in their

neighborhood. Figure 6.2 shows the differences between the non-incremental and the

incremental implementation in time execution.

6.4.3 Statistical vs Nearest Neighbor approach

An interesting experiment is to examine how each part of our algorithm SNNOS(Statistical

and Nearest Neighbor) affects both execution time and accuracy of our algorithm. We

manage to keep the execution time for nearest neighbor searching in low levels because

we compute the k-nearest neighbors for each data point on one scan over the data stream

and also we use R*tree indexing for searching which is an efficient way of indexing for

nearest neighbor searching. Table 6.5 shows the average time execution for the nearest

neighbor part and for window sizes equal to 100 and 200. Table 6.6 shows the average time

execution for the statistical part and for window sizes equal to 100 and 200. Moreover,

we notice that the total execution time is dominated by the Statistical part. Tables 6.7

and 6.7 show how each part of our algorithm SNNOS (Statistical and Nearest Neighbor)

affects the accuracy. From the results, it is obvious that a high value of the accuracy of
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Window Size 100 Window Size 200
Meteorological Dataset 0.018± 0.002 sec 0.06± 0.02 sec
Shuttle Dataset 0.037± 0.002 sec 0.14± 0.02 sec
Letter Dataset 0.044± 0.002 sec 0.18± 0.02 sec
Synthetic Dataset 0.035± 0.002 sec 0.13± 0.02 sec

Table 6.5: Nearest Neighbor part average time execution of SNNOS and for window sizes
100 and 200

Window Size 100 Window Size 200
Meteorological Dataset 0.1± 0.1 sec 0.3± 0.1 sec
Shuttle Dataset 0.3± 0.1 sec 0.7± 0.1 sec
Letter Dataset 0.5± 0.1 sec 0.9± 0.1 sec
Synthetic Dataset 0.29± 0.1 sec 0.68± 0.1 sec

Table 6.6: Statistical part time execution of SNNOS and for window sizes 100 and 200

the algorithm is primarily due to the Nearest Neighbor part. In addition, we can see that

when the Nearest Neighbor part is not used the decreasing performance is more prominent

than when the Statistical part is not employed. For example, if we consider as Atotal the

precision/recall of our algorithm when both parts are used, as As the precision/recall when

only statistical part is used, and Ann the precision/recall when only nearest neighbor part

is used, we can compute the relative decrement of performance as follows.

RelativeDecrement =
Atotal − As

Atotal

(6.5)

RelativeDecrement =
Atotal − Ann

Atotal

(6.6)

Table 6.9 shows the relative decrement of the performance of our algorithm SNNOS

either only the statistical part is used or only the nearest neighbor part is used.

6.5 Real Datasets

For our experiments we use 1000 data points and the window sizes for each time-sliding

window is equal to 100 and 200 data points, which are representative numbers for the

quality of our experiments. Moreover, for the nearest neighbor part of our algorithm
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Precision Recall
Meteorological
Dataset

0.62 0.62

Shuttle Dataset 0.6 0.6
Letter Dataset 0.6 0.6
Synthetic
Dataset

0.63 0.63

Table 6.7: Precision and Recall of SNNOS for window size 200 using only Statistical Part

Precision Recall
Meteorological
Dataset

0.87 0.87

Shuttle Dataset 0.8 0.8
Letter Dataset 0.8 0.8
Synthetic
Dataset

0.81 0.81

Table 6.8: Precision and Recall of SNNOS for window size 200 using only Nearest Neigh-
bor Part

Using Statistical Using Nearest
Neighbor

Meteorological
Dataset

0.38 0.13

Shuttle Dataset 0.4 0.2
Letter Dataset 0.33 0.11
Synthetic
Dataset

0.37 0.19

Table 6.9: Relative Decrement in performance of SNNOS for window size 200
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Figure 6.3: Outlier Validation for the Meteorological Dataset for the time period [1, 100]

we consider the size of the neighborhood to be equal to k = 5. For the validation of

our results we combine the plots of data points and the results from the state-of-the-art

algorithm LOF . In addition, we plot ROC curves and compute the AUC in order to show

how correctly our scoring function DNO detected outliers. In the following sections, we

present our results for the datasets.

6.5.1 Meteorological Dataset

The Meteorological Dataset as described above is a real dataset. In the following figure we

plot data for one window and the data points which have a circle on them are the outlier

data points we take as results from our algorithm. We can see, from Figure 6.3 we are

able to to validate our results and consequently to estimate the true detection rate and

false alarm rate. The value of AUC in Figure 6.4 is equal to 1 (100%).
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Figure 6.4: ROC Curve for DNO for the Meteorological Dataset

6.5.2 Shuttle Dataset

As we explain, we use the plots of data points to estimate the real outliers. In the Shuttle

dataset, we compute the ROC curve for the DNO scoring function and estimate the AUC

getting a value greater than 0.9. The value of AUC in the Figure 6.5 is 1 (100%) which

means that our scoring function has an excellent percentage of discrimination.

6.5.3 Letter Dataset

The selection of Letter dataset has two goals. Firstly, we want a dataset with many at-

tributes(number of attributes to be greater than ten) and secondly we want to evaluate

our algorithm with a dense dataset. The accuracy of many algorithms, especially algo-

rithms which use nearest neighbor searching, decreases if someone evaluates them with

dense datasets. This happens because in dense datasets it is very difficult to discriminate

the neighborhoods for data points and there are many overlapping areas. Therefore,the

accuracy of scoring functions which are based on nearest neighborhoods is decreased. So,

the goal for this dataset is to get a value for the AUC greater than 0.9. The value of AUC

in Figure 6.6 is 0.987 , so the detection rate for DNO in this dense dataset is 98.7%.
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Figure 6.5: ROC Curve for DNO for the Shuttle Dataset
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Figure 6.6: ROC Curve for DNO for the Letter Dataset
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Figure 6.7: ROC Curve for DNO for the Synthetic Dataset

6.6 Synthetic Dataset

This synthetic dataset creates 4 normal clusters and we add outliers in the dataset in

specific timestamps. In the Synthetic dataset, we compute the ROC curve for the DNO

scoring function and estimate the AUC getting a value greater than 0.9. The value of

AUC in the Figure 6.5 is 1 (100%) which means that our scoring function has an excellent

percentage of discrimination.

6.7 Comparing SNNOS with ILOF

In this section, we compare the performance of our algorithm SNNOS with the perfor-

mance of ILOF , see Section 4.1. We consider that the ILOF algorithm can find all the

outliers in the dataset.

Our algorithm SNNOS outperforms ILOF in time execution and actually we manage to

decrease the time execution approximately 62% when the window size is equal to 200 and

118% when the window size is equal to 100.

Table 6.10 shows the execution times of SNNOS(window size 100 and 200) and ILOF .

The fact that our algorithm is faster is something that we expected because we use as

the incremental step to our sliding window 50 data points , while the ILOF algorithm

updates incrementally only by one point and must compute reachability distances for each
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data point. Another reason is the fact that ILOF not only does it compute the k-nearest

neighbors but also it computes the k-reverse nearest neighbors.

Also, we modify the ILOF algorithm to use a time-sliding window model in order to make

computations over the data. Let denote Hybrid-ILOF the modified ILOF with the time-

sliding window. Table 6.11 shows the execution times of SNNOS(window size 100 and

200), ILOF and Hybrid − ILOF . Table 6.15 shows the AUC values for our algorithm

SNNOS for window sizes 100 and 200 and ILOF for the three datasets. As we can see

in Table 6.15 our algorithm has the same AUC value with ILOF except for the Letter

dataset. This is due to the fact that Letter dataset is very dense dataset and there are

many overlapping neighborhoods. Moreover, the SNNOS algorithm’s AUC value is lower

when the sliding window size is 100 because when the window size is small it is more

difficult for the scoring function to discriminate the outliers from normal data points. In

addition, in Figures 6.8 and 6.9, we can see the comparison between the SNNOS and

ILOF with respect to the discrimination level they succeed in the three datasets. Fur-

thermore, we compute the precision and recall of each algorithm. To compute precision

and recall we have to determine how many outliers identified using ILOF are correctly

identified by SNNOS. In particular, we were interested in the number of Top − 10 data

points determined as outliers. Tables 6.13 and 6.14, show the precision and recall of our

algorithm for window sizes 100 and 200 and ILOF for the three datasets. A good algo-

rithm must balance both precision and recall, therefore high values for both precision and

recall is favored. The results show that our method for the Meteorological, Shuttle and

Synthetic dataset has the same precision and recall. In the Letter dataset the precision

and recall of our algorithm is very close to those of ILOF . The difference in the Letter

dataset is due to the fact that the Letter dataset is very dense and there are many over-

lapping neighborhoods for each data point. Moreover, we compare our algorithm SNNOS

with ILOF on how the value of AUC, precision and recall is related to the speedup of the

execution time. This comparison is illustrated in the Figure 6.10, Figure 6.11 and Figure

6.12. We achieve to speedup the execution time 62% when the size of sliding window is

equal to 200 and 118% when the the size of sliding window is equal to 100.
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SNNOS(size
100)

SNNOS(size
200)

ILOF

Meteorological
Dataset

2 sec 4 sec 247 sec

Shuttle Dataset 4 sec 8 sec 503 sec
Letter Dataset 6 sec 10 sec 628 sec
Synthetic
Dataset

3.8 sec 8.1 sec 510 sec

Table 6.10: Comparison of time execution for SNNOS and ILOF

SNNOS(size
100)

SNNOS(size
200)

Hybrid− ILOF

Meteorological
Dataset

2 sec 4 sec 213 sec

Shuttle Dataset 4 sec 8 sec 487 sec
Letter Dataset 6 sec 10 sec 601 sec
Synthetic
Dataset

3.8 sec 8.1 sec 495 sec

Table 6.11: Comparison of time execution for SNNOS and Hybrid − ILOF with incre-
mental step for SNNOS equal to 50 and incremental step for Hybrid − ILOF equal to
1

SNNOS(size
100)

SNNOS(size
200)

Hybrid− ILOF

Meteorological
Dataset

5 sec 11 sec 213 sec

Shuttle Dataset 10 sec 18 sec 487 sec
Letter Dataset 13 sec 19 sec 601 sec
Synthetic
Dataset

11 sec 17 sec 495 sec

Table 6.12: Comparison of time execution for SNNOS and ILOF with the same incre-
mental step for SNNOS, ILOF and Hybrid− ILOF equal to 1

SNNOS(size
100)

SNNOS(size
200)

ILOF Hybrid− ILOF

Meteorological
Dataset

1.0 1.0 1.0 1.0

Shuttle Dataset 1.0 1.0 1.0 1.0
Letter Dataset 0.80 0.90 1.0 1.0
Synthetic
Dataset

1.0 1.0 1.0 1.0

Table 6.13: Comparison of Precision for SNNOS, ILOF and Hybrid− ILOF
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SNNOS(size
100)

SNNOS(size
200)

ILOF Hybrid− ILOF

Meteorological
Dataset

1.0 1.0 1.0 1.0

Shuttle Dataset 1.0 1.0 1.0 1.0
Letter Dataset 0.8 0.9 1.0 1.0
Synthetic
Dataset

1.0 1.0 1.0 1.0

Table 6.14: Comparison of Recall for SNNOS and ILOF and Hybrid− ILOF

SNNOS(size
100)

SNNOS(size
200)

ILOF Hybrid− ILOF

Meteorological
Dataset

1.0 1.0 1.0 1.0

Shuttle Dataset 1.0 1.0 1.0 1.0
Letter Dataset 0.902 0.987 1.0 1.0
Synthetic
Dataset

1.0 1.0 1.0 1.0

Table 6.15: Comparison of AUC values for SNNOS and ILOF and Hybrid− ILOF
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Figure 6.8: Comparison of ROC Curves for ILOF and DNO for Letter Dataset
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Figure 6.9: Comparison of ROC Curves for ILOF and DNO for Letter dataset with different
sizes of windows for DNO
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Figure 6.10: Comparison of SNNOS and ILOF on how the value of AUC is related to the
speedup of execution time



Chapter 6. Performance Evaluation and Experimental Results 82

0 20 40 60 80 100 120
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Average Speedup

P
re

ci
si

o
n

 

 

ILOF
SNNOS window size = 100
SNNOS window size = 200

Figure 6.11: Comparison of SNNOS and ILOF on how the value of precision is related to
the speedup of execution time
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Figure 6.12: Comparison of SNNOS and ILOF on how the value of recall is related to the
speedup of execution time
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6.8 Memory Consumption

In order to verify the efficiency of our algorithm, we measure the amount of memory re-

quired by the algorithm. There are two groups of components of our algorithm that affect

the memory consumption: The first group is the sample maintenance in a sliding window

and the distribution estimation. For the sample maintenance, we use a treemap while for

the distribution estimation we keep additionally in memory a hasmap with the density es-

timations using the kernel density estimation method and maximum likelihood estimation.

For the second group, similarly as for the first group, we use the treemap for sample main-

tenance in a window, constructing the R*tree index for efficient nearest neighbor searching

and we employ a list in which we store the outlier data points. Consequently, the memory

consumption of our algorithm is low. This is due to our strategy to use a cache manager

where we keep the incoming data streams. Then we retrieve the data which belong to a

specific sliding window. The ILOF algorithm keeps all the data points in main memory

and when a new data point inserted into the database incrementally updates the LOF

values for all data points. This strategy has high memory consumption and when the

dataset is very large could be inefficient. Our approach to keep only the data points in

the current sliding window in main memory and the other in a cache manager is efficient.

Therefore, SNNOS outperforms ILOF in memory consumption.



Chapter 7

Conclusion and Future work

In the present work, we described an algorithm for detecting outliers in data streams. The

proposed algorithm is non-parametric, unsupervised and requires no prior knowledge of

data.

The proposed algorithm(SNNOS) is divided into the statistical and the nearest neigh-

bor stage. The statistical part consists of two methods for statistical learning, namely,

the Kernel Density Estimation (KDE) method and the Maximum Likelihood Estima-

tion(MLE) method. The KDE method uses kernel density functions to estimate prob-

ability densities for each data point in the window. The MLE method, is carried out

by employing ten continuous distributions for each one of them we estimate the proba-

bility density for each data point in the window using Maximum Likelihood Estimation.

The nearest neighbor part consists of a density scoring function DNO(density-based). In

Chapter 6, we presented the experimental results using the proposed algorithm, and we

compared its performance with the performance of a state-of-the-art algorithms, namely,

the ILOF . The ROC curves for the three different datasets along with the computation of

precision and recall shows that the proposed SNNOS algorithm is very efficient. More-

over, the execution time with the proposed incremental strategy decreases and outperforms

the time of ILOF .

As a future research direction, one could improve the system in order to process high

dimensional datasets, where new methods for estimating data densities are worth consider-

ing. Such methods could be based on algorithms which perform dimensionality reduction
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by selecting similar attributes and group the several attributes. Moreover, a modification

of the DNO scoring function is necessary to succeed better accuracy percentage in very

dense datasets. Finally, it would be very interesting to use our algorithm and examine its

performance in a real-time data stream mining system.
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