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ABSTRACT 
 

The purpose of this study is the development of a computational framework for studying the 

dynamic changes of active transcription, and its interaction with chromatin remodeling and 

chromatin alterations during cellular responses to genotoxic stress. For this purpose, ultraviolet 

light C (UVC) was used as a genotoxic stress factor, damaging skin cells, specifically skin 

fibroblasts (VH10, CSB and 1BR.3), while the activity of Nucletiode Excision Repair (NER) 

pathway and the repair products of Global Genome NER (GG-NER) and Transcription Coupled 

NER (TC-NER) sub-pathways were used to evaluate the examined mechanisms.  

Various types of Next Generation Sequencing (NGS) experiments have been used to study the 

stages of the transcription cycle in normal conditions, and in response to Ultraviolet C irradiation 

(UVC) induced stress. Specifically, for studying the kinetics of RNA Polymerase 2 (RNAPII) 

molecules from the transcription initiation state, to promoter proximal pausing (PPP), and the 

transition to productive elongation, Chromatin immunoprecipitation sequencing (ChIP-seq) data 

of the hypophosphorylated RNAPII (RNAPII-hypo), the elongating isoform of RNAPII (RNAPII-

ser2P), and the RNAPII-ser5P isoform (transcription initiation) was generated and analyzed.  

To study the productivity of RNAPII molecules during the above stages, Capped Analysis of 

Gene expression sequencing (CAGE-seq) data and nascent RNA synthesis sequencing (nRNA-

seq) data was used. To study the interactions of chromatin with active transcription and its 

alteration during the states of active transcription, Assay for Transposase-Accessible Chromatin 

(ATAC-seq) data was generated and analyzed, and ChIP-seq data of H3K27ac and H3K27me3 

histone modifications.  

To study the effectiveness and genomic landscape of NER repair-synthesis events, for both 

GG-NER and TC-NER sub-pathways, a novel assay called aniFOUND-seq was developed and 

analyzed, coupled with data of excised DNA during NER activity (XR-seq) and NER damage 

sequencing data (damage-seq). The functional assessment of TC-NER at active genes was 

carried out through the study of mutations in melanoma and lung adenocarcinoma cancer 

genomes, and XR-seq data meta-analysis respectively. 

 

The results of these essays are divided into four sections: 

(1) Development and application of algorithms for the analysis of NGS data related to human 

disease. (a) Implementation of stand-alone analysis pipelines for the analysis of ChIP-seq, 

nRNA-seq, and ATAC-seq datasets that include: Quality control (QC) assessment of sequenced 

short-reads, short-read preprocessing, short-read mapping against the under study reference 

genome/transcriptome, alignment processing, alignment summarization in genomic features 

and visualization via heatmaps and average profiles, generation of genomic tracks viewable in 

genome browsers (IGV, UCSC), NGS signal clustering upon functional genomic regions, 

correlation of biological and technical replicates, dimensionality reduction methods to identify 

technical/biological similarities/differences between samples, differential expression analysis, 

peak calling analysis, differential binding analysis, differential accessibility analysis and other 

statistical comparisons between biological conditions. 

(b) Implementation of a “de novo” elongation wave identification algorithm using Hidden Markov 

Models (HMMs), and DRB-nRNA-seq datasets. 



 

(2) Cellular responses under genotoxic stress conditions. (a) Development of a computational 

pipeline for the study of the reorganization of transcription and the chromatin rearrangements 

upon UV-induced stress that include: genome annotation reconstruction, and characterization of 

transcribed units’ activity (promoters, genes, enhancers, PROMoter uPstream Transcripts  - 

asPROMPs) along the human genome, the quantification of the RNAPII release from PPP sites, 

and the evaluation of the RNAPII elongation wave kinetics. 

(b) A proposed model describing the ‘safe’ mode mechanism of transcription elongation; upon 

UVC-induced stress, steady-state transcription levels of virtually all actively transcribed genes 

are re-adjusted to fast and uniform release of RNAPII elongation waves from PPP sites that 

scan the transcribed genome for DNA lesions. 

This mechanism maximizes the speed of lesion sensing, the probability that a damage will be 

identified by an elongating RNAPII molecule and removed by TC-NER along the actively 

transcribed elements. As a result, environmentally exposed genomes are characterized by a 

modest and homogeneous mutation prevalence across the actively transcribed genome in both 

strands, as opposed to the non-transcribed elements where higher mutation rates are observed. 

In case NER is unsuccessful or is not recruited efficiently during the stress recovery process, 

unrepaired DNA lesions can provoke error-prone DNA synthesis and result in mutagenesis during 

replication. 

 

(3) Extending the previously described ‘safe’ mode mechanism of transcription elongation, the 

results of the particular dissertation also support a model of continuous transcription initiation 

that can fuel the widespread UV-triggered escape of RNAPII into transcription elongation, that 

safeguards the integrity of the actively transcribed genome. The particular mechanism is 

supported by a global increase of chromatin accessibility at all actively transcribed promoters 

serving as a platform that favors unrestrained transcription initiation, coupled by preservation of 

the active mark H3K27ac and repressive mark H3K27me3 mark during early response to 

genotoxic stress. 

 

(4) A genome-wide analysis pipeline for the evaluation of aniFOUND-seq methodology.  

aniFOUND, is the first methodology (at the time of writing this thesis) that can exclusively label, 

capture and map the post-damage newly synthesized repaired chromatin in its native form (see 

materials and methods). Coupling of aniFOUND to NGS, allows the mapping and 

characterization of the NER efficacy of different chromosomal regions of the human genome. 

aniFOUND-seq was successfully applied to map the repair-synthesis activity along damaged 

skin fibroblasts (1BR.3 cells) with particular attention to promoter and enhancer sequences. 

Furthermore, aniFOUND-seq was applied for the assessment of NER-UDS activity in several 

chromosomal regions, including the fraction of repetitive DNA. Specifically, the repair efficacy 

during the first 4 hours after damage induction was clarified for rDNA and telomeres, for which 

contradictory explanatory models have been suggested. This is the first time that NGS-based 

approaches are adopted for shedding light in the above-mentioned inquiries regarding repair of 

telomeric DNA. Evidently, the cumulative nature of aniFOUND-seq (in terms of both damage 

types and repair assessment period) renders it applicable for the cases that require capturing of 



the whole repair process, or the repair activity during moderately-to-considerably long-time 

windows. 

 

 

  



ΠΕΡΙΛΗΨΗ 

 
Ο σκοπός της συγκεκριμένης μελέτης, αποτέλεσε την δημιουργία ενός υπολογιστικού πλαισίου 

ανάλυσης για την μελέτη των δυναμικών αλλαγών της ενεργής μεταγραφής, καθώς και της 

αλληλεπίδρασής τους με την αναδιαμόρφωση της χρωματίνης, κατά την απόκριση στο 

γενοτοξικό στρες. Για τον σκοπό αυτό, η υπεριώδης ακτινοβολία C (UVC) χρησιμοποιήθηκε σαν 

στρεσογόνος παράγοντας για την δημιουργία βλαβών σε δερματικά κύτταρα, και συγκεκριμένα 

κυτταρικές σειρές ινοβλαστών δέρματος (VH10, CSB and 1BR.3), ενώ ο μηχανισμός εκτομής 

νουκλεοτιδίων (NER), και συγκεκριμένα τα επιδιορθωτικά παράγωγα των υπό-μονοπατιών 

Global Genome NER (GG-NER) και Transcription Coupled NER (TC-NER) χρησιμοποιήθηκαν 

για την αξιολόγηση των υπό μελέτη μηχανισμών. 

Για την μελέτη των σταδίων του μεταγραφικού κύκλου σε κανονικές συνθήκες, καθώς και σε 

συνθήκες έκθεσης στην UVC ακτινοβολία, χρησιμοποιήθηκαν τεχνικές αλληλούχισης νέας 

γενιάς (Next Generation Sequencing - NGS). Συγκεκριμένα, για την μελέτη της κινητικής των 

μορίων της RNA πολυμεράσης 2 (RNAPII), από το στάδιο έναρξης της μεταγραφής, στο στάδιο 

παύσης (promoter proximal pausing - PPP), μέχρι και την μετάβαση στο στην παραγωγική 

επιμήκυνση, παράχθηκαν και αναλύθηκαν δεδομένα NGS ανοσοκατακρίμνησης της χρωματίνης 

(Chromatin immunoprecipitation sequencing - ChIP-seq) της υποφωσφορυλιωμένης RNAPII 

(RNAPII-hypo), της φωσφορυλιωμένης στην σερίνη 2 RNAPII (RNAPII-ser2P), και της 

φωσφορυλιωμένης στην σερίνη 5 RNAPII (RNAPII-ser5P) 

Για την μελέτη της παραγωγικότητας των μορίων της RNAPII στα παραπάνω στάδια της 

μεταγραφής, χρησιμοποιήθηκαν δεδομένα CAGE-seq (Capped Analysis of Gene expression 

sequencing), καθώς και δεδομένα NGS αρτιγενούς έκφρασης RNA (nascent RNA synthesis 

sequencing - nRNA-seq) 

Για την μελέτη της αλληλεπίδρασης της χρωματίνης και των αναδιαμορφώσεων της κατά το 

φαινόμενο της ενεργής μεταγραφής, ενεργοποιήθηκαν και αναλύθηκαν NGS δεδομένα 

καταγραφής της προσβασιμότητας της χρωματίνης ATAC-seq (Assay for Transposase-

Accessible Chromatin), καθώς και δεδομένα ChIP-seq των επιγενετικών τροποποιήσεων της 

χρωματίνης H3K27ac και H3K27me3. 

Για την αποσαφήνιση της αποτελεσματικότητας του μηχανισμού NER και των υπο-μονοπατιών 

GG-NER και TC-NER, αναπτύχθηκε μια νέα NGS τεχνολογία, το aniFOUND-seq, η οποία 

συνδυάστηκε με δεδομένα XR-seq (μεθοδολογία εντοπισμού εκτομής DNA κατά την δράση του 

μηχανισμού NER), καθώς και με NGS δεδομένα εντοπισμού βλαβών του DNA που 

προκαλούνται από την UVC ακτινοβολία (damage-seq). Η λειτουργική αποτίμηση του 

μηχανισμού TC-NER σε ενεργά μεταγραφικές μονάδες πραγματοποιήθηκε με την ανάλυση 

δεδομένων μεταλλαγών γονιδιώματων με καρκίνο του δέρματος (melanoma) καθώς και καρκίνο 

του πνεύμονα (lung adenocarcinoma), σε συνδυασμό με μετα-ανάλυση δεδομένων XR-seq. 

Τα αποτελέσματα των παραπάνω συνοψίζονται σε 4 τμήματα: 

(1) Ανάπτυξη και εφαρμογή αλγορίθμων για την ανάλυση δεδομένων NGS που σχετίζονται με 

την ανθρώπινη παθογένεια: (α) Ανάπτυξη ενός αυτόνομου πλαισίου ανάλυσης δεδομένων 

ChIP-seq, nRNA-seq, και ATAC-seq που περιέχει την ποιοτική αποτίμηση των δεδομένων 

(Quality Control - QC), την προ-επεξεργασία των μικρών διαβασμάτων (reads), την αντιστοίχιση 

των διαβασμάτων στο γονιδίωμα/ μεταγράφωμα αναφοράς, την επεξεργασία των 



αντιστοιχίσεων, την σύνοψη των αντιστοιχίσεων σε γονιδιακές περιοχές αναφοράς και την 

οπτικοποίηση τους, την δημιουργία εγγραφών για πλοήγηση σε γονιδιακούς φυλλομετρητές 

(IGV, UCSC), την ομαδοποίηση του NGS σήματος σε λειτουργικά μετάγραφα, τις συσχετίσεις 

μεταξύ βιολογικών και τεχνικών επαναλήψεων των δεδομένων, την εφαρμογή μεθόδων μείωσης 

διαστάσεων για την αναγνώριση τεχνικών/βιολογικών ομοιοτήτων/διαφορών των δεδομένων, 

την ανάλυση διαφορικής έκφρασης, την ανάλυση εύρεσης περιοχών με ενισχυμένο ChIP-seq 

σήμα (peak calling), την ανάλυση διαφορικής πρόσδεσης, την ανάλυση διαφορικής 

προσβασιμότητας της χρωματίνης, και άλλες στατιστικές συγκρίσεις μεταξύ των υπο-μελέτη 

βιολογικών συνθηκών. (β) Ανάπτυξη ενός αλγορίθμου για τον εντοπισμό του “de novo” 

μεταγραφικού κύματος της RNAPII, χρησιμοποιώντας Κρυφά Μαρκοβιανά Μοντέλα (Hidden 

Markov Models - HMMs) και δεδομένα DRB-nRNA-seq. 

(2) Κυτταρική απόκριση σε συνθήκες γενοτοξικού στρες: (α) Ανάπτυξη ενός πλαισίου ανάλυσης 

για την μελέτη της αναδιοργάνωσης της μεταγραφής και της χρωματίνης έπειτα από έκθεση σε 

UV-C. Στο συγκεκριμένο πλαίσιο ανάλυσης περιέχονται: Κατάλληλη προσαρμογή των 

μεταγράφων αναφοράς (υποκινητές, γονίδια, ενισχυτές, PROMoter uPstream Transcripts  - 

asPROMPs) και χαρακτηρισμός της ενεργότητάς τους, ποσοτικοποίηση της εξόδου της RNAPII 

από το σημεία PPP και αποτίμηση της κινητικής της κατά την παραγωγική επιμήκυνση.  

(b) Ένα προτεινόμενο μοντέλο που περιγράφει τον μηχανισμό “safe mode” της παραγωγικής 

επιμήκυνσης. Συγκεκριμένα, κατά την απόκριση στο γενοτοξικό στρες που προκαλείται από την 

UVC ακτινοβολία, παρατηρείται η γρήγορη και ομοιόμορφη απελευθέρωση της RNAPII από τα 

PPP σημεία των ενεργών μεταγράφων, προκαλώντας το ξέσπασμα ενός μεταγραφικού κύματος 

το οποίο με την σειρά του ανιχνεύει το μεταγραφώμενο γονιδίωμα για βλάβες. 

Ο συγκεκριμένος μηχανισμός μεγιστοποιεί την ταχύτητα εντοπισμού DNA βλαβών, την 

πιθανότητα αναγνώρισης από τα επιμηκούμενα μόρια RNAPII, και αφαίρεσης τους από το TC-

NER στις μεταγραφικές μονάδες των ενεργών γονιδίων. Σαν αποτέλεσμα, γονιδιώματα 

εκτεθημένα σε περιβαλλοντικούς παράγοντες χαρακτηρίζονται από περιορισμένο και 

ομοιόμορφο βαθμό μεταλλαγών, σε περιοχές ενεργών μεταγράφων, και στις 2 DNA αλυσίδες, 

σε αντίθεση με τις περιοχές που δεν μεταγράφονται από την RNAPII όπου παρατηρείται 

αυξημένος βαθμός μεταλλαγών. Σε περίπτωση που το NER είναι ανεπιτυχές, η δεν 

στρατολογηθεί επιτυχώς κατά την διαδικασία της ανάκαμψης από την έκθεση στις στρεσογόνες 

συνθήκες, μη διορθωμένες DNA βλάβες μπορούν να προκαλέσουν εσφαλμένη DNA σύνθεση η 

οποία θα έχει σαν αποτέλεσμα την μεταλλαξιγένεση. 

(3) Επεκτείνοντας την περιγραφή του μηχανισμού “safe mode” της παραγωγικής επιμήκυνσης,  

τα αποτελέσματα της συγκεκριμένης διατριβής υποστηρίζουν ένα μοντέλο διαρκούς έναρξης της 

μεταγραφής, το οποίο τροφοδοτεί την εκτενή έξοδο των RNAPII μορίων από το PPP έπειτα από 

έκθεση στην UVC, διαφυλάσσοντας έτσι την ακεραιότητα του ενεργά μεταγραφώμενου 

γονιδιώματος. Ο μηχανισμός αυτός πλαισιώνεται από την καθολική αύξηση της 

προσβασιμότητας της χρωματίνης, σε όλες τις ενεργές μεταγραφικές μονάδες, παίζοντας τον 

ρόλο μιας πλατφόρμας η οποία ευνοεί την αδιάκοπη έναρξη της μεταγραφής, ενώ παράλληλα 

διατηρούνται οι επιγενετικές τροποποιήσεις των ιστονών H3K27ac και H3K27me3 κατά την 

διάρκεια των πρώτων σταδίων κυτταρικής ανάκαμψης έπειτα από την έκθεση στην UVC 

ακτινοβολια. 

(4) Ανάπτυξη ενός πλαισίου ανάλυσης του ολόκληρου του γονιδιώματος για την αποτίμηση της 

aniFOUND-seq μεθόδου. Το aniFOUND, αποτελεί την πρώτη μέθοδο (κατά την διάρκεια της 



συγγραφής της συγκεκριμένης μελέτης) που επιτρέπει τον αποκλειστικό χαρακτηρισμό και την 

ανάκτηση των νεοσυντιθέμενων τμημάτων της επιδιορθωμένη χρωματίνης, έπειτα από την 

απομάκρυνση των DNA βλαβών από τον μηχανισμό NER. O συνδυασμός της μεθόδου 

aniFOUND με την τεχνολογία NGS, επιτρέπει τον εντοπισμό και τον χαρακτηρισμό της 

αποτελεσματικότητας του μηχανισμού NER στο σε ολόκληρο το ανθρώπινο γονιδίωμα. 

To aniFOUND-seq εφαρμόστηκε επιτυχώς για την ανίχνευση επιδιορθωμένων περιοχών σε 

ινοβλάστες δέρματος (1BR.3 κυτταρική σειρά), με έμφαση στις περιοχές των υποκινητών και 

ενισχυτών. Επιπλέον, το aniFOUND-seq αξιοποιήθηκε για την αποτίμηση της δραστηριότητας 

του NER-UDS, σε διάφορες περιοχές του ανθρώπινου γονιδιώματος, όπως οι περιοχές 

επαναλήψεων DNA (DNA repeats). Συγκεκριμένα, αποσαφηνίστηκε η αποτελεσματικότητα της 

επιδιόρθωσης του DNA κατά τις 4 πρώτες ώρες έπειτα από την δημιουργία βλαβών, για τις 

περιοχές ριβοσωμικού DNA και των τελομερών, για τις οποίες μέχρι τώρα υπήρχαν 

αντικρουόμενα μοντέλα περιγραφής. Κατά συνέπεια, ο σωρευτικός χαρακτήρας του aniFOUND-

seq (σε όρους τύπων βλαβών, καθώς και περιόδου επιδιόρθωσης) το καθιστά κατάλληλο για 

μελέτες που απαιτούν την ολική αξιολόγηση της διαδικασίας επιδιόρθωσης του DNA κατά την 

διάρκεια σχετικά μεγάλων χρονικών διαστημάτων. 
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1 Introduction 

1.1 Genotoxic Stress 

 

Genomes are constantly exposed to DNA-damaging agents, which disrupt genome integrity by 

producing DNA lesions, altering DNA chemistry and structure. It has been estimated that every 

cell experiences up to 105 spontaneous or induced DNA lesions per day (De Bont & van 

Larebeke, 2004). Cells try to eliminate these alterations by either DNA repair or apoptosis, but 

lesions may not always be removed leading to mutagenesis and increasing the risk to develop 

cancer. 
 
Genotoxic agents have long been associated with the development of human cancers. These 

include environmental agents such as the ultraviolet (UV) radiation that increase the risk of skin 

cancers (Pleasance, Cheetham, et al., 2010), cigarette smoke that increases the risk of lung 



cancer (Pleasance, Stephens, et al., 2010), aflatoxins that are related with liver cancer 

(Alexandrov et al., 2013), amine dyes with bladder cancer (J. Kim et al., 2016), benzene with 

leukemia (Snyder, 2012), and vinyl chloride with hepatic cancer (Fedeli et al., 2019). Additional 

sources of genotoxic stress are several therapeutic agents, such as anticancer drugs cisplatin 

and Topoisomerase I and II inhibitors, but also some endogenous metabolic products or by-

products such as reactive oxygen species (ROS) and errors generated during the replication 

procedure. A perplexing diversity of lesions arises in DNA by these genotoxins. ROS can cause 

DNA base lesions including hydrolysis (deamination, depurination, and depyrimidination) 

whereas exposure to alkylating agents (O6-Methylguanine) or oxidation (8-oxoG). UV exposure 

is linked with formation of cycloboutene pyrimidine dimers (CPDs) and pyrimidine 6-4 pyrimidine 

photoproducts (6-4PPs). Ionizing radiation (IR) induces single and double DNA strand breaks, 

while chemotherapeutic drugs are responsible for inter- and intra-strand DNA crosslinks (Ciccia 

& Elledge, 2010). Over 100 oxidative modifications have been identified in DNA (Cadet et al., 

2003). 

 

The primary structure of the DNA double helix can be altered by such lesions, resulting in 

defects during the transcription and replication processes. Nevertheless, faulty repair of DNA 

lesions may lead to genomic mutations that can be inherited through cell division with 

deleterious consequences for human health. Since genotoxic stress effects can be (directly or 

indirectly) involved in both tumor initiation and tumor progression, or even be a prerequisite for 

tumorigenesis, studying and understanding the cellular responses to genotoxic insult is a vital 

step for the prevention and treatment of human disease. 

 

 

 

Table 1 DNA repair mechanisms are specialized to repair the different types of DNA damages. Adapted 
by (Torgovnick & Schumacher, 2015), TABLE1. 



1.2 Cellular responses to genotoxic stress 
 
Cells regularly respond to genotoxic insults using an intricate defense system. These responses 

involve various cellular factors that form an extensive signal transduction network. The specific 

network includes a complex signaling cascade termed as the DNA damage response (DDR) that 

bridges the DNA damage sensing (initial signal) with the activation of specific transcription factors, 

which successively regulate the expression of genes implicated in DNA repair pathways, cell cycle 

arrest to allow time for repair, and in some cases, initiation of senescence or apoptosis programs 

(Ciccia & Elledge, 2010). 

  

Despite there is no single repair machinery that can handle all types of damage, evolution has 

molded a layer of complex and sophisticated DNA repair systems that altogether cover most of 

the genotoxic insults that affect cell's vital genetic information. These mechanisms are highly 

conserved across mammals and can be categorized to at least five distinct, partly overlapping 

pathways: Nucleotide-excision repair (NER), base-excision repair (BER), mismatch repair (MMR), 

homologous recombination (HR) and non-homologous end joining (NHEJ) (Friedberg et al., 2005; 

Lindahl & Wood, 1999). The main function of each mechanism can be depicted as follows (Table 

1).  

 

 
Figure 1 DNA damage and repair mechanisms. Adapted from figure 3 in (Helena et al., 2018). 

NER is involved in the removal and replacement of bulky, helix distorting DNA adducts by sensing 

the distortion caused to the DNA double helix and by excising the oligonucleotide containing the 

lesion and replacing it with newly synthesized DNA (Figure 2). NER lesions mostly arise from 

exogenous agents (like UV), while exceptions include some kinds of oxidative lesions. This 

pathway is one of the main models used in this study and will be analyzed more precisely in the 

next sections.  

BER removes and replaces small chemical alterations of DNA bases. This type of lesions is more 

frequently related to DNA miscoding that may be responsible for causing mutagenesis. BER is 



mainly triggered by damages originating endogenously (like ROS). Lesions related with either 

NER or BER affect only one of the DNA strands where the injured part is removed and the 

resulting gap is replaced by using the intact complementary strand as a template.  
 
MMR is activated when A-G and C-T do not pair correctly, but also when erroneous DNA 

replication or DNA polymerase misincorporation errors result in DNA insertions/deletions. During 

this process, mismatches are recognized, excised, and DNA resynthesis corrects the damaged 

sequence. 
 
Double strand breaks (DSBs) seem to be more problematic, since both strands are affected, 

however HR and NHEJ are the specialized machineries that are dealing with such injuries. HR is 

activated during DNA replication, taking advantage of the original version of the sequence (copy 

of the sequence) for aligning the breaks. NHEJ is mostly activated during the G1 phase of the cell 

cycle and takes advantage of the DNA ligase IV that uses the overhanging pieces of DNA adjacent 

to the DSBs to join and fill in the ends.  

 

 
Figure 2 Nucleotide Excision Repair graphic. Image from  (Fuss & Cooper, 2006). 

1.3 NER 

Nucleotide-excision repair (Figure 2) is responsible for the removal of the widest range of DNA 

lesions, including UV-derived photoproducts (6-4PPs and CPDs), numerous bulky chemical 

adducts, intrastrand crosslinks and ROS-generated lesions. NER is divided to two sub-pathways 



(Figure 2): The Global Genome-Nucleotide Excision Repair (GG-NER), which is responsible for 

lesion removal throughout the whole genome, with a more stochastic activity, and Transcription 

Coupled-Nucleotide Excision Repair (TC-NER), which removes lesions from the transcribed 

strand of the actively transcribed regions. 

 

NER is considered the most flexible repair mechanism in terms of damage recognition, since the 

sensing enzymes that participate in the recognition process do not focus on the lesions per se, 

but they rather recognize multiple formations of abnormal bulks in the DNA helix. In GG-NER, 

lesion sensing depends on the stochastic action of XPC-RAD23B or UV-DDB1/2 (XPE) complex. 

In TC-NER, damage recognition is performed by the stalling of RNA polymerase II (RNAPII) on 

DNA adducts and the impairing of RNA synthesis reaction during transcription. TC-NER is a faster 

procedure than GG-NER, but is exclusively limited to the template strand of the transcribed 

elements. Also, recruitment of the two TC-NER exclusive factors Cockayne Syndrome B (CSB) 

and Cockayne Syndrome A (CSA) at stalled RNAPII damage sites is crucial in humans and other 

eukaryotes for the activation and completion of the subsequent core NER reaction (Spivak, 2015; 

Vermeulen & Fousteri, 2013). 

Following the damage detection, the two sub-pathways merge, and recruitment of the basal 

transcription factor TFIIH facilitates the opening/melting of DNA-containing lesion through the 

operation of Xeroderma pigmentosum (XP) XPB and XPD subunits. 

Consequently, proteins XPA, RPA and XPG are recruited, with XPA checking the existence of 

any harmful DNA damage and transmitting signals to the 5′ DNA endonuclease XPF-ERCC1 

complex, while RPA binds and secures the complementary to the damage single-stranded (ss) 

DNA, assisting the coordination of repair and the right orientation of the DNA endonucleases. The 

XPG DNA endonuclease associates with and grants stability to TFIIH (Ito et al., 2007), while 

incision 5′ to the damage by XPF-ERCC1 precedes the 3′ incision by XPG (Staresincic et al., 

2009). 

In turn, DNA repair synthesis factors use the undamaged strand as a template to fill the 25–30 

nucleotide (nt) gap created by the excised damage-containing DNA, a procedure that is strongly 

affected by the cell cycle status (Lehmann, 2011). Particularly, gaps in non-cycling cells are filled 

by PCNA, RFC1 and DNA polymerases (DNA pol) delta and kappa, while gaps in dividing cells 

are filled by DNA pol epsilon and delta (Ogi et al., 2010). Accordingly, in non-cycling cells sealing 

of repaired DNA is performed by XRCC1-DNA ligase IIIa complex, while in dividing cells sealing 

of repaired DNA is performed by both DNA ligase I and XRCC1-DNA ligase IIIa (Moser et al., 

2007). 
 
Importantly, similar to all the repair machineries, NER acts on DNA in the context of chromatin. 

The presence of chromatin structure inhibits the repair process, thus chromatin remodeling and 

histones post-translational modifications (PTM) are essential (before and during the repair 

process) and serve as a primer of repair events, functioning further as the regulatory platform that 

guarantees that DNA repair is coordinated with other cellular events. After the DNA repair is 

completed, the prior chromatin structure must be faithfully restored. This procedure is described 

as the access/repair/restore model (ARR) (Green & Almouzni, 2002).  

Regarding the NER sub-pathways, interaction between GG-NER and histone acetyltransferase 

(HAT) p300 has been reported, suggesting a functional role of p300 during the early stages of 

damage recognition (Datta et al., 2001; Rapić-Otrin et al., 2002). It has also been proposed that 



p300 protein is recruited to UV-induced DNA lesions located in heterochromatin, contributing to 

the relaxation of chromatin structure in these loci (Q. E. Wang et al., 2013). DDB1 protein has 

also been reported to be associated with GCN5 acetyltransferase (Martinez et al., 2001), which 

in turn facilitates repair factors recruitment and NER induced repair through the H3K9 

acetylation (H3K9ac)(Guo et al., 2011). Similarly, stabilization of the DDB2 protein by poly(ADP-

ribosyl)ation leads to the recruitment of the chromatin remodeler enzyme ALC1, outlining a 

molecular mechanism for PARP1-mediated regulation of NER (Pines et al., 2012). Finally, 

chromatin assembly factor CAF-1 is believed to play a role in chromatin structure restoration 

after DNA repair is completed (Green & Almouzni, 2002) 

Regarding the TC-NER mechanism, the CSB protein is a member of the SWI2 / SNF2 family of 

DNA-dependent ATPases, and has been linked to chromatin remodeling activity in vitro(Citterio 

et al., 2000). It has also been found to interact with acetyltransferase p300 and together with 

CSA are prerequisites of nucleosome binding protein HMGN1 recruitment, which enhances the 

rate of repair in chromatin (Birger et al., 2003; Vermeulen & Fousteri, 2013). Additionally, 

SPT16, a subunit of the histone chaperone FACT, facilitates H2A and H2B, which in turn are 

displaced at an accelerated pace from UV-induced DNA lesion sites. SPT16 is targeted to 

stalled RNAPII sites during TC-NER and is essential for efficiently restarting the RNA synthesis 

upon damage removal (Dinant et al., 2013). Finally, Histone methyltransferase DOT1L is a 

driver for gene expression recovery after a genotoxic insult (Oksenych et al., 2013).  

Considering the above, it is clear that chromatin remodeling and histone PTMs are essential for 

the assembly of TC-NER at damage sites, but also for the subsequent restoration of active 

transcription. 

1.4 Diseases related to defective repair mechanisms. 

Defects in DNA repair mechanisms result in a very broad spectrum of human diseases including 

neurodevelopmental defects, premature ageing, neurodegeneration and cancer. (Table 2). 

Some characteristic examples will be described below, with an emphasis to NER-deficient 

related diseases (Figure 3). 

Ataxia Telangiectasia (AT) is a neurodegenerative human disease, with a clinical outcome of 

radiation sensitivity, chromosomal instability and predisposition to cancer. AT is linked with 

homozygous mutations in the ATM gene (432 mutations have been reported, leading to protein 

instability), a protein kinase that initiates the DSB repair process (Torgovnick & Schumacher, 

2015), with up to 30% of patients developing lymphoid cancer since ATM plays a critical role in 

T and B cells differentiation (Lumsden et al., 2004). Patients with heterozygous missense 

mutations have higher prevalence to develop breast, colorectal and stomach cancer (Paglia et 

al., 2010; Thompson et al., 2005), while hypomorphic mutations in ATR lead to Seckel 

syndrome, characterized by growth retardation, microcephaly and a characteristic “bird-headed” 

facial appearance (O’Driscoll et al., 2003). 

In hereditary breast cancers, approximately 5–7% of mutations are related to BRCA1 and 

BRCA2, which in turn play a major role in different repair machineries. Particularly BRCA1 acts 

in HR and NHEJ and single-strand annealing (SSA) via its different interaction domains, while 

BRCA2 has the main role of mediating the recruitment of RAD51 protein to DSBs during HR. 
 



Non-functional NER mechanism is a result of germ-line mutations in genes encoding for various 

factors that are involved in the different steps of the pathway. Although genetically distinct, the 

overlapping clinical features of these pathologies often create confusion to scientists regarding 

the correct classification and diagnosis of cases. Defects in GG-NER sub-pathway result in 

Xeroderma Pigmentosum (XP), which is an autosomal recessive and rare human disease, 

characterized by increased cancer risk (between 1000 to 10.000 times higher depending on the 

type) due to environmental stress sensitivity and an increased chance of developing tumors at 

internal organs. In addition, 25% of patients express progressive neurodegeneration. 

Seven complementation groups with NER-deficiency have been genetically assigned in XP (XP-

A to -G). An additional one, carries mutations in the POLH gene that encodes for DNA 

polymerase η (eta), that specializes in error-free replication of DNA damage-containing DNA, 

leading to XP variant (XPV) syndrome (Masutani et al., 1999).  

 

 
Table 2 Disorders that arise by defective DNA repair mechanism. Table from . 



Defective TC-NER results in Cockayne Syndrome, a progeroid disorder that is characterized by 

severe developmental abnormalities and mental retardation (Marteijn et al., 2014). CS is another 

rare human disease (2.7 per million live births) and it was first reported in 1936 (Cockayne, 1936) 

by the English physician Edward Alfred Cockayne (1880–1956), who made the first description of 

the features of the syndrome, based on the clinical characteristics of two siblings that expressed 

dwarfism, deafness and retinal atrophy (Cockayne, 1946). Mutations in CSA and CSB genes that 

encode for the homonymous indispensable TC-NER proteins is shown to be responsible for the 

classical CS pathology (Mayne & Lehmann, 1982; Tanaka et al., 1981). Approximately 60% of 

CS mutations were identified in the CSB gene, while the rest in CSA, but without a clear genotype 

/ phenotype relationship (Laugel et al., 2010). CS patients live an average of 12 years and the 

clinical symptoms of the syndrome include (in addition to those aforementioned) cutaneous 

photosensitivity, deafness, cataracts, large cold extremities, growth and developmental 

abnormalities, microcephaly, dysmyelination, demyelination, increased brain calcification and 

vasculopathy, progressive neurodegeneration, and mental retardation (Karikkineth et al., 2017). 

. 

 

 
Figure 3 Genotype/phenotype relationships between NER disorders highlighting the overlap with 
observed neurological and cancer abnormalities. Adapted from (Liakos et al., 2017). 

 



Additionally, some mutation in XPB, XPD and XPG encoding genes can lead to combined 

XP/CS phenotypes. The clinical characteristics of these patients include the skin disorders of 

the XP syndrome and the neurological abnormalities of the CS disease, as also severe 

developmental abnormalities, underdeveloped reproductive system and retinal atrophy. 

Moreover, patients with germ-line mutations in the genes XPA, XPB, XPD, XPF, XPF, XPG may 

express progressive neurodegeneration in combination with cancer depending on the genomic 

location of the mutation. The particular neurological disorders include progressive deafness, 

abnormal gait, mild microcephaly while in severe cases there is extensive neuronal death in 

various areas of brain, spinal cord and peripheral nervous system (Kraemer et al., 2007). 

 

Cerebro-oculo-facio-skeletal Syndrome (COFS) is a rare human autosomal recessive syndrome 

characterized by microcephaly, cataracts and / or microphthalmia, severe developmental 

abnormalities, arthrogryposis, severe postnatal growth failure, facial dysmorphism and mental 

retardation. This syndrome is considered a NER-related disease, associated with a defective 

TC-NER mechanism. Mutations linked with COFS have been identified in the CSB, XPD, XPG 

and ERCC1 genes (Suzumura & Arisaka, 2010). 
 
Mutations in the XPB, XPD, TTDN1 and TTDA genes can also cause an autosomal recessive 

disease called Trichothiodystrophy (TTD), that is characterized by brittle hair with a lack of 

sulfur, skin fading, developmental problems in the nervous system and demyelination (Kraemer 

et al., 2007). The lack of increased cancer susceptibility in TTD patients creates a partial 

overlap of symptoms with those of CS, however deafness, optic atrophy and cachexia are 

absent in TTD (Rapin, 2013). 

 

UV Sensitive Syndrome (UVSS) is an autosomal recessive human disorder, with some common 

clinical characteristics with CS (photosensitivity, telangiectasia and freckles), but UVSS patients 

do not express the severe developmental and neurological abnormalities that CS patients 

express. This syndrome is linked with mutations found in CSB (Horibata et al., 2004), CSA 

(Nardo et al., 2009), and UVSSA. UVSSA protein has been found to interact with RNA 

polymerase II and other complexes of the TC-NER mechanism, and that it stabilizes CSB 

protein through interaction with USP7 protein (Nakazawa et al., 2012; Schwertman et al., 2012; 

X. Zhang et al., 2012). 

 

Thus, mutations in one of the genes that are involved in the NER mechanism can lead to 

different diseases (Figure 3), pointing to the fact that mutation position and consequently the 

amount and stability of the produced protein could correlate with the resulting complexity. For 

example, different mutations in the CSB gene can lead to 3 different diseases related to the TC-

NER sub pathway (UVSS, CS and COFS). Conversely, a disease may be the result of 

mutations in several genes involved in the NER mechanism. 

Deficiencies in NER can directly result in increased mutation rates in affected cells that in turn 

may lead to carcinogenesis (Helleday et al., 2014; Marteijn et al., 2014). Most common NER-

related mutations result by miss-replication of damaged and unrepaired DNA. In particular, UV 

related mutational signatures, which are associated to NER-deficient mutations (C > T), or 

smoking mutations (C > A) were identified in skin and lung cancers genomes (Hefferin & 

Tomkinson, 2005; Pleasance, Stephens, et al., 2010) respectively (Figure 4). Similar mutational 



asymmetries have been reported to be associated with the TC-NER pathway and be related to 

mutagenesis in liver cancer (A > G) (Haradhvala et al., 2016). Notably, genome-wide 

quantification of mutation density, has uncovered a reduced mutation rate located at NER intact 

regions, such as DNA regulatory elements (Polak et al., 2014), and the complementary DNA 

strand of actively transcribed genes. Specifically, it was shown that in squamous cell carcinoma 

(SCC), lower mutation levels around DNAse1 hypersensitivity sites is related to XPC activity 

(Perera et al., 2016), while in melanoma and lung adenocarcinoma cancers, a lower mutation 

prevalence is observed in the complementary strand of all active genes, independently of the 

transcription levels, because of the homogenous activity of the TC-NER machinery (Alexandrov 

et al., 2013; Lavigne et al., 2017). 

 

Therefore, it seems that the probability of developing a tumor strongly depends on the balance 

between the number of DNA damages accumulated in the cell and the capability of the repair 

machineries to handle them, in concert with the timely initiation of the appropriate cell-cycle 

check-points, or the programming of cell-death. 

 

 
Figure 4 Mutational trinucleotide signatures identified from TCGA WES and WGS datasets, derived by 
cancer genomes, showing transcription strand bias (blue T boxes) and NER specific attributes. *: 
Different from mutational signature 4 (tobacco smoking). Adapted from (Liakos et al., 2017) Figure 2.3. 



1.5 Repeats 

Repetitive DNA is a major component of eukaryotic genomes. It has been estimated to 

comprise ~50% of the human genome, while there are computational studies reporting that this 

percentage might be even higher (66-69%) (de Koning et al., 2011).  

There are two main groups of repeats in eukaryotes, tandemly repeated satellites, restricted to 

specific chromosomal regions, and repeats interspersed with genomic DNA. Interspersed 

repeats consist of mainly inactive copies of a large collection of currently and anciently active 

transposable elements (TEs) like DNA transposons and retroelements, which can be further 

classified into more distinct categories. Repetitive DNA sequences are considered to have 

played a major role in evolution of eukaryotic genomes (Garcia-Perez et al., 2016; Kidwell & 

Lisch, 1997). The particular sequences are considered to have a potential role in genetic 

variation and regulation, while their high tendency for co-localization within nuclear space, 

suggests that their genomic position may play a role in genome folding (Cournac et al., 2016; 

Shapiro & Von Sternberg, 2005). 

Since repair mechanisms tend to prioritize their actions in functional regions in order to avoid 

critical cell dysregulation, it is yet unclear how damages in DNA repeats are treated during these 

processes. To shed more light in this question, and using NER products as a model 

(aniFOUND-seq, see materials and methods), a genome wide analysis methodology of NER-

repair activity along these regions has been developed and is described in detail in the results 

section 4.4. 

 

 
Figure 5 Repeats in human genome (UCSC hg19 buid). Figure from http://www.repeatmasker.org/ 

1.5.1 Telomeres 
 

Telomeres are a special type of nucleoprotein complexes, located at the end of eukaryotic 

chromosomes, and they are considered to contain no valuable genetic information. Telomeres 

consist of multiple small repetitive nucleotide sequences (telomeric repeats) that form 



heterochromatin and they participate in characteristic structures at the ends of chromosomes that 

are called “telomere caps”.  
 
In humans, every telomere contains about 5,000 repetitions of the TTAGGG sequence. 

Telomeric sequences have a crucial role in cell viability, since they protect the ends of 

chromosomes from being identified by the cell as DSBs in need of repair. They protect the 

chromosome from euchromatin loss during DNA replication, and they also prevent 

chromosomes from binding one another (Blasco, 2005; Soediono, 1989). Telomere length is a 

determinant of cell reproductive age, and when it reaches a minimum "critical" length, 

"reproductive aging" is induced, which protects the organism against carcinogenesis. After each 

cell devision, telomeres’ length is reduces until a critical point is reached and DNA damage 

response is activated, leading cellular senescence or apoptosis. Decreased telomere length in 

healthy cells has been linked to diseases such as cancer, heart disease, diabetes, 

arteriosclerosis, pulmonary fibrosis, obesity. 

To circumvent the limited number of possible cell divisions, tumors employ activation of 

telomerase or alternative lengthening of telomeres (ALT) as telomere maintenance mechanisms 

(TMMs) (Blasco, 2005). Telomerase is an enzyme that adds t-type repeats to the chromosome 

ends. In contrast, ALT is based on recombination of telomeric regions and results in several 

characteristics, including telomeres of heterogeneous length and sequence composition. These 

TMMs are crucial for tumorigenesis, making them valuable drug targets for cancer therapy. 

However, to precisely identify and interfere with these mechanisms in various tumor types, more 

insight into the different telomere structures is needed. 

1.6 RNA polymerase II transcription machinery 

RNA polymerase II (RNAPII) transcription is a fundamental and highly regulated cellular 

process, one of the most important steps in control of cell growth and differentiation. During 

transcription, encoded genetic information of DNA is transmitted to the messenger RNA 

(mRNA), in a process where the enzyme RNAPII uses coding DNA sequences as a template to 

synthesize RNA.  

In eukaryotic organisms, synthesis of mRNA and some classes of non-coding RNAs like long 

non-coding RNA (lncRNA), microRNA (miRNA), some small nuclear RNA (snRNA) and small 

nucleolar RNA (snoRNA), is performed by RNAPII. RNAPII enzyme, is a 550 kDa multiprotein 

complex consisting of 12 different subunits in humans (Hahn, 2004). RPB1 is the largest subunit 

of RNAPII, and its Carboxy-Terminal Domain (CTD) is composed by 52 heptapeptide repeats of 

the consensus Tyrosine-Serine-Proline-Threonine-Serin-Proline-Serine (Y1S2P3T4S5P6S7) 

(Egloff, Dienstbier, et al., 2012). A special feature of the amino acid residues of YSPTSPS is 

that they can be post-translated modified independently, creating a great variety of 

combinations that characterize and specify the different stages of the transcription cycle (see 

below). CTD is a signaling and interaction platform between the transcription machinery and 

other factors that contribute in RNA splicing, mRNA modification (Bentley, 2014), and also with 

factors that modify the CTD, thus regulating the transcription process in a recursive manner 

(Egloff, Dienstbier, et al., 2012). The subunit complex RPB4/6 is required for the initiation of the 

transcription machinery, while the other 10-subunit catalytic core is capable of elongating the 

RNA transcripts. 



1.6.1 Transcription cycle 

As stated above, the CTD heptapeptide YSPTSPS repeats trigger a variety of post-translational 

modifications. Specifically, tyrosine, threonine and all three serines can be modified through 

phosphorylation. Even the two prolines can be divided between cis- and trans- conformation 

(Heidemann et al., 2013). Other CTD residue modifications include glycosylation and 

methylation (Kelly et al., 1993; Sims et al., 2011).  

The phosphorylation status of RNAPII is regulated by a number of kinases and phosphatases, 

which act on the various stages of the transcription cycle and regulate its process. To clarify the 

functional role of phosphorylation in transcription, various monoclonal antibodies were 

developed to target the different isoforms of RNAPII (Heidemann et al., 2013) and used in 

Chromatin Immunoprecipitation (ChIP) techniques (Bataille et al., 2012; H. Kim et al., 2010; 

Mayer et al., 2010). The findings of these studies led to the concept of the "CTD code" and also 

the definition of transcription cycle (Komarnitsky et al., 2000). 

1.6.1.1 Transcription Initiation 

The first step of the transcription cycle is the formation of the Pre-Initiation Complex (PIC) at the 

promoters of transcribed elements (Rapić-Otrin et al., 2002; Sikorski & Buratowski, 2009; M. C. 

Thomas & Chiang, 2006). In summary, TFIID, a basal transcription factor,  recognizes specific 

sequences in the promoter region (such as the TATA sequence and the DPE-Downstream 

Promoter Elements region) and binds to it. This is followed by the recruitment of the general 

transcription factors TFIIA, TFIIB, and TFIIF together with a hypophosphorylated CTD-

containing RNAPII complex (RNAPII-hypo). This complex is initially unstable, as the double 

helix in the promoter region is not accessible. Subsequent binding of the transcription factor 

TFIIH, which contains protein subunits with helicase action (ATP-dependent), modifies the DNA 

by double helix strand dissociation. At the unwound DNA region of the promoter, the 

transcription bubble is formed and the PIC is stabilized (Figure 6). 

 



 
Figure 6 Transcription bubble during transcription elongation. The initiation of RNA synthesis is 
depicted. DNA strands are separated, and synthesis of complementary RNA takes place at the 
transcribed strand, while RNA polymerase remains bound at the promoter site. Figure from (Molecular 
Biology, 3rd Edition, 2019, Clark, Pazdernik and McGehee). 

RNAPII starts composing RNA resulting in the production of small RNA molecules, smaller than 

10 nucleotides, which are eventually eliminated. Whether RNA polymerase will progress to the 

early elongation step depends on TFIIH and other general transcription factors, such as the 

Mediator complex (Boeing et al., 2010; Hirose & Ohkuma, 2007; Levine, 2011). In particular, the 

CDK7 kinase, which is part of TFIIH protein complex, phosphorylates S5 of Y1S2P3T4S5P6S7 

and RNAPII is able to escape from the promoter and slowly progress through the transcription 

start site (TSS) of the genes (Levine, 2011). 

1.6.1.2 Promoter Proximal Pausing 

When polymerase reaches +30 to +50 nucleotides from the (TSS), it pauses, in areas called 

Proximal Promoter Pausing (PPP) Sites (Gilmour & Fan, 2009). RNAPII pausing is mediated by 

DRB Sensitivity-Inducing Factor (DSIF) and Negative Elongation Factor (NELF), which bind to 

the newly synthesized RNA molecule. The release of RNAPII from PPP sites is considered a 

very important molecular switch of gene expression during development (Levine, 2011) (Figure 

7). 



1.6.1.3 Transcription Elongation 

Transcription elongation begins with the release of RNAPII from PPP, a tightly regulated 

process, which depends also on various developmental and environmental signals. Initially, the 

Positive Transcription Elongation Factor b (P-TEFb) complex is recruited to PPP regions. The 

P-TEFb complex consists of the cyclin dependent kinase CDK9 and one of several cyclin 

subunits, cyclin T1, T2, and K (Fu et al., 1999). P-TEFb is essential for the regulation of RNAPII 

transcription elongation, as it phosphorylates S2 of RNAPII CTD heptad repeats but also NELF 

(negative elongation factor) factor, which is subsequently removed, and the DSIF factor, which 

is converted to a positive elongation factor. After these steps, RNAPII is released into productive 

elongation and progresses fast towards the 3’ end of gene bodies synthesizing mRNA. (Lavigne 

et al., 2017; Sainsbury et al., 2015) (Figure 7). 

1.6.1.4 Transcription Termination 

When RNAPII passes through an active poly (A) site (PAS), while travelling through the 

transcribed element, cleavage and polyadenylation (CPA) factors bind to both the transcript and 

the RNAPII molecule. These factors include CPSF (cleavage and polyadenylation specificity 

factor), CstF (cleavage stimulatory factor), CGI (cleavage factor I) and CFII (cleavage factor II), 

and are responsible for the cleavage and the polyadenylation of the nascent RNA (nRNA) 

molecule. CPSF binds directly to the nRNA molecule, while CstF, CFI and CFII bind to the 

phosphorylated serine 2 of RNAPII CTD. CPSF and CstF also recognize specific patterns at the 

3 'end of the newly formed RNA. Due to these interactions, transcription decelerates and 

pauses. Then, the RNA molecule is cleaved, and the 3 'end is polyadenylated, steps that 

facilitate the exit from the nucleus to the cytoplasm and the forthcoming translation. SETX 

(setaxin) is also reported to be involved in the transcription termination process of some genes, 

possibly by disassembling R-loops (M. Thomas et al., 1976), to allow the entry of 5'-3' 

exoribonuclease 2 (XRN2). Degradation of the 3’ region segment of the newly formed RNA by 

XRN2, results in the termination of transcription (tornado model) (Porrua & Libri, 2015) (Figure 

7). 

In some cases, termination might occur at several positions inside the transcribed element, for 

the prevention of aberrant transcript formation, but also the production of different transcripts 

(alternative transcripts). This can result in different mRNAs with altered regulatory properties or 

different encoded proteins. Finally, termination can be blocked/forced in response to particular 

cellular signals, as in cancer or virally infected cells. In such cases, unsuccessful transcriptional 

responses may have disastrous effects for the cell (Proudfoot, 2016). 

 



 
Figure 7 Transcription cycle (Egloff, Zaborowska, et al., 2012). 

1.6.2 Non-coding transcription 

In earlier decades, research on transcription had focused on protein coding genes due to their 

abundance and how easy it was for researchers to isolate their sequences, as also their 

associated transcripts. However, the development of new technologies with greater sensitivity 

and discretion revealed that only 2% of the genome corresponds to protein-encoding genes 

(Dunham et al., 2012), while it was also found that approximately 62-75% of the human genome 

is transcribed (Dunham et al., 2012). 

Thus, in addition to non-coding (nc) transcripts such as transfer RNA (transfer RNA, tRNA), 

ribosomal RNA (rRNA), small nuclear RNA (snRNA), small nucleolar RNA (snoRNA), research 

interest became also focused on other types of small non-coding transcripts like microRNAs 

(miRNAs), PIWI-associated RNAs (piRNAs), small interfering RNAs (siRNAs), but also long 

non-coding RNAs, lncRNAs like long intervening noncoding RNAs (lincRNAs), Natural 

Antisense Transcripts (NATs), enhancer RNAs (eRNAs), circular RNAs (circRNAs), competing 

endogenous RNAs (ceRNAs), PROMoter uPstream Transcripts (PROMPTs) and others (Figure 

8).  

ncRNAs are functional RNA molecules that lack protein coding capacity, but act through 

multiple mechanisms that regulate gene expression. These mechanisms include RNA-RNA 

base pairing, RNA-protein interactions and intrinsic RNA activity, gene splicing, nucleotide 

modification, protein transport, regulation of gene expression through degradation, regulation of 

diverse cellular functions such as RNA processing, mRNA stability, translation, protein stability 

and secretion (Szymański et al., 2003). 

The distance of ncRNAs from their target protein-coding genes is more highly conserved than 

their RNA sequence, implying that position-specific cis effects are driving ncRNA evolution 



(Kaikkonen & Adelman, 2018). ncRNAs are known to have a strong effect in epigenetic 

signaling, as they play an important role in genomic imprinting (Koerner et al., 2009), in 

chromatin remodeling and in defining DNA methylation patterns. Moreover, recent studies 

suggest that “the act” of transcription modulates chromatin accessibility, transcription factor 

occupancy, and epigenetic state, rather than the sequence or nature of the ncRNA product 

(Kaikkonen & Adelman, 2018). ncRNA activity occurs in a cell type (Qiu et al., 2017), tissue 

(Roadmap Epigenomics Consortium et al., 2015) and developmental stage specific manner, 

and their dis-regulation may result to pathogeny. In the particular thesis, the transcription activity 

at lncRNAs, PROMPTs and eRNAs, as well as of protein coding genes will be addressed. 

 

 

 

 
Figure 8 RNA Classification tree and the roles of non-coding RNAs in Transcriptional Regulation. Adopted 
by (Sriyothi et al, 2018). 

1.6.2.1 eRNAs 

Enhancer transcription units are very similar to protein coding genes promoters. In enhancers, 

transcription seems to start from a nucleosome depleted region surrounded by nucleosomes, at 

the edges of which independent PICs are formed that can trigger bidirectional transcription 

(sense and antisense in respect to the Watson strand). Additionally, it has been confirmed that 

binding of RNAPII is also present in enhancer elements’ promoters (Core et al., 2014; de Santa 

et al., 2010; Koch et al., 2011), while the typical steps of transcription cycle are also detectable, 



including transcription initiation, transcription pausing in a distance of about 70 bases from the 

enhancer transcription start site (eTSS), and transcription elongation (Henriques et al., 2018). 

As mentioned above, enhancers are transcribed bidirectionally, producing similar amounts of 

eRNAs in both directions (Andersson et al., 2014). Enhancer transcription products are 

relatively short in length (~2kb), non-coding, unstable (Andersson et al., 2014), and sensitive to 

exosome degradation (Andersson et al., 2014; Core et al., 2014; Henriques et al., 2018), while 

the production levels are highly correlated with the enhancer’s functional activity (W. Li et al., 

2016).  

Enhancers interact with DNA to upregulate gene transcription through enhancer-promoter 

looping and tracking of the transcriptional machinery (W. Li et al., 2016). This fact suggests that 

eRNAs favor enhancer activity and thus affect the protein-coding gene transcription, but there is 

also evidence that the act of transcription per se might also play a role in the activation of target 

genes (W. Li et al., 2016). This can be done either by creating a favorable chromatin 

environment for the activation of protein-coding genes located at distal regions, or in the case of 

some intragenic enhancers, by attenuating the host gene expression, thus regulating important 

cellular processes (Cinghu et al., 2017). Additionally, eRNAs could be bound to transcription 

repressors, to inhibit their function.  

These mutually exclusive functions suggest that enhancers and their products may be 

functionally and mechanistically diverse, but further evidence is needed to fully understand their 

functions in gene regulation, development and disease. 

1.6.2.2 PROMPTs 

Recent studies have shown that the majority of transcriptionally active protein-coding genes 

show patterns of antisense transcription activity, initiating either upstream (divergent) or 

downstream (convergent) of the “host” TSS (Andersson et al., 2014; Core et al., 2008; Ntini et 

al., 2013). This phenomenon of bidirectional transcription occurs in a significant fraction of 

active promoters (Meng & Bartholomew, 2018) and is lately considered a general feature of 

protein-coding transcription (Andersson et al., 2015). These transcripts share some 

characteristics with eRNAs since they are relatively short, non-coding and unstable as they are 

degraded rapidly by the RNA exosome, but in contrast to eRNAs, they have a poly-A tail. 

Except from their antisense activity (asPROMPTs), some PROMPTs are transcribed in the 

sense direction of their host protein-coding promoter (assuming an extended promoter region 

+/- 2kb relative to TSS) (Ntini et al., 2013; Preker et al., 2008). 

PROMPTs’ transcript production seem to be positively correlated with the host gene’s 

transcription activity, suggesting a possible role in the regulation of protein gene expression. It 

has been also shown that divergent asPROMPTs show a higher abundance of 3' poly(A) 

signals than divergent PROMPTs elements, resulting in a more rapid degradation, that in turn 

enables efficient elongation of downstream transcripts (Ntini et al., 2013). This imbalance might 

enforce the choice of promoter directionality. Finally, it has been shown that RNA levels of 

certain PROMPTs are altered in stress conditions, suggesting a possible regulatory role of this 

subset of elements that participate in some ways in the DDR process (Lloret-Llinares et al., 

2016).  

Nevertheless, the general function of PROMPTs remains obscure, and additional scientific 

efforts could unravel their potential role in transcription and regulation of gene expression. 



1.6.3 Transcription during UV irradiation  

UV-C induced stress affects transcription by interrupting the progression of an actively 

elongating RNAPII molecule. In particular, RNAPII complexes are stalled at DNA lesions, a 

phenomenon that triggers the recruitment and assembly of TC-NER factors.  

Early in vitro experiments showed that RNAPII could remain stalled at CPD lesions for 20 hours 

(Selby et al., 1997), while in mouse CSB-deficient cells, it was found that it could remain stalled 

for more than 48 hours in vivo (Garinis et al., 2009). Additionally, the "footprint" of an RNAPII 

molecule that is stalled at a CPD lesion has been found to be “covering” the damage site 10 

bases in front of the CPD and 25 bases behind it (Tornaletti et al., 1999). Since the TC-NER 

factors need access to the damage sites, the respective stalled RNAPII molecules should be 

removed after the damage recognition step.  

Several models have been proposed for the fate of the stalled RNAPII; (Bregman et al., 1996) 

suggested that the damage-stalled RNAPII molecules are targeted by ubiquitination and then 

removed and degraded. In line with this model, a recent study suggests that the total damage-

recovery of genes requires a continuous supply of RNAPII elongating molecules, as any 

molecule that encounters a damage will be removed through ubiquitination (Chiou et al., 2018). 

According to this model, the recognition of the next damage site (relative to the repaired 

damage site, in the direction of gene transcription) will be performed by the trailing RNAPII 

molecule. However, other studies suggest that this mechanism is acting only when the damage 

cannot be repaired, and the recovery of the transcriptional is impossible (Anindya et al., 2007; 

Woudstra et al., 2002).  

The second model claims that RNAPII “backtracks” from the damage site, giving access to the 

repair factors to perform their function. This backtracking is followed by the activation of the 

nucleolytic activity of RNAPII, which cuts the overhang of the newly synthesized transcript, thus 

allowing the smooth recovery of transcription when the damages are repaired (Hanawalt & 

Spivak, 2008; Vermeulen & Fousteri, 2013). During this process, an important role is believed to 

be played by the TFIIS factor, which induces the nucleolytic activity of RNAPII (Donahue et al., 

1994; Sigurdsson et al., 2010), and is colocalized with RNAPII at the regions of DNA lesions 

(Fousteri et al., 2006). Furthermore, a decrease in TFIIS levels has been found to lead to an 

abnormal recovery of cell transcription after UV irradiation (Jensen & Mullenders, 2010). The 

backtracking of RNAPII from the lesion site requires the relaxation of the chromatin structure 

behind the molecule, so that it can slide backwards. It has been suggested that proteins such as 

p300 and HMGN1 may modify the nucleosomes behind the stalled RNAPII, creating a looser 

structure to facilitate this process (Hanawalt & Spivak, 2008). 

1.7 Chromatin and transcription 

Eukaryotic genomic DNA coexists with proteins, forming a complex that is known as chromatin. 

The configuration of this complex and its relative flexibility regulate the overall function of the 

genome. Chromatin is a nucleoprotein complex that consists of repetitive histone octamers 

wrapped by DNA, forming special structures, called nucleosomes (Figure 9).  



 
Figure 9 Histone octamer. Adopted from (Eickbush & Moudrianakis, 1978). 

Histone octamers are composed by two histone 2A (H2A) - histone 2B (H2B) dimers, and a 

tetrameric core of histone 3 and histone 4, as depicted in Figure 9. In turn, nucleosomes are 

composed by 147 base pair (bp) length DNA, which wraps 1.7 times around the histone 

octamers, organizing very long DNA sequences into small structures. At the entry and exit sites 

located on the surface of the nucleosome core, DNA is bound by histone H1, known also as 

linker histone (Kowalski & Pałyga, 2012). This primary, and simple chromatin structure can be 

transformed to higher-order structures through interactions between histones and the linker 

histone. Through nucleosome forming, the DNA is compacted up to 20,000 times more so it can 

fit in the small volume of the nucleus. 

Nucleosomes are constantly in a dynamic state and are flexible to alterations in order for cellular 

processes such as transcription, replication and DNA repair to take place in the context of 

chromatin. For this reason, several protein complexes are responsible for the rearrangement of 

nucleosome structure, reposition and redistribution (Zentner & Henikoff, 2013). Dysfunction of 

chromatin remodeling mechanisms has been associated with human disease, including cancer.  

Chromatin structure may be modified by several mechanisms. ATP-dependent remodeling 

complexes use ATP hydrolysis energy to shift the nucleosomes and swap or remove histones 

from the chromatin fiber. Histone variants create localized specific domains within the chromatin 

fiber, while histone chaperones control the delivery of free histones and act synergistically with 

chromatin remodelers during histone deposition and removal. Finally and most in focus in this 

study, post-translational modifications (PTMs) of histones, such as phosphorylation, 

ubiquitination, methylation and acetylation (Figure 10), directly or indirectly influence chromatin 

structure. These mechanism act cooperatively to regulate the chromatin structure and DNA 

accessibility (see next chapter) (Rossetto et al., 2012). 

 



 

 

 
Figure 10 Schematic of the most common epigenetic modifications. Adopted from Abcam. 

 

Histone PTMs affect gene expression, without changing the DNA nucleotide content. The 

histone N-termini that overhang from the packed octamer, are less structured and thus more 

exposed to PTMs and the enzymes (‘writers) that deposit them (Bannister & Kouzarides, 2011; 

Kouzarides, 2007). There are at least 9 different types of PTMs, summarized in Figure 10. 

Histone PTMs play an important role in processes such as replication, transcription, repair and 

packaging of DNA. Histone PTMs seem to act in two main ways. First, by affecting the link 

between nucleosomes and DNA, causing either local unwinding of the structure, or further 

condensation, and secondly, by inducing protein (PTMs ‘readers’) recruitment that further 

modifies chromatin through their enzymatic action. Furthermore, specific histone PTMs have 

been associated with cell cycle stages, as well as with regulatory genomic regions such as 

enhancers and promoters (Figure 11) (Smolle & Workman, 2013). 

 



 
Figure 11 Histone PTMS associated with transcriptional activation and repression. 

In regard to transcription, histone modifications can be divided into two major groups: those 

associated with actively transcribed chromatin that is called “euchromatin”, and those 

associated with inactive transcriptional chromatin, which is termed heterochromatin. Histone 

PTMs are functioning in activating and suppressing transcription, but their outcome depends on 

both the modified histone residue per se, as also their relative position in the genome. In this 

thesis, the focus will be centered in the acetylation of lysine 27 residue of the histone H3 protein 

(H3K27ac) modification, a major mark of associated to transcription activation, and the tri-

methylation of the same lysine residue of histone H3 (H3K27me3), a PTM that is correlated with 

transcriptional repression of nearby genes 

H3K27ac is a characteristic mark of active transcription in promoter and enhancer regions of 

mammalian genome, and a valuable tool for the identification of actively transcribed elements 

(Creyghton et al., 2010; ENCODE et al., 2012), while H3K27me3 is a characteristic modification 

of repressed elements. These two marks seem to exhibit mutual exclusive patterns of chromatin 

binding (Karlic et al., 2010; Shlyueva et al., 2014; Tie et al., 2009). 

There are studies demonstrating that histone modifications turnover, and/or degradation around 

DNA lesions consist crucial steps in conserved pathways that assist the cell to cope with 

genotoxic stress (Misteli & Soutoglou, 2009; Polo & Almouzni, 2015). 

1.7.1 Chromatin accessibility 

The position of the nucleosomes play an important regulatory role in transcriptional activation as 

it regulates the “accessibility” of transcription binding sites to Transcription Factors (TFs) and 

other transcription complexes. Specifically, the structure of “open” (accessible) chromatin 



defines a network of physical interactions through which promoters, enhancers, repressors and 

chromatin-binding factors simultaneously regulate gene expression. Thus, the accessible areas 

of chromatin are considered to be the main genomic regulatory regions (John et al., 2011) and 

are characterized by nuclease hypersensitivity (Gross, 1988). Consequently, chromatin 

accessibility plays a central role in several biological and pathological processes, such as 

development, differentiation (de la Torre-Ubieta et al., 2018; Maezawa et al., 2017; Murtha et 

al., 2015), tissue regeneration, aging, and cancer (Liu et al., 2019)(de la Torre-Ubieta et al., 

2018; Maezawa et al., 2017; Murtha et al., 2015; Simon & Kingston, 2013; Tsompana & Buck, 

2014). It must be noted that despite the importance of chromatin organization and post-

translational histone modifications in the various cellular processes and responses, the way 

chromatin is reorganized in various regulatory areas of the genome, after exposure to genotoxic 

agents like UVC irradiation, have not yet been elucidated. 

 

The Next Generation Sequencing revolution gave scientists the ability to develop sophisticated 

techniques and the opportunities to study the accessible regulatory regions of the chromatin in a 

genome-wide fashion. These techniques include MNase-seq, DNase-seq, FAIRE-seq, ATAC-

seq, each of which has distinct characteristics, advantages and limitations (Tsompana & Buck, 

2014)(Chang et al., 2018).  

 

 
Figure 12 Genome organization in eukaryotes. From (Chang et al., 2018) 



Furthermore, latest advances in single cell omics technologies allow scientists to study cell-to-

cell heterogeneity, and draw rare variation within cell populations by applying single-cell ATAC-

seq (scATAC-seq ) and single-cell DNAse-seq techniques (scDNA-seq). 

In this thesis, the focus will be on the ATAC-seq methodology as a tool to study chromatin 

accessibility dynamics in response to genotoxic factors, and particularly UV (Schick et al., 

2015). 

1.7.2 Roadmap chromatin states 

The NIH Roadmap Epigenomics Mapping Consortium is a data repository of human epigenomic 

and transcriptomic data, as also a resource of genome-wide epigenetic information of over 100 

human cell types and tissues, that assist basic-biological and disease-oriented research  

(Roadmap Epigenomics Consortium et al., 2015). The roadmap database includes processed 

data (alignment files, genome browser tracks, peak calling files, intergenic expression contigs, 

differentially methylated regions etc.) of multiple sequencing protocols, such as ChIP-seq of 

histone modifications (H3K27ac, H3K27me3, H3K4me1 etc.), chromatin accessibility (DNAseq-

seq), mRNA-seq, and DNA methylation profiles, as also genome-wide chromatin state 

annotations using the chromHMM algorithm (Ernst & Kellis, 2017) coupled with processed 

ChIP-seq data of H3K4me3, H3K4me1, H3K36me3, H3K27me3, and H3K9me3 (core set - 15 

chromatin states (see example Figure 13), supplemented by H3K27ac (18 chromatin state), or 

imputed data using H3K4me1, H3K4me2, H3K4me3, H3K9ac, H3K27ac, H4K20me1, 

H3K79me2, H3K36me3, H3K9me3, H3K27me3, H2A.Z, and DNase (25 chromatin states) 

across multiple cell types. In this study, the stable 15-state annotation of primary Normal Human 

Dermal Fibroblasts (NHDF) cells is used.  

 

 
Figure 13 Chromatin states of H1-Embryonic stem cells (H1-ES) 

1.8 Illumina Sequencing 

 

DNA (or complementary DNA in the case of RNA, cDNA) sequencing includes several methods 

and technologies that are used to determine the exact nucleotide sequence order in a DNA 



molecule. The first attempts of DNA sequencing began in 1965 using 2-dimensional 

Chromatography, while nowadays next-generation sequencing (NGS) methodologies are the 

most widely used technologies. 

In this study, all the analyzed NGS datasets are generated by the Illumina sequencing 

methodology, which is the most popular and widely used technology nowadays. The particular 

technology incorporates reversible dye-terminators that enable the identification of single 

nucleotides as they are washed over DNA strands. Illumina sequencing is widely used for ChIP-

seq, RNA-seq, chromatin accessibility sequencing assays (ATAC-seq, DNAse-seq, FAIRE-seq, 

Mnase-seq), Exome sequencing, Whole genome sequencing, Methyl-seq, et al. 

In Illumina sequencing, the use of adapters is a key step to a successful sequencing 

experiment, since they allow the fragment binding to the flow cell, enabling the PCR 

amplification of only the adapter-ligated DNA sequences, as also the indexing of each sample in 

order to perform multiplexed sequencing runs of multiple samples (see http://tucf-

genomics.tufts.edu/documents/protocols/TUCF_Understanding_Illumina_TruSeq_Adapters.pdf)

. Sequencing can be performed in single-end mode, where one stretch of each fragment is 

sequenced, or in paired-end sequencing mode, where both ends of each fragment are 

sequenced. That provides extra information, knowing exactly how far apart two reads are 

located in the genome. The diagram below (Figure 15) displays the difference. 

 

 

 

 
Figure 14 Illumina HiSeq 2000 sequencer parts. Adapted by https://hackteria.org/wiki/HiSeq2000_-
_Next_Level_Hacking. 

http://tucf-genomics.tufts.edu/documents/protocols/TUCF_Understanding_Illumina_TruSeq_Adapters.pdf
http://tucf-genomics.tufts.edu/documents/protocols/TUCF_Understanding_Illumina_TruSeq_Adapters.pdf


 

 
Figure 15 Difference between single and paired-end reads. From 
http://thegenomefactory.blogspot.com/2013/08/paired-end-read-confusion-library.html 

1.9 Basic components of NGS data analysis 

1.9.1 FASTA file 

FASTA files are used to store nucleotide or amino acid sequence information. They may include 

at least one, or multiple sequences. Each FASTA record is characterized by two consecutive 

fields. The first field start with the “>” character and includes the name or/and id of the sequence 

record, as also comments and descriptions about the sequence that always should precede the 

sequence name. The second field includes the nucleotide or amino acid sequence string, either 

in one line or split into multiple lines. In Figure 16, an example of a FASTA record is illustrated, 

and in particular the first nucleotides of the human ribosomal DNA complete repeating unit with 

GenBank Id U13369.1. 

 

 
Figure 16 FASTA record of U13369.1 GenBank sequence 

1.9.2 FASTQ files and quality control (QC) 

 

During sequencing, for each sequenced nucleotide a quality score is assigned that reflects the 

possibility that the specific symbol is incorrectly reported. FASTQ files allow the storing of both 

the sequenced fragment fraction, and the corresponding quality of each nucleotide. Both strings 

are encoded with ASCII characters, since quality scores reach double digits. There are some 

discrepancies in the way that the quality scores are encoded between different platforms, but in 

this study only the Phred+33 system (Phred) will be considered, since nowadays this is the 

https://en.wikipedia.org/wiki/ASCII


default encoding method. Phred quality score was first used in the automated sequencing 

during the Human Genome Project (Adams, 2008). The sequence assembly program was 

called Phrap and the Phrap program used phred scores to help clear discrepancies in 

overlapping sequences. Quality scores remain of high importance, especially when short read 

technology is applied. Phred quality scores are defined by 𝑄 = −10 𝑙𝑜𝑔10𝑃, where Q is the 

actual Phred value, and P is the base-calling error probability. Indicative Phred values are 

depicted in the Table 3. 

 

 
Table 3 Indicative Phred quality scores  

 

The FASTQ format is similar to FASTA, but the description of the sequence uses an “@” 

character instead of a “>” at the beginning. Immediately below the sequence is the description 

of the quality score, beginning with the + character. The next line contains the quality scores in 

ASCII format. In Figure 17, an example of two Illumina HiSeq 2000 FASTQ records is 

illustrated. 

 

 
Figure 17 Example of two Illumina 2000 FASTQ records.  

FASTQ sequence information and per nucleotide phred-33 quality scores gives the opportunity 

to generate quality control (QC) tests that are informative about the usability of the reads, or 

parts of the reads, or even the whole dataset. QC tests are also informative about basic 

statistics of the sequenced library, or about potential contamination of the libraries with 

unexpected endogenous or exogenous factors.  

Examples of these tests include per base Phred quality check, per sequence Phred quality 

check, per sequence GC content check, read duplication rate check, read length distribution 



check, overrepresented sequences reporting, adapter content reporting, check for external 

library contamination (blast search), nucleotide composition and others. These tests can be 

applied using the FASTQC suite (Andrews, 2015), FASTX-Toolkit (Gordon et al., 2014), RseQC 

(Liguo Wang et al., 2012), rnaqc (Zhou et al., 2018), or even custom scripts. Some indicative 

results of the above-mentioned QC tests are depicted in Figure 18. 

 

 
Figure 18 Indicative FASTQ QC tests using the FASTQC suite. (a) Per base sequence quality check. This 
quality check gives an overview of the Phred score distribution for each base pair. In many sequencing 
protocols, quality tends to be lower at the 3’ end of the read, especially when the sequence length 
increases. If the mean of the Phred distributions are under 20, then if the particular nucleotide(s) is at 
one of the 5’ or 3’ ends of the reads, the trimming of that base pair should be considered for all the 
library reads. (b) Per tile sequence quality. The particular quality check refers only to Illumina 
experiments, and takes advantage of the information of the flowcell tile which each read came from 
(Figure panw me tiles). The particular heatmap visualization, illustrates clusters of low quality 
nucleotides in specific read positions and tiles, and can reveal transient problems such as bubbles or 
smudges through the flow cell, or debris inside the flow cell lane. If such problematic clusters occur in 
the inner body of the sequenced reads, it should be considered to remove all the reads coming from the 
problematic tiles. (c) Sequence duplication level reports. The specific quality test reveals the level of 
identical sequences coming from a sequenced library. If the sequence duplication is high (over 30%), 
then potential problems related with PCR overamplification or low complexity library material could be 
suspected. Especially, if the sequencing protocol is ChIP-seq or ATAC-seq, then after read mapping 
elimination of duplicated alignments should be considered. On the contrary, if the examined sequences 



come from RNA-Seq libraries, some sequences belonging to highly expressed transcripts may be over-
sequenced. (d) GC content distribution test. The particular QC module, tests the GC % along the 
examined sequenced reads, and compares it with the GC % distribution that comes from a random 
library. Deviations between the observed and the expected distribution may be a result of a specific 
library contamination, such as adapter sequence dimers. 

  

Following QC, FASTQ files are often processed to eliminate low-quality nucleotides or/and 

sequences using appropriate software, such as cutadapt (Martin, 2011), trimmomatic (Bolger et 

al., 2014), seqtk (H. Li, 2012) et al. 

Another source of FASTQ contamination are the adapter sequence that remains at the ends of 

the sequenced reads (see Figure 19).  

 

 
Figure 19 Adapter removal using cutadapt. Adapted by (Martin, 2011). 

 

These contaminants can be removed by providing the respective nucleotide sequences to the 

afore-mentioned tools. 

QC of short reads is also applied after the alignment of the sequenced reads against the 

reference genome/transcriptome of origin. This procedure includes visual inspection of the NGS 

signal using a genome browser as UCSC or IGV (Integrative Genome Browser), genome 

coverage calculation of the aligned library, estimation of the total number of actively transcribed 

genes, summarization of the total number of peaks in ChIP-seq experiments and chromatin 

accessibility assays (ATAC-seq, DNAse-seq), estimation of the noise-to-signal ratio et al (see 

next sections and results section). 

1.9.3 Genome assembly 

 

One of the major challenges in NGS analysis, and particularly in DNA sequencing, is to 

assemble the sequenced reads to their original order, to form the unified chromosomal 

sequences of the reference genome. The basic steps of this procedure include finding the 

overlapping regions between sequenced reads and form “contigs”, scaffolds, and finally 

chromosomes. Many genomes have only been assembled to the scaffold level (Hubbard et al., 

2002). 

 

Chromosome sequences are not identical between individuals of the same species. For 

example, each human has about 3-4 million single nucleotide polymorphisms (SNPs) with 

respect to the human “reference genome” (UCSC or Ensembl builds) which is an accepted, 



standardized sequence. Since 2011, over 575,000 exonic sequences were annotated (Kent et 

al., 2002), while today there are over 20,000 annotated protein coding genes. Nowadays, 

hg19/GRCh37 and hg38/GRCh38 genome builds are the most commonly used for the analysis 

of NGS data. 

 

De-novo assembly is applied when an organism is sequenced for the first time, and reads 

should be assembled from scratch. On the contrary, for individual genomes of a well-studied 

organism (like human), the respective reference genome serves as a template that guides the 

assembly procedure. If no reference is available, sometimes a closely related genome can be 

very helpful. Regarding the technology used for whole-genome sequencing, which is the 

appropriate methodology for genome assembly applications, different platforms produce 

different error rates and different read lengths. Long reads are very useful during the assembly 

process, but they are more prone to sequencing errors. 

1.9.4 Short-read mapping 

One of the most essential steps in NGS data analysis is the short-read mapping. After obtaining 

high-quality FASTQ files, reads must be assigned to their positional origin along the examined 

reference genome/transcriptome, to reconstruct biologically meaningful measurements, such as 

the level of mRNA produced by a gene (RNA-seq), the genomic locations of protein binding 

(ChIP-seq), the extent of chromatin accessibility (ATAC-seq, DNAseq-seq) et al. in order to gain 

valuable information about the biological outcome of the NGS experiment. For this reason, 

specialized and well-engineered software called short-read mappers or aligners is used. 

Because of sequencing errors and differences between the reference genome and the 

sequenced subject, the alignment process should allow nucleotide alterations such as 

mismatches, deletions and insertions.  

 

Bowtie and BWA have been two of the most popular short-read aligners since 2009. Bowtie 

extends previous Burrows-Wheeler algorithm applications, by utilizing the Burrows-Wheeler 

indexing approach, with a quality-aware backtracking algorithm that permits mismatches. 

(Langmead et al., 2009) (Figure 20). BWA also utilizes Burrows-Wheeler transform algorithm, 

and for exact matches is very similar to Bowtie. For inexact matches, a backtracking approach 

is developed to seek for matches between genome segments and the read within constant 

distance (H. Li & Durbin, 2009) (Figure 21).  

 



 
Figure 20 Exact and inexact alignment. Different approaches when there is no exact match for 'ggta' 
sequence (mismatch when 'a' is replaced by 'g'), exact alignment (top) and Bowtie (bottom) processes. 
Number pairs in boxes represent row matrix suffixes, X marks denotes an empty range and aborts aborts 
in the exact match algorithm, or backtracks in the inexact algorithm, and green ticks represents the 
finding of a non-empty range with one or more occurrences of a mapping for the read. 

 



 
Figure 21 Digital tree of ‘GOOGOL’ string. “∧” denotes the start of the sequence, while the number pairs 
give the SA interval of the string represented by the node (H. Li & Durbin, 2009). The dashed arrow 
illustrates the brute-force search route for the sequence ‘LOL’, allowing at most one mismatch, and 
labels in squares denote the mismatches. Finally, the only valid hit is the bold node [1, 1] representing 
the sequence ‘GOL’. 

1.9.5 SAM - BAM files 

 

Short-read mappers report alignments of sequenced reads against the genome reference in 

several formats, but in the last years the golden standard has become the Sequence Alignment 

Map (SAM) format. This kind of files are usually processed by samtools (H. Li et al., 2009), a 

specialized toolkit that has been developed for this purpose. SAM files include a header section 

that informs the analyst if the alignments are sorted, reports the version of the software that 

generated the file, provides a list of chromosomes that were included in the genome reference, 



as also their respective length, and lists all the operations that have been already applied on the 

file (alignment commands, samtools commands etc). An example of a SAM file header is 

illustrated in Figure 22. 

 

 
Figure 22 An indicative example of SAM file header 

The rest of the SAM file includes the alignments, in a tab delimited format as illustrated in Figure 

23. 

 

 
Figure 23 An indicative example of two alignments stored in a SAM file 

Sam records column-wise information includes (in the order reported as follows): (1) the read 

name/Id, (2) the SAM flag that indicates if the read is paired, mapped in a proper pair (paired-

end), is unmapped, has its mate unmapped (paired-end), is mapped in the reverse strand, its 

mate is mapped in the reverse strand (paired-end), is first in a paired alignment (paired-end), is 

second in a paired alignment (paired-end), is not a primary alignment, is a low quality alignment, 

is a duplicated alignment, is a supplementary alignment, and also combinations of flags (table 

4), (3) the chromosome name, (4) the chromosome position where the alignment between the 



read and the chromosome starts, (5) the MAPQ mapping quality, (6) the CIGAR string that is 

informative about insertions or deletions (31M1D20M = 31 consecutive matches followed by 

one deletion and 20 consecutive matches), (7) the name of the read’s mate (paired-end), (8) 

same as (4), but for the read’s mate (paired-end), (9) the length of the template, (10) the read 

sequence, (11) the read quality (Phred score), and optional fields that include “tags” (may be 

aligner specific) and are informative about the number of mismatches (NM:i:2 = two 

mismatches), the position of the mismatches (MD:Z:4C3A42 = 4 consecutive bases with exact 

match with the reference, a “C” that does not match with the reference, 3 consecutive bases 

with exact match with the reference, an “A” that does not match with the reference, 42 

consecutive bases with exact match with the reference), the aligner score (AS:i:42 = quality 

score equals to 42), and others. 

MAPQ scores are similar to Phred scores (see section 1.9.2) and are informative about the 

quality of the alignment: 𝑀𝐴𝑃𝑄 = −10 𝑙𝑜𝑔10𝑃(𝑚𝑎𝑝𝑝𝑖𝑛𝑔 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑖𝑠 𝑤𝑟𝑜𝑛𝑔). There are a lot of 

discrepancies regarding the definition of MAPQ values between different aligners, as each 

software generates different ranges of these values and consequently it’s difficult to create a 

universal thresholding. 

BAM file format is the binary form of SAM files. 

The SAM file structure enables the possibility to apply filters in order to discard low quality 

reads, uncertain alignments, potential PCR duplicates, but also to select alignments coming 

from specific genomic regions, such as particular chromosomes, intergenic regions, genes and 

enhancers, or even randomly sample mapped or/and unmapped reads. These operations are 

easily applied using samtools or custom scripts, and combinations of SAM flags ids (table 4). 

 

Table 4 SAM flags with their decimal (fist column) and hexadecimal (second column) interpretation, and 
their description (third column). Valid combinations of flags are very common and provide valuable 
information about the alignment. For example flag = 1040 = 16 + 1024 means that the alignment is 
mapped in the reverse complement (16) and  it is a potential PCR duplicate (1024). From (H. Li & Durbin, 
2009). 

 
 



1.9.6 Alignment counting 

 

High quality alignments are further processed to create read-counts at genomic regions of 

interest, such as exons, promoters, genes, enhancers et al. Read-counts represent the total 

number of alignments coming from a specific genomic locus, and is reported as an integer. 

When overlapping genomic elements (for example overlapping genes) are present in an 

examined annotation, and reads are mapped in the overlapping region, uncertainties regarding 

the origin of the alignments occur. To avoid these ambiguities, read-counting can be performed 

using specialized tools that follow some specific rules (Figure 24) that aid the counting process 

(Anders et al., 2015; Liao et al., 2014).  

 

 

 
Figure 24 Different counting modes that provide different approaches to summarize alignments that 
overlap to multiple genomic features. From (Obenchain, 2013). 

Other tools like bedtools (Quinlan & Hall, 2010), are simply reporting the total intersections 

between the alignments and the examined references, and are more useful for visualization 

purposes, such as average profiles of alignment density, heatmaps of read density, and others 

(see results section). Read-counting is also used to generate genome-wide profiles of NGS 

signal distribution, that in turn can be visualized by particular tools called “genome browsers” 



(Kent et al., 2002; J. T. Robinson et al., 2011) (see examples in results section). The counting 

procedure is applied along the reference genome, by binning the chromosomes using a 

predefined segment size (for example 250 bp), counting reads in each bin, normalizing the bin-

counts using a constant factor (optional), and generating bigWig files (see section 1.9.8) 

compatible with a genome browser interface. The counting procedure can be replaced by a 

similar process called “genome coverage” calculation, that summarizes the alignments in a per-

base resolution (Figure 25). 

 

 
Figure 25 Bedtools genomecov [https://academic.oup.com/bioinformatics/article/26/6/841/244688] 
command for the creation of genome coverage profiles of an alignment file. Different options may 
generate different file types (BED, BEDGRAPH) as described in section 1.9.8. 

1.9.7 RPKM, TPM and CPM normalization 

 

Feature counts are not comparable between genomic elements of varying length, or between 

datasets of different alignment depth (different number of total alignments). This is because 

samples that are sequenced to a higher depth will naturally result in features that gain higher 

levels of counts, while longer features will also gain more mapped reads in their locus than 

smaller features. To tackle these biases, several normalization strategies are widely applied in 

the NGS analysis field. Reads per kilobase per million mapped reads (RPKM, applicable for 

single-end reads) or fragments per kilobase per million mapped reads (FPKM, applicable for 

paired-end reads) (Mortazavi et al., 2008) was one of the first approaches that addressed these 

issues, while transcripts per million (TPM) measurement came to make an improvement to the 

particular methodology (Wagner et al., 2012). The corresponding formulas that calculate 

RPKM/FPKM and TPM are described in Figure 27. 



 
Figure 26 RPKM/FPKM calculation formula 

 
Figure 27 RPKM/FPKM calculation formula. 

Both methods take into consideration the feature length and the library depth during the 

normalization process, but TPM is considered more consistent because after the calculation 

each examined sample is represented by the similar number of total normalized reads, while in 

RPKM not (Wagner et al., 2012). 

 

While the particular normalization methods help to remove the gene length and sequencing 

depth bias, they should be used with caution when applying comparisons between datasets, 

since they don’t take into account that different concentrations of NGS signal (RNA, total 

amount of binding of a specific protein, total nucleosome-free regions) might be very different 

between different biological conditions, tissues and treatment (library composition effect).  

For that reason, some additional normalization methods have been implemented that take into 

consideration the so-called “library composition” effect. The two most widely used normalization 

methods that normalize for both library depth and library composition are the Median Ratio 

Normalization (MRN) method used by DESeq2 software (Love et al., 2014), and the trimmed 

mean of M-values (TMM) method used by edgeR software (M. D. Robinson et al., 2009), that 

are used for performing differential enrichment analysis of NGS datasets across a set of 

genomic features. The calculus behind these two methods will not be described in this section, 

since it’s beyond the scope of this study. There are detailed descriptions of both approaches in 

the respective software publications (Love et al., 2014; M. D. Robinson et al., 2009). 

1.9.8 BED, bedGraph and bigWig files 

 

The Browser Extensible Data (BED) files are tab delimited files that are used to store 

alignments, or any type of genomic features that can be described by genomic coordinates. 

Each record is stored in one line, and contains 3-12 columns and one optional track definition 

line. The first three columns are mandatory since they describe the positional coordinates: (1) 

the chromosome name, (2) the starting position of the record in the respective chromosome, 

and (3) the ending position of the record in the respective chromosome. The starting and ending 

positions refer to the Watchon-Crick direction (plus strand) of the reference genome. The 9 

additional lines include: (4) The record name, (5) a score value with a range between 0 and 



1000, (6) the feature strand orientation, (7) the thickstart, that may refer to the starting position 

of the starting codon of a gene, (8) the thickend, that may refer to the ending position of the stop 

codon of a gene, (9) the itemRgb is an RGB value that colors the record when it’s displayed in a 

genome browser, (10) the blockCount which refers to the number of  blocks (for example the 

total exons of a gene), (11) the blockSize, a comma separated list of block sizes and (12) the 

blockStart, a comma separated list of block starting positions. An example of 10 BED records is 

illustrated in Figure 28. 

 

 
Figure 28 BED records of protein coding and long non coding RNAs 

The bedGraph format allows the interpretation of continuous values in a BED-like formal that is 

very useful for storing scores, such as normalized counts of NGS signal, or large blocks of 

genomic space with the same measurement. An example of such records is illustrated in Figure 

29. 

 

 
Figure 29 bedGraph records of BED alignments. Each record corresponds to a genomic block with the 
same number of alignments overlapping in each of the consecutive base pairs included in the particular 
block. 

 

BigWig files are created using bedGraph files and are stored in an indexed binary format (Kent 

et al., 2010). They are very useful since they are of much smaller size than bedGraph files and 

they can be displayed in genome browsers as signal graphs (see results section). 



1.9.9 RefSeq, UCSC and Ensembl human gene sets 

 

RefSeq genes is a comprehensive and non-redundant genome annotation supported by the 

National Center for Biotechnology Information (NCBI), and includes a set of curated and 

predicted gene models, transcripts, exons and UTRs. Annotation predictions use the accession 

prefixes XM_, XR_, and XP_, while the curated annotations (Genbank) start from NM_, NR_, 

and NP_ (O’Leary et al., 2016).  

Ensembl (Flicek et al., 2011) uses both predicted and curated annotations for human, and the 

curation process is performed by the HAVANA project (Harrow et al., 2012). Automatically-

annotated gene models include pseudogenes, non-coding RNAs, and alternative splicing 

events, while transcript annotation is based on experimental data coming from several data 

repositories like UniProt (Bateman et al., 2017) and RefSeq . 

UCSC has been one of the many collaborators in Human Genome Project, and straight after the 

human genome assembly process was complete, the genome sequence was released in their 

genome browser site. UCSC gene annotation is constructed automatically, based on UniProt 

and Genbank (Hsu et al., 2006). 

All human genome annotations can be downloaded from the respective database repositories, 

as also from specialized tools such as bioMart (Kinsella et al., 2011) and UCSC Table Browser 

(Karolchik et al., 2004). 

At the date of this study, for the GRCh38/hg38 human genome build, RefSeq has annotated 

26,671 gene models and 226,309 exons, Ensembl database includes 60,587 gene models and 

510,285 exons, and UCSC includes 27,982 gene models and 236,062 exons. 

1.10 Hidden Markov Models (HMMs) 

Data sets in which data points are potentially interdependent, comprise a special data type that 

is known as “sequential data”. The specific type of data points is displayed in a specific order, 

and its classification is important (𝑥1, 𝑥2,...𝑥𝑁−1, 𝑥𝑁 ,). Some basic examples of sequential data 

are “time series” (weather data, stock data, audio data, etc.), and ”spatially dependent data”, 

such as DNA sequences and characters that form sentences in natural languages. This data 

type can be modeled by the following formula: 

 

 
In the particular notion, each conditional distribution depends on all the previous observations. 

In the special case where the above rules is relaxed and each conditional distribution depends 

only by the previous observation, the resulting model in known as “first-order Markov model”: 

 

 



 

 
Higher-order Markov models can also be defined, by letting more than one dependent 

observation to affect the model. For example, a second-order Markov model can be defined as 

follows: 

 

 

 
Additionally, if the conditional distributions 𝑝(𝑥𝑛|𝑥𝑛−1) depend on adjustable parameters, such 

as those that might be inferred by training datasets, and all the distributions share the same 

parameter values, then the Markov model is considered “stationary” and “homogenous”. 

In the special occasion where 𝑥𝑛 latent values are discrete, then the model is called “Markov 

chain”. In the particular study, first-order stationary Markov models will be used. 

 

The initial distribution of a first-order stationary Markov model, is a special latent variable since 

there is no parent observation: 

 

 
 

The transition distribution  𝑝(𝑥𝑛|𝑥𝑛−1) is defined by a K x K matrix that is called transition matrix: 

 

 
where (π, A) are the parameters of the models. 

To estimate (π, A), maximum likelihood estimation (MLE) is applied, for a given sequence of 

observations {𝑥1, 𝑥2, . . . , 𝑥𝑁}: 



 

 
 

 
 

To train the transition matrix A of a first-order Markov model, 𝐾2 parameters should be defined, 

while for a L-order Markov model, 𝐾𝐿+1parameters should be defined, making the parameter 

estimation procedure unfeasible for big values of L. This limitation is bypassed by Hidden 

Markov Models (HMMs) (Rabiner & Juang, 1986). 

 

HMM is an extension of mixture models (schema below), where “hidden” latent variables 𝑧𝑛, 𝑛 =

1. . 𝑁 define the outcome of the observation, and hidden latent variables are described by a 

Markov chain: 

 

 
 

 
 



where hidden variables are described by the Markov chain: 

 

 
 

with initial probability: 

 

  
 

with transition matrix: 

 

 
 

and emission probability (observation probability): 

 

 
 

that may follow one of the discrete or continuous distributions. HMMs can be represented 

graphically as illustrated in Figure 30. 

 
Figure 30 Lattice (left) and trellis (right) representations of the same HMM transition matrix. HMMs 
have a “sticky” before meaning that they stay in the same hidden state for multiple observation periods. 
From (“Pattern Recognition and Machine Learning,” 2007). 

 

HMMs are widely used in speech recognition (Rabiner & Juang, 1986; Sun & Jelinek, 1999), 

natural language modelling (Manning et al., 2002), handwriting recognition (Nag et al., 1986), 



for the gene and protein sequence predictions (Best, 2004; Cunningham, 1999; Krogh et al., 

1994) and other applications. 

 

Parameter estimation (θ) of the HMM can be accomplished by using Baum-Welch algorithm 

(Munro et al., 2011), a special case of the Expectation Maximization (EM) algorithm, which uses 

a set of observations as input:  

 

 
 

to obtain a N (observations) x K (hidden state) matrix: 

 

 
 

a transition probability matrix A with predefined transition probabilities, and a predefined initial 

state probability π: 

 

 
 

Baum-Welch is defined by two processes called “forward” and “backward” algorithms, and their 

recursions can be run in parallel. The two processes are described below. 

 

Forward process: 

 

The probability of observing 𝑥1. . . 𝑥𝑛 in state i at time n is set as: 

 

 
 

and can be calculated using the recursion: 

 

 

 
Backward process: 

 

The probability of observing the partial sequence 𝑥𝑛+1. . . 𝑥𝑁 using that starting state i at time n is 

set as: 

 

 



 

and can be calculated using the recursion: 

 

 

 
The temporary variables can be calculated using the Bayes’ theorem. The probability of being at 

state i at time n, given the observations X with parameters θ, is calculated as follows: 

 

 

 
 

while the probability of being in state i at time n, and j at time n+1, given the observations X and 

parameters θ, is calculated as follows: 

 

 

 
 

After the above calculations, the HMM parameters are updated as follows: 

 

(1) The initial state probability: 

 

 
 

(2) The expected number of transitions from state i to state j over the expected total number of 

transitions from state i: 

 

 
 

(3) How many times is expected that the observations will be equal to 𝜐𝑘 in state i, compared to 

how many times is expected that the state i will be visited: 

 



 
 

 
 

All the above calculations are repeated until a desired number of iterations, or until 

convergence. 

 

After parameter estimation, the most probable hidden state sequence 𝑍∗ = (𝑧1
∗, . . . , 𝑧𝑁

∗ ) is 

predicted, using the Viterbi algorithm (Viterbi, 1967): 

 

 
Viterbi makes use of messages of the form: 

 

 
where δ(𝑧𝑛) stores the 𝑧𝑛−1value, and are initialized as follows: 

 

 
 

After all ω messages are calculated, the next step is executed: 

 

 
and starting from 𝑧𝑁

∗  backtracking is performed based at: 

 

 
 

that finds the most probable path. 

 

All the theory, formulas and algorithm descriptions in this section are referring to the lecture 

presentations of the Machine Learning Course of the Department of Informatics and 

Telecommunications of the University of Athens, by Michael Titsias, the book: (Bishop, 2006), 

and Wikipedia https://en.wikipedia.org/wiki/Baum%E2%80%93Welch_algorithm. 

 



2 Materials and methods 

2.1 Human cell lines 

 

In the present study the experiments were conducted using normal human skin fibroblasts 

(VH10) (Kolman & Bohušová, 1992) as well as skin fibroblasts of CS-B patients (CS1AN ) 

(Arlett et al., 2008)(Nardo et al., 2009). Both cell lines were immortalized by the human 

telomerase reverse transcriptase (htert) method (Lee et al., 2004). Cells were cultured in 

Dulbecco’s Modified Eagle Medium (DMEM, Thermo Scientific) enriched with 10% v / v fetal 

bovine serum (Fetal Bovine Serum, FBS, Thermo Scientific) and 1% v / v penicillin-streptomycin 

(Thermo Scientific), preserved in an incubator at 37 ° C and 5% carbon dioxide (CO2), and 

cultured in a laminar flow hood. 

 

2.2 Cell population synchronization 

Previously established protocols to synchronize cells in G1 were applied to limit cell-cycle 

heterogeneity and achieve steady-state levels of RNAPII, histone modifications, chromatin 

accessibility and nascent transcripts across the transcribed region (promoters, enhancers, 

asPROMPTs and gene bodies) (Lavigne et al., 2017; Liakos et al., 2020). Briefly, serum-

starvation for 72 h of cells at confluency enriched for cells in G0/G1. After release in complete 

medium for 3 h, rapid recovery of steady-state levels of transcription and the examined factors 

was allowed (F. Chen et al., 2015) to take place before the exposure to UV irradiation. 

 

Cell synchronization was also achieved at certain cases using inhibitors of transcription. The 

drug 5,6-Dichloro-1-β-D-ribofuranosylbenzimidazole (DRB) is a P-TEFb kinase inhibitor that 

inhibits transcription. Specifically, it inhibits the phosphorylation of the CTD sequence of RNAPII 

through interaction with the factors P-TEFb and DSIF. This results in the stalling of RNAPII 

molecules at PPP, as the mechanisms for their release to transcription elongation are not 

functional. Inhibition of transcription is reversible; once the DRB factor is removed, the RNAPII 

molecules are phosphorylated and released from the PPP regions to enter transcription 

elongation. 

DRB treatment also allows the uncoupling of the dynamics of two previously indistinguishable 

subclasses of elongating RNAPII molecules: the ones that are already engaged in elongation 

prior to stress (pri-elongating) and the “de novo” PPP-released polymerases (Ip et al., 2011; 

Jonkers et al., 2014; Levens et al., 2016; Yamaguchi et al., 2013).  

Triptolide (TRP) inhibits transcription by binding to the XPB subunit of TFIIH, which is required 

during the first steps in transcription to open the double-stranded DNA and to create a 

“transcription bubble” (Figure 1.6). TRP inhibits the ATPase activity of XPB, preventing the 

formation of the transcription bubble, and therefore inhibits transcription initiation. TRP 

treatment is irreversible as it binds covalently to XPB and activates a rapid proteasome-

dependent degradation of RNAPII (Bensaude, 2011; Titov et al., 2011; Vispé et al., 2009). 



The above inhibitors were placed directly in the medium, at time points described in detail in the 

respective experimental  schematics (see next sections). 

2.3 UVC Cell irradiation 

The cells were exposed to UVC radiation (254nm, TUV Lamp, Philips). Doses corresponding to 

8, 15 and 20 𝐽 / 𝑚2 were applied. Prior to UV exposure, the medium was removed from the 

cells, and a PBS wash was performed to remove nutrient residues that could absorb the 

irradiation. The plates were then left to recover in normal medium (10%FCS)  for a certain 

period of time at 37 ° C. 

2.4 Acetic histone extraction 

Cells were placed on ice and washed twice with cold PBS, collected in PBS 1x solution 

containing 1 mM EDTA, 0.5 mM EGTA (Egtazic Acid) and 1 mM PMSF (Phenylmethylsulfonyl 

Fluoride) followed by centrifugation at 2000 rpm for 5 minutes at 4 ° C. The supernatant was 

removed, the cell pellet was resuspended in PBS (10X pellet volume) and then centrifuged at 

2000 rpm for 5 minutes at 4 ° C. Cell pellet was resuspended in 10 volumes of Lysis Buffer 

(10mM HEPES PH 7.9, 1.5mM MgCl2, 10mM KCl, 0.5M Dithiothreitol (DTT), 1.5mM PMSF) 

and then sulfuric acid was added to a final concentration of 0.2M. The samples were incubated 

on ice for 30 minutes and then centrifuged at 10,080 x g for 10 minutes at 4 ° C. The 

supernatant was collected and trichloroacetic acid (TCA) was added at a final concentration of 

20%. Vortex was applied and incubated for one hour on ice. Centrifugation at 14,000 rpm for 15 

minutes at 4 ° C was applied, the supernatant was removed and 1 ml of cold acetone (-20 ° C) 

was added to the residue. Then, centrifugation at 14,000 rpm for 5 minutes at 4 ° C was applied, 

the acetone supernatant was removed and speedvac was performed. Finally, the pellet was 

resuspended in a suitable volume of TE solution (10 mM Tris, 1 mM EDTA) and the samples 

were stored at -80 ° C. 

2.5 In vivo crosslinking 

Formaldehyde creates reversible protein-DNA, protein-protein and protein-RNA chemical 

bonds. Formaldehyde was added to the cell medium at a final concentration of 1% (from 37% 

stock solution). After incubation for 12 minutes, glycine (stock 2.5 M) was added to the medium 

to a final concentration of 0.125 M for 6 minutes to stop the above reaction. The cells were then 

washed twice with cold PBS 1x and collected in PBS 1x containing 1 mM EDTA, 0.5 mM EGTA 

and 1 mM PMSF. Finally, cells were divided into 2 * 107 cell/pellets, and either used directly for 

chromatin lysis as described in Lavigne et al., 2017, or they were frozen in liquid nitrogen and 

stored at -80 ° C. 

 



2.6 Chromatin Immunoprecipitation sequencing, ChIP-seq 

Chromatin immunoprecipitation (ChIP) of crosslinked UV or non-irradiated chromatin was 

carried out from at least two independent cultures of cells per condition as described in (Lavigne 

et al., 2015, 2017). Antibodies used in the ChIP experiments are listed in the table below. 

 

 

Table 5 Antibodies used in the ChIP-seq experiments in this study 

Antibody Brand Catalogue Number 

anti-Pol II-hypo (8WG16) Millipore 05-952 

anti-Pol II-Ser5P 
 

Millipore 04-1572-I 

anti-Pol II-Ser2P 
 

Abcam ab5095 

anti-H3K27ac 
 

Abcam ab4729 

 

After precipitation, ChIPped DNA was quantified on a Qubit 2.0 Fluorometer (dsDNA HS Assay 

Kit, Thermo Scientific) and ChIP specificity was checked by qPCR analyses performed with 10–

100 pg of ChIP and Input DNA in duplicate reactions with qPCRBIO SyGreen mix (PCR 

Biosystems) on a Roche Light Cycler 96 instrument. At least two independent ChIP replicates 

were validated by ChIP–qPCRs. If individual ChIPs showed sufficient enrichment in control 

genomic regions, respective ChIP and Input DNA (1-10 ng) were subjected to library prep for 

NGS. (Lavigne et al., 2017; Liakos et al., 2020). 

2.7 Total RNA and nascent RNA (nRNA) extraction 

Cells were grown on 55 cm surface plates to a confluency of about 80%. After the medium was 

removed, cells were harvested in 500μl of trizol (Trizol, Life technologies) on ice. Next, 100 μl of 

chloroform (A1935 chloroform-isoamyl 24: 1, Applichem) was added and stirred with a vortex 

apparatus for a few seconds. The samples were then centrifuged for 15 minutes at 12,000 rpm. 

After centrifugation, the upper phase was carefully collected in a new eppendorf vial. In order to 

precipitate the RNA, 20 μg of glycogen, 1/10 sample volume of sodium acetate 3M pH5.5, and 

2.5 volumes of ice-cold 100% ethanol were added. The samples were then left for at least 12-16 

hours at -80o C and then centrifuged at 16,000 rpm at 4o C, and the pellet was rinsed with 70% 

ethanol. Then, the amount of nucleic acids in the samples was measured with the nanodrop 

spectrometer. 

At this stage, except from RNA, the samples contain a quantity of DNA. To remove DNA, 20μg 

were incubated at 37oC for 30 minutes with DNase I, according to the manufacturer's 

instructions (Turbo DNase, Ambion, Life Technologies). This was followed by purification with 



acid phenol (acid phenol)/ chloroform pH 4.5 (ThermoFisher Scientific), homogenization, and 

centrifugation for 15 minutes at 16,000 rpm. 

The supernatant was collected in new eppendorf vials, and an equal volume of chloroform 

(A1935 chloroform-isoamyl 24: 1, Applichem) was added. This was followed by homogenization 

and centrifugation at 16,000 rpm and finally precipitation for at least 12-16 hours at -80° C. The 

samples were centrifuged at 16,000 rpm at 4o C. The pellet was next washed with 70% ethanol 

and subsequently dissolved in clean RNAse-free water. RNA concentration was measured on 

the nanodrop spectrometer and stored at -80° C. 

For the newly synthesized RNA (nRNA) isolation experiments, EU (Ethylene Uridine) was used 

as a uridine analog to label the newly synthesized RNA as follows: 5-10 minutes before the 

extraction of total RNA with Trisol, EU-labeled uridine analogue, 100 μM Click-iT ™ (Nascent 

RNA Capture Kit, C10365, ThermoFisher Scientific) was added and purification of total RNA 

was performed as described above at the indicated time. An initial amount of 5-10 μg of total 

RNA was used for each nRNA sample. After DNA removal by DNAse I, only EU-labeled 

molecules were selected. This was achieved by the biotin-azide -EU chemistry using the Click-

iT ™ package (Nascent RNA Capture Kit, C10365, ThermoFisher Scientific), which contains 

magnetic beads covered with biotin-azide. The manufacturer's protocol was applied, with some 

modifications during the cDNA synthesis stage.  

For the synthesis of cDNA, nRNA was used as the starting material, without being released 

from the magnetic beads. In other words, cDNA was synthesized on magnetic beads (on beads 

cDNA synthesis). 

2.8 Assay for Transposase Accessible Chromatin with high-throughput 

sequencing (ATAC-seq) 

 

ATAC-seq is a method used to map and study accessible ("open") chromatin regions in a 

genome-wide fashion (Buenrostro et al., 2013, 2015).The basic principles of the protocol are 

described in Figure 31. 

 



 
Figure 31 ATAC-seq methodology. (A) ATAC-seq is based on the activity of Tn5 transposase, which is 
attached with in vitro adapters, suitable and compatible with next generation sequencing  (NGS) 
techniques. Tn5 transposase can cleave and integrate specific adapters at genomic regions where 
"open" chromatin is present, such as the regulatory regions of promoters and enhancers. (B) Following 
the transposase reaction, DNA is isolated and then amplified by PCR. Prior to amplification, adapters 
have to be ligated with a 72°C extension step. During the subsequent PCR, additional sequence is 
incorporated into the adapters, which include common sequencing ends and a sequencing barcode. 
From (Buenrostro et al., 2015). 

For this study, an improved ATAC-seq protocol (omni-ATAC-seq) was used, which reduces 

mitochondrial DNA contamination and is characterized by a higher signal / noise ratio than the 

original method (Corces et al., 2017). 

2.9 Construction of NGS compatible DNA libraries 

Double-stranded DNA fragments derived from either chromatin immunoprecipitation or RNA 

isolation (cDNA) were modified to be compatible for NGS. The protocol that was used, results in 

the binding of a 6-nucleotide sequence (Ιllumina NEBNext adapters) to the cDNA, which acts as 

a molecular identity (index). This methodology allows for the parallel sequencing of multiple 

samples together (multiplexed samples), which can be separated after the sequencing 

procedure using bioinformatics techniques (demultiplexing) (Figure 32). 

 



 
Figure 32 Adapted by Illumina 

Briefly, the basic steps of this procedure are: (1) Blunt ending (end repair) addition at DNA ends, 

(2) A-base addition at 3’ end of DNA, (3) Illumina NGS adapters attachment, (4) DNA 

fragmentation (150 bp - 500 bp), and (5) DNA fragment PCR amplification. 

2.10 Next Generation Sequencing 

 

All libraries in this study were sent to Genecore-EMBL and sequenced using the Illumina HiSeq 

2000 platform for 50 sequencing cycles (maximum of 50 bp per sequenced read), resulting to 

one FASTQ file per sequenced library, including hundreds of millions of 50-nucleotide sequence 

reads, which were analyzed by the bioinformatics pipeline described in the results section. 

2.10.1 ChIP-seq of RNAPII isoforms 

To study the genome wide binding kinetics of the different RNAPII isoforms (pre-initiating, 

initiating and elongating) during UVC stress recovery in normal human cells (VH10), a series of 

RNAPII ChIP-seq experiments were performed, as depicted in the schema below. 



 
Specifically, for the RNAPII pre-initiating isoform “hypo” crosslinking was performed at 0 h (NO 

UV) and +UV 1.5 h after UVC irradiation, for the initiating isoform “ser5P” at 0 h (NO UV) and 

+UV 0.5 h, and for the elongating isoform “ser2P” at 0 h (NO UV), and +UV at 0.5, 1, 2, 6 and 

48 h after UVC induction. 

2.10.2 RNAPII-ser2P DRB ChIP-seq 

Inhibition of RNAPII transition into transcription elongation, enables the unmasking of the 

kinetics of the already elongating -prior to UVC irradiation- RNAPII molecules (pri-elongating) 

from the ones that are released in response to UVC (de novo elongation). For studying the pri-

elongating RNAPII molecules, transcription inhibition was performed by DRB, 10 min before UV 

irradiation. After irradiation, cells were allowed to recover for indicated times in the presence of 

DRB before crosslinking, chromatin isolation and ChIP for RNAPII-ser2P, as depicted in the 

schema below. 

 

 
The generated samples by the above-mentioned experiments included NO UV -DRB, NO UV 

+0h +DRB, NO UV +10 min +DRB, NO UV +30 min +DRB, +UV +10 min +DRB, and +UV +30 

min +DRB conditions. 

 

Subsequntly, to study the genome-wide binding profile of “de-novo” elongating RNAPII 

molecules, the experimental set-up described in the schema below was followed. 



 
The generated samples will be referred as RNAPII-ser2 pre-DRB +UV -DRB and pre-DRB +UV 

+DRB. 

2.10.3 Histone modifications- ChIP-seq 

ChIP-seq experiments of histone modifications, and specifically H3K27ac and H3K27me3 are 

informative about the genome-wide transcriptional active or repressed status of chromatin, 

respectively, along all the functional genomic elements of interest in the particular study (genes, 

enhancers, asPROMPTs). 

  

 
In this study, to examine potential alterations of the particular histone modifications during early 

recovery from genotoxic stress in VH10 cells, H3K27ac NO UV and +UV 2 h, as also 

H3K27me3 NO UV and +UV 2 h were generated (schema above). 

 

2.10.4 +DRB RNAPII-hypo ChIP-seq 

To study the genome-wide profile of RNAPII-hypo binding in response to UVC stress, ChIP-seq 

experiments were performed using the RNAPII-hypo isoform specific antibody 8WG16 (table 5) 

in the experimental conditions described in the schema below. 

 



 
As depicted in the schema above, cells were UV- irradiated and left to recover for 2 h when the 

levels of RNAPII-hypo are known to be depleted (Heine et al., 2008; Lavigne et al., 2017; Rockx 

et al., 2000) (DMSO NO UV vs DMSO + UV +2 h). Consequently, DRB inhibitor was applied (or 

not) to block the release of RNAPII into productive elongation from PPP sites. Crosslinking was 

applied 2 h after the addition of DRB (or DMSO for the control cells). 

2.10.5 VH10 and CSB nRNA-seq 

To study the effect of UVC irradiation on nascent RNA synthesis in normal and TC-NER 

deficient cells, a set of nRNA-seq experiments was performed following the experimental set-up 

that is depicted in the schema below. 

 
Chip-seq libraries from VH10 and CSB cells in NO UV +0 h, NO UV +24 h, +UV +0.5 h, +UV +2 

h, and +UV +24 h conditions were generated. 

 

2.10.6 pre-DRB nRNA-seq 

Transcription synchronization was achieved using 100 μM of the DRB inhibitor for 3 hours 

directly in the medium. At the end of this period, the medium was replaced with a fresh one 

without the inhibitor. This was followed by EU labeling and collection of total RNA, as depicted 

in the schema below. 



 
Pre-DRB nRNA-seq experiments according to the experimental set-up depicted in the schema 

above were performed for both VH10 and CSB cells at NO UV +0 min, +10 min, +1 h and +2 h 

conditions, and +UV 0 h, +10 min, +1 h and 2 h conditions. 

Data generated with a variation of the nRNA-seq protocol, called BruUV-seq, were also 

analysed in this study. The particular methodology is strand-specific and incorporates 

Bromouridine (Bru) instead of EU for labeling the nascent transcripts (Magnuson et al., 2015) 

(schema below). 

 

 
 

For the particular study, HF1 BruUV-seq datasets of NO UV and +UV 30 minutes were 

downloaded from GEO with accession number GSE75398. 

2.10.7 ATAC-seq 

To study the genome-wide landscape of chromatin accessibility in normal human skin cells 

(VH10) upon genotoxic stress, omniATAC-seq experiments were performed as described 

above, following the experimental schema below. 

 
Specifically, as depicted above, VH10 omni-ATAC-seq libraries in NO UV and +UV +2 h 

conditions were generated. 

2.10.8 Start-RNA synthesis 

According to this protocol, VH10 cells were irradiated (or not) with UVC, allowed to recover for 

two hours, and then treated with the transcription elongation inhibitor DRB or the transcription 



initiation inhibitor TRP by adding them to their medium (schema below). For each experimental 

condition, short RNAs less than 200 nucleotides (nt) were isolated and an RNA-DNA linker was 

attached to their 3 'end. Subsequently, a reverse transcription reaction was performed using a 

common primer complementary to the linker sequence. qPCR reactions were then conducted to 

quantitatively compare start-RNA levels in particular genetic regions where RNAPII-ser2P ChIP-

seq or nRNA-seq signal was detected (Liakos et al., 2020). 

 

 
According to the schema above, short RNAs at NO UV / + DRB / T 2.5h, + UV / - DRB / T 2.5h, 

+ UV / + DRB / T 2.5h and + UV / + TRP / T 2.5h were isolated. 

2.10.9 Cap analysis of gene expression sequencing (CAGE-seq) 

Identification of transcription start sites (TSSs, eTSSs, PROMPT TSSs) and their associated 

promoters require 5′ end–specific signature sequences for annotating their transcription profiles. 

For this reason, techniques that perform cloning of short sequence tags from the 5′ end of 

cDNA, using cap analysis of gene expression (CAGE) (Shiraki et al., 2003) and 5′-SAGE 

(Hashimoto et al., 2004; Wan et al., 2004) were developed. In these protocols, DNA-linkers are 

attached to the 5′ end of cDNA to create a recognition site for the restriction endonuclease 

MmeI adjacent to the 5′ ends. cDNA cleavage is in turn performed by MmeI 20 and 18 

nucleotides downstream of the recognition site, creating a two-base overhang. Finally, 

amplification is applied followed by concatenation of sequencing tags for NGS sequencing 

(Kodzius et al., 2006)(Figure 33). CAGE-seq accurately determines all kinds of transcription 

start sites, abundance and directionality of RNAPII transcription at TSSs (Andersson et al., 

2014; Liakos et al., 2020; Noguchi et al., 2017). 



 

 
Figure 33 CAGE-seq protocol 

For this study, FANTOM5 strand specific CAGE-seq alignment files of normal Dermal fibroblast 

primary cells (6 Donors with source codes: 11269-116G9, 11346-117G5, 11418-118F5, 11450-

119A1, 11454-119A5 and 11458-119A9) and normal skin fibroblasts (2 Donors with source 

codes: 11553-120C5 and 11561-120D4) were downloaded from 

ftp://ftp.biosciencedbc.jp/archive/fantom5/datafiles/phase2.2/basic/human.primary_cell.hCAGE 

and were combined to generate a consensus BAM file. BAM files were further processed and 

separated into forward and reverse references, and saved as two separate BAM files. 

2.10.10 EXcision repair sequencing (XR-seq) 

XR-seq methodology (Hu et al., 2015) provides a genome-wide map of excised-DNA sequences 

during NER repair activity (see section 1.2). Nucleotide excision repair in humans creates two 

cuts around the DNA-lesion site, resulting in a ∼30 bp sequence. The particular fragments are 



isolated and subjected to next-generation sequencing producing strand-specific, base-resolution 

maps of repair of the two classes of UVC-induced DNA lesions, cyclobutane pyrimidine dimers 

(CPDs) and (6-4) pyrimidine–pyrimidone photoproducts [(6-4) PPs]. Experiments were conducted 

in normal cells (NHF1 human skin fibroblasts), as also in cells defective in either transcription-

coupled excision repair (CSB cells) or global genome excision repair (XP-C cells), addressing the 

contribution of each NER-pathway to the overall repair profile (Figures 34 and 35). Further 

analysis of XR-seq datasets enables the capturing TC-NER profile at promoters, enhancers and 

gene bodies of actively transcribed elements (Hu et al., 2015, 2017; Lavigne et al., 2017; Liakos 

et al., 2020). 

 

 
Figure 34 The XR-seq method. From (Hu et al., 2015). 

 

 
Figure 35  XR-seq data after 1 h recovery from UVC irradiation pinpoints precisely and exclusively the 
location and levels of transcription-dependent repair (TC-NER pathway) when the assay is performed in 
GG-NER-deficient cells (xeroderma pigmentosum (XP)-C cells). From (Hu et al., 2015) 



XR-seq data of CPD containing excised DNA fragments in wild-type (WT) NHF1 skin fibroblasts, 

XP-C, and CS-B mutant cells were downloaded by Gene Expression Omnibus with accession 

number GSE67941. 

2.10.11 NHF1 time-course XR-seq 

When XR-seq is applied over a time course, the kinetics of NER after UVC irradiation can be 

mapped (Adar et al., 2016)(schema below). Measurements of repair activity at UVC-induced 

CPDs at 1, 4, 8, 16, 24, and 48 h and 6-4 photoproducts at 5 and 20 min and 1, 2, and 4 h in 

normal human skin fibroblasts (NHF1) were generated using the protocol depicted in Figure 36, 

and were downloaded from GEO with accession number GSE76391. 

 

 
Figure 36 NHF1 time-course XR-seq 

2.10.12 XPC XR-seq of CPD damages coupled with double DRB (DRB2) treatment 

(pulse–chase–pulse) 

In the particular variation of the XR-seq protocol, cells were first incubated in DRB for 2 h, to 

block new molecules of RNAPII from entering transcription elongation and allowing the already 

elongating RNAPII complexes to complete and terminate transcription. After 2 h of DRB 

treatment, the inhibitor was washed off, and the cells were incubated for 10 min, and then DRB 

was added again (Figure 37). 

 

 
Figure 37 DRB2 XPC XR-seq of CPD experimental set-up. Adapted from (Chiou et al., 2018). 

DRB2 procedure allowed the release of only a limited number of RNAPII molecules during the 

10-min DRB-free chase period, enabling the repair of DNA lesions at the 5′ end of the gene. 

The three biological conditions denoted in Figure 37 are reported as CPD XPC +UV 1 h 

+DMSO, +UV 1 h +DRB and +UV 1 h +DRB2 XR-seq datasets in the rest of this study. The 

above datasets were downloaded from GEO with accession number GSE106823. 



2.10.13 aniFOUND-seq 

aniFOUND-seq, is a novel, antibody-free method that can capture the repaired chromatin after 

UVC irradiation. The particular methodology takes advantage of the unscheduled DNA synthesis 

(UDS), which occurs during the repair of the UVC-induced DNA lesions and in particular the DNA 

synthesis step that takes place after the incision of the damaged DNA fragment. The elimination 

of any DNA synthesis (i.e during replication) other than UDS is a key step in aniFOUND, so that 

the DNA resulting from UDS is solely and specifically labelled. This is achieved by arresting cells 

in G0/G1 by both contact inhibition and serum starvation. Additionally, to inhibit DNA synthesis in 

the small number of cells still escaping G0/G1, cultures were treated with hydroxyurea (HU) during 

the DNA labeling step. The chromatin associated with newly synthesized EDU- labeled DNA is 

next isolated (Click-IT chemistry) and this material can be subjected to high-throughput omics 

analyses like Protein Mass Spectrometry and  DNA Next Generation Sequencing (NGS). The 

main steps of aniFOUND-seq protocol are depicted in Figure 38. 

 

 



 
Figure 38 Illustration of aniFOUND method (a) An asynchronous population of fibroblasts is 
synchronized to G0/G1 phase by serum starvation and contact inhibition and (b) DNA lesions are 
induced by UVC-irradiation. (c) The lesions are left to be repaired in the presence of labelled nucleotides 
(EdU). HU is added in this step to eliminate the replication of any escapers. Potential fates of the UVC-
derived lesions include repair by NER itself, procession by EXO1, repair of any formed DSBs. Since no 
replication occurs UDS will be the only source for DNA labelling. (d) Biotin molecules are conjugated on 
the labelled nucleotides, the chromatin is extracted (e) and sheared (f) and the labelled chromatin 
fragments are isolated with streptavidin beads. (g) On-beads library construction procedure is carried 
out that is followed by next generation sequencing (h). 



The aniFOUND-seq protocol does not give strand-related information, since capturing of the 

whole repair related newly synthesized DNA is of particular interest. Even though, with particular 

experimental adjustments, strand-specificity can be applied to aniFOUND-seq, as only the 

repaired strand is labelled. This can be accomplished by a DNA denaturation step after the 

binding to the streptavidin beads followed by a strand-specific library protocol adaptation. 

2.11 Peak Calling 

One of the major analysis modules of ChIP-seq and ATAC-seq experiments is the identification 

of regions significantly enriched with NGS signal, that correspond to protein binding events 

(ChIP-seq) or nucleosome free regions (ATAC-seq). The identification procedure of these 

events is called “peak-calling”, and there are multiple choices of specialized software that can 

be applied, depending on the NGS protocol, the under-study factor, the data quality etc.  

In this study, MACS2 (Y. Zhang et al., 2008) and epic2 (Stovner et al., 2019) were used, as 

described in the results section.  

Briefly, MACS2 was designed for TF binding site identification (default algorithm behavior), but it 

is also applicable in chromatin accessibility assays (ATAC-seq, DNAse-seq) by using 

appropriate parameterization (the --shift -100 --extsize 200 parameters center a 200 bp window 

on the Tn5 binding site), in RNAPII ChIP-seq data (--nomodel option), or even in narrow and 

broad histone modifications (--nomodel, --broad parameters). Epic2 is an ultra-performant 

version of the SICER algorithm [https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4152844/] that is 

designed to identify peaks in ChIP-seq datasets with wide binding profiles, such as histone 

modifications (H3K27ac, H3K27me3, H3K4me1 etc.). During peak detection, the “wideness” 

can be controlled using appropriate window sizes, and setting the number of gaps between the 

window search. 

2.12 Dimensionality reduction 

Dimensionality reduction is a collection of methodologies where a set of dimensions, for 

example in a {gene by sample} matrix with genes, (𝑔1, ..., 𝑔𝑛), 𝑔𝑛 𝜖 𝑅𝐷 is transformed into a 

smaller set of (𝑧1, ..., 𝑧𝑛), 𝑧𝑛 𝜖 𝑅𝑀 dimensions, where M << D. These methodologies are 

considered a category of unsupervised learning systems. 

The advantages of applying dimensionality reduction in high dimensional datasets include data 

compression (in terms of storage and processing speed), and data visualization, in a human 

readable interpretation of 2 or 3 dimensions. 

Lower-dimensional spaces, such as principal component spaces, are often been treated as 

inputs to supervised learning algorithms (clustering methods) or non-linear dimensionality 

reduction methodologies (t-SNE, UMAP, diffusion maps) and contribute to better generalization 

(in the case of clustering) or human-readable visualization (in the case of non-linear 

dimensionality reduction). 

 

Principal Component Analysis (PCA) (Pearson, 1901) is one of the most widely used methods 

of linear dimensionality reduction methodologies applied in the field of Bioinformatics. It is a 

mathematical algorithm that reduces the dimensional space, while maintaining most of the 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4152844/


variation in the data matrix, and reveals patterns of similarity/dissimilarity between the examined 

groups (in the case of {gene by sample} matrix example, groupings between the samples}) like 

clustering. In PCA, dimensions are reduced by data projection to lower dimensions (principal 

components - PCs) in a search of identifying the best data summary using the least number of 

PCs (at least less than the examined features - genes). Each PC is created with the 

requirement of minimizing the distance between the data points and their projection onto the 

particular PC, while consecutive PCs are created with the additional requirement of not being 

correlated with all previously created PCs (geometrically orthogonal) (Lever et al., 2017). Each 

PC explains a percentage of the variation of the dataset, starting from PC1 which depicts the 

higher variation value (see Figure 41b).  

In the example of the {gene by sample} matrix, PCA can be applied in the whole, z-scored data 

matrix to reduce the gene dimensions, or by sub-setting the original matrix to the most variable 

rows (genes). By focusing on genes that exhibit the highest variability in the dataset is 

sometimes helpful in highlighting biological signals in NGS datasets and might favor the PCA 

procedure (Brennecke et al., 2013). The selection of these variable features can be done by 

using mean-by-variance analysis or dispersion analysis (Stuart et al., 2019). 

2.13 Bootstrapping statistical analysis and effect sizes 

To apply per sample comparisons between two read-count distributions, a permutation strategy 

was applied. For each distribution comparison and for each of the tested sets, 10,000 (or 1,000) 

samplings of 100 data points were randomly generated, and 95% confidence intervals of mean 

differences of 𝑙𝑜𝑔2 counts between two groups were calculated. Effect sizes of log2 values 

between two distributions were calculated using Cohen’s method (CES). 

  



3 Summary 

 

The purpose of this study is the development of a computational framework for studying the 

dynamic changes of active transcription, and its interaction with chromatin remodeling and 

chromatin alterations during cellular response to genotoxic stress. For this purpose, ultraviolet 

light C (UVC) was used as a genotoxic stress factor, damaging skin cells, specifically skin 

fibroblasts (VH10, CSB and 1BR.3), while the activity of Nucletiode Excision Repair (NER) 

pathway and the repair products of Global Genome NER (GG-NER) and Transcription Coupled 

NER (TC-NER) sub-pathways were used to evaluate the examined mechanisms.  

Various types of Next Generation Sequencing (NGS) experiments have been used to study the 

stages of the transcription cycle in normal conditions, and in response to Ultraviolet C irradiation 

(UVC) induced stress. Specifically, for studying the kinetics of RNA Polymerase 2 (RNAPII) 

molecules from the transcription initiation state, to promoter proximal pausing (PPP), and the 

transition to productive elongation, Chromatin immunoprecipitation sequencing (ChIP-seq) data 

of the hypophosphorylated RNAPII (RNAPII-hypo), the elongating isoform of RNAPII (RNAPII-

ser2P), and the RNAPII-ser5P isoform (transcription initiation) was generated and analyzed.  

To study the productivity of RNAPII molecules during the above stages, Capped Analysis of 

Gene expression sequencing (CAGE-seq) data and nascent RNA synthesis sequencing (nRNA-

seq) data was used. To study the interactions of chromatin with active transcription and its 

alteration during the states of active transcription, Assay for Transposase-Accessible Chromatin 

(ATAC-seq) data was generated and analyzed, and ChIP-seq data of H3K27ac and H3K27me3 

histone modifications.  

To study the effectiveness and genomic landscape of NER repair-synthesis events, for both 

GG-NER and TC-NER sub-pathways, a novel assay called aniFOUND-seq was developed and 

analyzed, coupled with data of excised DNA during NER activity (XR-seq) and NER damage 

sequencing data (damage-seq). The functional assessment of TC-NER at active genes was 

carried out through the study of mutations in melanoma and lung adenocarcinoma cancer 

genomes, and XR-seq data meta-analysis respectively. 

The results of these essays are divided into four sections: 

(1) Development and application of algorithms for the analysis of NGS data related to human 

disease. (a) Implementation of stand-alone analysis pipelines for the analysis of ChIP-seq, 

nRNA-seq, and ATAC-seq datasets that include: Quality control (QC) assessment of sequenced 

short-reads, short-read preprocessing, short-read mapping against the reference 

genome/transcriptome under study, alignment processing, alignment summarization in genomic 

features and visualization via heatmaps and average profiles, generation of genomic tracks 

viewable in genome browsers (IGV, UCSC), NGS signal clustering upon functional genomic 

regions, correlation of biological and technical replicates, dimensionality reduction methods to 

identify technical/biological similarities/differences between samples, differential expression 

analysis, peak calling analysis, differential binding analysis, differential accessibility analysis and 

other statistical comparisons between biological conditions. 

(b) Implementation of a “de novo” elongation wave identification algorithm using Hidden Markov 

Models (HMMs), and DRB-nRNA-seq datasets. 

(2) Cellular responses under genotoxic stress conditions. (a) Development of a computational 



pipeline for the study of the reorganization of transcription and the chromatin rearrangements 

upon UV-induced stress that include: genome annotation reconstruction, and characterization of 

transcribed units’ activity (promoters, genes, enhancers, PROMoter uPstream Transcripts  - 

asPROMPs) along the human genome, the quantification of the RNAPII release from PPP sites, 

and the evaluation of the RNAPII elongation wave kinetics. 

(b) A proposed model describing the ‘safe’ mode mechanism of transcription elongation; upon 

UVC-induced stress, steady-state transcription levels of virtually all actively transcribed genes 

are re-adjust to fast and uniform release of RNAPII elongation waves (green triangles, Figure 

39) from PPP sites that scan the transcribed genome for DNA lesions. 

 

 

 
Figure 39 ‘Safe’ mode mechanism of transcription elongation (Lavigne et al., 2017). 

This mechanism maximizes the speed of lesion sensing, the probability that a damage will be 

identified by an elongating RNAPII molecule (red dots, figure 39) and removed (purple rings, 

figure 39) by the TC-NER (crosses, figure 39) along the actively transcribed elements. As a result, 

environmentally exposed genomes are characterized by a modest and homogeneous mutation 

prevalence across the actively transcribed genome in both strands, as opposed to the non-

transcribed elements where higher mutation rates are observed (Alexandrov et al., 2013). In case 

NER is unsuccessful or is not recruited efficiently during the stress recovery process, unrepaired 

DNA lesions can provoke error-prone DNA synthesis and result in mutagenesis (turquoise star, 

figure 39) during replication (Lavigne et al., 2017). 

 

(3) Extending the previously described ‘safe’ mode mechanism of transcription elongation, the 

results of the particular dissertation also support a model of continuous transcription initiation 

that can fuel the widespread UV-triggered escape of RNAPII into the transcription elongation, 

and safeguarding the integrity of the actively transcribed genome. The particular mechanism is 

supported by a global increase of chromatin accessibility at all actively transcribed promoters 

serving as a platform that favors unrestrained transcription initiation, coupled by preservation of 

the active mark H3K27ac and repressive mark H3K27me3 mark during early response to 

genotoxic stress. 

 

(4)A genome-wide analysis pipeline for the evaluation of aniFOUND-seq methodology  

aniFOUND, is the first methodology (at the time of writing this thesis) that can exclusively label, 

capture and map the post-damage newly synthesized repaired chromatin in its native form (see 



materials and methods) (Stefos and Szentai, under revision]. Coupling of aniFOUND to NGS, 

allows the mapping and characterization of the NER efficacy of different chromosomal regions 

of the human genome. aniFOUND-seq was successfully applied to map the repair-synthesis 

activity along damaged skin fibroblasts (1BR.3 cells) with particular attention to promoter and 

enhancer sequences. Furthermore, aniFOUND-seq was applied for the assessment of NER-

UDS activity in several chromosomal regions, including the fraction of repetitive DNA. 

Specifically, the repair efficacy during the first 4 hours after damage induction was clarified for 

rDNA and telomeres, for which contradictory explanatory models have been suggested. This is 

the first time that NGS-based approaches are adopted for shedding light in the above-

mentioned inquiries regarding repair of telomeric DNA. Evidently, the cumulative nature of 

aniFOUND-seq (in terms of both damage types and repair assessment period) renders it 

applicable for the cases that require capturing of the whole repair process, or the repair activity 

during moderately-to-considerably long-time windows (Stefos and Szentai, under revision). 

4 Results 

4.1 Automated analysis of NGS data 

The NGS data analysis process is performed automatically as a unified pipeline for each type of 

NGS data (ChIP-seq, nRNA-seq, ATAC-seq), or step by step, for more efficient inspection and 

revision of the intermediate results. Specific reports enable the possibility to apply changes in 

the initial configuration of the parameters of each analysis module, or even bypass (whenever 

applicable) one of the analysis steps that does not fit to the analysis plan. Most, but not all, 

modules can be run using multiple cores, while parallelization is also applied in the level of total 

processed files. All modules have been run and tested only in UNIX-based systems (Ubuntu 

and Kubuntu). The pipelines were applied in a Unix terminal by following a default set-up, or 

adjusted appropriately based on the analysis requirements. 

 

4.1.1 Quality control (QC) of raw FASTQ files 

QC of raw NGS files (FASTQ) is an essential step for the evaluation of the sequencing and 

library preparation quality (see introduction). For every FASTQ file, a quality control assessment 

is applied using the FASTQC toolkit. As described in the introduction, the resulting html report 

contains valuable sequencing quality metrics and statistics. This module can be run separately 

for inspection of QC reports that can result in adjustments of the analysis preferences. 

An additional analysis option using a “blast search” can be applied in search of potential 

contaminant sequences based on the FASTQC “Overrepresented Sequences” results 

(Andrews, 2015), using the BLAST search engine (Altschul et al., 1990). In that case, a FASTA 

file containing the sequences of the candidate contaminants should be provided, and an 

additional blast report will be generated as an output (Figure 40 left panel). By default, this 

option is not enabled. 

 



 
Figure 40 Blastn report (left panel) and cutadapt report (right panel). 

4.1.2 Adapter clipping and quality trimming of raw FASTQ files 

Any known or observed (based on the QC reports) abnormalities present in the FASTQ files 

should be eliminated before proceeding to the mapping step. For every FASTQ file, adapter 

clipping and quality trimming is performed using the python tool cutadapt(Martin, 2011). By 

default, the tool searches for occurrences of “Ns” (according to the IUPAC nucleotide code, any 

of the nucleotides A,T,C,G) in the 5’ and 3’ ends of each read and trim them, then searches for 

bases in the 5’ and 3’ for bases with Phred-33 quality score (see introduction) less than 20 and 

trims them, and finally using the adapter information included in FASTQC “Adapter Content” and 

“Overrepresented Sequences” it clips any contaminants present in the examined library. Filtered 

sequences of length less the 20 nucleotides are discarded. The output of this module is (a) a 

filtered FASTQ file, and (b) the cutadapt report (Figure 40 right panel), while it is also possible to 

output the filtered sequences in a separate FASTQ file. If the adapter sequences used during 

the generation of each examined library are known a-priori, a comma-separated list of the 

respective sequences are provided.  

 

4.1.3 ChIP-seq analysis pipeline 

4.1.3.1 Short-read mapping and alignment filtering 

The most common step during NGS data analysis is the mapping of the filtered FASTQ reads 

against the under-study reference genome. For every filtered FASTQ file, bwa-mem (H. Li, 

2013) with default parameters is applied, with a provided reference genome index generated by 

the “bwa mem index” command. To define a “uniquely” aligned set, hits with a MAPQ score (see 

introduction) less than 30 are filtered out using samtools, while chimeric and secondary 

alignments are filtered out using the ‘XA’ and ‘SA’ tags. Additionally, only alignments with at 

most 2 mismatches between the subject and the reference sequences are kept, in order to 

account for sequencing errors and SNPs between the reference cell line and the sequenced 

genome. In the case of paired-end reads, only proper paired-mates are kept, using the 



command samtools view -f 0x2 | samtools sort -n - | samtool fixmate -m - - | samtools sort - 

before applying deduplication with samtools markdup. If technical replicates are present in the 

dataset, files are concatenated using samtools merge, while if biological replicates are present, 

all files are first down-sampled to the lower alignment depth between replicates using samtools 

view -s, and concatenated using samtools merge. 

 

4.1.3.2 Peak calling analysis 

To identify genomic regions significantly enriched with ChIP-seq alignments that represent DNA 

binding events, peak-calling is applied. Peak-calling is performed at the merged datasets, if 

replicates are present. Several peak-calling approaches are available, depending on the type of 

the ChIP-seq protocols used in the study. In the particular study, 5 different procedures have 

been used, namely ”TF”, “Pol2”, “Histone_narrow”, ”Histone_broad”, and “ATAC”. ChIP-seq 

peak calling is commonly applied using a control library to model the background signal, but if 

this is not applicable, the background signal distribution can be formed by using the examined 

sample. “ATAC” mode, which is suitable for ATAC-seq datasets, is an exception since a typical 

ATAC-seq experimental design does not include generation of control libraries. Precomputed 

effective genome sizes (defined as the length of the “mappable” genome) are set accordingly, 

based on the examined organism and the respective genome build. 

TF: This mode is appropriate for transcription factors and similar types of ChIP-seq 

experiments, where a relatively “narrow” binding profile is expected. In this mode, MACS2 peak-

caller is applied, with “--keep-dup all” option enabled, and qvalue threshold set to 0.05, and 

log2FC > 1. If the reads are paired-end, “-f BAMPE” and “--shift 0” are also applied.  

PolII: This mode is suitable for different types of RNAPII ChIP-seq experiments, like hypo-

RNAPII, RNAPII-ser5P, and RNAPII-ser2P (see materials and methods). In this mode MACS2 

peak-caller is applied, with “--keep-dup all” and “--nomodel” options enabled, and qvalue 

threshold equals 0.05, and log2FC > 1. If the reads are paired-end, “-f BAMPE” and “--shift 0” 

are also applied. 

Histone_narrow: This mode is appropriate for ChIP-seq experiments of histone modifications, 

with a relatively narrow binding profile, like H3K27ac, H3K4m32 and H3K4me3. In this mode 

epic2 peak-caller is applied, with “--keep-duplicates” option enabled, window size set to 200, 

gap set to 1, and FDR threshold set to 0.05. An external threshold of log2FC (signal over 

background) is set to 1. 

Histone_broad: This mode is appropriate for ChIP-seq experiments of histone modifications, 

with a relatively broad binding profile, like H3K27me3, H3K4me1 and H3K9me1. In this mode 

epic2 peak-caller is applied, with “--keep-duplicates” option enabled, window size set to 400, 

gap set to 3, and FDR threshold set to 0.05. An external threshold of log2FC is set to 1. 

ATAC: This mode is suitable for ATAC-seq protocols, like classic ATAC-seq and omni-ATAC-

seq (see materials and methods). MACS2 peak-caller is applied, with “--keep-dup” all, --

nomodel, --shift -100 --extsize 200 and --call-summits options enabled, and qvalue threshold set 

to 0.05, and log2FC > 1. If the reads are paired-end, “-f BAMPE”, “--nolambda”, “--shift 0” are 

also applied.  



Direct comparisons between the total number of peaks between samples cannot be applied 

without downsampling the BAM files to the same level of mapped reads, and without the same 

peak-calling mode applied. 

 

4.1.3.3 Sample similarity analysis 

Sample similarity assessment is a quality control step, essential for any NGS data analysis 

pipeline. The purpose of this analysis module is to provide visualizations that will reveal 

expected/unexpected similarities or differences between samples that will help the analyst to 

draw conclusions about the quality of the datasets. Identification of problematic datasets can 

help avoiding the creation of biases that could affect the subsequent analysis steps, and prevent 

the drawing of inaccurate biological conclusions. 

High quality and non-merged BAM files produced during the ‘Short-read mapping and alignment 

filtering’ step (section 4.1.3.2) are summarized in 4 sets of genomic regions used as references, 

and are further processed to produce individual visualizations. The specific annotations are: (1) 

An “extended promoter” set, that includes the 4 kb regions centered at RefSeq transcription 

start sites (TSSs) (see introduction), (2) a “gene bodies” set, that includes all RefSeq genic 

regions, (3) all 3 kb annotation-agnostic genomic windows of the examined genome build, with a 

sliding window of 500 bp, using the BAM headers of the aligned samples, and (4) a consensus 

peak set from section 4.1.3.2. For the creation of the latter region set, all peak-sets are 

concatenated, sorted based on their genomic coordinate, and merged using the bedtools merge 

-d 0 command.  

 

4.1.3.3.1 Heatmaps of sample-to-sample correlations 

Data correlation is a very common procedure that aids the identification of similarities or/and 

differences between the under-study datasets. For every library, filtered alignments are 

examined for overlaps using the aforementioned genomic sets, and are reported using the R 

summarizeOverlaps function, with “Union” mode enabled (Figure 19), resulting in a {region by 

sample} count matrix, for each feature set. Rows with a total sum less than 10 are discarded, 

and each count matrix is processed using the R cor function, producing a {sample by sample} 

Pearson correlation matrix. Euclidean distances of pairwise sample correlations are computed 

using the R dist function, to produce a distance dissimilarity matrix. Finally, hierarchical 

clustering is applied on the provided distance matrix using the R hclust function with the 

“average” method enabled. 

Heatmaps of pairwise sample correlations are generated using R pheatmap function, with rows 

and columns clustered based on the aforementioned methodology. An example correlation 

heatmap of 4 ATAC-seq samples (see materials and methods) are depicted in Figure 41. 

 



 
Figure 41 Sample similarity plots. (a) Correlation heatmap of ATAC-seq samples described in materials 
and methods. Hierarchical clustering groups the replicates of each condition together. (b) PCA plot 
visualization for a set of Hela H2Bub ChIP-seq datasets. The experimental set up includes 3 biological 
conditions: (1) nouv, where cell are in normal conditions,  (2) uv2h, where cell are recovering for 2 hours 

after irradiation with UVC ( 20 𝑱/𝒎𝟐) and (3) uv24h, where cell are recovering for 24 hours after 

irradiation with UVC ( 20 𝑱/𝒎𝟐). The first replicates of nouv and uv2h were run in different time periods 
than the rest of the samples. Read counts are generated using the RefSeq human gene set as a 
reference, and PCA is calculated using the most variable features using a mean to variance strategy (see 
materials and methods). In this example, a batch effect is captured in the reduced dimensional space. 
Specifically, the first batch of nouv and uv2h conditions (nouv_1 and uv2h_1) are very similar based on 
the first PC. The same is true with the second batch of nouv and uv2h (nouv_2 and uv2h_2), while the 
second PC seems to capture the biological condition differences between both batches. On the contrary, 
the uv24h replicates which were generated in a single batch are grouped together using the PC1 and 
PC2 dimensions. (c) FRIP plot visualization for a set of Hela H2Bub ChIP-seq datasets described in (b). As 
a reference feature set, RefSeq transcripts were used. 

 

4.1.3.3.2 Principal Component Analysis sample comparison 

 

Principal component analysis (PCA) can be applied to visualize differences or similarities 

between NGS datasets. PCA is specifically useful for identifying problems with experimental 

designs, mislabeled samples, batch effects and other unexpected flaws. 

Count matrices are created and filtered as described above, while the most variable genomic 

features (most variable rows) are selected using the R mean.var.plot method (Stuart et al., 

2019). The new {most variable features x samples} matrix is z-transformed and used as an input 

for the R prcomp function, which in turn calculates the principal components.To visualize the 

new dimensional space, the first two principal components are used to generate scatter plots 

using R ggplot (Figure 41 (b)). 

 

4.1.3.3.3 Fraction of Reads In Peaks (FRIP) 

Calculating the percentage of mapped reads that fall into enriched regions (peaks or other 

functional genomic sets that are highly correlated with the under-study factor) is a good 



indication of the quality of immunoprecipitation and the experiment per se (Ji et al., 2008). 

Typically, a small fraction of the alignments in ChIP-seq overlaps with significantly enriched 

genomic regions (peaks, genes, enhancers etc), as the majority of the mapped reads 

represents background. In most cases FRiP values show a high correlation with the magnitude 

of enriched regions. FRiP is a useful statistic for comparing ChIP-seq datasets generated by the 

same antibody across different cell types, as also for comparisons between antibodies using the 

same binding factor. Comparisons between biological/technical replicates or biological 

conditions within the same experimental setup can also be applied.  

For this analysis, all the BAM files are indexed using samtools, and are processed using 

deeptools plotEnrichment (Ramírez et al., 2014), to produce signal enrichment fractions across 

the provided regions, relative to the total genome alignments. An example of the resulting bar 

graph is shown in Figure 41 (c). 

4.1.3.4 Differential binding analysis 

Differential binding analysis is performed to identify genomic regions with statistically significant 

differences in ChIP-seq enrichment, between different biological conditions and treatments. 

These differences may not be apparent through general visualization strategies such as 

average profiles (see below), because of the complexity of the datasets. In some cases where 

particular biological treatments may cause global alterations in the binding profile of the under-

study factor (like UVC induced stress), the most significant changes can be captured using the 

appropriate methodologies such as diffBind with DESeq2 analysis enabled (Stark & Brown, 

2011). There are two main types of differential binding tools: (1) “Peak-based” methods that 

perform the whole analysis in a predefined genomic region set (peaks, genes, HMM chromatin 

states) like diffBind and Manorm (Shao et al., 2012), and region-based systems, that perform 

the analysis in genomic windows using a predefined size, a gap size for performing 

concatenations between consecutive windows of similar binding profiles and a sliding window. 

This category of tools includes csaw (Lun & Smyth, 2015) and diffReps (Shen et al., 2013). In 

this study, the particular analysis module is performed by using diffBind software, and by 

applying pairwise comparisons “ConditionA_vs_ConditionB”, where ConditionB should 

represent the denominator of the underline comparison. Analysis for differential binding is 

applied on the filtered and merged peak-sets generated in the 4.1.3.2 section. Peaks of both 

conditions are concatenated and merged to create a consensus peak-set. If batch effects or any 

additional confounding factor are present in the experimental set-up, they can be modeled in the 

experimental design formula of the algorithm (see the diffBind vignette) by enabling the blocking 

factor parameter in the dba.contrast function. The analysis can be performed either by using 

DESeq2 (default) or/and edgeR. The particular analysis module generates a set of outputs 

depicted below: 

 

(1) A tab-delimited text report of all the examined regions with column-wise information structure 

as follows: 

 

1st column: Chromosome of the examined genomic region. 

2nd column: Starting base position of the examined genomic region.   

3rd column: End base position of the examined genomic region.    



4th column: Length of the examined genomic region. 

5th column: Strand orientation of the examined genomic region (if present). 

6th column: “ConditionA” average RPKM of normalized read counts. 

7th column: “ConditionB” average RPKM of normalized read counts. 

8th column: Concentration - mean (log) reads across all replicates in both groups (normalization 

using the respective analysis algorithm). 

9th column: "ConditionA" Concentration - mean (log) reads across all replicates of "ConditionA" 

condition (normalization using the respective analysis algorithm). 

10th column: "ConditionB" Concentration - mean (log) reads across all replicates of 

"ConditionB" condition. (normalization using the respective analysis algorithm) 

11th column: Fold difference - mean fold difference of binding affinity of group 1 over group 2  

(Concentration ConditionA - Concentration ConditionB). Absolute value indicates magnitude of 

the difference, and sign indicates which one is bound with higher affinity, with a positive value 

indicating higher affinity in the first group 

12th column: p-value calculation - statistic indicating the significance of the difference. 

13th column: FDR (False Discovery Rate): adjusted p-value calculation - p-value subjected to 

multiple-testing. 

14th column: Closest TSS (gene id) to the genomic region center. 

15th column: Distance of the closest TSS to the closest genomic region center. 

 

(2) Based on (1), a tab-delimited text report including all the significantly altered binding events 

present in the examined genomic regions. A threshold of FDR < 0.05 is applied. 

(3) The {regions by samples} raw count matrix. 

(4) The {regions by samples} normalized count matrix. Normalization is performed by using 

either DESeq2, or edgeR, or no normalization at all (custom normalization). 

(5) A volcano plot (scatter plot), summarizing the significant differentially bound regions based 

on the aforementioned FDR threshold, expressed as -log10 FDR, and the magnitude of 

difference, expressed as log2 Fold difference. An example of such visualization is presented in 

Figure 42 (a). 

(6) An MA plot (scatter plot), summarizing the significant differentially bound regions based on 

the mean (log) reads across all samples in both groups, expressed as log10 normalized counts, 

and the magnitude of difference, expressed as log2 Fold difference. An example of such 

visualization is presented in Figure 42 (b). 

(7) A heat-density scatter plot, comparing ConditionA (y-axis) and ConditionB (x-axis) 

normalized counts on each examined genomic region, transformed into log10 space. 

Normalization is performed using the total alignment depth. 

    



 
Figure 42 Differential binding/ accessibility visualization. (a) Volcano plot representing differentially 
accessible regions (DARs) between irradiated and non-irradiated cells. Regions with significantly 
increased (DAR-gain) or decreased (DAR-loss) accessibility are depicted in red and green, respectively. 
(b) Left panel: MA plot showing the individual (grey dots) and average (blue line) FC (Log2 FC) in ATAC 
read density at ATAC-seq peaks, between +UV and NO UV, as a function of the average (from replicates) 
ATAC-seq read density in NO UV. Right panel: Percentage of peaks with increased FC (Log2 FC > 0) is 
indicated on a kernel density plot. (c) Heat-density scatter plot comparing ATAC-seq read density before 
and after UV at all accessible regions (ARs - ATAC-seq peaks). 

4.1.3.5 Peak annotation analysis 

After the completion of the peak-calling and differential binding analysis modules, the regional 

distribution of these loci based on genome annotations is of particular interest. This information 

is very important, as biological hypotheses can be declared about persistent occurrences of 

DNA binding factors in specific regulatory areas. For this reason, genomic annotations of 

binding events are created. Annotations are generated using RefSeq gene-bodies and promoter 

annotations, as well as FANTOM5 enhancers. This creates the following categories:  

(1) Extended promoter regions: 4 kb regions, centered to RefSeq TSSs. 

(2) Genic enhancers: FANTOM5 enhancers, localized in a RefSeq gene region, without 

overlapping the respective extended promoter region. 

(3) Genic regions: regions included in RefSeq genes, but not in an extended promoter region or 

a genic enhancer. 

(4) Intergenic enhancers: FANTOM5 enhancers, localized between RefSeq genes, without 

overlapping an extended promoter region. 

(5) Intergenic: All the regions not included in the categories (1) - (4). 

Peak annotations are also performed with respect to roadmap chromHMM chromatin states 

(see introduction). Peaks are centered and examined for overlap with the chromatin state 

regions, and each peak is assigned to a unique state. The annotations are summarized as a 

percentage of the total annotations, using (a) a pie chart and (b) a radar plot of annotation 

fractions (Figure 43).  

 

 



 
Figure 43 Classification of (a) ATAC-seq peaks (ARs) and (b) aniFOUND-seq and XR-seq repair signal 
(materials and methods) according to NHDF roadmap chromHMM annotation. The dashed line 
represents active regulatory loci. 

4.1.3.6 Motif enrichment analysis 

Peak regions contain valuable regional information that defines its functional dynamics, as they 

represent a snapshot of DNA binding events that potentially regulate transcription through 

promoter/enhancer interactions. Another layer of functional information is the sequence content 

included in these regions, and in particular motif sequences that correspond to transcription 

factors and repressors, and indicate potential binding in these genomic loci. Motif enrichment 

analysis is a way to validate the efficiency of a particular TF ChIP-seq, by identifying its 

corresponding binding motif in the called peaks, but also discovering multiple motifs that imply 

factor colocalization in potential protein complexes. The particular analysis is been applied using 

HOMER (Heinz et al., 2010)(Figure 44) or/and i-cisTarget (Herrmann et al., 2012; Imrichová et 

al., 2015) tools.  

 

 

 
Figure 44 Homer motif enrichment analysis results on VH10 ATAC-seq (see materials and methods) 
differentially accessible regions, with significant gains in accessibility (p-value<0.001) upon UVC stress 
(+UV 2 h). 



4.1.3.7 Heatmaps, average profiles, boxplots and genomic tracks generation 

Visualization of the alignment signal across the genome annotation is particularly useful, as it 

enables the examination of the binding profiles across the datasets in multiple genomic regions, 

allows the detection of global or partial differences between biological states, and reveals the 

quality of the ChIP between replicates, as also of the total experimental design. For all the types  

of visualization, read counting is performed using the filtered alignments generated in section 

4.1.3.1 coupled with several genomic region sets as references. For this step, 

summarizeOverlaps is used with the “inter.feature=TRUE” and “ignore.strand=TRUE” options 

enabled. Also, reads are centered before applying read counting.  

Four main types of visualizations are generated by this analysis module: 

(1) Average profiles of read density: This type of visualization allows the examination of the 

average distribution of the NGS signal along a genomic region set, and reveals the “shape” of 

the binding, as also the enrichment level along this shape. For this purpose, RefSeq TSSs, 

TTSs, gene bodies, as well as peak summits (in case of MACS2 peaks) or peak centers (in 

case of epic2) are used:  

(a) In the case of gene bodies, all regions are initially extended to a predefined length (2kb). The 

inner part of each region is divided to a total of 160 genomic segments (bins) of the same 

length, while the flanking regions to a total of 20 bins each, creating a 200-bin vector for each 

gene (𝑏𝑖1, 𝑏𝑖2, … , 𝑏𝑖200), where i is the i-th element.  

For each examined BAM file, read overlaps are generated for each bin, reverse-strand 

references are flipped, read depth normalization is applied (multiplication by 

1,000,000/alignment depth), and the mean of counts of each bin position is calculated to 

generate a 200-length vector of average counts for each dataset.  

Additional plots of gene bodies are also generated, using a gene length limit. In particular, 

genes with length over 10 kb, 20 kb, 40 kb, 60 kb, and 100 kb are extracted and limited to a 

total length of 10 kb, 20 kb, 40 kb, 60 kb, and 100 kb respectively, in order to create constant 

length references. This set-up can result in more realistic illustrations of the signal distribution, 

since the variable gene length effect is eliminated. Genes are then treated as described above 

to create one plot per gene set. 

(b) In the case of TSSs, TTSs, peak summits and peak centers, regions are extended to 1 kb, 2 

kb, and 5 kb, and binned to a total of 200 segments, and counting and averaging are performed 

as described in (a). 

Representative examples of such visualizations are included in Figure 45. 

 



 
Figure 45 Average profile plots illustrating the read densities of ATAC-seq, H3K27ac, H3K27me3, and 
RNAPII-hypo ChIP-seq datasets before (NO UV, solid line), and after UV (+UV, dashed line), along active, 
inactive, and repressed transcription start sites (TSSs, a) and enhancer RNAs (eTSSs, b). 

(2) Heatmaps of read counts: This type of visualization allows the examination of the global, or 

per-cluster distribution of the NGS signal in a set of genomic regions of interest, in a region-per-

region resolution. Regions are sorted in ascending order based on their RPKM value, and bin-

count vectors are generated as described in the above. The resulting {regions x bins} count 

matrix is used to generate heatmaps of read densities using the R pheatmap function and 

complexHeatmap R package (Gu et al., 2016). Bin-counts are also clustered using k-means 

clustering with a predefined k equals to 5, and/or hierarchical clustering based on euclidean 

distances that rearrange the {regions x bins} count matrix before generating additional 

heatmaps plots.  



Representative examples of such visualizations are included in Figure 50. 

 

(3) Boxplots of total read density: Total reads per examined region-set can define per sample 

read-count distributions that are informative about global differences/ similarities between signal 

enrichment in particular genomic clusters, between biological conditions and samples. For each 

genomic region-set described in 4.1.3.7 section, per sample read-count vectors are generated 

using summarizeOverlaps, counts are converted to RPKM values and boxplots are generated 

using R ggplot. 

Representative examples of such visualizations are illustrated in Figure 46. 

 

 
Figure 46 Boxplots of NGS signal read-counts for different assays at active, repressed and inactive 
regions, comparing non-irradiated (-UV) and irradiated (+UV) cells. 

(4) Genome browser tracks: Genome browsers are powerful genomic exploration tools that can 

host NGS data using several file-types (BAM, BED, bedGraph, bigWig), that allow the 

identification of interesting signal patterns along the genome, and comparison with publicly 

available tracks. Exploration can be applied either in the context of specific genomic locations 

such as promoters, genes, enhancers, super-enhancer or even in very large genomic areas 

(chromosomes), as another quality control of the NGS signal distribution and the experimental 

set-up. Although genome browsers are compatible with several file types, the more efficient file 

types are bigWig for alignment files and bigBed for region files, because of their relatively small 

size.  



In this analysis step, all filtered, sorted and indexed BAM files are processed with deeptools 

bamCoverage with RPKM value transformation enabled, to generate genome browser 

compatible bigWig files. Additionally, for every BED merged peak-set file, a bigBed file is also 

generated. The resulting UCSC compatible track lines have the following structure (bigWig and 

bigBed respectively): 

 

track type=bigWig name=$Sample_name description="$Sample_name" color=$R,$G,$B 

maxHeightPixels=128:64:16 visibility=full autoScale=on 

bigDataUrl=$URL/$Sample_name.merged_reps.dedup.bw 

 

track type=bigBed name=$Sample_name_peaks description="$Sample_name peaks" 

bigDataUrl=$URL/$Sample_name.merged_reps.dedup.TF_peaks.bb 

 

where $Sample_name refers to the sample name, $URL is specified as the output folder, and 

$R,$G and $B correspond to Red, Green and Blue in RGB color code. Colors are generated 

using Colorbrewer (Brewer et al., 2003) and RGB transformations, using R col2rgb function. 

ColorBrewer colors are generated using the R diverging color palette “Dark2”. If replicates are 

present, they are assigned the same color. Regarding the generated file names, “merged” refers 

to merged replicates, while “dedup” refers to deduplicated alignments (see previous analysis 

steps).  

4.1.4 Nascent RNA-seq (nRNA-seq) analysis pipeline 

4.1.4.1 Short-read mapping and alignment filtering 

In nascent RNA sequencing protocols like nRNA-seq, TT-seq (Schwalb et al., 2016), PRO-seq 

(Mahat et al., 2016), NET-seq (Mayer et al., 2015) et al, unlike ChIP-seq, libraries are generated 

using cDNA, and therefore different analysis methodologies are applied. In the alignment step, 

for each filtered FASTQ file, a first alignment run is applied against the ribosomal DNA repeat 

unit of the reference organism, in order to filter out ribosomal reads which is the main source of 

contamination in nRNA-seq protocols. In this analysis module, hisat2 (D. Kim et al., 2015) with 

default parameters is applied by setting a ribosomal DNA repeat unit reference index with 

disabled splicing-aware mapping. Unmapped reads are extracted from the BAM files and 

converted to FASTQ files using samtools view -f 0x4 -b | samtools fastq command, and a 

second round of alignment is performed. This time, to eliminate a fraction of mRNA reads, which 

is the second most common source of contamination in nRNA-seq protocols, splicing-aware 

mapping is performed. Hisat2 is run using predefined splice sites and a reference genome 

index. Using the sixth column of the SAM file and the flag marker “N”, all spliced alignments are 

excluded and reported in a separate BAM file, and uniquely aligned reads are detected using 

the ZS:i: SAM flag. Alignment filtering and replicate merging is applied as described in the ChIP-

seq analysis module, omitting the deduplication step (only duplicate marking is performed), 

unless if the reads are paired-end. In the case of strand-specific protocols, strand-aware 

mapping is performed, and additional strand-aware alignment files are generated.  



4.1.4.2 Transcription unit identification 

This mode is equivalent to ChIP-seq peak-calling (see section 4.1.3.2). The purpose of this 

analysis module is to identify transcribed units across the genome, based on nascent RNA 

signal enrichment. These elements include actively transcribed genes, enhancers and super 

enhancers. This analysis module is applied on each filtered BAM file separately using an HMM-

based algorithm which is described in detail in chapter 4.2. 

4.1.4.3 Alignment similarity analysis 

This analysis module is applied as described in the ChIP-seq analysis pipeline in section 

4.1.3.3.   

4.1.4.4 Fraction of reads in peak (FRIP) 

 

This analysis module is applied as described in the ChIP-seq analysis pipeline (section 4.1.3.3). 

Comparing the ChIP-seq FRIP results (Figure 41) with the corresponding nRNA-seq results 

(Figure 47), it is obvious that in the nRNA-seq datasets, unlike the ChIP-seq datasets, the vast 

majority of the NGS signal is located within specific areas (genes in the particular example) 

indicating that in nRNA-seq the background signal is minimal.  



 
Figure 47 FRIP plot visualization for a set of VH10 nRNA-seq datasets described in section 2.10.5. (1) 
nouv, where cell are in normal conditions, (2) uv05h, where cell are recovering for 30 minutes after 

irradiation with UVC ( 15 𝑱/𝒎𝟐), (3) uv2h, where cell are recovering for 2 hours after irradiation with 

UVC ( 15 𝑱/𝒎𝟐), (4) uv24h, where cell are recovering for 24 hours after irradiation with UVC ( 15 𝑱/𝒎𝟐), 
and (5) nouv24h, 24 hours after the nouv pull-down. As a reference feature set, RefSeq transcripts were 
used. 

4.1.4.5 Differential expression analysis 

 

Differential expression analysis is applied when seeking quantitative changes in gene 

expression levels between different biological conditions and samples, measured by RNA-seq. 

In the case of nRNA-seq methods, changes between nascent transcription levels. The particular 

analysis is performed using pairwise comparisons "ConditionA_vs_ConditionB", where 

ConditionB should represent the denominator of each comparison. Analysis for differential 

nascent RNA expression is applied using DESeq2 or/and edgeR packages, with the RefSeq 

gene-set as a reference, and counting reads only in the intron sequences to avoid overcounting 

processed RNA contaminants. If batch effects or any additional confounding factors are present 

in the experimental set-up, they can be modeled in the respective design matrix included in the 

comparison formula of each applied tool (Love et al., 2014; M. D. Robinson et al., 2009). 

Notably, confounding factors can be “removed” by the count matrix using the R function 



removebatcheffect from limma package (Ritchie et al., 2015), and the corrected count matrix 

can be used for further analysis and visualization purposes (clustering, heatmaps, average 

profiles etc). The particular analysis module generates a set of outputs depicted below: 

 

(1) A tab-delimited text report of all the examined regions with column-wise information structure 

as follows: 

 

1st column: Chromosome of the examined genomic region. 

2nd column: Starting base position of the examined genomic region.   

3rd column: End base position of the examined genomic region.    

4th column: Genomic region id (gene id as defined in the fourth column of the analyzed 

reference. If not present “chr:start-end” will be assigned, where “chr”,”start” and “end” refer to 

the 1st, 2nd, and 3rd column respectively). 

5th column: GC content of the sequence content of the examined genomic region (in the case of 

a custom annotation, 0 is assigned). 

6th column: Strand orientation of the examined genomic region (if it is absent in the custom 

annotation, * will be assigned). 

7th column: Genomic region name (in the case of a custom annotation, gene id will be 

repeated). 

8th column: Biotype of the examined genomic region (in the case of a custom annotation, 

“custom” will be assigned). 

9th column: Length of the examined genomic region (in the case of a custom annotation, length 

will be calculated by the gene coordinates). 

10th column: “ConditionA” average RPKM of normalized read counts. 

11th column: “ConditionB” average RPKM of normalized read counts. 

12th column: Concentration - mean (log) reads across all replicates in both groups 

(normalization using the respective analysis algorithm). 

13th column: "ConditionA" Concentration - mean (log) normalized reads across all samples of 

"ConditionA" condition (normalization using the respective analysis algorithm). 

14th column: "ConditionB" Concentration - mean (log) normalized reads across all samples of 

"ConditionB" condition (normalization using the respective analysis algorithm). 

15th column: Fold difference - mean fold difference of expression enrichment of group 1 over 

group 2 (Concentration ConditionA - Concentration ConditionB). Absolute value indicates 

magnitude of the difference, and sign indicates which one is expressed higher, with a positive 

value indicating higher expression in the first group. 

16th column: p-value calculation - statistic indicating the significance of the difference. 

17th column: FDR (False Discovery Rate): adjusted p-value calculation - p-value subjected to 

multiple-testing correction. 

  

(2) Based on (1), a tab-delimited text report including all the significantly altered differential 

expressed genes. A threshold of FDR < 0.05 is applied. 

(3) The {genes by samples} raw count matrix. 

(4) The {genes by samples} normalized count matrix. Normalization is performed by using either 

DESeq2, or edgeR. 



(5) A volcano plot, summarizing the significant differentially expressed regions based on the 

significance level, expressed as -log10 FDR, and the magnitude of difference, expressed as 

log2 Fold difference. 

(6) An MA plot, summarizing the significant differentially expressed genes based on the mean 

(log) reads across all samples in both groups, expressed as log10 normalized counts, and the 

magnitude of difference, expressed as log2 Fold difference. 

4.1.4.6 Heatmaps, average profiles, boxplots and genomic tracks generation 

This analysis module is applied as described in the ChIP-seq analysis pipeline in section 

4.1.3.7.  

4.1.5 ATAC-seq analysis pipeline 

4.1.5.1 Short-read mapping and alignment filtering 

For every filtered FASTQ file, mapping, alignment filtering, alignment deduplication and replicate 

merging is applied as described in the ChIP-seq analysis module (section 4.1.3.1). The output 

of this analysis module includes the individual and merged (if replicates are present) BAM files 

of each analyzed sample.  

4.1.5.2 Peak calling analysis 

This analysis module is applied as described in the ChIP-seq analysis pipeline in section 

4.1.3.2. 

4.1.5.3 Alignment similarity analysis 

This analysis module is applied as described in the ChIP-seq analysis pipeline in section 

4.1.3.3. 

 

Differential accessibility analysis is applied when a scientist wants to identify alterations in 

chromatin accessibility between different biological conditions, as measured by ATAC-seq, 

DNAseq-seq, MNAse-seq or FAIRE-seq. The particular analysis module is designed for ATAC-

seq protocols, and is applied as described in the ChIP-seq analysis pipeline in section 4.1.3.4. 

4.1.5.4 Peak annotation analysis 

This analysis module is applied as described in the ChIP-seq analysis pipeline in section 

4.1.3.5. 

 

4.1.5.5 Motif enrichment analysis 

This analysis module is applied as described in the ChIP-seq analysis pipeline in section 

4.1.3.6. 



4.1.5.6 Heatmaps, average profiles and genomic tracks generation 

This analysis module is applied as described in the ChIP-seq analysis pipeline in section 

4.1.3.7. 

4.2 Genome-wide identification of de novo elongation waves 

The particular algorithm is designed for estimating the transcription elongation wave-end of 

actively transcribed RNAP2 molecules during normal cellular conditions or during early 

genotoxic stress conditions, using primarily pre-DRB nRNA-seq datasets (see materials and 

methods). As an example dataset, human VH10 pre-DRB nRNA-seq experiments were used in 

NO UV +0 min, +10 min, +1 h and +2 h conditions, and +UV 0 h, +10 min, +1 h and 2 h, as also 

CSB pre-DRB nRNA-seq experiments in NO UV +0 h, +10 min, +20 min, +1 h and +2 h 

conditions, and +UV +0 h, +10 min, +20 min, and 2 h (materials and methods, section 2.10.6). 

For the prediction of the transcription wave front in each examined dataset, a Hidden Markov 

Model (HMM, see section 1.10) was implemented and applied as described below. 

4.2.1 Quality control, prefiltering and read mapping 

FASTQ files were processed for quality trimming and adapter clipping as described in the 

section 4.1.2. In order to exclude all the rRNA reads that comprise the major source of RNA 

contamination in these kind of data, high-quality FASTQ files were first aligned against the 

human ribosomal DNA complete repeating unit (U13369.1), keeping all the unmapped reads 

that were in turn aligned to the UCSC hg19 reference genome, using the module described in 

section 4.1.4.1. Only primary, and high-quality alignments were retained, and duplicated 

alignments were discarded, and genome browser tracks were generated accordingly (Figure 

48). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

4.2.2 Genome annotation reconstruction 

To define a reference gene set, 54,669 transcripts from RefSeq v.72 were downloaded. Initially, 

only protein coding and lncRNA genes were selected, two gene categories that are both 

transcribed by RNAPII (Bunch, 2017). These two biotypes will be referred to as “mRNAs” during 

the rest of this study. TSSs were clustered using a radius of 500 bp, and the longest transcript 

was kept for further analysis. Furthermore, TSS pairs with a distance less than 1kb were 

eliminated to avoid overlapping TSS flanking regions during read counting. This resulted in a 

total of 19,775 genes.  

4.2.3 Transcriptional activity determination 

To determine the activity status of each transcript, VH10 and CSB NO UV 2 h filtered BAM files 

were summarized at each transcript, excluding annotated exonic regions in order to minimize 

the effect of mRNA contamination. Τhe first kilobase of each transcript was also omitted, in 

order to better gauge the density of polymerase that actively elongates through the gene-body, 

by avoiding the over-counting from PPP (Jonkers et al., 2014). Gene-counts were transformed 

to RPKM values and kernel density plots of 𝑙𝑜𝑔2𝑅𝑃𝐾𝑀 values for each dataset were plotted 

(Figure 49). 

 

Figure 48 IGV genome browser tracks of VH10 and CSB pre-DRB and nRNA-seq datasets. 
Patterns of transcription elongation wave progression are observed in both cell types during 
transcription recovery from DRB 



 
Figure 49 Kernel density plots of VH10 (left) and CSB (right) nRNA-seq NO UV 2h 𝒍𝒐𝒈𝟐𝑹𝑷𝑲𝑴counts at 
RefSeq transcripts reveal two main transcript populations for each cell line. 

The resulting bimodal RPKM distributions denoted two main transcript populations for each cell 

line: active and inactive elements. The bisection point was commonly set to 𝑅𝑃𝐾𝑀 =  0.03 

resulting in 12,435 active transcripts for VH10 cells, and 12,846 active transcripts for CSB cells. 

Taking into consideration that a wide range of transcription elongation rates are reported in 

different studies, from 1–6 kilobases per minute (kb/min) (Ardehali & Lis, 2009; Darzacq et al., 

2007; Singh & Padgett, 2009), in order to gain robust results at all the processed datasets, only 

transcripts over 60 kb were considered for the rest of this analysis, as also the intersection of 

active genes between cell lines, resulting in a total of 3,048 commonly transcribed elements. As 

a negative gene set, 2,004 commonly inactive genes with a length over 60 kb were selected. 

4.2.4 Data visualization 

 

To generate heatmaps and average profiles of nRNA-seq signal the nRNA-seq analysis module 

was applied (section 4.1.4.6), using the 3,048 commonly transcribed genes (VH10 and CSB, 

see above) as a reference set (Figures 50 and 51). 

 

 



 
Figure 50 Heatmaps of nRNA-seq read-counts along actively transcribed RefSeq transcripts with length 
over 60 kb upon DRB removal. White color scale denotes low read density, while blue (VH10) and red 
(CSB) color scales denote high read density. 

 

 
Figure 51 Average profiles of nRNA-seq read-counts along actively transcribed RefSeq transcripts with 
length over 60 kb after removal of DRB. Comparison of VH10 and CSB No UV and +UV conditions by 
setting an arbitrary threshold (horizontal dashed line, average normalized counts = 1) reveals patterns of 
elongation wave inhibition to a greater extent at TC-NER deficient cells (compare vertical dashed lines 
between VH10 and CSB). 



Visual inspection of the generated graphs revealed patterns of elongation wave progression in 

all the analyzed datasets after removal of DRB (see materials and methods 2.10.6). In NO UV 

conditions, RNAPII elongates at a much higher rate than the +UV conditions for both datasets. 

This UV-induced deceleration of RNAPII progression is propably due to the stalling of RNAPII 

upon encountering DNA-damages. Additionally, in VH10 +UV condition, patterns of faster 

transcription recovery are gradually detected in contrast to CSB +UV where RNAPII molecules 

appear to remain stalled at DNA lesions for a longer time period due to the non-functional TC-

NER mechanism (Figure 50, 10 minutes and 60 minutes +UV, and Figure 51 10 minutes and 60 

minutes +UV). 

4.2.5 Data preparation 

Both active and inactive annotations were split into genomic bins, in order to create a bin-vector 

for each transcript, for each examined dataset, that will be used for NGS signal counting, data 

transformation, and normalization (section 4.1.4). For all the NO UV 10 min datasets, a bin size 

of 250 bp was used, while for NO UV 20 min, NO UV 1 h and NO UV 2 h, bin sizes of 500 bp, 1 

kb and 2 kb were applied respectively. For +UV 10 min datasets, a bin size of 250 bp was used, 

while for the remaining +UV datasets, a bin size of 500 bp was applied. For the NO UV and +UV 

0 h samples, bin-vectors of 250 bp, 500 bp, 1 kb, and 2 kb were also generated accordingly.  

 

Read alignments in each examined dataset were extended to a 200 bp fragment length (in order 

to reach the average fragment length of the libraries), and only the 3’ ends were considered for 

counting. For each examined dataset, the resulting 3’ end points were examined for genomic 

overlap with the respective active and inactive bin-vectors to generate bin-count vectors.  

For each bin-count feature, a pseudocount was added, and all bin-count vectors were divided 

by the corresponding 0 h bin-count vector, to eliminate the effect of the nRNA-seq background 

signal.  

In order to eliminate the effect of mRNA contamination in each of the examined nRNA-seq 

experiments, for each genomic bin with an exon coverage larger than 20%, the corresponding 

normalized count was considered as a missing value, and all missing values were replaced by 

the outputs of a cubic splines interpolation, which is applied along the entire bin-count vector (R 

smooth.spline function). Consequently, to remove the PPP enrichment bias of the specific NGS 

protocol, for each bin-count vector, all bin-counts were divided by the average of the first five 

bin-counts, as an internal normalization. 

Finally, all normalized bin-count ratios were discretized, using a range from 0.0 to 1.0, with a 

step size of 0.05, resulting in a maximum of 20 possible values for each vector, that represent 

the emission states of each HMM (see section 1.10). All elements that were annotated at the 

reverse strand were flipped in order to keep the same count-vector structure for all the 

examined elements. 

 

Training set 

  

To generate a robust training set for HMM parameter estimation, that includes all the instances 

of transcriptional activity, active transcripts of varying expression levels were included, as also 



non-transcribed elements. Specifically, all active transcripts were grouped to 3 expression 

clusters based on their RPKM value, and a random choice of 450 highly expressed, 175 

mediumly expressed, and 175 lowly expressed transcripts was applied. Also, a random choice 

of 250 inactive transcripts was added to the active training list, resulting in a training set of 950 

bin-counts.  

 

4.2.6 HMM set-up and training 

For each examined dataset, an individual HMM was implemented, in order to predict which of 

the examined bins are engaged by the de novo RNAPII elongation wave, and which bins are not 

reached yet by RNAPII molecules (most probable hidden state path). To design these models, 

the hmm.discnp R package was used (https://cran.r-project.org/package=hmm.discnp), where 

each 𝐻𝑀𝑀 =  (𝜋, 𝐴, 𝐵) consists of a set of hidden states called “RNAPII engaged” (E) and 

“RNAP2 free” (F), 𝐻 = {𝐸, 𝐹}, with initial state probabilities 𝜋 = [0.8,0.2] and hidden state 

transition probabilities  𝛢 = [0.95, 0.05;  0.05 0.95], and a total of 20 observed states 𝑂 =

{0.00, 0.05, . . . ,1.00} for each training bin-count feature, following any of the finite discrete 

distributions depending on the state of the Markov chain (https://cran.r-

project.org/web/packages/hmm.discnp/index.html), specified non-parametrically, 𝑅ℎ𝑜 =

 [𝑟ℎ𝑜𝑖𝑗], 𝑟ℎ𝑜𝑖𝑗 = 𝑃(𝑌 = 𝑦 | 𝑆 = 𝑦). Figure 52 summarizes the aforementioned design. 

 

 
Figure 52 Automaton representation of the initially defined HMMs, with two hidden states: E (RNAPII 
engaged) and F (RNAP2 free). Before parameter estimation, emission probabilities were determined 
using the uniform distribution. 

Emission probabilities 𝐵 were estimated using the Baum-Welch algorithm (section 1.10). 

 

https://cran.r-project.org/web/packages/hmm.discnp/index.html
https://cran.r-project.org/web/packages/hmm.discnp/index.html


4.2.7 HMM predictions 

Predictions were applied at all 3,048 VH10-CSB commonly transcribed bin-counts, for each 

dataset, using the HMMs described in section 4.2.6. Particularly, the Viterbi algorithm (section 

1.10) was used to predict the most probable path of hidden states underlying each of the 

observation sequences (https://cran.r-project.org/web/packages/hmm.discnp/index.html). The 

generated Viterbi paths were then translated into genomic coordinates (BED files), by merging 

consecutive predictions of the “E” state to a single BED record. All transcripts including more 

than one “E” blocks, were discarded from the rest of the analysis as instances of unreliable 

predictions. Additionally, for NO UV 10 min samples, all predictions less than 5 kb or greater 

than 20 kb were excluded, for NO UV 20 min all predictions less than 10 kb were excluded, for 

VH10 NO UV 60 min all predictions less than 40 kb were excluded, for +UV 10 min all 

predictions over 15 kb were excluded, for CSB +UV 20 min all predictions over 40 kb were 

excluded, for VH10 +UV 1 h all predictions over 60 kb were excluded, and for +UV 2 h all 

predictions over 80 kb were excluded. Moreover, only transcripts with valid predictions for both 

cell lines were considered for further analysis. 

Finally, BED files of valid bin predictions were converted to BIGBED files to generate genome 

browser compatible track lines (Figure 53). 

 

 

 

https://cran.r-project.org/web/packages/hmm.discnp/index.html


 

Figure 53 IGV genome browser tracks of two indicative genes, EXT2 and PTPN14 depicting the viterbi 
predictions for VH10 and CSB datasets respectively. 

4.2.8 Wave front comparisons and elongation rate estimation 

For each examined dataset, the average wave front position was reported. For datasets where 

the average prediction is over 60 kb, due to variable gene lengths in the reference transcript set, 

the wave front is reported to be over 60 kb (>60). For all the consecutive time point pairs where 

a fixed prediction was available, elongation rates were estimated as the average covered 

kilobases per minute for the particular time period (Figure 54). 

 

 
Figure 54 Elongation wave progress prediction by HMMs. For each cell type and for each time point 
(whenever applicable) the average position of elongation waves in active genes of length over 60 kb are 
summarized. Elongation rates are calculated between consecutive time points (whenever applicable). 

As expected, the HMM predictions in +UV conditions confirmed the initial observations 

regarding the average profiles and heatmaps of nascent RNA-seq signal (Figures 50 and 51), 

that in CSB cells where TC-NER is non-functional, DNA-lesions block the progression of 



transcription elongation in a higher extent than in VH10 cells, since they remain essentially 

unrepaired. On the contrary, in VH10 cells where DNA damages are repaired at a reasonable 

rate by TC-NER, lesion repair allows the faster progression of the elongation wave along the 

recovery period (Figures 54 and 55).  

 

 
Figure 55 Box plots of elongation wave front positions as predicted by the HMMs. Comparisons between 
VH10 and CSB were applied using the Wilcoxon rank sum test, with p-value < 0.001 for the +UV 10 
minutes comparison, and p-value = 0.0086 for the +UV 10 minutes comparison. 

4.3 A computational pipeline for the study of the reorganization of transcription 

and chromatin alterations upon UV-induced stress. 

High throughput profiles of RNAPII binding (ChIP-seq), histone modifications (ChIP-seq), 

nascent transcription activity (nRNA-seq) and chromatin accessibility in hTERT immortalized 

VH10 skin fibroblasts [see sections 2.1 and 2.2] were generated to obtain an accurate and 

global view into the molecular events regulating transcription re-organization and chromatin 

alterations in response to UVC induced stress.  

4.3.1 Gene transcripts and exons annotation 

RefSeq mRNAs defined in section 4.2.2 were used as a gene annotation set. To extract a 

consensus exon set, all overlapping transcripts were concatenated, and overlapping exons of 

the same strand were merged, while those encoded in opposite strands were excluded. This 

resulted in 164,896 RefSeq exonic regions 



4.3.2 Transcript activity status determination 

To study the process of transcription reorganization using the aforementioned mRNA set as a 

reference, transcripts were classified to 3 categories based on their transcriptional profile. These 

categories consist of active, poised, and inactive genes, and were classified as follows: 

ChIP-seq datasets of RNAPII-ser5P, RNAPII-ser2P and RNAPII-hypo in NO UV condition (see 

materials and methods) were mapped against the UCSC hg19 reference genome (see section 

4.1.3.1), and peak calling was performed using the “Pol2” mode described in section 4.1.3.2. 

Gene promoters (-250 bp to +100bp around TSS) with NO UV RNAPII −

ser2P RPM ( read counts in the specified region ∗  1,000,000/ alignment depth)  >  0.7, which 

overlap with any NO UV RNAPII-ser2P significant peak were characterized as active (8,954 

transcripts). Active transcripts are considered affected by the transcription machinery showing 

patterns of transcriptional elongation. Promoters with NO UV RNAPII − ser5P RPM >  0 which 

overlap with any NO UV RNAPII-ser5P significant peak or NO UV RNAPII-hypo significant 

peak, but without overlapping any NO UV RNAPII-ser2P significant peak were characterized as 

poised (953 transcripts), while the rest of the annotations were characterized as inactive (genes 

that are not transcribed in the particular cell line and condition). The particular annotation 

characterization is summarized in Figure 56. 

 

 
Figure 56 (a) Refseq mRNAs activity status defined by intersecting promoters with significant peaks 
RNAPII-hypo (green), -ser5p (purple) and -ser2P (blue) ChIP-seq. RNAPII-ser2P list was further filtered by 
selecting only genes with Dp > 0.7 RPM. RNAPII- ser2P containing genes were considered as active (solid 
green), while the union of RNAPII-ser5P and -hypo genes that did not overlap -ser2P genes were defined 
as poised. The rest of the transcripts were considered as inactive. (b) Heatmaps illustrating the 
distribution of RNAPII ChIP-seq signal (RNAPII isoforms as indicated) in NO UV condition at promoter 
regions (-250 bp to +2 kb relative to TSS) and gene bodies (+100 bp to +2 kb relative to TSS), categorized 
by transcript activity status (defined in a). 



4.3.3 Transcription start site (TSS) annotation of mRNAs, enhancers and 

asPROMPTs 

 

The TSS annotation was based on all known protein coding and non-coding RNA RefSeq 

transcripts release 86, that were retrieved from UCSC table browser, using the hg19 genome 

build (http://genome-euro.ucsc.edu/cgi-bin/hgTables). To classify the TSSs based on their 

biotypes (Table 6), the BioMart database was used (Kinsella et al., 2011), and all small non-

coding RNAs and pseudogenes were excluded.  

 

Table 6 Biotype classification of RefSeq TSSs. 

 
 

For any Refseq gene model that contained more than one transcript, all elements were 

clustered together using a 50 bp TSS radius, and the longest transcript was finally reported, 

resulting in 30,473 TSSs. 

4.3.4 mRNA TSS activity determination 

 

All TSSs were divided into 3 categories, based on their transcriptional activity. Each element 

was extended to 2 kb in each direction, and the extended genomic elements were intersected 

with RNAPII-ser2P NO UV, H3K27ac NO UV and H3K27me3 NO UV peak sets. Regions that 

overlapped with RNAPII-ser2P and H3K27ac peaks, were categorized as active. Regions 

overlapping with H3K27me3 peaks, but not with RNAPII-ser2P and H3K27ac peaks were 

categorized as repressed. Finally, regions with no overlap with any of the aforementioned peak 

sets were categorized as inactive. The Figure 57 depicts the categorization procedure of the 

TSS references. 

 



 
Figure 57 (a) Heatmaps of NO UV ATAC-seq and NO UV H3K27ac, H3K27me3 and RNAPII-

ser2P ChIP-seq signal at RefSeq TSSs. TSS activity status was defined by intersecting TSS 

flanking regions (2 kb in each direction) with H3K27ac ChIP-seq (green), H3K27me3 ChIP-seq 

(red), and RNAPII-ser2P ChIP-seq (pink). H3K27ac and RNAPII- ser2P containing TSSs were 

considered as active, H3K27me3 TSSs that did not overlap H3K27ac or RNAPII-ser2P were 

defined as repressed. The rest of the TSSs were considered as inactive. (b) Average profiles of 

NO UV ATAC-seq and NO UV H3K27ac, H3K27me3 and RNAPII-ser2P ChIP-seq signal at 

active TSSs as defined in (a).  

 

All elements that overlapped with both H3K27ac and H3K27me3 peaks were considered as 

dubious, and were excluded from the annotation. The activity categorization resulted to 15,819 

active, 2,943 repressed and 7,608 inactive TSSs (Figure 57).  

 
Figure 58 An indicative example of an active (R3HDMA TSS, green box) and a repressed TSS (KSS1R TSS, 
red box), showing mutually exclusive patterns of H3K27ac (NO UV and +UV, green track lines) and 



H3K27me3 (NO UV and +UV, purple track lines) binding profiles, illustrated as a UCSC Genome Browser 
snapshot. R3HDMA TSS (active TSS) is also enriched with ATAC-seq signal (NO UV and +UV, dark-red 
track lines) and RNAPII-ser2P (N OU and +UV, blue track lines). 

4.3.5 Transcriptional directionality of actively transcribed TSSs and actively 

transcribed enhancers determination 

 

All active TSSs defined in section 4.3.4 were further analyzed in order to be classified with 

respect to their transcription directionality. Initially, all elements were split into unidirectional and 

bidirectional references. Active TSS pairs annotated in opposite strand orientation, with 

𝑇𝑆𝑆𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 ≥  −2 𝑘𝑏 and 𝑇𝑆𝑆𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 ≤  +2 𝑘𝑏, where 𝑇𝑆𝑆𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = 𝑇𝑆𝑆𝑓𝑜𝑟𝑤𝑎𝑟𝑑 𝑠𝑡𝑟𝑎𝑛𝑑 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒 −

𝑇𝑆𝑆𝑟𝑒𝑣𝑒𝑟𝑠𝑒 𝑠𝑡𝑟𝑎𝑛𝑑 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒 (“inter-TSS distance”) were categorized as “bidirectional” TSSs, while 

the rest of the references were categorized as “unidirectional” TSSs (Figure 59).  

 

Bidirectional TSS pairs were further grouped into two categories, convergent bidirectional pairs 

with 𝑇𝑆𝑆𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 ≤  100 𝑏𝑝, and divergent bidirectional pairs with 𝑇𝑆𝑆𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 >  100 𝑏𝑝. 

Convergent and divergent TSS coordinates were further adjusted using strand-specific CAGE-

seq data of primary skin and dermal fibroblasts (see materials and methods, section 2.10.9) as 

follows: TSS regions were extended to 2 kb in each strand direction, and per-base CAGE 

coverage was calculated in order to detect the nucleotide occupied by the maximum sense 

CAGE signal (CAGE summit). Using the transcriptional inactive TSS pairs as a control 

reference set, CAGE summits were also detected using the same procedure to form the CAGE 

summit background distribution. Any active CAGE summit with a value over the mean of the 

background distribution, was set as the new TSS, while all the bidirectional pairs with a non-

significant CAGE summit in the aforementioned 500bp region were excluded from the 

annotation. This procedure resulted in 1,410 active bidirectional TSS pairs, of which 905 pairs 

were characterized as divergent and 505 pairs as convergent. An example of an active 

bidirectional TSS-pair id is illustrated in Figure 59. 

 



 
Figure 59 UCSC Genome Browser track of bidirectional TSSs (a) Bidirectional promoters with multiple 
annotated TSSs are further examined by searching CAGE-seq signal peaks in both directions (250 bp 
radius). (b) A unique sense CAGE-seq summit (green track lines) defines the new TSS of each TSS-pair 
member. 

The remaining 12,859 unidirectional TSSs were further analyzed to detect asPROMPTs (see 

section 1.6.2.2) in order to gain a complete overview of the non-coding antisense transcription 

events occurring around active TSSs. To identify upstream antisense (uaRNA) and downstream 

antisense (daRNA) transcripts, any active gene model containing more than one mRNA 

transcripts, was processed in order to keep only the leftmost annotated TSS for the forward 

strand annotated genes, and the rightmost TSS for the reverse strand annotated genes. The 

antisense CAGE summit was detected as described above, using a search space of -2 kb 

upstream up to +1 kb downstream of each active unidirectional TSS. Using the inactive 

unidirectional references, and the same search space, an antisense CAGE summit background 

distribution was created as described above. All the antisense CAGE summits linked with  

an active unidirectional TSS with a with a higher summit than the average value of the 

respective background distribution, were considered as asPROMPT TSSs. This procedure 

resulted in 5,366 pairs of active unidirectional - asPROMPT TSSs, which were further 

subdivided to 1,444 divergent and 3,922 convergent pairs, as described above. Two examples 

of mRNA TSS - asPROMPT pairs (convergent and divergent) are depicted in igure 60. 

 



 
Figure 60 UCSC Genome Browser track of unidirectional TSS - asPROMPT pairs (a) Convergent TSS pairs. 
Cage signal summits define the mRNA TSS (purple circle) and the asPROMPT TSS (red circle). The 
asPROMPT TSS is located downstream of the mRNA TSS. (b) DivergentTSS pairs. Cage signal summits 
define the mRNA TSS (purple circle) and the asPROMPT TSS (red circle).The asPROMPT TSS is located 
upstream of the mRNA TSS. 

Finally, to annotate enhancer TSSs (eTSSs), 65,423 human FANTOM5 enhancers were 

downloaded by FANTOM5 site (https://fantom.gsc.riken.jp/5/datafiles/latest/), and categorized to 

6,766 active, 4,730 repressed and 39,227 inactive following the same described in section 4.3.4 

(see Figure 61 for a summary).  

 



 
Figure 61 (a) Heatmaps of NO UV ATAC-seq and NO UV H3K27ac, H3K27me3 and RNAPII-ser2P ChIP-seq 
signal at FANTOM5 eTSSs. TSS activity status was defined by intersecting TSS flanking regions (2 kb in 
each direction) with H3K27ac ChIP-seq (green), H3K27me3 ChIP-seq (red), and RNAPII-ser2P ChIP-seq 
(pink). H3K27ac and RNAPII- ser2P containing TSSs were considered as active, H3K27me3 TSSs that did 
not overlap H3K27ac or RNAPII-ser2P were defined as repressed. The rest of the TSSs were considered 
as inactive. (b) Average profiles of NO UV ATAC-seq and NO UV H3K27ac, H3K27me3 and RNAPII-ser2P 
ChIP-seq signal at active eTSSs as defined in (a). 

All active intergenic enhancers that don’t overlap with actively transcribed promoters (2 kb 

around TSS) and their respective gene bodies (intergenic enhancers) were further processed, to 

keep only eTSSs (annotation mid-point) with a distance over 10 kb from the annotation borders 

of active transcripts, as also a distance over 2 kb from neighboring eTSSs. All active eTSSs 

were extended to 1 kb sideways, to detect sense and antisense CAGE summits as described 

above. The same strategy was repeated for all the inactive eTSSs in order to create the sense 

and antisense CAGE summit background distributions as described above. Consequently, only  

active intergenic sense and antisense CAGE summits with a height greater than the respective 

mean of the background distributions were considered, resulting in 1,228 active references. 

Summarizing the TSS and eTSS annotation, active bidirectional TSS pairs, active unidirectional 

TSSs paired with an asPROMPT, and active intergenic enhancers are illustrated in Figure 62 as 

graphical schemas. 

 



 
Figure 62 (a) active unidirectional mRNA TSSs (+ or - strand) for which an associated active PROMPT is 
transcribed in the antisense direction, (b) active bidirectional TSSs of mRNA-mRNA pairs transcribed in 
opposite directions, (c) active FANTOM5 intergenic enhancer TSSs (eTSS ). 

4.3.6 ChIP-seq read density analysis reveals patterns of extensive reorganisation 

of transcription 

 

To examine the effect of low dose (8 𝐽/𝑚2) of UVC induced stress on transcription, RNAPII-

ser2P ChIP-seq datasets in NO UV, +UV +0.5 h, +UV +1 h, +UV +2 h, +UV +6 h, +UV +48 h, 

RNAPII-ser5P ChiP-seq datasets in NO UV, +UV +0.5 h and +UV +48 h, and RNAPII-hypo 

ChiP-seq datasets in NO UV, +UV +0.5 h, +UV +1.5 h (see materials and methods section 

2.10.2) were analyzed as described in the section 4.1.3. Read density heatmaps were 

generated using seqMINER (Ye et al., 2011) and revealed an extensive reorganization of 

RNAPII binding distribution, across all the active mRNAs defined in section 4.3.2. In particular, a 

global increase of RNAPII-ser2P elongating signal in the gene bodies of all long (over 60 kb) 

active genes was detected followed by a parallel RNAPII-ser5P and RNAPII-hypo signal 

decrease in the promoter regions (Figure 63). Interestingly, this phenomenon was not present in 

the poised and inactive regions (Figure 63 b). 

 



 
Figure 63 Transcription elongation wave is triggered at all active mRNAs, in response to UV irradiation. 
(a) Heatmaps of RNAPII-ser2P and INPUT signal at all active genes of length > 60 kb (visualized from TSS 
up to TSS+60 kb) before and after UV irradiation, ranked by increasing escape index (EI, see below) (b) 
Heatmaps illustrating the Log2 Fold Change (FC) of RNAPII-ser2P, -ser5P, and -hypo isoforms, comparing 
normalized read-counts between irradiated and non-irradiated cells at promoter (-250 bp to +100 bp 
relative to TSS) and gene bodies (+101 bp to +2 kb relative to TSS), separated by gene activity status. 

Interestingly, RNAPII-ser2P ChIP-seq average gene density analysis revealed a gradual 

decrease of RNAPII molecule progression throughout the gene bodies (Figure 63 (a)). This 

decrease was determined by estimating the average transcription elongation wave front for 

each time point. Particularly, an arbitrary threshold was initially set (average per 500 bp - bin 

read density equals to 8) and the intersection point with each average count vector line was 

considered the transition point for each dataset. These positions were estimated with respect to 

the TSS and were expressed in kb. Average elongation rates (kb/min) were estimated by 

combining wave front information between pairs of datasets as previously described (Nicolai et 

al., 2015) (Lanfeng Wang et al., 2015; Zhong et al., 2011).  

 

To quantify the observed RNAPII signal redistribution in response to UVC, the ratio of average 

RNAPII RPM at gene bodies (gene regions from +101 bp up to +2 kb relative to TSS, for genes 

over 2 kb length) over average RNAPII RPM of promoters (gene regions from -200 bp to +100 

bp relative to TSS, for genes over 2 kb length) was calculated for each biological condition, for 

every gene, and every RNAPII ChIP-seq dataset (Promoter Escape Index - EI, see Figure 64).   

 



 

Figure 64 Escape Index calculation. The ratio of average RNAPII RPM at gene bodies (gene regions from 
+101 bp to +2 kb relative to TSS for genes over 2 kb length) is divided by the average RNAPII RPM at 
promoters (gene regions from -200 bp to +100 bp relative to TSS, for genes over 2 kb length). The figure 
is adapted by (Brannan et al., 2012) and edited accordingly. 

The particular metric represents the degree of elongating RNAPII molecule escape from PPPs 

into transcription units. 

As a result, a significant and time-resolved increase of EI was observed at the early time points 

(from +UV +0.5 h up to +UV +2 h) of RNAPII-ser2P and RNAPII-ser5P (Table 7), as compared 

to the NO UV condition (ΔΕΙ, +UV EI NO UV EI⁄ ). In contrast, genes that are not regulated by the 

transcription machinery in steady state (inactive mRNAs, not significant RNAPII binding at 

promoters in NO UV condition), were still not affected by the reorganization process. These 

differences were tested for statistical significance using Chi-square tests (𝑥2), validating that the 

observed number of active genes with ΔEI>1 differ from the equivalent expected values in 

poised genes (Table 7).  

 

Table 7 Summary of RNAPII ΔEIs > 1 for time series analysis of -hypo, -ser5P, and -ser2P isoforms and for 

gene activity categories defined in section 4.3.2. Chi-square test (𝒙𝟐) applied to validate if active genes’ 
ΔEIs > 1 differ from expected value (poised genes’ ΔEIs) for each Δ condition. 

 
 



 

To examine if the aforementioned changes were explained by concurrent increase in gene-body 

signal density and decrease in promoter signal density, the average differences of RNAPII 

binding between +UV and NO UV conditions were summarized as an average profile of read 

density (Figure 65). The particular visualization was generated by a similar strategy as 

described in section 4.1.3.7 section with an intermediate step of dividing the +UV average count 

vector by the equivalent NO UV average count vector and plotting it as a Log2 FC average 

profile. 

 

 
Figure 65 RNAPII reorganization during early UV stress recovery. (a) Average plots of read densities for 
RNAPII-ser2P, - ser5P and -hypo on active, poised and inactive genes from TSS to TSS + 2kb, before (NO 
UV) and after (+UV) irradiation, as differential binding profiles (Log2 FC= (normalized read-count vector 
+UV)/ (normalized read-count vector NO UV)). (b) Correlation plot between RNAPII EI (NO UV) and 
proportion of read-count loss at peak summits after UV irradiation for -ser2P, -ser5P, and -hypo 
isoforms, at NO UV condition. 

The heatmap analysis of RNAPII-ser2P ChIP-seq (Figure 65 (a)) also revealed a homogenous 

pattern of transcription reorganization upon UVC induced stress, across the different gene 

activity levels in NO UV condition, as depicted by the EI values. To further explore this 

observation, correlation analysis between constitutive NO UV EI of RNAPII-ser2P or RNAPII-

ser5P and EI changes after UV (ΔEI(+UV vs NO UV)) was performed for all active genes, 

demonstrating that EIs of lowly-expressed/ lowly-escaped genes are increased significantly 

compared to EIs of highly-expressed/ highly-escaped genes (anti-correlation, Figure 66 (a)). 

Furthermore, differential analysis of peak summit height between NO UV and +UV conditions 

revealed a more pronounced loss of early-elongating RNAPII reads around PPP sites for less 

expressed genes (Figure 65 (c)). Also, taking into consideration that the entry of RNAPII into 

gene bodies is not correlated to gene size (Figure 66 (b)), this mechanism facilitates the release 

of RNAPII elongation waves from PPP regions even at lowly-expressed genes, providing critical 

functionalities to the cell. 

 



 
Figure 66 Correlation plots between EI (NO UV) for RNAPII-ser2P (a, left panel) and RNAPII-ser5P (a, 
right panel) and EI change after UV (ΔEI(+UV/NO UV)) for all active mRNAs. Pearson Correlation 
Coefficient (PCC) scores are reported. (b) same as in (a) for RNAPII-ser2P ΔEI (+UV / NO UV) vs gene 
length (bp). 

4.3.7 nRNA-seq read density analysis reveals patterns of nascent RNA 

production asymmetries between proximal and distal gene regions 

To explore the effect of UVC induced stress in nascent RNA production in actively transcribed 

genes, nRNA-seq libraries in VH10 and CSB cells, in NO UV +0 h, NO UV +24 h, +UV +0.5 h, 

+UV +2 h, and +UV +24 h (see materials and methods, section 2.10.5) conditions were 

analyzed as described in section 4.1.4. Gene activity was determined using the methodology 

described in section 4.2.3 and common active genes over 100 kb between VH10 and CSB cells 

were considered for further analysis. Average density vectors of genes with length greater than 

40 kb were generated, and +UV +0.5 h, +UV +2 h vectors were divided by the NO UV +0 h 

vector, while the +UV +24 h by the NO UV +24 h vector. Log2 ratios were illustrated as average 

profiles, to reveal that regions directly downstream of PPP show considerable increase in 

nRNA-seq signal at +UV 0.5 h, and +UV +2 h conditions (Figure 67). This was followed by a 

global decrease of nRNA-seq signal in the more distal gene regions, while for the +UV +24 h 

ratio in VH10, a homogenous pattern of nRNA-seq was observed across the whole gene 

lengths. On the contrary, in CSB cells +UV +24 h / NO UV +24 h ratio the nRNA-seq asymmetry 

pattern persists. 

 



 
Figure 67 Characterization of the UV-dependent global and transient changes of nascent RNA synthesis. 
a, Average plots showing the difference in nRNA-seq read densities from transcription start sites (TSS) to 
transcription termination sites (TTS) (gene lengths are normalized to 100 bins and only bins 5 to 95 are 
displayed for clarity) for genes larger than 40 kb before and after low doses of UV irradiation (15 J/m2) 
(Log2 FC between compared treatments are indicated). nRNA were labeled with EU for 10 min before 
indicated time, see also Methods. 

Strikingly, although the overall nRNA level in CSB cells is reducedl, nascent RNA synthesis is 

still detectable at the beginning (5 'end) of active genes even at later time points when 

transcription initiation is expected to be inhibited (Figure 67, right panel). Comparing the nRNA 

signal between the two cell lines, 2 hours after UV exposure, we conclude that nRNA molecules 

are continued to be synthesized in both CS-B and VH10 cells  

Reasonably, while in normal cells transcription recovery is completed after 24 h of UVC 

exposure, CS-B cells cannot complete the transcription of active genes, although new RNA 

molecules continue to be transcribed at the beginning of the genes.  

The above quantifications suggest that the previously reported decrease of nascent RNA is due 

to the fact that the overall level of transcription elongation decreases throughout the gene 

bodies during early cellular response in UVC induced stress (Figure 63, right panel), possibly 

because of the increased stalling of RNAPII molecules upon encountering DNA lesions. 

Additionally, regarding the observations in late response (+UV 24 h), it seems that transcription 

recovery is driven by a functional TC-NER machinery in VH10, as opposed by a non-functional 

TC-NER machinery in CSB cells. 

4.3.8 Analysis of RNAPII-ser2P DRB ChIP-seq and pre-DRB nRNA-seq delineates 

the RNAPII elongation wave release in normal skin fibroblasts 

 



To verify that the release of RNAPII from PPP is performed “de novo” upon UVC-stress, pre-

DRB nascent RNA-seq and RNAPII-ser2P ChIP-seq experiments were generated (see 

materials and methods, sections 2.10.2 and 2.10.6).  

VH10  VH10 RNAPII-ser2 pre-DRB +UV -DRB and pre-DRB +UV +DRB were analyzed as 

described in section 4.1.3. Heatmaps visualization of +UV conditions on active genes over 10 

kb, revealed that DRB treatment cancels the aforementioned stress-dependent RNAPII wave 

generation and propagation (Figure 68 (a)). Additionally, escape Index analysis (EI, figure 64) 

shows that RNAPII escape dramatically decreases in promoter-proximal regions (Figure 68 (b)). 

 

 
Figure 68 (a) Heatmaps illustrating the distribution of ser2P-RNAPII reads at active genes over 10kb 
(regions plotted: TSS -1 kb to TSS +10 kb, ranked by increasing EI as in Figure 63), after UV induction 
(+UV), in the presence (+) or not (-) of DRB. (b) RNAPII-ser2P NO UV EI comparison with +UV EI (+ and –
DRB) at all active mRNAs. Percentage of transcribed elements with increased escape after UV (ΔEI > 1, 

dark green dots) is illustrated in a color scale (blue-white-red, from minimum to maximum values). 𝑿𝟐 
tests determine if the genes with ΔEI > 1 significantly differ between treatments (**P < 0.0001). 

To focus on pri-elongation RNAPII molecules (polymerases that were engaged on elongation 

before UV irradiation), VH10 DRB ChIP-seq experiments of RNAPII-ser2P in NO UV -DRB, NO 

UV +0 h +DRB, NO UV +10 min +DRB, NO UV +30 min +DRB, +UV +10 min +DRB, +UV +30 

min +DRB conditions (see materials and methods, 2.10.4) were analyzed using the 

methodology described in section 4.1.3. Heatmaps and average profile visualization showed a 

substantial retain of RNAPII molecules upon UV in the distal parts of long active genes over 60 

kb that were traveling before the time of DRB as summarized in Figure 69.  



 

Figure 69 RNAPII stalling at PPP uncovers the kinetics of elongating RNAPII molecules prior to UV stress 
(pri-elongating). (a) Heatmaps of RNAPII-ser2P signal at active genes over 60 kb (region plotted: TSS to 
TSS+60 kb), ranked by increasing NO UV EI (Figure 63). (b) Average profile of RNAPII-ser2P signal derived 
from (a) highlighting the pri-elongating RNAPII wave backend positions, based on an arbitrary threshold 
(dashed line) representing the transition state. Elongation rates are calculated from differences between 
wave backend positions from consecutive time points. 

 

To quantify the kinetics of pri-elongating RNAPII molecules based on RNAPII-ser2P DRB-ChIP-

seq data, elongation rates in both NO UV and +UV conditions were estimated as described in 

section 4.3.6, showing a substantially decreased rate (Figure 69 (b)) but not a total loss of 

ongoing elongation. 

Additionally, VH10 pre-DRB nascent RNA-seq libraries were analyzed in NO UV +0 h, NO UV 

+10 min, NO UV +20 min, NO UV +1 h and +UV +0 h, +UV +10 min, +UV +1 h , and +UV +2 h 

(see materials and methods, section 2.10.6). All samples were analyzed using the 

methodologies described in sections 4.1.4 and 4.2. The generated heatmaps and average 

profiles of nascent RNA signal revealed that DRB treatment had efficiently eliminated all the 

elongating RNAPII molecules from gene bodies at the time of UVC stress (Fig. 70, time = 0 h), 

while after the removal of the drug, UV- or non-irradiated cells resumed elongation with different 

kinetics (Figure 70).  

 



 
Figure 70 Released de novo elongation wave decelerates progressively in response to UVC induced 
stress. (a) Heatmaps of nascent RNA signal at long active genes (60 kb, plotted from TSS to TSS+60 kb), 
ranked by increasing NO UV EI (see Figure 63). (b) Average profiles of nascent RNA signal derived from 
(a), highlighting de novo elongation wave release of RNAPII. Differences in wave front positions at an 
arbitrary threshold (dashed line) were used to calculate average (n = 2,531) elongation rates in 
consecutive time points (when applicable). 

 

Strikingly, UV irradiation did not suppress the nascent transcription recovery after the removal of 

DRB (Figure 70), but it triggered a wave of productively elongating RNAPII molecules, released 

in all the active gene bodies, replicating the UV-triggered phenomenon described above (Figure 

63). Transcription elongation rates of de novo released RNAPII molecules, calculated as 

described above (section 4.3.6), revealed a decreased pattern of elongation recovery in early 

UVC response (Figure 70 (b)), similar to the pri-elongating (Figure 69 (b)) molecules, confirming 

the overall changes measured in ser2P-RNAPII molecules illustrated in Figure 63. To analyze 

these observations in higher resolution, the HMM algorithm described in section 4.2 was applied 

in each of the examined datasets (Figure 71, and section 4.2).  

 

 



 
Figure 71 HMM wave-front prediction in VH10 pre-DRB nRNA-seq datasets. NFAT5 gene is illustrated as 
an indicative example. Solid lines under each dataset signal corresponds to the elongation wave 
annotation generated by the procedure described in section 4.2. 

Interestingly, in distal regions of long active gene bodies, de novo nascent RNA-seq signal was 

still detectable, but in lower levels (Figures 51, 53, 55, and 70 (b)), showing that de novo 

released RNAPII molecules still elongate, but at slower rates. This phenomenon was also 

detectable at later time points during damage recovery, where RNAPII molecules progressed 

cumulatively between +2 h and +6 h (Figure 63). 

 

Summarizing the nRNA-seq analysis, it’s shown that in response to genotoxic threats, there is a 

significant increase of nascent RNA signal in PPP regions of all active genes, as an increasing 

trail of RNAPII molecules switches to a damage-sensing productive elongation state throughout 

the active gene-bodies. Consequently, nascent RNA synthesis rate is promptly and constantly 

affected along active genes, as a result of the deceleration of both de novo released and 

already transcribing RNAPII molecules during the DNA damage-sensing procedure. The 

particular model explains the recent findings, suggesting that transcription initiation and 

elongation still take place in PPP regions upon UV-irradiation, even though progress into gene 

bodies is significantly delayed (Bugai et al., 2019a; Liakos et al., 2020; Williamson et al., 

2017a). 

4.3.9 omni-ATAC-seq read density analysis reveals patterns of global chromatin 

accessibility increase along transcriptional regulatory regions upon UV 

To examine if, and to what extent, the widespread UVC triggered release of elongating RNAPII 

molecules, and the increase in nascent RNA production downstream of the TSS of active genes  

(Figures 63 and 70) (Borisova et al., 2018; Williamson et al., 2017b) are linked with putative 

alterations in chromatin accessibility, a set of omni-ATAC-seq experiments were designed 

(materials and methods, section 2.10.7). In particular, VH10 omni-ATAC-seq experiments in NO 

UV and +UV +2 h conditions were generated, and analyzed using the methodology described in 

section 4.1.5.  

Peak calling analysis of VH10 samples resulted in a set of 106,052 Accessible Regions (ARs) 



across all conditions, and correlation analysis across the whole genome showed patterns of 

reproducibility among biological replicates of each condition (Figure 72 (a)). 

 

 
Figure 72 Quality Control (QC) of VH10 omni-ATAC-seq libraries (materials and methods). (a) Correlation 
heatmap of ATAC-seq signal along the datasets revealed biological replicate reproducibility for both NO 
UV and +UV conditions. Grouping of rows and columns was performed by using hierarchical clustering 
between Pearson's Correlation Coefficients (PCCs). Bin-count vectors of genome-wide segments (3 kb 
windows) of ATAC-seq signal were generated for each dataset, low-density windows among all datasets 
were excluded and PCCs were calculated for each pair of vectors. 

AR annotation showed an enrichment of accessible loci at promoters, intragenic, and intergenic 

regions with transcriptional regulatory function (TSSs, TSS flanks and enhancers according to 

NHDF 15-state roadmap annotation, Figure 43). 

ATAC-seq signal was summarized at all ARs to generate heatmaps and average profiles of 

chromatin accessibility signal along the consensus AR set (Figure 73 (a)). The particular 

visualizations revealed a pattern of global gain of chromatin accessibility in response to UVC-

stress. Consequently, 𝑙𝑜𝑔2 ratios of +UV over NO UV signal (FC) were generated and 

visualized as scatter plots, to report a global increase of chromatin accessibility after UVC stress 

induction at 97.9% of promoter, 94.6% of intragenic, and 94.4% of intergenic ARs (Figure 73 

(c)). Differential accessibility analysis was performed using the DESeq2 (Love et al., 2014) 

mode of diffBind (Stark & Brown, 2011)(see section 4.1.3), avoiding edgeR, since the TMM 

normalization (M. D. Robinson et al., 2009) relies on a core of sites that don't systematically 

change their accessibility affinities, an assumption that is violated in the design of the particular 

experiment. Differentially Accessible Regions (DARs) were defined by applying 

𝑎𝑏𝑠(𝑙𝑜𝑔2(𝐹𝐶))  >  1 and 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 0.001 to extract 6,410 loci, with significant increase in 

chromatin accessibility upon UV (DAR-gain) (Figure 73 (d)).  

 



 
Figure 73 Global increase of chromatin accessibility during early recovery from UVC-stress induction. (a) 
Left panel: Heatmap illustration of ATAC-seq signal around ATAC-seq peak centers (1 kb flanks) in NO UV 
and +UV conditions, separated based on their genomic position relative to RefSeq transcripts 
(intergenic, intragenic and promoter peaks), sorted by increasing NO UV signal. Right panel: Heatmap 
illustrations depicting the 𝒍𝒐𝒈𝟐 Fold Change (𝒍𝒐𝒈𝟐 FC) between +UV and UV ATAC-seq signal in regions 
described in the “Left panel”. (b) Average profile of NOUV (solid curve) and +UV (dashed curve) ATAC-
seq signal at regions described in (a). (c) Heat density scatter plots of ratios of +UV ATAC-seq signal over 
NO UV ATAC-seq signal, in regions described in (a). (d) Upper panel: Scatter plot (Volcano plot) 
summarizing the differential accessibility analysis results between ATAC-seq +UV and NO UV conditions. 
Differential accessible regions (DARs) with significantly increased (DAR-gain) or decreased (DAR-loss) 
accessibility, are visualized in red and green, respectively. Bottom panel: Proportion of DAR-gain loci in 
intergenic, intragenic and promoter ARs. 

DAR-gain loci were localized at promoter regions representing 13,3% of all promoter ARs 

(Figure 73 (d)), defining a potentially functional relevant chromatin opening at TSS regions. 

DAR-gain loci located at intragenic regions or within active FANTOM5 enhancers, were 

examined for potential links to “targeted” promoters. All direct (promoter) and indirect (intergenic 

and intragenic enhancers) gene links were functionally analyzed using REACTOME pathway 

analysis (Fabregat et al., 2017) to identify (𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝑝 − 𝑣𝑎𝑙𝑢𝑒 <  0.05) a number of biological 

pathways previously associated with DDR processes, including cellular response to stress, DNA 

repair, transcription regulation by TP53 and cell cycle checkpoints, and a broad range of 

significant Gene Ontology (GO) terms (Figure 74). The particular results are in alignment with 

the widespread PPP release of elongating RNAPII molecules at all active genes upon UV 

irradiation (Figures 63, 67 and 70). 



 

 
Figure 74 Reactome analysis of DAR-gain regions. The transcript list associated to DAR-gain regions were 
tested for biological pathway enrichment using the Reactome database. Significant results (p-adjusted 
value < 0.05) are ordered by decreasing significance. Blue boxes highlight the pathways that are relevant 
to the processes involved in UV-response or transcription. 

4.3.10 H3K27ac and H3K27me3 marks remain stable after UV  

To examine if the global increase in chromatin accessibility is coupled with changes in post-

translational modifications (PTMs) of histones around transcriptional regulatory regions during 

the recovery period from UVC irradiation, ChIP-seq experiments of the silencing chromatin mark 



H3K27me3 and the activation mark H3K27ac were conducted. In particular, VH10 H3K27ac and 

H3K27me3 ChIP-seq experiments in NO UV and +UV +2 h were designed and generated (see 

materials and methods, section 2.10.3). To focus on TSSs of mRNAs and enhancers, the NGS 

data analysis was performed using the genome annotation depicted in figures 57 and 61 as 

references. In particular, average profiles, heatmaps and boxplots of the H3K27ac, H3Kme3 

and RNAPII-hypo ChIP-seq signal, as also the ATAC-seq signal were generated using the 

pipeline described in section 4.1.3, using 2 kb extended TSS and eTSS references (Figure 75). 

 

 
Figure 75 H3K27ac and H3K27me3 histone modifications remain essentially stable during early recovery 
from UV-stress induction. (a) Heatmap illustrating ATAC-seq, H3K27ac, H3K27me3 and Pol II-hypo ChIP-
seq signal at NO UV and +UV conditions at genomic regions 2 kb around active, inactive and repressed 
TSSs and eTSSs, respectively. (b) Box plot summarization of ChIP-seq signal at  genomic regions 2 kb 
around active TSSs and eTSSs, respectively. Each signal distribution contains the 25th–75th percentiles, 
while error bars represent the higher/ lower values included in 1.5 * IQR (inter-quartile range, or 
distance between the first and third quartiles). 95 % confidence intervals (CI) of mean differences 
between + UV and NO UV of 𝒍𝒐𝒈𝟐 counts were calculated as described in materials and methods, 



section 2.13. Effect sizes of 𝒍𝒐𝒈𝟐 counts between NOUV and +UV samples were calculated using Cohen’s 
method (CES). 

The particular visualizations (Figure 75) confirmed that the genome-wide significant increase of 

chromatin accessibility that was detected in the accessible genome of VH10 cells during the 

early response to UV-induced damage (Figure 73), was also detectable in all actively 

transcribed mRNA and enhancer promoters. Markedly, the particular phenomenon was 

associated with preservation (slight but not significant increase) of H3K27ac +UV signal levels 

(Fig. 75 (a) and (b), 95% CI includes 0), but also no increase of H3K27me3 signal in response 

to UV at actively transcribed regions. Accordingly, no gain of H3K27ac, or RNAPII-hypo at 

repressed promoters was detected, and H3K27me3 showed a relatively stable pattern across all 

the repressed references.  

Interestingly, RNAPII-hypo ChIP-seq signal level was significantly decreased at actively 

transcribed promoters upon UV-induced stress (Figure 75, 95% CI includes 0), a result that is in 

sharp contrast with the global increase of the ATAC-seq signal in the same references and 

cellular conditions. 

4.3.11 Release of de novo elongation waves promote sensing of DNA damages  

Since DNA lesions that are formed in the transcribed strand of actively expressed genes are 

detected by elongating molecules of RNAPII, the aforementioned UVC dependent trigger of 

elongation waves (sections 4.3.6, 4.3.7, and 4.3.8) could result in increased DNA lesion-sensing 

that will in turn enhance the assembly of TC-NER machinery for faster and more frequent 

damage repair. 

To investigate this hypothesis, a functional link between the probability of RNAPII stalling and 

the detection of DNA lesions was examined. In particular, higher doses of UVC ( 20 𝐽/𝑚2 ) were 

applied to VH10 cells in order to induce a larger number of DNA lesions, and RNAPII-ser2P 

ChiP-seq datasets in NO UV, +UV +1 h, +UV +2 h and +UV +48 h were generated (see 

materials and methods, section 2.10.1) and analyzed as described in section 4.3.6. Heatmaps 

analysis of ChIP-seq signal revealed that the widespread release of RNAPII wave at all active 

gene bodies (Figure 76) is also reproduced in higher lesion density, while average profile 

analysis of ChIP-seq signal and elongation rate estimation (see scetion 4.3.6) showed that the 

higher lesion rate was adequate to cause increased staling of RNAPII molecules at different 

time points during recovery (Figure 76). 

 



 
Figure 76 RNAPII elongation wave deceleration upon UVC-stress depends on UV dosage. (a) Heatmaps 
illustrating NO UV and +UV  (1 h: bright green, 2 h: gold, and 48 h: black ) RNAPII-ser2P signal 
distributions at genes over 60 kb (plotted from TSS to TSS +60 kb), ranked by increasing NO UV EI (see 

Figure 63), for 8 𝑱/𝒎𝟐and 20 𝑱/𝒎𝟐 UVC doses. (b) Average profiles of RNAPII signal as described in (a). 
Wave front positions are estimated using an arbitrary threshold, representing the transition state. (c) 
Average (n = 2,531) elongation rates (kb/min) were estimated using consecutive time points for 
conditions defined in (a), and average wave front positions determined in (b). 

Seeking for more insights regarding the functional consequences of the stress-dependent 

transcriptional wave release, an analysis of ChIP-seq signal at regions of actively transcribed 

genes, prone to lesion induction was performed. This analysis was based on regions that are 

considered potential DNA adducts, and in particular di-pyrimidine TpTs (TTs) since they are the 

most frequently dimerized pyrimidines after UV exposure (Ramanathan & Smerdon, 1986). 

Additionally, UV-induced CPDs and 64s are governed by TT abundance (Adar et al., 2016; Mao 

et al., 2016; Teng et al., 2011).  

To efficiently annotate TT dinucleotide loci, all active genes were scanned for XTTX motif 

occurrences in the non-template strand, where X = {A, C, G}. All neighboring dinucleotides of a 

distance less than 70 bp were filtered out, and their distance from their corresponding TSS was 

recorded. This resulted in a final list of n = 29,612 active genic TTs.  

RNAPII-ser2P ChIP-seq alignments were summarized to generate read density profiles at 

extended TT genomic regions (−400 bp to +400 bp relative to TT center). TTs were clustered in 

6 categories, relative to their distance from their corresponding TSS (table 8), while the clusters 

were further annotated for each RNAPII-ser2P +UV condition (8 𝐽/𝑚2 +UV +1 h, +UV +2 h, +UV 

+6 h) as “upstream” or “downstream”, based on their relative topology with respect to the wave-

front, as estimated in section 4.3.6. PPP-specific TTs (TSS up to 3 kb) were not considered for 

this analysis. 

 



Table 8 TT-cluster annotation, with respect to the wave-front positions as summarized in Figure 63. 

 
 

Heatmap analysis of RNAPII-ser2P signal at extended TT regions showed that RNAPII 

accumulation at potential damaged sites was maximized in clusters annotated as “upstream” at 

+UV +2 h condition (Figure 77).  

 



 
Figure 77 Sensing of DNA lesions by RNAPII is significantly increased in regions affected by the UVC-
dependent elongation wave. (a) Heatmap visualization of NO UV and +UV RNAPII-ser2P signal along 
extended TT regions located at active mRNAs, sorted by increasing distance relative to TSS. TT loci were 
classified as upstream or downstream with respect to RNAPII-ser2P wave front positions, which 
pinpoints the border between de novo and pri-elongating RNAPII molecule populations. (b) Average 
profiles of RNAPII signal as described in (a). (c) Top panel: Box plots of log2 ratios of +UV RNAPII signal 
over NO UV RNAPII signal, as described in (a). Pairwise two-sided t-tests using Benjamini-Hochberg (BH) 
adjustment were performed, and corrected p-values are reported accordingly. Boxes refer to the first 
quartile, median and third quartile. Whiskers refer to the 10-90% interquartile range. Bottom panel: 
Percentages of boxplot data points with a value > 1 (for each boxplot). (d) Top panel: Average S-F scores 
(RNAPII read counts at the read density summit subtracted by the average RNAPII read counts at TT 
flanking regions) of all regions described in (a). Standard errors of the mean (SEM) are illustrated. 
Pairwise Wilcoxon rank-sum tests using  Benjamini-Hochberg (BH) adjustment were performed, and 
corrected p-values are reported accordingly. Bottom panel: Percentages of high ‘S-F’ scores with a value 
> 𝐚𝐯𝐞𝐫𝐚𝐠𝐞[𝐒 − 𝐅]𝒆𝒙𝒐𝒏 𝒔𝒕𝒂𝒓𝒕TT + 3*𝑺𝑫[𝑺 − 𝑭]𝒆𝒙𝒐𝒏 𝒔𝒕𝒂𝒓𝒕. (e) Plot showing the comparison of average S-F 



scores of all regions upstream (Up) and downstream (Down) of the respective wave-front position, for 
each +UV time point. Standard errors of the mean (SEM) are illustrated. Pairwise Wilcoxon rank-sum 
tests using  Benjamini-Hochberg (BH) adjustment were performed, and corrected p-values are reported 
accordingly. 

To quantify the RNAPII signal density around TT loci, the 𝑙𝑜𝑔2 ratios between +UV and NO UV 

alignments were calculated (fold change (FC)) across all regions and plotted as boxplots (Figure 

77). As depicted in Figure 77, in the +UV 2 h , up to 68.1 % (Cluster I, Figure 77 (c)) of the 

analyzed loci showed a higher enrichment of RNAPII signal, while RNAPII molecules exhibited 

a decreased stalling at TT regions at 6 hours after UV exposure. To precisely evaluate the 

distribution of RNAPII signal on TT dinucleotides, the difference between TT-counts and 

flanking region-counts for all the analyzed loci were calculated (S-F score) and plotted as a 

mean - standard error of the mean plots (Figure 77 (d)). S-F scores confirmed that the average 

RNAPII lesion stalling increases significantly in the genomic regions affected by the do novo 

elongation wave (Figure 77 (e)). Indeed, the fraction of damages detected by RNAPII gained the 

highest value of 28.2 % of the total analyzed loci in +UV 2 h - cluster I (Figure 72 (d)), thus 

validating that the UVC induced elongation wave release, increases the damage detection 

probability along active gene bodies. As a control region set, a set of Ensembl exon start 

positions were retrieved (see section 4.3.1), and analyzed as the TT loci (see above), to reveal 

that RNAPII signal is not specifically accumulated around exon start positions (because they are 

not preferentially enriched with di-pyrimidines), proving that the signal detected at exon start 

sites corresponds to the elongation wave that passes by, without specific stalling. 

 



 
Figure 78 UVC-dependent elongation wave does not enhance exon specific stalling of RNAPII. (a) 
Heatmap visualization of NO UV and +UV RNAPII-ser2P signal at extended exon regions located at active 
mRNAs, sorted by increasing distance relative to TSS. Exons were classified as upstream or downstream 
with respect to RNAPII-ser2P wave-front positions, which pinpoints the border between de novo and 
pri-elongating RNAPII molecule populations. (b) Average profiles of RNAPII signal as described in (a). (c) 
Top panel: Average S-F scores (RNAPII read counts at the exon read density summit subtracted by the 
average RNAPII read counts at exonic flanking regions) of all regions described in (a). Standard errors of 
the mean (SEM) are illustrated. Pairwise Wilcoxon rank-sum tests using  Benjamini-Hochberg (BH) 
adjustment were performed, and corrected p-values are reported accordingly. Bottom panel: 
Percentages of high ‘S-F’ scores with a value > 𝐚𝐯𝐞𝐫𝐚𝐠𝐞[𝐒 − 𝐅]𝒆𝒙𝒐𝒏 𝒔𝒕𝒂𝒓𝒕TT + 3*𝑺𝑫[𝑺 − 𝑭]𝒆𝒙𝒐𝒏 𝒔𝒕𝒂𝒓𝒕. 
Wilcoxon rank-sum tests using Benjamini-Hochberg (BH) adjustment were performed, and corrected p-
values are reported accordingly. 

 

To evaluate the importance of the de novo UVC-triggered elongation wave, as opposed to the 

already travelling RNAPII molecules (pri-elongating molecules) during the DNA-lesion 



identification procedure, DRB VH10 RNAPII-ser2P in NO UV +30 min +DRB and +UV +30 min -

DRB conditions (Figure 69) were analyzed as described above (Figure 77).  

 

 
Figure 79 Inhibition of the de novo elongating RNAPII molecules, drastically reduces the RNAPII damage 
recognition process. (a) Average DRB-ChIP-seq S-F scores (pri-elongating) compared to no-DRB-ChIP-seq 
S-F scores (pri-elongating and de-novo elongating) for regions Upstream (Up) or Downstream (Down) of 
the theoretical wave front (Figure 63). S-F scores were corrected by inferring the average S-F score 
calculated for all Down loci. (b) Summary of the effect of DRB inhibition on differences in proportion of 

regions displaying high S-F scores (see Figure 77). Chi-square test (𝑿𝟐) compares the number of genes in 
Up and Down categories for each condition and determines if observed number of regions with high S-F 
scores differs from the expected values. 

 

S-F scores were calculated for all the clusters described in table 8 and showed that in the 

absence of de novo elongated RNAPII molecules, the pri-elongating molecules were uniformly 

engaged in lesion detection along almost all the TT loci clusters.  

4.3.12 De novo release of RNAPII elongation wave promotes DNA repair 

To examine if the elongation wave-driven accumulation of RNAPII molecules in putative CPDs 

is also linked with preferential repair of those damages, a meta-analysis of XR-seq data (see 

materials and methods, section 2.10.10) was conducted. Specifically, XR-seq data of CPD 

damages at wild-type (WT) NHF1 skin fibroblasts, XP-C mutant cells (Xeroderma 

Pigmentosum) and CS-B mutant cells (Cockayne Syndrome) (see introduction, section 1.4) 

were retrieved by Gene Expression Omnibus (GEO), accession number GSE67941 using the 

sra toolkit (Leinonen et al., 2011). FASTQ files were generated using fastq-dump (sra-toolkit), 

and analyzed using the procedure described in section 4.1.3. An additional step of strand-

specific alignment separation was performed to create forward and reverse alignment files. 

Heatmaps and average density profiles of strand-specific repair signal were generated to reveal 

patterns of preferential repair at specific loci, according to the examined dataset (see Figure 80). 



 

 
Figure 80 UVC-triggered wave release is coupled with increased repair activity in active mRNAs on both 
strands. (a) Strand specific heatmaps of XR-seq signal 1 h after irradiation at active transcripts over 60 kb 
(plotted from TSS to TSS +60 kb), ranked by increasing NO UV RNAPII-ser2P EI (see Figure 63), in WT cells 
(both TC-NER and GG-NER pathways are functional), in XP-C (GG-NER deficient cells), and in CS-B (TC-
NER deficient cells). Heatmaps of RNAPII-ser2P ChIP-seq in VH10 cells in NO UV condition are shown 
(left). (b) Average density plots of XR-seq signal, as defined in (a). 

In XP-C cells with non-functional GG-NER, TC-NER is favored, so the excision signal is 

preferentially accumulated at the transcribed strand of actively expressed genes (Figure 80). On 

the other hand, in CSB cells with non-functional TC-NER, GG-NER is favored, and the excision 

signal was shared between both transcribed and non-transcribed strands of active genes, 

depicting the stochastic function and global profile of the particular repair pathway. In WT cells, 

where both TC-NER and GG-NER are functional, excision signal is present in both transcribed 

and non-transcribed strands, with a higher prevalence at the transcribed strand of active genes, 

since most of the CPDs are repaired by the TC-NER mechanism in the first hour after UVC 

damage induction. Additionally, the repair signal is accumulated in an homogenous fashion at 

all active gene bodies, regardless of the steady state of RNAPII activity (EI values, Figure 63).  

 

Next, using the merged strand alignments, the excision signal was summarized at TTs, using a 

new flanking space from −30 bp up to +30 bp relative to TT center. The analysis was performed 

as described in section 4.3.11, and the respective visualizations are depicted in Figure 81.  

 



 
Figure 81 UVC-triggered de novo elongation wave, promotes NER repair of DNA lesions. (a) Heatmaps 
illustrating the XR-seq repair signal in NHDF (normal cell, both NER pathways functional), XPC 
(Xeroderma Pigmentosum cells, GG-NER deficient), and CSB (Cockayne Syndrome cells, TC-NER 
deficient) cell lines at extended TT loci (from -70 bp up to +70 bp relative to TT center) located in active 
genes, sorted by increasing distances relative to TSS. TT loci were classified as upstream or downstream 
with respect to RNAPII-ser2P wave front positions, which pinpoint the border between de novo and pri-
elongating RNAPII molecule populations. (b) Average profiles of XR-seq signal as described in (a). (c) Top 
panel: Average S-F scores (XR-seq read counts at the TT read density summit subtracted by the average 
XR-seq read counts at TT flanking regions) of all regions described in (a). Standard errors of the mean 
(SEM) are illustrated. Pairwise Wilcoxon rank-sum tests using  Benjamini-Hochberg (BH) adjustment 
were performed, and corrected p-values are reported accordingly. 

The generated heatmaps of WT and XP-C XR-seq alignments showed an expected enrichment 

of repair activity in the clusters I and II, since these loci are affected by the released elongation 

wave during the first hour of UVC recovery (see section 4.3.12). Indeed, after the theoretical de 

novo wave front (clusters III, IV, V and VI), the WT and XP-C XR-seq signal accumulation in 

putative CPDs was uniformly lower (Figure 81), while in the CSB heatmap, all clusters showed a 

low, but stable pattern of GG-NER repair. Average density profiles of excision signal and S-F 

scores were also calculated as described in section 4.3.12, confirming the observations about 



the wave-enhanced TC-NER repair on putative CPDs as opposed to the unaffected GG-NER 

pathway. Interestingly, even in the distal TTs, that are not affected by the wave-release, TC-

NER activity was significantly detectable, because of the slowly travelling pri-elongating RNAPII 

molecules (Figures 77 and 79) that still detect downstream DNA-lesions. 

Interestingly, given that XR-seq detects DNA excised damages at the time of the assay (Hu et 

al., 2015), and RNAPII molecules still stall at TT loci 2 hours after UV treatment (Figure 77), it 

seems that just a small proportion of CPDs are being repaired at 1 h post UV (time of excision), 

which implies that full recovery of all CPD lesions may last for several hours. 

4.3.13 De novo release of RNAPII elongation wave restricts the mutation 

prevalence in the transcribed strand of all active genes  

To examine if there is a causative effect between the UVC induced wave release and the 

mutation prevalence at actively transcribed genes, an analysis was conducted in datasets of 

clinical-relevant genotoxin-exposed tissues that have developed cancer, which were previously 

linked to NER activity (Alexandrov et al., 2013). These data revealed mutational asymmetries 

between the transcribed (TS) and non-transcribed strand (NTS), with lower mutational 

prevalence in the TS, implying a TC-NER dependent reduction of single nucleotide 

polymorphisms (SNPs). In particular, the analysis included skin melanoma, which is linked with 

high probability of UV (C(G) > T(A)) mutation, the hallmark of UV-exposed genomes (Helleday 

et al., 2014; Lehmann, 2000; Pleasance, Cheetham, et al., 2010; You et al., 2001), and smoke 

(G(C) > T(A)) mutation, the most frequent smoking adduct-generated mutation, repaired by TC-

NER (Alexandrov et al., 2013; Haradhvala et al., 2016; Pleasance, Stephens, et al., 2010) 

(Figure 82). 

 

 
Figure 82 Patterns of substitutions for Signature 7 (a) and 4 (b) described in (Alexandrov et al., 2013). 
Mutational signatures are based in the trinucleotide frequencies of the human genome. The figure is 
adopted by the supplementary information of (Alexandrov et al., 2013). 



 

Human melanoma and lung adenocarcinoma merged genome-wide maps of validated 

mutations were downloaded from ftp://ftp.sanger.ac.uk/pub/ cancer/AlexandrovEtAl (table 9).  

 

Table 9 Summary of the mutation datasets of human melanoma and lung adenocarcinoma from 
(Alexandrov et al., 2013). 

 
 

Whole genome sequencing (WGS) and whole exome sequencing (WES) samples were 

analyzed separately. Melanoma was scanned for the UV-specific C > T (or the reverse 

complement G > A) substitutions, while the lung adenocarcinoma dataset was scanned for the 

TC-NER-specific G > T (or the reverse complement C > A) substitution. Next, using bedtools 

and getfasta (Quinlan & Hall, 2010), the respective trinucleotides were extracted and filtered in 

order to keep the most probable characterized trinucleotide events (Figure 82); for melanoma  

T(C)C > T(T)C and G(G)A > G(A)A, while for lung adenocarcinoma T(G)G > T(T)G and C(C)A > 

C(A)A, to generate trinucleotide BED-like files (Figure 83).  

 

 
Figure 83 BED-like file of mutation trinucleotides for Melanoma datasets. 

Mutations were further separated to template strand (TS) and non-template strand (NTS) 

trinucleotides based on the Watson-Crick strand reference and the strand orientation of the host 

transcript (Figure 84).  

 



 
Figure 84 (a) Procedure used to generate mutational profiles on VH10 active genes over 60 kb (from TSS 
to TSS +60 kb) using human melanoma and lung adenocarcinoma datasets [ref]. (b) Table summarizing 
the pipeline used to extract the most common UV-specific and smoking-specific mutation trinucleotides 
of human melanoma and lung adenocarcinoma tumors. 

To analyze the mutation trinucleotides based on the nascent expression activity gene-status, 

non-stressed BRU-seq data from HF1 cells (human skin fibroblasts) (Andrade-Lima et al., 2015) 

and GRO-seq data from MRC5VA cells (Williamson et al., 2017b) were download by GEO with 

accession number GSE65985 and GSE91010 respectively, as sra files, and were analyzed 

using the methodology described in section 4.1.4. RefSeq mRNA expression counts were 

converted to 𝑙𝑜𝑔2𝑅𝑃𝐾𝑀 values, and gene activity was estimated by setting a vertical line that 

dichotomizes the RPKM bimodal distribution (see Figure 49 for example), separating genes to 

inactive and active references, for each examined cell line. 

 

Active genes were further divided in three categories of the same size where Hi, Med, and Lo 

denote high, medium and low nascent expression levels respectively, and only the annotated 

references over 60 kb were retained, and sorted in a descending expression order. Melanoma 

trinucleotide signal was summarized at HF1-sorted transcripts, while lung adenocarcinoma 

trinucleotide signal was summarized at MRC5VA-sorted transcripts, by averaging the number of 

mutations detected in all analyzed samples (for WES or WGS datasets) over the examined 

references, and by considering a region of 1 Mb of DNA (Mutation Prevalence = number of 

mutations counted per Mb per sample). As WES data is not linear because of the heterogenous 

exon density across transcripts, mutation prevalence values were further corrected for each 

examined genomic window, as a function of the relative exon density measured in each region 

(see formula in Figure 85). 

 



 
Figure 85 Mutational prevalence calculation. 

Heatmaps and average density profiles of mutation prevalence were generated in a strand-

specific fashion depicted below (Figures 86 and 87).  

 

 
Figure 86 Low levels of mutation prevalence in actively transcribed genes in Melanoma samples. (a) 
Heatmaps illustrating the mutational density of UV (C > T) at active genes over 60 kb (plotted from TSS 
to TSS+60 kb), in a strand specific manner (template (TS) and non-template (NTS) strand separately). 
mRNAs are classified by activity levels, based on the respective normal skin fibroblasts nascent RNA 
levels (E for expressed, and NE for non-expressed). (b) Average mutation prevalence profiles across 
gene-bodies over 60 kb (plotted from TSS to TSS+60 kb), for “E” (solid line) and “NE” (dashed line) 
transcripts. (c) Left panel: Per gene average mutation prevalence profiles in the same order as described 
in (a). Curve correction was performed using a moving average with n=200. RPKM expression levels are 
depicted by the green curve. Right panel: Pairwise comparisons of average mutation prevalence 



between TS and NTS, for Hi, Med, and Lo expression categories and NE transcripts. For each comparison 
a two-sided Wilcoxon rank-sum test using the BH adjustment was applied. N.S indicates Non-Significant 
P-value (> 0.05). 

 
Figure 87 Low levels of mutation prevalence in actively transcribed genes in Lung Adenocarcinoma 
samples. (a) Heatmaps illustrating the mutational density of cigarette smoking (G > T) at active genes 
over 60 kb (plotted from TSS to TSS+60 kb), in a strand specific manner (template (TS) and non-template 
(NTS) strand separately). mRNAs are classified by activity levels, based on the respective normal lung 
fibroblasts nascent RNA levels (E for expressed, and NE for non-expressed). (b) Average mutation 
prevalence profiles across gene bodies over 60 kb (plotted from TSS to TSS+60 kb), for “E” (solid line) 
and “NE” (dashed line) transcripts. (c) Left panel: Per gene average mutation prevalence profiles 
illustrated in the same order as described in (a). Curve correction was performed using a moving average 
with n=200. RPKM expression levels are depicted by the green curve. Right panel: Pairwise comparisons 
of average mutation prevalence between TS and NTS, for Hi, Med, and Lo expression categories and NE 
transcripts. For each comparison a two-sided Wilcoxon rank-sum test using the BH adjustment was 
applied. N.S indicates Non-Significant P-value (> 0.05). 

To apply statistical comparisons between prevalence score distributions, and to avoid inclusion 

of multiple zero data points (mutations are rare genomic events), the sparse mutation data 

matrices were aggregated over row groups of 15 genes within each expression cluster. 

The particular visualizations (Figures 86 and 87) revealed detailed insights of the tumors’ 

genomic mutation landscape. Specifically, the localization of mutations in gene-bodies was 

determined precisely to uncover a uniform pattern, even in the more distal parts of long genes 

(Figures 86 and 87). 



As expected, both heatmaps and average profiles confirmed that NTS of actively transcribed 

genes are more prone to mutation forming than the TC-NER protected TS (Alexandrov et al., 

2013; Haradhvala et al., 2016; Pleasance, Stephens, et al., 2010)(TS < NTS), while in both 

strands, lower mutation rates were observed in expressed genes (E) in contrast to the non-

expressed genes (NE) (Figure 86 and 87). Strikingly, analysis of the mutational prevalence 

along the different expression groups in the two transcriptomes (skin and lung fibroblasts) 

revealed homogenous levels of genetic alterations for both DNA strands across the whole gene 

bodies, suggesting that the widespread and uniform release of RNAPII upon genotoxic stress 

impacts significantly on the mutation landscape of the active transcriptome. 

4.3.14 UV-dependent increase of chromatin accessibility is paralleled by RNAPII 

transition into transcription elongation 

To demonstrate the functional advantages that are linked with the phenomenon of the chromatin 

accessibility expansion during the early recovery after UV-induced stress, an integrative 

analysis of CAGE-seq data of normal dermal and skin fibroblast primary cells (materials and 

methods, section 2.10.9) and VH10 ATAC-seq NO UV and +UV +2 h, and VH10 RNAPII-ser2P 

NO UV and +UV +1 h was performed. The specific analysis was conducted using the annotation 

described in section 4.3.5, in order to examine the patterns of NGS signal along the 

transcriptional directionality of bidirectional genes, asPROMPTs and enhancer elements. 

Bidirectional genes and unidirectional genes-asPROMPT pairs were sorted by their inter-TSS 

distance, defined as the distance separating the significant CAGE summits detected on each 

strand (section 4.3.5). The heatmap and average profile visualizations of NGS signal were 

generated using the methodologies described in section 4.1.4. 

 



 
Figure 88 PPP release of RNAPII upon genotoxic stress. (a) Heatmap illustration of CAGE signal (black, 
strand specific analysis, two strands separated), ATAC-seq signal (blue, NO UV and +UV 2 h), and RNAPII-
ser2P signal (purple, NO UV and +UV 2 h) at extended TSS regions of active bidirectional TSS pairs (+/- 
2kb). TSS pairs are sorted by interTSS distance from the most convergent to the most divergent pair. (b) 
Heatmap illustration same as in (a) but for active convergent and divergent unidirectional TSS/ 
asPROMTs pairs. PROMPTs (orange arrow) are transcribed in the antisense direction relative to mRNAs, 
from either the minus strand (Upper panel, see CAGE minus strand signal) or the plus strand (Bottom 
pane, see CAGE plus strand signal). The straight dashed lines denote the mRNA TSS position, while the 
sigmoidal dashed line indicate the asPROMPT position. TSS pairs are ordered by interTSS distance from 
the most convergent to the most divergent pair. (c) Heatmap illustration same as in (a) but for active 
intergenic enhancers. (d), (e) Average profiles of NO UV and +UV RNAPII-Ser2P categories defined in (a) 
and (b), but only for divergent TSS-pairs. Zoomed illustrations are provided accordingly. (f) Average 
profiles same as in (d) and (e), but for all active intergenic enhancers. (g), (h), and (i) Scatter plots of 
pairwise Escape Index (EI) comparisons between NO UV and +UV RNAPII-ser2P, for categories indicated 
in (d), (e), and (f). Proportion of elements with higher escape in +UV condition are reported. Chi-square 

tests (𝑿𝟐) between active and inactive elements of each annotation category were performed to 
determine if the observed number of elements (active elements) with ΔEI > 1 differs from the expected 
values (inactive elements ΔEIs). 

To study the transcriptional dynamics at play in both directions (strands), avoiding the signal 

interference between overlapping references, the focus was addressed on the non-overlapping 

pairs of TSSs (divergent bidirectional TSSs, and divergent unidirectional TSS/ asPROMPT TSS 

pairs). Using the particular annotation set-up, the escape index of each annotated transcript was 

calculated as described in section 4.3.6, including the asPROMPTs, while the enhancer 



elements’ EI was calculated in a similar fashion: The read density of enhancer bodies is 

calculated as the average of two region flanks ranging from 2 kb up to 100 bp upstream of eTSS 

and from 100 bp up to 2 kb downstream of eTSS, while the read density of enhancer promoters 

is calculated at the region ranging from 100 bp upstream to 100 bp downstream of eTSS. The 

calculated EIs were visualized using scatter plots as described in section 4.3.6 (Figure 88 (g-i)). 

The particular illustrations revealed that the UV-dependent increase in chromatin accessibility 

depicted in figures 73 and 75 is corroborated by the transition of RNAPII into transcription 

elongation, at all the examined actively transcribed elements, as depicted by the reduction of 

RNAPII signal at promoters and the parallel increase of RNAPII signal at gene bodies. 

Quantifications using EI confirmed that the RNAPII elongation increases in response to UV-

induced stress for the majority of actively transcribed elements (90.1% of bidirectional 

promoters, Chi-square test P = 5.1 ×  10−266, 70.1 % of asPROMPTs, Chi-square test P = 

4.5 × 10−89, and 68.6 % of enhancers, Chi-square test P = 2.5 × 10−44). 

4.3.15 Genome coverage analysis of nRNA-seq data reveals global inhibition of 

transcription upon early recovery from UVC-stress induction 

To examine the percentage of the repressed transcription activity along the human genome 

during UVC recovery, all hg19 canonical chromosomes were split to 50 bp segments, and 

alignment-depth normalized counts were calculated per bin using VH10 nRNA-seq NO UV and 

+UV 2h datasets (see materials and methods, section 2.10.5). Summarization of all the bins 

where 𝑙𝑜𝑔2𝐹𝐶 (+UV / NO UV)) < 0, relative to the total number of bins, revealed that the 63.65 

% of the transcribed genome shows inhibition of transcription, a result that is in agreement with 

other studies(Andrade-Lima et al., 2015; Bugai et al., 2019b; Lavigne et al., 2017; Magnuson et 

al., 2015; Williams et al., 2015), while a local increase in nRNA signal downstream of all active 

TSSs is detected during UV-recovery (Figures 67 and 70).  

4.3.16 Treatment with DRB retains the RNAPII signal in PICs during early 

recovery from UVC-induced stress 

To discover if RNAPII is able to be recruited at active promoters upon UV, +DRB RNAPII-hypo 

ChIP-seq experiments with conditions NO UV +DRB 2 h, +UV 2 h DMSO , +UV 4 h DMSO  and 

+UV 4 h +DRB 2 h, (see materials and methods, section 2.10.4) were generated and analyzed 

using the methodology described in section 4.1.4, generating heatmaps and average profiles of 

NGS signal (Figure 89) using the extended TSS-pairs reference described in section 4.3.5. 

 



 
Figure 89 Inhibition of RNAPII PPP release retains pre-initiating RNAPII binding at active promoters after 
UVC-damage induction. (a) Heatmap illustration of +DRB RNAPII-hypo ChIP-seq experiments as 
described in Figure 88 (a-c). (b) Average profiles of +DRB RNAPII-hypo ChIP-seq experiments as analyzed 
in (a). 

This analysis revealed that in the +UV 2 h DMSO and +UV 4 h DMSO conditions, only a 

minimal level of RNAPII-hypo signal is detected at actively transcribed promoters, as opposed 

to +UV 4 h +DRB 2 h condition, in which a significant retain of RNAPII-hypo signal is detected at 

all active elements (Figure 89). The recovery of RNAPII-hypo signal was even more evident 

when comparing the +UV 4 h +DRB 2 h with the NO UV +DRB 2 h condition, where the level of 



RNAPII-hypo signal is rescued at all the analyzed TSS categories (Figure 89). Consequently, by 

preventing the UVC triggered transition of RNAPII molecules from PPP sites into active 

elongation at 2 h after UV induction, a time-point where the RNAPII-hypo level was almost non- 

detectable (Figure 75), a latent and continuous de novo recruitment of RNAPII-hypo molecules 

in PICs is revealed. This result clarifies the previously detected depletion of RNAPII-hypo 

(Figure 75, figure 89 -DRB samples), suggesting that upon early recovery from UVC-stress 

induction, new molecules of RNAPII are recruited at PPPs, and by the time of recruitment, they 

are released to gene bodies in order to increase the damage-scanning activity of the cell. 

4.3.17 Increased nascent RNA synthesis from active promoters during early 

recovery from UVC-induced stress 

Since UVC stress does not inhibit the initiation of transcription, nor the escape of RNAPII from 

PPP into productive elongation, the next step was to examine whether these phenomena are 

coupled by increased production of newly synthesized RNA around the genomic regions of 

active TSSs. To address this hypothesis, VH10 nRNA-seq datasets at NO UV and +UV 60 

minutes conditions, as also the strand specific HF1 BruUV-seq datasets at NO UV and +UV 30 

minutes from (see materials and methods, section 2.10.6) were analyzed using the 

methodology described in section 4.1.4, to produce heatmaps and average profiles of NGS 

signal using the TSS references described in section 4.3.5. 

 

 



 



 
Figure 90 De novo UVC-derived nascent RNA synthesis at all active promoters. (a) Heatmap illustration 
of NO UV 1 h and +UV 1 h pre-DRB nRNA-seq signal as depicted in Figure 88 (a-c). (b) Strand specific 
heatmap illustration of BruUV-seq NO UV 30 min and +UV 30 min BruUV-seq as depicted in Figure 88 (a-
c). Forward (F, +) and reverse (R, -) strands are visualized separately. (c), (d) Average profiles of nRNA-
seq signal corresponding to (a) and (b) respectively. 

 

The resulting visualization (Figure 90) replicates the previously shown global increase of EU-

labelled and Bru-labelled RNA signal in the first kilobases of active genes (see section 4.3.7) 

and supports the hypothesis that this increase could arise by the elevated RNAPII initiation at 

active TSSs (Figure 89), as previously proposed (Magnuson et al., 2015). Specifically, at TSSs 

corresponding to unidirectional and bidirectional elements, nRNA level is significantly increased 

towards the mRNA direction, but also towards the antisense direction, due to the asPROMPT 

transcription activity. In the same fashion, active enhancers show a global increase in nRNA 

synthesis, towards both directions relative to the enhancer TSS (Figure 90). The later 

observations regarding the short-transcribed elements (asPROMPTS and enhancers), 

combined with the similar findings at active mRNAs (Figure 63), support the hypothesis that 

active promoter regions are transcribed “de-novo” during the early UVC-recovery process.  



 

4.3.18 Continuous transcription initiation during UVC recovery is coupled to 

nascent RNA synthesis 

To further verify that the initiation of transcription is productive and uninterrupted after UV 

radiation in the genomic regions proximal to the different classes of TSSs, localization and 

quantification of start-RNAs was performed. The particular procedure is informative about the 

magnitude of the engaged RNAPII production within the initially transcribed sequence (~ 100 

first nucleotides) (Williams et al., 2015). For this purpose, VH10 start-RNA synthesis 

experiments were conducted using NO UV / + DRB / T 2.5h, + UV / - DRB / T 2.5h, + UV / + 

DRB / T 2.5h and + UV / + TRP / T 2.5h conditions (see materials and methods, section 2.10.8).  

 

 
Figure 91 Start-RNA quantification using qPCR. Bar graphs depicting the Fold Change (FC), for each 
tested gene (left panel), and for all genes together (average of all genes, right panel). Standard Errors of 



the Mean (SEM) are illustrated accordingly. Two-sided Student’s t test are applied as indicated (right 
panel) and p-values are reported 

The resulting quantification of the qPCR analysis showed that the levels of start-RNAs after UV 

exposure were similar to those of non-irradiated cells (Figure 91). More precisely, DRB-

dependent inhibition of RNAPII release from PPP sites did not prevent the detection of 

significant levels of start-RNAs after UV exposure, as opposed to the clear reduction in start-

RNA levels following the TRP-dependent inhibition of transcription initiation (Figure 91, two 

sided Student's t test p-value = 0.0037 compared to "NO UV / + DRB / T 2.5h", p-value = 0.0016 

compared to "+ UV / - DRB / T 2.5h" and p-value = 0.0009 compared to "+ UV / + DRB / T 2.5h 

”), thus showing that after UV exposure, both transcription initiation and the corresponding RNA 

synthesis take place in the respective genomic regions. 

4.3.19 Balanced level of RNAPII-hypo at PICs favors homogeneous TC-NER 

function 

To clarify the functional implications of continuous transcription initiation during UV recovery, 

XR-seq data (analyzed in section 4.3.12), and specifically CPD XP-C datasets that precisely 

and exclusively pinpoint the location and levels of transcription-dependent repair (TC-NER 

pathway) were reanalyzed in the concept of the active TSS pairs and eTSSs. The alignments 

were analyzed in a strand-specific manner, considering only the excision of CPD-lesions from 

the transcribed strand (TS) of mRNAs, asPROMPTs, and enhancers, which corresponded to 

the forward “+” (blue) or the reverse “-” (red) genomic strands, (Figure 92) depending on the 

element annotation. Strand specific heatmaps and average profiles of XR-seq signal were 

generated as described in section 4.1.3. 

 



 
Figure 92 DNA-damages at transcribed strands of active elements are repaired homogeneously. (a) 
Strand-specific heatmaps illustrating the XPC XR-seq repair signal on template strand (TS, blue or red 
accordingly) of actively transcribed elements as depicted in Figure 88. Blue dashed lines set the border 
to 500 bases downstream of CAGE summits for each strand. (c) Strand-specific average profiles of XPC 
XR-seq signal as indicated in (a). Only divergent elements are included in this visualization. 

The particular visualization revealed an expected balance in repair activity between transcription 

directions in active bidirectional promoters and enhancers, and a mild imbalance between 

mRNA-asPROMPT promoter pairs (Figure 92).  

To further examine the patterns of TC-NER repair efficacy along transcription directionality, and 

in comparison with transcription initiation activity at the same regions, an analysis of XPC XR-

seq, CAGE-seq and RNAPII-hypo signal (see materials and methods, sections 2.10.1, 2.10.9, 



and 2.10.10) was conducted at divergent bidirectional TSS and unidirectional TSS/ asPROMTs 

pairs. 

 

 
Figure 93 Comparisons between TC-NER repair activity at transcribed promoter regions and 
transcription initiation activity (a) Left panel: Representation of the genomic intervals used for 
calculating Log2 Fold Change (FC) ratios of sense XPC XR-seq and CAGE-seq signal. Right panel: Box plots 
of Log2 FC of CAGE-seq and XPC XR-seq sense reads between bidirectional promoter pairs. Box plots 
depict the 25th–75th percentiles and error bars depict the 1.5 * IQR (inter-quartile range). Two sample 
F-tests were applied for each of 10,000 sampling pairs of 100 data points with replacement from each 
population to test for significant difference between sample variance. The calculated P expresses the 
percentage of the non-significant F-tests (F-test P >= 0.05) out of all tests (b) Same as (a), but for 
unidirectional mRNA-PROMPT pairs. 95% confidence intervals (CI) of mean differences between log2 
counts was applied as described in materials and methods tade. Effect sizes of log2 counts between 
datasets were calculated using Cohen’s method (CES). 

As depicted in Figure 93, sense CAGE-seq, sense XR-seq, and RNAPII-hypo (NO UV and +UV 

+1.5 h) sense alignments were counted at regions starting from mRNA TSS up to 2 kb (to the 

direction of the mRNA transcript), while for asPROMPTs, from CAGE summit up to 500 bp (to 

the direction of the asPROMPTs transcript). Counts were normalized by the element length and 

sample size and summarized as 𝑙𝑜𝑔2 fold change (𝑙𝑜𝑔2𝐹𝐶) ratios between forward (+) and 

reverse (-) mRNA counts for bidirectional pairs, and 𝑙𝑜𝑔2𝐹𝐶 ratios between mRNA and 

asPROMPT counts for mRNA-asPROMPT pairs (Figure 93). XPC XR-seq and CAGE-seq count 

ratios were visualized using boxplots and coupled by a bootstrapping F-test approach (materials 

and methods 2.13) to support a balance of TC-NER repair efficacy in each direction of 

bidirectional active promoters (Figure 93, F-tests p-value = 0.). This result is also in agreement 

with RNAPII-hypo ChIP-seq data showing equal amount of RNAPII molecules recruitment at 

PICs (Figure 94) and equivalent production of capped mRNAs (CAGE-seq, Figures 93 and 94, 

median Log2 FC = 0, F-tests p-value = 0). 



 
Figure 94 Pre-initiating RNAPII is bound homogeneously between pairs of transcribed elements, during 
early recovery from UV-stress. (a) Heatmaps of CAGE-seq (reads separated per strand) and RNAPII-hypo 
ChIP-seq signal (NO UV and +UV 1.5 h, see methods), at regions described in Figure 88. (b) Box plots of 
CAGE-seq and Pol II-hypo ChIP-seq signal ratios between forward (+ strand) and reverse (- strand) for 
divergent bidirectional promoters (upper panel) and mRNA over PROMPT (lower panel) for divergent 
unidirectional promoters. Box plots depict the 25th–75th percentiles and error bars depict the 1.5 * IQR 
(inter-quartile range). Upper panel: Two sample F-tests were applied as described in Figure 93. P-value 
denotes the proportion of the non-significant F-tests (F-test p-value >= 0.05) out of the 10,000 total 
tests. (Bottom) 95 % confidence intervals (CI) of mean differences between log2 counts of tested 
samples were calculated as described in materials and methods, section 2.13. Effect sizes of log2 counts 
between datasets were calculated using Cohen’s method (CES). 

Notably, in transcriptional pairs with a large variability in CAGE-seq signal levels between 

strands (mRNAs-asPROMPTs, Figure 94), signal density between strands was balanced for 

TC-NER (XR-seq (XP-C)) and RNAPII-hypo (Figure 94, F-Tests: P = 0). 

While this phenomenon was previously observed, it was hardly explained (Adar et al., 2016; Hu 

et al., 2015). The particular quantification showed that TC-NER is not correlated with the steady 

state levels of CAGE at asPROMPTs (PCC = 0.1343). Additionally,the fact that the 𝑙𝑜𝑔2𝐹𝐶 of 

XPC XR-seq signal between mRNAs and PROMPTs is significantly smaller than the CAGE-seq 

signal (Figure 94, 95 % CI excludes 0) also matches with the UV-independent RNAPII-hypo 

uniformity (Figure 94).  



The same analysis was also applied at enhancer regions, resulting in a balanced pattern of TC-

NER repair between the bidirectionally transcribed enhancer units.  

4.3.20 Uninterrupted transcription initiation drives the cell’ transcriptome to 

DNA-damage recovery via TC-NER 

To evaluate the biological importance of the uninterrupted transcription initiation at all active 

regulatory regions during the early UV-stress recovery, a strand-aware meta-analysis of XPC 

XR-seq of CPD damages in +UV 1 h +DMSO, +UV 1 h +DRB and +UV 1 h +DRB2 XR-seq 

conditions (see materials and methods, section 2.10.12) was conducted using the methodology 

described in section 3.1.3, to produce heatmaps and average profiles of CPD XR-seq signal 

around potential pyrimidine dimers (TTs, section 4.3.11) and all the classes of TSS-pairs 

defined in section 4.3.5. TT regions overlapping with enhancers were filtered out to avoid 

counting repair signal that arise from eRNAs, and ‘S-F’ scores for different TT-clusters were 

calculated as described in section 4.3.11. 

 

 
Figure 95 TC-NER activity is heavily dependent by transcription initiation. (a) Upper panel: Illustration of 
XPC DRB experimental timeline. Lower panel: Heatmaps of XPC XR-seq signal at TT regions located in the 
transcribed strand of active genes, at timepoints indicated in the experimental timeline illustration. (b) 
Average profiles of XPC XR-seq repair signal as indicated in (a) for TT-clusters defined in section 4.3.11 
(+UV 1 h clustering). (c) Visualization of the percentage (%) of high S-F scores (see section 4.3.11) at all 
clusters presented in (a) and (b). Wave front is illustrated as a light green dashed line, while the asterisk 



denotes high decrease of XR-seq signal in DRB2 condition. (d) Strand-specific average profiles of XPC XR-
seq signal at TSS-pairs. Conditions analyzed are indicated accordingly. 

Visualizations and quantifications depicted in Figure 95 outline the fact that when DRB is 

applied directly after UV-exposure, TC-NER activity at pyrimidine dimers localized between 

active TSSs and the +UV 1 h wave front of the stress-released RNAPII (as defined in section 

4.3.11) is affected drastically (Figure 95, DRB +UV +1h, clusters 0-II, and (d)).  

Subsequently, when only a restricted amount of pri-elongating RNAPII is allowed to be fired 

immediately before the UVC induction, and a parallel blockage of de novo RNAPII release after 

UVC irradiation is applied (Figure 95, DRB2 experiments), an inadequate delivery of RNAPII 

molecules impairs TC-NER activity at all transcribed loci (compare signal before and after 

asterisk positions in Figure 95).  

To further evaluate whether the continuity of RNAPII initiation results to a high extent of ongoing 

repair activity as depicted in +UV +DMSO condition in Figure 95, NHF1 time-course XR-seq 

experiments of CPD damages in +UV +1 h, +UV +4 h and +UV +8 (see materials and methods, 

section 2.10.11) were analyzed as described above with minor adjustments. TT dinucleotides 

located in the reverse strand of active mRNAs, or between the TSS and 2 kb downstream of 

TSS of transcript-pairs with inter-TSS distance < 100 bp, were excluded. Heatmaps, average 

profiles and S-F scores of XR-seq signal at TT loci were generated as described in section 

4.3.11.  

 



 

 

 



 
Figure 96 TC-NER activity is preserved along the recovery period due to the uninterrupted transcription 
initiation procedure. (a) Heatmaps of time-course NHF1 XR-seq signal at 1 h, 4 h and 8 h post UV 
irradiation at TT loci located in the transcribed strand (TS) of active mRNAs. TTs are separated to clusters 
as described in section 4.3.11 (+UV 1 h clustering) (b) Average profiles of XR-seq repair activity for the 



regions illustrated in (a). (c) Percentages (%) of high S-F scores for clusters as indicated in (a) (see section 
4.3.11 for details), (d), (e), and (f), Same as (a), (b), and (f) respectively, but for inactive genes. 

This analysis showed that a considerable amount of TC-NER excision events was preserved at 

damage-sites localized immediately downstream of active TSSs at 4 h and 8 h during the 

damage recovery (compare Figure 95 with Figure 96). Importantly, the extent of excision events 

on the transcribed strand changes during damage recovery (+ 8 h) from the proximal to the 

distal part of long active genes (Figure 96 clusters III-VI, and Figure 95).  

4.4 A genome-wide analysis pipeline for the evaluation of aniFOUND-seq 

methodology  

To evaluate the specificity of aniFOUND-seq (see Material and Methods), a genome-wide 

comparison between XR-seq (see materials and methods) (Adar et al., 2016) and damage-seq 

(Adar et al., 2016) assays was performed. Since the particular variation of aniFOUND-seq 

(materials and methods tade) does not produce strand specific data, and XR-seq and damage-

seq datasets are strand specific, the analysis was performed using a single-end set-up. Two 

replicates of 1BR.3 aniFOUND-seq +UV 4 h pull-down (PD) and aniFOUND-seq INPUT 

(INPUT)  were analyzed using the methodology decribed above, and the resulting alignments 

were extended to an average of 200 bp fragments using the 5’ -> 3’ direction.  

 

 
Figure 97 Correlation between aniFOUND-seq biological replicates. Left panel: Spearman correlation, 
calculated along the genome using 10 kb windows (as described in section 4.1.3.3.1). Right panel: 
Spearman correlation calculated at different chromatin states according to the NHDF 15-state 
ChromHMM annotation (see introduction, section 1.7). 

The center of each read was used as described in section 4.1.3.5, in order to annotate each 

read uniquely based on the NHDF-Ad_Adult_Dermal_Fibroblasts core 15-state model roadmap 

chromatin state annotation (Roadmap Epigenomics Consortium et al., 2015). The 8th chromatin 

state, “ZNF genes & repeats'' was excluded, since it is analyzed more precisely in a separate 

analysis module (see below). The same procedure was also applied at two replicates of NHF1 

CPD XR-seq +UV 1 h and +UV 4 h datasets, and at two replicates of NHF1 64 XR-seq +UV 5 

min, 20 min, 1 h, 2 h and 4 h datasets (see materials and methods, section 2.10.11), which 



were merged based on the photolesion category (CPDs and 64s), omitting the step of fragment 

length extension. The merging of the different time points after UV exposure was applied after 

taking into consideration the main differences between the two repair assays: (a) XR-seq 

captures the excised DNA fragments along the early steps of NER, while aniFOUND-seq 

captures the newly synthesized DNA at the lesion gaps, after the DNA cleavage is completed; 

(b) aniFOUND captures the repair-synthesis events in a cumulative fashion, while XR-seq 

captures a 10-minute-long excision activity; (c) aniFOUND captures total UDS activity, which is 

associated with the repair of both CPDs and 6-4 PPs, while XR-seq focuses on one type of 

photolesion per experiment.  

Similarly, for damage-seq, two replicates of NHF1 CPD +UV 0 h and NHF1 64 damage-seq 

+UV 0 h, as also NHF1 damage-seq INPUT libraries were processed as described above.  

All chromatin state counts were aggregated per category, normalized by the total genome 

coverage of each chromatin category, as also by a sample size factor (1,000,000 /

 𝑡𝑜𝑡𝑎𝑙 𝑎𝑙𝑖𝑔𝑛𝑚𝑒𝑛𝑡𝑠). The resulting normalized values were summarized either as ratios 

normalized by their corresponding input dataset (Figure 98 (a)), or as percentages of the total 

counts (Figure 98 (e)) using a radar plot visualization. 

 

 
Figure 98 Genome-wide distribution of aniFOUND-seq signal. (a) Repair and damage ratios in different 
chromatin states. The chromatin states are defined according to the 15-state ChromHMM annotation 
(see materials and methods, section 2.10.11). Repair ratios are calculated by aniFOUND-seq reads, 



normalized by their INPUT reads for each state. Similarly, damage ratios resulted from normalized 
damage-seq signal by their INPUT signal. 
(b) Snapshots of UCSC Genome Browser. Upper panel: depiction of a gene and its flanking regions. The 
blue arrow indicates the direction of transcription. Lower panel: enhancers located in an area free of 
genes. The lower track (chromHMM) shows the ChromHMM states; yellow boxes with black outline 
correspond to enhancers. The enhancer regions in all tracks are shown in boxes. 
(c) aniFOUND signal in active and inactive transcription start sites. Left panel: Heatmaps with the signal 
of aniFOUND, nRNA, H3K27ac and ATAC-seq 2 kb around the transcription start sites of active and 
inactive genes (TSSs), and active and inactive enhancers (eTSSs). Right panel: Box plots with the signal 
distributions of the gene sets shown in the corresponding heatmaps of the left panel. Boxes show the 
25th - 75th percentiles and error bars show the data range to the larger and smaller values. For each 
active/inactive set, 10,000 samplings of 100 data points were randomly generated, and 95% confidence 
intervals of mean differences between active and inactive regions were calculated. Effect sizes of log2 
counts between active and inactive sets were calculated using Cohen’s method (CES). 
(d) DNA damage and repair on bidirectional promoters. Left panel: Heatmaps of aniFOUND and damage-
seq around the TSSs of bidirectional genes. The sorting was done based on the distance between the 
TSSs of the two bidirectional genes. Right panel: Aggregate plots of aniFOUND and damage-seq around 
the TSSs for the gene sets shown in the left panel.  
(e) Distribution of aniFOUND and XR-seq signal along chromatin states. For XR-seq, all the available data 
sets up to 4 hours after irradiation were merged (5 min, 20 min, 1 h, 2 h and 4 h for 6-4PPs, and 1 h and 
4 h for CPDs). The states are defined according to the 15-state ChromHMM annotation. For each library 
the number of reads that correspond to a chromatin state has been corrected by the total genomic 
length of the state. Y-axis shows the percentage of the corrected reads that fall in each state. For the 
hypothetical library in which all states were equally represented, a polygon with all its sides positioned 
at around 7 % (= 100 % / 14 states) would result.  
(f), (g) Box plots of aniFOUND-seq and XR-seq signal in active and inactive TSSs and eTSSs, designated as 
in (c). Boxes show the 25th - 75th percentiles, and error bars show the data range to the larger and 
smaller values. For each active/inactive set, 10,000 samplings of 100 data points were randomly 
generated, and 95% confidence intervals of mean differences between active and inactive regions were 
calculated. Effect sizes of log2 counts between active and inactive sets were calculated using Cohen’s 
method (CES). 

Radar plots of damage-seq ratios revealed a rather expected (Adar et al., 2016) homogeneous 

formation of CPDs and 6-4PPs, since they are captured directly after irradiation by the protocol 

procedure (materials and methods, Figure 98 (a)). On the contrary, aniFOUND-seq radar plots 

showed that the UDS reads were unevenly distributed across the 14 chromatin states (Figure 

98 (a), aniFOUND-seq). Notably, active TSSs and their corresponding flanking regions (states 

1, 2, and 3), as well as enhancer-associated regions (states 6, 7 and 12) showed elevated 

repair-synthesis. These results suggest faster NER-activity during the 4-hours UVC recovery 

period in actively transcribed regions in comparison to repressed and quiescent regions.  

Heatmaps and boxplots of NGS signal on 2 kb-extended active TSSs and eTSSs (VH10 

TSS/eTSS activity, see above) revealed that aniFOUND-seq repair signal is detected 

significantly around these regions (Figure 98 (b),(c)). Comparisons of the aniFOUND-seq repair 

signal with VH10 nRNA-seq +UV 2 h (see materials and methods), ATAC-seq +UV 2h (see 

materials and methods), and H3K27ac ChIP-seq +UV 2 h datasets (see materials and methods) 

displayed enhanced levels of UDS at highly accessible regions, and specifically around actively 

transcribed TSSs and eTSSs (Figure 98 b and c), as opposed to inactive elements (Figure 98  



5c, 95 % Confidence Interval of log2 count differences does not include 0). Notably, a 

characteristic pattern of repair signal is observed at bidirectionally transcribed mRNA TSSs 

(Figure 98 (c) and (d)), equivalent to previously detected nascent-RNA NGS signal profiles in 

bidirectionally transcribed TSS-pairs (see Figure 90), confirming that NER takes place rapidly 

and effectively at all actively transcribed and accessible loci (Liakos et al., 2020). However, 

observing the UDS activity at non-transcribed regions, aniFOUND-seq signal is still detectable 

as a result of the GG-NER activity at these regions, captured by the assay. 

To evaluate the potential effects of damage activity on UVC lesion repair at active bidirectional 

promoters, CPD damage-seq signal heatmaps and average profiles were also generated using 

the same annotation as reference, to reveal a complementary signal pattern between the two 

assays (Figure 98 (d)). Consequently, to validate the genome-wide UDS signal profile at actively 

transcribed promoters, NHF1 CPD and 64 XR-seq merged alignments were summarized at 14 

roadmap chromatin states (as described above) as percentages of total counts, and also at 

actively transcribed TSSs and eTSSs, to generate boxplot quantifications (Figure 98 (g) and(f)). 

Radar plot visualization of aniFOUND-seq and XR-seq in figure 98 (e) demonstrates that the 

distribution of aniFOUND-seq repair signal across different chromatin states is analogous to the 

64 XR-seq signal. This result is consistent with the fact that the majority of 6-4 photoproducts 

are repaired during the first 4 hours after damage induction. Further, the preferential enrichment 

of CPD XR-seq signal in chromatin state categories related to active transcription (TssA, 

TssAFlnk, TxFlnk, Tx, EnhG and Enh) was paralleled with reduced CPD signal in chromatin 

states related to repressed chromatin and heterochromatin (Het, TssBiv, BivFlnk, EnhBiv, 

ReprPC and ReprPCWk) and is in line with the fact that CPD repair is accomplished by TC-NER 

during the early UVC recovery (Adar et al., 2016; Hu et al., 2015).  

Additionally, boxplots of repair signal distributions at actively transcribed TSSs and eTSSs 

(Figure 98 (c), (f), and (g)) demonstrate that the NER repair activity at the actively transcribed 

genome is elevated in comparison to the non-transcribed elements during the early recovery 

response, for all the repair datasets. Nonetheless, aniFOUND-seq and XR-seq activity is also 

detectable at inactive elements (Figure 98 (c), (f), and (g), white filled boxplots), showing that 

GG-NER is also present in the early UVC damage response.  

4.4.1 An analysis pipeline for the estimation of NER activity on repeated 

genome using aniFOUND-seq  

Repetitive DNA comprises a considerable part of the genome (~50%, see introduction) that is 

still “under-examined” in the field of DNA damage and repair. To study the UDS activity at these 

regions, aniFOUND-seq raw reads were analyzed as follows: 

Raw FASTQ reads of both PD and INPUT conditions were processed using the methodologies 

described in section 4.1.1 and 4.1.2, but initially all sequences were trimmed at the 3’ end to a 

constant length of 50 bases in order to eliminate any effect of variable read length bias between 

the different datasets. 

High quality FASTQ sequences were provided as an input to RepeatMasker software 

(Nishimura, 2000), by first converting them to FASTA files, and splitting them to 300,000 

sequence chunks in order to run the algorithm more effectively. RepeatMasker was run with 

parameters: -e crossmatch -pa 30 -q -low -species human -a -inv -lcambig -html -source -gff -



excln -u -nopost to produce pairwise alignment files of repeat elements against the examined 

FASTA sequences, using RepBase (Jurka et al., 2005) and Dfam (Hubley et al., 2016) as a 

repeat species reference. The resulting alignments were further processed using 

ProcessRepeats, a RepeatMasker utility, to produce repeat specific annotation files, containing 

information about the alignment of every repeat species against each sequenced read. For each 

library, all annotation files were summarized to produce a count-like matrix with repeat species 

names as rows, sample ids as columns, and cells containing the number of total repeat species 

occurrences in each of the examined samples, resulting to a total of 1,279 unique repeat 

species identified in all datasets, that were further summarized to a total of 68 repeat families of 

origin. To determine potential differences of repair activity along the repeated DNA sequences, 

differential enrichment analysis between the aniFOUND-seq and the INPUT libraries was 

performed. The specific analysis was performed using the DESeq2 software (Love et al., 2014)] 

by providing the count matrix described above, and using the INPUT condition as a reference 

sample. Size factors and dispersion were estimated using the default settings of the program, 

and the statistical testing was performed using a negative binomial Generalized Linear Model 

(GLM), based on the estimated size factors. Only results with a p-adjusted value threshold lower 

than 0.05 were reported. 

 



 



 

Figure 99 Repeat enrichment on aniFOUND-seq reads (a) Differentially represented repeat families in 
aniFOUND-seq and input libraries. The bars show the log2 ratio of the aniFOUND-seq library reads over 
the input library reads that are annotated to the same repeat family. The repeat families are defined 
according to the classification system of Repbase. The color of each bar denotes its adjusted p-value. 
Only families with an adjusted p-value lower than 0.05 are shown. (b) Distributions of mapped read 
ratios on rDNA and SMAD3 gene between aniFOUND and input libraries. On the Y-axis, the 
logarithmized fold change of 1,000 random samples is shown. For each random sample the reads were 
aligned on an extended reference genome consisting of the UCSC hg19 and a single copy of the human 
rDNA (NR_046235) sequence (see Materials and Methods). Effect sizes refer to the difference from zero 
of the distributions depicted by the box plots and were calculated by using Cohen’s method (CES). (c) 
Random samples of UDS (upper panel) and DNA damage (lower panel) signal on telomeres as estimated 
with aniFOUND-seq and damage-seq, respectively (see Materials and Methods). Y-axis shows the 
number of telomeric reads that resulted from 1,000 TelomerHunter runs on samples with 100,000 
alignments each (see online methods). For both aniFOUND-seq and damage-seq, pull-down and input 
libraries have been plotted. 95% Confidence Intervals (95% C.I.) of log2 differences between pull-down 
and input libraries were calculated using 10,000 samples of 100 data points from each examined library. 
Effect sizes were calculated using Cohen’s method (CES). (d) Custom IGV genome browser track of 
human NR_046235 repeat unit, illustrating aniFOUND-seq PD and aniFOUND-seq INPUT signal. 

The results of this pipeline were used to evaluate the aniFOUND-seq repair prevalence on the 

repeated DNA. Figure 99 (a) summarizes that the most differentially enriched repeat family is 

rRNA, that seems to be less efficiently repaired compared to the INPUT background distribution, 

during the early UV-damage response, denoting that damages at the particular genomic 

sequences are repaired at a lower rate. Comparing the particular result with the literature, it 

seems that there are contradictory findings concerning the speed of rDNA repair, with some 

studies declaring that ribosomal repeats are repaired at a slower rate, likely because of  

inadequate repair factors accessibility at damage sites (34,35 Stefos). On the contrary, there is 

a study reporting significant TC-NER activity taking place at rDNA sequences during the early 

recovery process, attributing this phenomenon to the removal of damaged sequences to the 

nucleolar periphery that enables the repair machinery [36 Stef], while in another recent study, it 

was shown that rDNA is not subjected to TC-NER [37 Stef].  

To further validate this finding, an additional analysis pipeline was conducted: Initially, the hg19 

human reference genome (FASTA) was extended by adding the 45S pre-ribosomal N5 

(RNA45SN5) NCBI sequence (https://www.ncbi.nlm.nih.gov/nuccore/NR_046235) as a new 

chromosome, using the >NR_046235.3 identifier. aniFOUND-seq PD and INPUT quality-filtered 

FASTQ files were aligned against the new genome build and analyzed using the methodology 

described in section 4.1.3.1 with some modifications: (a) The option -T 0 was added to bwa 

mem run, in order to allow low quality alignments, in order to maximize the number of the 

multiple alignments. (b) BAM files were not filtered using alignment quality or duplicated records 

information. Merged alignments were normalized to a similar read depth (19,000,000 reads) and 

sampled 1,000 times to produce 100,000 read chunks that were in turn summarized at 

NR_046235.3 chromosome and SMAD3, an indicative actively repaired gene to produce 

boxplots of 𝑙𝑜𝑔2 PD normalized counts over INPUT normalized counts for each region (Figure 

99 (b)). To apply a statistical comparison between the PD and INPUT count distributions for 

each element, 1,000 samplings of 100 data points were randomly generated, and 95% 

https://www.ncbi.nlm.nih.gov/nuccore/NR_046235


confidence intervals of mean differences between PD and INPUT regions were calculated. 

Effect sizes of 𝑙𝑜𝑔2 counts between PD and INPUT sets were calculated using Cohen’s method 

(CES). The particular analysis confirmed that the rDNA is a region that is not preferentially 

repaired during the first hours of NER-repairs using the aniFOUND-seq set up (Figure 99 (b) , 

95 % CI excludes 0). 

Moreover, the differential repeat enrichment analysis showed that satellites were also repaired 

with a slower rate (Figure 99), a result that is in line with a previous study, reporting that 

satellite-rich regions are repaired slower by NER machinery than other regions (Sanders et al., 

2004). To examine in more detail the UDS activity at human telomeres, a telomeric content 

enrichment analysis was performed. Telomeres are typical repetitive regions consisting of 

tandem 6 nucleotide-long sequences. Nevertheless, while their susceptibility to DNA damage 

and the cell's capability to repair them are tightly associated with aging and cancer, it is not yet 

clear whether they are prone to damaging factors and if they are repaired by the cell to the 

same extent as the rest of the genome. For this analysis, the same alignment set-up as in the 

rDNA analysis was used (see above). Both mapped and unmapped reads were scanned for 

TGAGGG repeat occurrence, but only the unmapped sequences are considered as telomeric 

content (Feuerbach et al., 2019). Merged alignments were down-sampled to a similar read 

depth, and each subsample file was scanned for TGAGGG enrichment, using TelomereHunter 

(Feuerbach et al., 2019) with default parameters. Candidate telomeric reads were classified into 

3 categories: (1) “Intrachromosomal” reads, which comprise of telomeric repeats that are 

mapped to the chromosomal regions of the genome, except from the first and last band. These 

regions are considered “pseudo” telomeric (“pseudotelomeric”) and were used as a control set. 

(2) “Subtelomeric” reads consist of telomeric reads aligned to the first or last band of a 

chromosome, while (3) all unmapped reads were categorized as “intratelomeric”, which 

represent the actual telomeric content. The outputs of all the telomeric quantifications were 

summarized, to produce a telomeric content distribution for each region category, for both PD 

and INPUT, but also for CPD damage-seq, 64 damage-seq and INPUT damage-seq datasets. 

To compare the intratelomeric and intrachromosomal distributions between aniFOUND (or 

damage-seq) datasets and their corresponding INPUT libraries, a similar approach to calculate 

confidence intervals were applied as described in the rDNA sequence analysis pipeline (see 

above).  

Boxplots of sampled counts revealed that true telomeric reads were under-represented in 

aniFOUND-seq, while pseudotelomeric reads were repaired to a baseline level (Figure 99 (c) 

upper panel), a finding that supports the hypothesis that telomeres are subjected to UVC-

derived UDS at lower frequency compared to the rest of the genome. On the contrary, 

application of the same analysis pipeline at damage-seq samples showed that damage 

prevalence is higher in telomeric regions compared to the overall genome (Figure 99 (c) lower 

panel), showing that the observed, lower level of UDS activity at telomeres during the early 

response to UV irradiation is not an effect of reduced DNA damage occurrence. This result is in 

agreement with a proposed model suggesting that telomeres are vulnerable to UVC irradiation 

related lesions, but repair of these damages is almost absent (Rochette & Brash, 2010), 

opposing to another proposed model suggesting that telomeres are partly protected from UVC, 

and both categories of photolesions (CPDs and 64s) are removed fast and homogeneously, in 

comparison with other genomic sequences (Parikh et al., 2015). 



5 Conclusions - Discussion 

 

This study, describes a computational framework, developed for the study of transcription 

reorganization and chromatin alterations in response to UVC-induced stress, using primarily 

NGS data from human skin fibroblasts (Andrade-Lima et al., 2015; Lavigne et al., 2017; Liakos 

et al., 2020; Magnuson et al., 2015; Williamson et al., 2017b). The computational methodologies 

described above, provide genome-wide quantitative and qualitative illustrations of the NGS 

signals from a wide range of protocols (ChIP-seq, nRNA-seq, ATAC-seq, CAGE-seq, XR-seq, 

and aniFOUND-seq), regarding (1) the binding profiles of the three main RNAPII isoforms (from 

pre-initiation complex formation, to Promoter Proximal Pausing (PPP), and the entry into 

productive elongation), (2) the production of nascent RNA, (3) the chromatin accessibility, and 

(4) the histone modifications H3K27ac and H3K27me3, during the cellular responses to UVC-

induced genotoxic stress. 

The analysis pipelines included in the results section (see section 4) can serve as a guide for 

the analysis of the aforementioned NGS types, while the outputs of these modules can aid the 

research analyst with critical conclusions regarding the under-study biological phenomena. 

 

Regarding the particular study, a novel metabolic function associated with active transcription is 

characterized, proposing that in response to UVC induced stress, damaged cells switch 

transiently to a ‘safe mode’ of RNAPII elongation (Figure 39). This mechanism promotes a 

global, accelerated and synchronous de novo escape of elongation waves of RNAPII molecules 

from PPP sites of active mRNAs into the gene bodies which cover the 50% of the transcribed 

genome [51 Lavigne]. The maximization of the entry of RNAPII molecules in gene bodies result 

to a rapid and homogenous DNA lesion identification at transcribed strands of mRNAs, 

regardless of the location of the DNA lesion, the mRNA length and prior to UVC levels of 

transcription. Complementarily, the expansion of NER activity is observed at damage sites 

overlapping the transcription elongation wave proximity.  

In addition, detailed annotation of active regulatory regions revealed that the UV-induced 

release of RNAPII-Ser2P molecules from PPP sites is not limited to active genes, but is also 

detectable at PROMPTs and enhancers, as shown by the increase in RNAPII-Ser2P Escape 

Index (EI) in the respective genomic regions. In addition, the de novo binding of RNAPII-hypo 

molecules at PIC sites, and the detection of start-RNA molecules during cell recovery after UVC 

exposure, support a model where transcription initiation is not inhibited, but instead it supplies 

RNAPII molecules to the various transcription units (genes encoding proteins, long non-coding 

RNAs, PROMPTs, enhancers), in order to rapidly repair them via the TCR pathway. The 

experiments conducted in this study support that the continuous release of RNAPII molecules 

from PPP regions urges the molecules to shift to transcription elongation, thus reducing the 

NGS RNAPII-hypo signal in all actively transcribed TSSs. The particular defence mechanism 

affects the somatic mutation landscape of cancer genomes, such as melanoma and lung 

adenocarcinoma, by displaying low and homogenous mutation prevalence in all productively 

transcribed genes. Consequently, these results indicate that the widespread release of 

elongation waves boosts NER efficacy and can preserve genetic accuracy, while deficiencies in 

these mechanisms may hinder the genome-safeguarding effects. Interestingly, this mechanism 



could potentially benefit the genotoxin-affected tissues and improve cancer therapeutics, by 

inhibiting the ability of tumour cells to boost transitioning of RNAPII into productive transcription 

elongation, while promoting genotoxic stress. 

 

Comparing these results with two recent studies that investigate the effect of repair mechanisms 

in somatic mutations in cancer biopsies, it can be said that the described mechanism may be 

responsible for the fact that various point mutations appear to be significantly reduced in areas 

upstream of TSS, or around DNase hyper-sensitive sites (DHS) (Haradhvala et al., 2016; 

Perera et al., 2016; Sabarinathan et al., 2016). Maps of somatic mutations of genotoxins-

exposed cancer genomes such as melanoma and lung adenocarcinoma [7 Lavigne] have 

previously been demonstrated to contain NER-specific signatures (see 6,14 Lavigne). The 

particular tumours arise from skin and lung tissues that may have been exposed to NER-related 

genotoxic stress, such as UV-irradiation and tobacco smoke. It’s also shown (see Figure 87) 

that the mutation prevalence remains low throughout the TS of gene bodies of actively 

transcribed genes, independently of the level of expression, while reduced mutation prevalence 

is also observable in the NTS of actively transcribed genes, confirming better efficacy of both 

TC-NER and GG-NER. 

 

Based on a mechanistic point of view, the widespread enhancement of productive elongating 

molecules into actively transcribed elements, is compatible with previous observations 

describing that, while in normal conditions P-TEFb function is restrained by the sequestering 

effect imposed by 7SK snRNP inactivating complexes (Nguyen et al., 2001), UV-irradiation 

favours an immediate increase in the totality of active P-TEFb molecules in the nucleus (R. 

Chen et al., 2008). The functional consequences of this activation are elucidated as follows: 

During UVC-stress recovery, the release of P-TEFb kinase activity (via cdk9) is followed by 

expanded hyper-phosphorylation of RNAPII CTD (Boeing et al., 2016; Heine et al., 2008), 

followed by a widespread and synchronous transition into productive elongation detectable in all 

actively transcribed elements (see Figures 76 and 88). The DRB absence further extends the 

outcome of the elongation wave-release in non-irradiated cells (see Figure 76), demonstrating 

that the magnitude of the wave-release depends on the amount of the engaged PPP loci by the 

paused molecules of RNAPII. Subsequently, a central role of P-TEFb in UVC DNA damage 

response is suggested, and is supported by a recently published study (Lavigne et al., 2015). 

Additionally, the determination of a global UVC-dependent elongation wave release of RNAPII 

molecules described in this dissertation, is in line with other finding regarding the detection of 

increased binding of RNAPII in most active gene bodies (see Figure 4 of (Gyenis et al., 2014)), 

and elevated levels of nascent transcription at the beginning of genes (Andrade-Lima et al., 

2015; Williamson et al., 2017b). De novo RNAPII elongation wave release enables lesion-

scanning at UVC damaged cells, and guarantees that damages located at the TSS proximity will 

be repaired. Cells seem to activate a program of ‘safe’ mode elongation that limits potential 

biases linked with the stochasticity of transcription initiation (Levine, 2011; Svejstrup, 2002), by 

transiently regulating gene expression at the level of PPP release. Additionally, the release of 

RNAPII molecules along the actively transcribed genome could enable the identification of the 

subsequent lesions by the trailing molecules, even in the case of the model that supports that 



the RNAPII molecules are dissociated by the chromatin after the identification of a DNA lesion 

(Ratner et al., 1998)(Andrade-Lima et al., 2015)(Venema et al., 1992). 

 

Functional assessment of the described defensive mechanisms with XR-seq data show that the 

global release of damage-sensing RNAPII molecules is paralleled by increased repair efficacy in 

all active genes, especially in genomic regions affected by the de novo wave propagation of 

RNAPII and to the substantial that increases the probability of transcription-dependent repair. It 

should be noted that XP-C cells demonstrate an increased excision activity at UV lesions as 

compared with WT cells, probably partially because of the lack of repair activity in NTSs of GG-

NER deficient cells, that restricts the XR-seq signal coverage to a smaller part of the genome, 

and thus overestimates the read density enrichment in the TS regions of active genes. 

Additionally, the absence of GG-NER pathway might affect the probability of the available core 

NER factors to be recruited at transcription-blocking lesions. 

While the proposed mechanisms promote TC-NER by rapid identification of DNA-lesions at the 

TS of active genes, the progression of the transcription elongation wave may result in a more 

accessible chromatin environment that could in turn enhance the repair rate of the NTS by GG-

NER. Indeed, earlier studies have shown that repair in the NTS of active genes is faster than in 

inactive genes (Sabarinathan et al., 2016). Corroboratively, recent studies support the fact that 

chromatin accessibility promotes GG-NER repair along DNAse hypersensitive (DHS) regions 

(Adar et al., 2016; Jackson & Helleday, 2016; Perera et al., 2016), concluding that increased 

chromatin accessibility promotes both TC-NER and GG-NER accessibility to damaged DNA. 

 

Of particular interest is the fact that the distribution of XR-seq signal in the sense and antisense 

strands of mRNAs and asPROMPTs of unidirectional TSSs and enhancers (Figure 92) is more 

homogeneous than it would be predicted by the corresponding CAGE signal. This finding 

reinforces the possibility of a replication process at the transcribed elements, promoted by the 

high levels of RNAPII-hypo binding at PIC positions in normal conditions, and the continuous 

transition of these molecules into transcription elongation in response to UVC. Regarding the 

role of antisense transcription, it has been suggested that the transcription process per se, and 

not the transcription products, utilizes and supports biological functions (Murray & Mellor, 2016). 

For example, asPROMPT sequences can function either as transcription factor binding 

platforms that regulate expression of their related genes (Scruggs et al., 2015), or various RNA-

binding proteins that in turn regulate the expression of target genes (Seila et al., 2009). It is 

therefore understood that the successful repair of these loci is particularly important for 

maintaining the genomic expression programs, as also the processes necessary for the normal 

cell life. 

 

Examining the accessibility of chromatin after exposure to UVC radiation using the ATAC-seq 

methodology, a global increase in accessibility at all active regulatory regions (promoters and 

enhancers) was observed, thus indicating that these regions remain “open” during the repair of 

damaged DNA. In the same context, ChIP-seq experiments showed that H3K27ac post-

translational modification is preserved in the respective genomic regions.  

These results are in agreement with similar studies which show that (i) in the case of rapid 

transcriptional induction, a significant increase in chromatin accessibility can be observed, 



without changes in the degree of chromatin uptake by nucleosomes (Mueller et al., 2017), and 

(ii) increased gene expression (triggering transcription and promoting the productive stage of 

transcription elongation) is often coupled with increased chromatin accessibility (Gray et al., 

2017; Ucar et al., 2017). In particular, this study supports that the increase in chromatin 

accessibility in actively transcribed regions is associated with the progression of RNAPII 

molecules from transcription initiation, to elongation, after cell exposure to UVC. The acting 

mechanism which carries out the increase of chromatin accessibility has not been further 

studied in this dissertation; however it is of particular interest to clarify, which chromatin 

remodeling molecules are involved in this process, and in what way. 

Consequently, this study proposes a model in which RNAPII molecules continuously enter 

transcription initiation, and transit to transcription elongation through their release from PPP 

sites, to accelerate the processes of DNA lesion identification and repair in the entire 

transcribed genome. Overall, these results demonstrate a positive correlation between 

increased chromatin accessibility in active regulatory regions, transcriptional dynamics, and 

repair through the TC-NER repair pathway, revealing the high complexity of the cellular 

response during genotoxic stress. 

 

Furthermore, the H3K27ac preservation at transcription initiation sites prevents the occurrence 

of H3K27me3, as these two post-translational modifications are mutually exclusive (Karlic et al., 

2010). Indeed, the ChIP-seq data analysis showed that H3K27me3 modification was found to 

be located in a group of non-transcribed genes both before and after UVC exposure, and 

therefore did not occur in actively transcribed loci. This is consistent with the fact that 

H3K27me3 and PRC2 complex probably do not play a role in UVC-induced transcriptional 

response. Supporting the above, recent studies suggest that the presence of RNA inhibits the 

recruitment and further action of PRC2 at active genes (Beltran et al., 2016; Kaneko et al., 

2014). The analyzed data also support that in the case of UVC exposure, nascent RNA 

production during activation and productive elongation of RNAPII molecules inhibit the binding 

of PRC2 to chromatin, and consequently the deposition of H3K27me3. 

The stability of the binding levels and pattern of H3K27ac observed in active TSSs, is in 

agreement with previous studies claiming that during the early recovery period after UVC 

exposure (0-6 h), there is a dose-dependent increase (with higher exposure doses, smaller 

increase is observed) of histone acetylation (Ramanathan & Smerdon, 1986). In particular, the 

acetylation of histones H3 (Rubbi & Milner, 2003) and H4 (J. Wang et al., 2006) has been found 

to increase after UV exposure and these findings have been attributed to a more general 

process of chromatin structure "relaxation" after genotoxic stress induction. In fact, it is believed 

that DNA repair of the damaged sites requires relaxation of the chromatin structure, in order for 

the repair factors to have access at the DNA lesion sites. After the damage is repaired, the 

chromatin structure is restored (Polo & Almouzni, 2015; Soria et al., 2012). These results, 

regarding the increase in chromatin accessibility and stability of H3K27ac modification in active 

regulatory regions, show that the acquisition, or preservation of active chromatin, is essential for 

repairing the transcribed genome. 

 

Nevertheless, it should be noted that the levels of chromatin reorganization and gene 

expression during cellular response to UVC, depends on the UVC exposure dose (Farrell et al., 



2011; G. Li & Ho, 1998). For example, a recent study showed that when mouse embryonic 

fibroblasts were exposed to a UV dose of 80 𝐽 / 𝑚2, extensive chromatin reorganization was 

observed regarding both chromatin accessibility and histone modification levels (Schick et al., 

2015). It seems that when cells are dealing with larger amounts of damages, they make drastic 

decisions related to the activation and of apoptosis programs, which reduce the risk of 

malignant cell transformation. Such cell fate decisions are accomplished through major 

alteration in the structure of chromatin and the pattern of gene expression. On the contrary, this 

study shows that low doses of UVC (8 − 20 𝐽 / 𝑚2), do not drive the cells to apoptosis, but 

triggers the mechanisms that promote the repair of DNA lesions. 

 

Recent research in the field of transcriptional regulation, specifically focusing on the 

transcriptional response to heat stress, demonstrates that the activation of paused genes occurs 

through a transition from a state of premature transcription, to a state of elongation (Krebs et al., 

2017). The above suggests that rapid induction of gene transcription requires a state of 

uninterrupted transcription initiation. In the case of transcriptional response to UVC exposure, 

we observe the release of transcriptional waves from PPP sites, into active genes. In addition, a 

recent study provides data suggesting that transcription pausing at PPP sites inhibits the 

initiation of transcription, as reduced RNAPII pausing leads to increased transcription initiation 

and nRNA production (Fitz et al., 2018). Consistent with the above, our findings show that 

RNAPII release from PPP sites, and the increase of nRNA signal at these regions are sufficient 

to lead to a de novo initiation of transcription and recruitment of RNAPII molecules at PIC 

regions, and in particular in active TSSs, PROMPTs and eTSSs. In a more general context, we 

can say that the results of this study extend the idea that continuous release of RNAPII 

molecules from PPP sites is an important element of regulation of gene expression (Steurer et 

al., 2018). 

 

Moreover, the particular results suggest that bidirectional transcription starts from two distinct 

transcription initiation sites (PICs), corresponding to a Nucleosome Depleted Region (NDR) 

(Core et al., 2012; Ibrahim et al., 2018; Lai & Pugh, 2017). Indeed, in the bidirectionally 

transcribed genes, as also in the mRNA-PROMPTs pairs, the binding of RNAPII-hypo takes 

place at both ends of a highly accessible chromatin region (based on the ATAC-seq signal), 

surrounded by H3K27ac nucleosomes. The above is consistent with the fact that the mRNA 

PICs structure has a common architecture with non-coding PICs (Lai & Pugh, 2017). 

Consequently, it is arguable that differences in the level of transcription between different types 

of transcription elements (mRNAs, asPROMPTs, eRNAs) under normal conditions occur 

primarily because of the transcription initiation rate, the premature transcription termination, and 

the sensitivity that non-coding transcripts show in exosome degradation. 

 

Regarding the newly developed aniFOUND-seq methodology, it can be considered as a very 

useful tool to complement XR-seq and subtractive Damage-seq (Adar et al., 2016; Hu et al., 

2015, 2017), methods for providing all together a set of tools for the study of DNA damage and 

repair. The particular method is applied to map the repair-synthesis activity across the genome, 

with particular emphasis to promoters, enhancers and repeats. The newly developed analysis 

pipeline is specifically designed for the assessment of NER-UDS activity during the first 4 hours 



after damage induction in particular chromosomal regions such as rDNA and telomeres, for 

which contradictory explanatory models have been suggested. Notably, this is the first time that 

NGS-based approaches have been adapted to shed light to these issues, especially regarding 

telomeric DNA. Thus, aniFOUND’s unbiased (antibody-free) manner of detecting DNA repair-

synthesis activity may offer advantages for refining the spatio-temporal understanding of 

genome maintenance requiring UDS after damage. The flexible nature of aniFOUND-seq (in 

terms of both damage types detected and the potential repair assessment period) renders it 

suitable for capturing of the whole repair process or repair activity during shorter or longer time 

windows thus allowing alternative perspectives of repaired-synthesized chromatin to be 

captured. 

Importantly, aniFOUND-seq analysis results are in agreement with, and complete previous 

reports showing how NER activity is implemented with different speeds in different genomic 

areas/regions (Hu et al., 2015, 2017). Taken together these results confirm that aniFOUND can 

isolate and map in high resolution nascent chromatin loci that have undergone efficient NER of 

UV-lesions. 
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