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ABSTRACT

The scope of this PhD thesis is to develop a new probabilistic characterization scheme for

acoustic signals recorded in the marine environment, with applications in acoustical oceanog-

raphy. We will refer to the proposed scheme as Probabilistic Signal Characterization Scheme

(PSCS). The schemes aims at the definition of a set of observables (signal features) that could

characterize a signal to a unique way. To this end, a signal is decomposed into several levels

using the stationary wavelet packet transform. This decomposition provides a time-frequency

analysis of the characteristics of the signal. The stationary wavelet packet coefficients of the

various levels are then modeled by a single left-to-right Hidden Markov Model (HMM) with

Gaussian emission distributions. The concept behind the decision of using a sequential mod-

eling of the signal’s extracted coefficients, was the fact that a signal after propagation through

a dispersive medium such as water column in the marine environment, exhibits evolving

time-frequency characteristics. The association of a signal with a representative HMM is per-

formed by means of the Expectation-Maximization (EM) algorithm. Eventually the signal is

characterized by a set of parameters which describe the HMM.

The proposed signal characterization methods has been applied in inverse problems of acous-

tical oceanography. In particular, problems associated with the retrieval of the marine environ-

mental parameters using measured features of the acoustic field due to a sound source have

been considered. These problems being in nature non-linear are solved with optimization pro-

cedures requiring comparison of the characteristic of the measured acoustic signal with same

of replica signals. In this work the Kullback-Leibler divergence is employed as the similarity

measure of two signals, comparing their corresponding HMMs. To validate the performance

of the proposed characterization scheme, the thesis presents few characteristic test cases in

which simulated and real data have been considered. The measured signals are characterized

by means of the proposed PSCS method and the model parameters of the marine environment

have been estimated by employing a Genetic Algorithm (GA) over three sets of population of

candidate model parameters. The GA leads to distributions of the model parameters of the
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final population using Gaussian Mixture Model (GMM). This representation provides the so-

lutions of the inverse problems in the form of the maximum of the marginal densities and a

qualitative indication of the confidence intervals of the recoverable parameters. The results

are compared with those obtained using the Statistical Signal Characterization Scheme (SSCS)

proposed by Taroudakis et al. In addition, the results corresponding to the experimental data

are compared to various approaches from the literature. The applications presented here con-

firmed the reliability and efficiency of the method when applied with typical signals used in

acoustical oceanography.
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Περίληψη 

Αντικείμενο  της  παρούσας  διδακτορικής  διατριβής  είναι  η  ανάπτυξη  ενός  νέου

πιθανοθεωρητικού σχήματος για τον χαρακτηρισμό ακουστικών σημάτων που καταγράφονται

στο θαλάσσιο περιβάλλον, με εφαρμογές στην ακουστική ωκεανογραφία. Το σχήμα στοχεύει

στον ορισμό ενός συνόλου χαρακτηριστικών που θα χαρακτηρίζουν ένα σήμα με μοναδικό

τρόπο.  Για  το  σκοπό  αυτό,  ένα  σήμα  αρχικά  αποσυντίθεται  σε  πολλαπλά  επίπεδα

χρησιμοποιώντας  το  στατικό μετασχηματισμό  κυματιδιακών  πακέτων  (Stationary  Wavelet

Packet  Transform).  Η  αποσύνθεση  παρέχει  μια  χρονό-συχνοτική  ανάλυση  των

χαρακτηριστικών  του  σήματος.  Οι  συντελεστές  κυματιδιακών  πακέτων  του  σήματος  στα

διάφορα επίπεδα περιγράφονται στη συνέχεια από ένα κρυπτό-Μαρκοβιανό μοντέλό (left-to-

right  Hidden  Markov  Model)  με  κανονικές  κατανομές  εκπομπών  (Gaussian  emission

distributions). Η ιδέα πίσω τη χρήση μιας ακολουθιακής μοντελοποίησης των εξαγόμενων

συντελεστών του σήματος βασίζεται στο γεγονός ότι ένα σήμα μετά τη διάδοση σε ένα μέσο

διασποράς όπως είναι το θαλάσσιο περιβάλλον, παρουσιάζει εξελισσόμενα χρονο-συχνοτικά

χαρακτηριστικά.  Η  αντιστοίχιση  ενός  σήματος  με  ένα  αντιπροσωπευτικό  κρυπτό-

Μαρκοβιανό μοντέλο πραγματοποιείται με χρήση του αλγόριθμου Expectation-Maximization

(EM).  Τελικά  το  ακουστικό  σήμα  χαρακτηρίζεται  από  ένα  σύνολο  παραμέτρων  που

περιγράφουν το κρυπτό-Μαρκοβιανό μοντέλο. 

Η προτεινόμενη μέθοδος χαρακτηρισμού ακουστικών σημάτων εφαρμόζεται στα πλαίσια της

παρούσας διατριβής σε αντίστροφα προβλήματα ακουστικής ωκεανογραφίας. Συγκεκριμένα,

σε  προβλήματα  που  σχετίζονται  με  την  ανάκτηση  των  θαλάσσιων  περιβαλλοντικών

παραμέτρων  με  τη  χρήση  μετρήσεων  του  ακουστικού  πεδίου  που  παράγεται  από  μια

υποβρύχια ακουστική πηγή. Αυτά τα προβλήματα είναι εν γένη μη γραμμικά και επιλύονται

με μεθόδους βελτιστοποίησης συγκρίνοντας τα χαρακτηριστικά του μετρούμενου ακουστικού

σήματος  με  τα  αντίστοιχα  συνθετικών  σημάτων  που  παράγονται  επιλύοντας  το  ευθύ

πρόβλημα της ακουστικής διάδοσης μέσα από ένα εύρος πιθανών τιμών των προς ανάκτηση



παραμέτρων . Η σύγκριση πραγματοποιείται μέσω κατάλληλης μετρικής που αποτυπώνει το

βαθμό ομοιότητας δυο σημάτων που χαρακτηρίζονται με την πιθανοθεωρήτικη μέθοδο που

υιοθετήθηκε.

Σε αυτή την εργασία ως το  μέτρο ομοιότητας  δύο σημάτων χρησιμοποιείται  η  απόκλιση

Kullback-Leibler  (Kullback-Leibler  Divergence)  συγκρίνοντας  τα  αντίστοιχα  κρυπτό-

Μαρκοβιανά τους μοντέλα. Για να μελετήσουμε την απόδοση του προτεινόμενου σχήματος

χαρακτηρισμού,  παρουσιάζονται  μερικές  χαρακτηριστικές  εφαρμογές  αντιστροφής

χρησιμοποιώντας τόσο συνθετικά όσο και πραγματικά δεδομένα. 

Προκειμένου  να  γίνει  αποδοτική  αναζήτηση  από  το  χώρο  ερέυνης  για  τον  υπολογισμό

βέλτιστων λύσεων του αντιστρόφου προβλήματος χρησιμοποιήθηκε Γενετικός Αλγόριθμος.

Οι  παράμετροι  που  περιέχονται  στο  τελικό  πληθυσμό  του  γενετικού  αλγορίθμου

περιγράφονται  χρησιμοποιώντας  ένα  μοντέλο  Gaussian  Mixture  (GMM).  Αυτή  η

αναπαράσταση παρουσιάζει τις πιθανές λύσεις των αντίστροφων προβλημάτων με τη μορφή

περιθωρίων  κατανομών  (marginal  distributions)  προσφέροντας  μια  ποιοτική  ένδειξη  των

διαστημάτων εμπιστοσύνης των ανακτώμενων παραμέτρων. Τα αποτελέσματα συγκρίνονται

με  εκείνα  που  λαμβάνονται  χρησιμοποιώντας  τον  Στατιστικό  Χαρακτηρισμό  Ακουστικών

Σημάτων που έχει προταθεί από τον Ταρουδάκη και συνεργάτες. Επιπλέον, τα αποτελέσματα

που  αντιστοιχούν  στα  πειραματικά  πραγματικά  δεδομένα  συγκρίνονται  με  διάφορες

προσεγγίσεις  άλλων ερευνητών από τη βιβλιογραφία.  Οι  εφαρμογές  που παρουσιάστηκαν

εδώ  επιβεβαίωσαν  την  αξιοπιστία  και  την  αποτελεσματικότητα  της  μεθόδου  όταν

εφαρμόστηκε σε τυπικά σήματα που χρησιμοποιούνται στην ακουστική ωκεανογραφία.
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chapter1

INTRODUCTION
As below, so above and beyond,

I imagine drawn beyond the lines of reason.

Spiral out. Keep going...

– Tool (Lateralus) –

Abstract

Underwater acoustics concerns the mathematical modelling of the propagation of the sound in the ocean envi-

ronment. Underwater sounds have been used by marine animals for millions of years for navigation of the sea

environment, sexual selection or to detect food. In addition, there are theories that Humpback whales sometimes

sing just for enjoyment and satisfaction. Application of underwater acoustics "mimic" the capabilities of the ma-

rine animals to monitor the ocean environment by extracting proper features of the acoustic signals. Generally,

underwater sounds span a wide range of frequencies, typically 10 Hz to 50 kHz. In this work we shall deal with

low frequency sounds in the range of which are pertinent to application of acoustical oceanography 30 to 300 Hz.

In this introductory chapter we will present the motivation, the scope and a short outline of this PhD thesis.

1.1 Motivation of the Research

The characteristics of an acoustic signal due to its propagation through a sea environment

carry a lot of information related to the geometry and the properties of the environment.

Significant research has been carried out over the last decades in order to exploit these features

to invert for the parameters of the marine environment. Acoustical oceanography to a great

extend is associated with this type of problems.

Many of the methods that have been proposed for inverting for the recoverable model pa-

rameters exploit information relative to physical observables of the signals arrived at an array

of hydrophones. The main drawback of using a multiple hydrophone setup, is of course the

high expected deployment cost for in real world applications.
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On the other hand, many researchers have focused their efforts on the development of in-

version schemes that make use of the recordings at a single receivers. In order to have an

adequate amount of information of the recoverable parameters, broadband sources have been

used.

The motivation to develop and propose a new inversion scheme initiated by the fact that new

techniques based on machine learning seem to be good candidates for the extraction of the

acoustic signal characteristics that could be employed in inversion procedures. We wished to

develop and test this novel techniques in problems of acoustical oceanography by introducing

stochastic features of the signals which to our knowledge is unusual in this area of research.

The new technique is called Probabilistic Signal Characterization Scheme (PSCS). Inspired by

the Statistical Signal Characterization Scheme (SSCS) proposed by Taroudakis et al. [1], we

wish to characterize acoustic signals using features (observables) that would be associated

with a stochastic analysis of them. In the SSCS scheme, an acoustic signal is decomposed in

various levels using appropriate filters through a wavelet transform and the wavelet subband

coefficients were described by means of the alpha stable distributions. The research originally

started with goal to improve the already existing statistical characterization scheme. How-

ever, looking at typical recordings of acoustic signals, we observe that the assumption that the

wavelet coefficients of a signal are described as stationary process (one statistical distribution

per coefficient vector), could be replaced by a non-stationary generative model. Thus, a prob-

abilistic representation of an acoustic signal that utilizes a non-stationary sequential model

could be a more appropriate decision. An appropriate reason choosing the probabilistic ap-

proach was that the SSCS scheme very sensitive to the presence of noise. Thus, we decided to

study the probabilistic approach as a potential improvement over the SSCS in relation to the

noise content of the signal. It came out that the new scheme is superior to the SSCS with re-

spect to the signal characterization in presence of noise, still denoising algorithm should also

be applied to obtain optimum results. Thus, a signal denoising scheme has been developed

and applied in the applications presented in this thesis.

Eventually, the main goal of the research presented here was to study and develop tools for

recognizing hidden patterns of a single recording due to a known source in order to be used

for the recovery of the environmental parameters of an ocean environment when a typical

experiment of ocean acoustic tomography or sea-bed classification is considered. We wish this

study to conclude to a signal characterization scheme which will combine machine learning
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approaches and the physics based modelling of the propagation problem in a sea environment

and to applicable in inverse problems of underwater acoustics.

Following studies relative to speech recognition and various non-stationary processes such as

time-series forecasting, we decided to use Hidden Markov Models (HMM) in order to describe

mathematically the time-frequency characteristics of the signals.

The study presented in this thesis can be summarized in the following subsection.

1.2 Work Summary

The main contribution of the work presented in this thesis in the field of acoustical oceanog-

raphy and machine learning applications is the introduction of a novel time-invariant prob-

abilistic characterization scheme for acoustic signals. The proposed approach assigns the sta-

tionary wavelet packet coefficients of a signal to a Hidden Markov Model (HMM). Providing a

novel approach for signal feature extraction. This method has not been applied so far, at least

to our knowledge, to acoustic signals as the idea of associating wavelet packet coefficients

with HMMs is also a new concept.

In addition, in order that the characterization of the signal is reliable, a new denoising scheme

using dictionary learning and sparse decomposition of the raw signals was introduced. This

denoising scheme also improves the quality of the signal characterizations obtained by the

Statistical Signal Characterization Scheme (SSCS) introduced by Taroudakis et al. [1].

The new characterization scheme was applied with success in problems of acoustical oceanog-

raphy using both simulated and real data, providing an alternative approach for estimating

the unknown parameters of oceanic or shallow-water environment using a single recording

of the acoustic field.

1.3 Thesis Outline

In this section a brief outline of the rest of this thesis will be presented:

C H A P T E R 2 : The second chapter presents an overview of the modelling of the sound propa-

gation in an oceanic or a shallow-water environment. The analysis is based on Normal Mode

(NM) theory due to the fact that this method is to be used for solving the forward propagation

problems which are associated with the inverse problems that we consider in this thesis. Also,

some technical details about propagation using broadband sources are presented .
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C H A P T E R 3 : This chapter presents the formulation of the inverse problems in underwater

acoustics accompanied with the state of the art of these problems. In this respect, various

inversion techniques which uses alternative observables of the signals are briefly presented.

Substantially, this chapter highlights the need for alternative inversion schemes that could

take advantage of stochastic characteristics of a single recording of the acoustic field.

C H A P T E R 4 : This chapter presents an overview of the mathematical and machine learning the-

ory regarding the Statistical Signal Characterization Scheme (SSCS) as well as the proposed

Probabilistic Signal Characterization Scheme (PSCS). This theory mainly concerns the Fourier

and t:he Wavelet analysis, probabilistic models with hidden variables, such as Gaussian Mix-

ture Models (GMMs) and Hidden Markov Models (HMMs), sparse dictionary learning and

non-linear optimization using Genetic Algorithms (GAs).

C H A P T E R 5 : In this chapter we present the Statistical Signal Characterization Scheme (SSCS)

and we introduce the Probabilistic Signal Characterization Scheme (PSCS). Moreover, we de-

scribe the Sparse Denoising Scheme (SDS). The last two schemes consist the novel parts of the

dissertation.

C H A P T E R 6 : This chapter validates the robustness of the proposed schemes, for problems as-

sociated with the estimation of unknown model parameters of an underwater environment

using both synthetic and experimental data.

C H A P T E R 7 : The last chapter provides a summary of the work and its main results. Further-

more, possible improvements of the proposed framework as well as future applications are

also provided.
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chapter2

FORWARD PROPAGATION PROBLEMS IN UNDERWATER

ACOUSTICS

Abstract

The propagation of the sound in an oceanic or shallow-water environment is treated as a boundary value par-

tial differential equation (PDE) problem in three dimensional space consisting of the linear acoustic equation

and appropriate boundary conditions. This chapter will present the basic elements of the normal-mode theory of

acoustic propagation which will be considered here as the main tool for handling forward propagation problems

associated with the inverse problems considered in the thesis.

2.1 Modeling of the Sound Propagation in the Marine Environment

Sound propagation in a marine environment obeys the wave equation, which is derived by

combining the fluid mechanics equations in connection with a set of boundary conditions.

Let us consider the acoustic pressure P(x, t) due to an underwater source that it is mathemat-

ically expressed by a function f (x, t). Figure 2.1 presents a typical marine environment with a

point sound source.

A linear wave equation for the acoustic pressure in an ideal fluid medium can be derived

after performing a linearization process of the hydrodynamic equations in connection with

the adiabatic relation between the pressure and density [2].

LINEARIZED WAVE EQUATION ∇2P(x, t)− 1
c2(x)

∂2P(x, t)
∂t2 = f (x, t), (2.1)

with c(x) denoting the sound speed.
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Figure 2.1: Schematic of a

typical 3D ocean environ-

ment. The Nx2D solution

is evaluated by considering

radial 2D problems at spe-

cific angles θ and 3D syn-

thesis using an interpola-

tion technique.

source

sea-bed

water surface

If the inhomogeneity of the wave equation 2.1 is due to a time-harmonic point source, the

right hand term takes the steady-state form:

HARMONIC POINT SOURCE f (x, t) = −δ(x− xs)e−iωt, (2.2)

where δ is the Dirac function and xs is the position vector of the source and ω is the angular

frequency (ω = 2π f ), f is the source frequency.

Then the general solution of the wave equation is written in the form

P(x, t) = p(x)e−iωt, (2.3)

where p(x) is the spatial component of the acoustic pressure.

If we substitute the expression 2.3 into 2.1, the spatial component of the acoustic pressure obey

the following equation

HELMHOLTZ EQUATION ∇2 p(x) + k2(x)p(x) = −δ(x− xs), (2.4)

where k is the wavenumber given as k(x) = ω
c(x) .

Several types of models to formulate the sound propagation in a marine environment have

been proposed. The most popular among them are:

1. Ray models [3, 4, 5, 6]

2. Wavenumber integration techniques [7, 8],
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3. Normal mode theory [9]

4. Parabolic approximations [10, 11, 12].

A detailed analysis of these methods can be found in the book by Jensen et al. [2].

The vast majority of them initially solve the problem in the frequency domain (Helmholtz

equation) and then they transform the solution in the time domain. However, there were at-

tempts to apply finite difference techniques directly in the wave equation providing approxi-

mations of the acoustic pressure in the time domain [13, 14].

Here, we will restrict our analysis to the normal mode theory as this is the method that has

been used for the calculation of the acoustic field associated with the inverse problems that

we have considered in this thesis.

Solving the three-dimensional propagation problem using normal mode theory is computa-

tionally intensive. There exist several attempts to treat this problem where special 3D geom-

etry is considered [15, 16, 17]. A treatment that often is proposed for obtaining weakly three-

dimensional solutions, is a Nx2D modelling approach [18] that combines a number of two-

dimensional solutions along radial slices to produce an estimation of the three-dimensional

solution. In Figure 2.1 a slice Sθ in an arbitrary angle θ is shown.

When the properties of the environment do not vary significantly with range, modelling of a

range independent environment can give accurate results. On the other hand, if the environ-

ment presents characteristics with a strong dependency with range, a range dependent model

consisting of a number of segments, each one without dependency on range, can be a compro-

mise between yielding a reliable approximation of the acoustic field and not exceeding certain

levels of computational complexity [19, 20].

2.2 Nx2D Approach

Perkins et al. [18] proposed a Nx2D approach of approximating the 3D solution of the under-

water wave propagation in a specific domain, by solving N 2D propagation problems, each

one corresponding to a vertical plane that passes through the point source.

When 3D effects are insignificant, the Nx2D approach provides a good approximation of the

3D model. The significance of these effects depends on the form of the anomaly as well as the

parameters of the environment. In the environments that contain a local anomaly A, belonging
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Figure 2.2: Two typical

alternative models of a

complex range-dependent

ocean environment, cor-

responding to the vertical

plane (slice) Sθ of the 3D

environment of Figure 2.1.

 

 

Range Independent Modeling of

Range Dependent Modeling of 

water

sediment

substrate

water

se
dim

en
t

substrate

source

source

– 8 –



2.2 N X 2 D A P P R O A C H

Figure 2.3: Top-view repre-

sentation of an application

of the Nx2D approach to

a environment with a re-

stricted anomaly.

to a domain under consideration Ω. The scattering due to the anomaly is restricted only in a

sub-region of Ω, and typically a Nx2D consideration can give accurate results.

Figure 2.3 shows the geometry of an Nx2D approximation of an environment, with a restricted

anomaly. In this geometry, the domain contains the anomaly is determined by the boundary

planes Sθ1 , SθN . The vertical slices SΘi determine an axisymmetric problem in which case the

pressure is expressed as

pi(x) = pi(r, z), x ∈ Sθi , r ∈ [0, ∞), z ∈ [0,+∞). (2.5)

Then an appropriate interpolation procedure can combine the partial approximations of the

acoustic field to give a united approximation of the acoustic pressure in Ω.

Similarly, an Nx2D approach can been considered for inverting the structure of the anomaly

using acoustic means. Such a setup is presented in Figure 2.4.

It should be noted that the 2D environments intercepting the anomaly are generally treated as

range dependent while the ones presenting (almost) constant characteristics are addressed by

using a range-independent formulation.
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Figure 2.4: Top-view repre-

sentation of an application

of the Nx2D approach to

retrieve information from a

restricted anomaly.

Sources/Receivers

2.3 Range Independent (RI) Environments

In this section we assume that the oceanic environment is horizontally stratified. In particular,

the environmental parameters such as the sound speed profile and density are are invariant

with range. In this work the stratification, is restricted to a (L + 2)-layered fluid structure as

described in Figure 2.5. The figure depicts an oceanic environment with L sediment layers

over a semi-infinite sub-bottom. For most practical applications this is an acceptable repre-

sentation of the marine environment.

Each layer is characterized by constant density and a sound speed that varies with, with the

exception of the sound speed in substrate (sub-bottom) which is considered constant. The

relations 2.7, 2.6 summarize these assumptions

c(z) =



cw(z), 0 ≤ z < h0

cb,1(z), h0 ≤ z < h1

. . .

cb,L(z), hL−1 ≤ z < hL

csb, z ≥ hL

(2.6)
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Figure 2.5: The range

independent environ-

ment under consideration,

consisting of L + 2 fluid

layers. The water column,

L sediment layers and a

semi-infinite substrate. The

properties of the substrate

are considered as constant.

sediment layers
.
.
.

water

substrate

source

ρ(z) =



ρ0 ≡ ρw, 0 ≤ z < h0

ρ1 ≡ ρb,1, h0 ≤ z < h1

. . .

ρL ≡ ρb,L, hL−1 ≤ z < hL

ρL+1 ≡ ρsb, z ≥ hL

(2.7)

By considering of a harmonic, monochromatic point source in coordinates (0, zs) the spatial

part of the wave equation is given by:

1
r

∂

∂r

(
r

∂p(r, z)
∂r

)
+

∂2 p(r, z)
∂z2 − 1

ρ(z)
∂ρ(z)

∂z
∂p(r, z)

∂z
+

ω2

c2(z)
p(r, z) = −δ(r)δ(z− zs)

2πr
(2.8)

Note that the term including the derivative of density with respect to depth is omitted when

equation 2.8 is applied separately to each layer.

In order to find a unique solution for the acoustic pressure at each point of the environment,

we have to complete the definition of the problem by providing a proper set of boundary

conditions.

• Zero acoustic pressure at the water surface (z = 0).

p(r, 0) = 0 (2.9)
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• Continuity of the pressure at each interface.

lim
z→h−`

p(r, z) = lim
z→h+`

p(r, z), ` = 0, . . . , L (2.10)

• Continuity of the vertical component of particle velocity between each interface

lim
z→h−`

1
ρ`

∂p(r, z)
∂z

= lim
z→h+`

1
ρ`+1

∂p(r, z)
∂z

, ` = 0, . . . , L (2.11)

• Zero acoustic pressure at infinite depth (z→ ∞)

lim
z→∞

p(r, z) = 0 (2.12)

• The Sommerfeld radiation condition (r → ∞)

lim
r→∞

√
r
(

∂

∂r
− i

ω

c(z)

)
p(r, z) = 0 (2.13)

Physically, this condition ensures that there is no incoming energy from infinity.

2.3.1 The depth problem

The following Sturm-Liouvile problem is called depth problem:

ρ(z)
d
dz

(
1

ρ(z)
u(z)

)
+

[
κ2(z)− λ

]
u(z) = 0 (2.14)

u(0) = 0 (2.15)

lim
z→h−`

u(z) = lim
z→h+`

u(z), ` = 0, . . . , L (2.16)

lim
z→h−`

1
ρ`

du(z)
dz

= lim
z→h+`

1
ρ`+1

du(z)
dz

, ` = 0, . . . , L (2.17)

lim
z→+∞

u(z) = 0 (2.18)

where κ(z) = ω/c(z).

The admissible values of λn consist the eigenvalues of the S-L problem and the associated

functions un(z) are the eigenfunctions.

Since the above problem is defined in a semi-infinite domain, it is singular [21]. For singular

problems we know that there exist a set of discrete eigenvalues and a set of continues ones,

consisting the so called "continuous spectrum" of the singular Sturm-Liouvile problem.

For singular Sturm-Liouvile problems the following representation theorem can be proved [22]
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Theorem 2.3.1 (Representation theorem) Let {(un(z), λn), n = 1, . . . , N} and {(u(z; λ), λ), λ ∈

S ⊂ R} the discrete and continuous spectra of a singular Sturm-Liouvile problem. Then the set of

eigenvectors comprise a basis over the family of the continuous functions with piecewise continuous

first derivatives, obeying the same boundary conditions as the S-L problem.

By applying the above representation theorem to the Helmholtz equation, the spatial acoustic

pressure p(r, z) can be expressed in terms of the eigenfunctions of the problem as follows:

p(r, z) =
N

∑
n=1

An(r)un(z) +
∫

S
b(r, λ)u(z; λ)dλ (2.19)

where An(r), b(r, λ) are coefficients to be determined.

Furthermore, far from the source the integral over the continuous spectrum of the eigenvalues

does not contribute significantly to the acoustic field and consequently it can be omitted [2].

Therefore, we get the following approximation

p(r, z) ≈
N

∑
n=1

An(r)un(z), for r >> κ−1(z), (2.20)

where κ−1(z) is the reciprocal of the wavenumber.

At this point, let us state useful terminology

N O R M A L M O D E S : The family of the eigenfunctions {un(z)}N
n=1 correspond to the discrete

spectrum of the eigenvalues of the depth problem. The normal modes are subject to the or-

thogonal relation ∫ +∞

0

1
ρ(z)

u∗m(z)un(z)dz = δmn, (2.21)

where ∗ denotes complex conjugate.

E I G E N F O R M S : The family of the coefficients An(r), expressing the intensity of each normal

mode in the expression of the acoustic field in any specific range r.

The solution of the depth problem is divided into two parts.

1. For 0 ≤ z ≤ hL, since the sound speed has been modelled to vary with depth in the

water and in the sediment, there is no an analytical expression for the solution of the

depth problem in these regions. An numerical approximation is to be considered.

2. On the contrary, for z ≥ hL there is a closed form solution because of the constant sound

speed profile.
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— Solution of the depth problem in the substrate —

Lets recall that in the substrate the sound speed is assumed constant; therefore we can express

the wavenumber in that region by a single variable κsb.

The general solution of equation 2.14 in the halfspace [hL,+∞) after exploiting condition 2.18

is given by

un(z) = Cn exp
{
−
√

k2
n − κ2

sb z
}

, for all z ≥ hL, (2.22)

where λn = k2
n the eigenvalue corresponding to the n-th normal mode. Note that the constants

Cn are to be computed after performing the normalization condition to the normal modes, once

we have got the numerical approximation of the solution for 0 ≤ z ≤ hL.

— Discussion for the solution of the depth problem in the upper layers —

Since the sound velocity has been modeled to be varying with depth in the water and in the

sediment, there is no an analytical expression for the solution of the depth problem in these

regions.

An approximation of the solution of this problem is obtained by considering a discretization

of the problem with respect to a vertical grid and applying a finite difference scheme, taking

into account the normalization condition 2.21.

The numerical schemes for the estimation of the eigenvalues and the eigenfunctions un of

the depth problem in water and sediment, is out of the scope of this work and they are not

described here. For the implementation of such a scheme, refer to [2].

2.3.2 Asymptotic approximation of the acoustic pressure

By substituting the expansion of the pressure ∑n An(r)un(z) in the spatial wave equation 2.8

and taking into account that the modal functions {un(z)}N
n=1 satisfy the depth problem, the

eigenforms {An(r)}N
n=1 can be obtained by employing the Green’s function solution of a zero-

order Bessel equation [22].For a unique solution the Green’s function must obey a set of bound-

ary condition consisting of the jump discontinuity of the first derivative at the source position

and the radiation condition for r → ∞. Eventually, the solutions are given in terms of Hankel

functions of the first kind as

An(r) =
i

4ρ(zs)
H(1)

0 (knr)un(zs). (2.23)
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Thus,the modal solution for the generic waveguide described in Figure 2.1 is expressed by

MODAL SOLUTION p(r, z) =
i

4ρ(zs)

N

∑
n=1

H(1)
0 (knr)un(zs)un(z). (2.24)

Furthermore, if we replace the Hankel function by its asymptotic approximation for large

arguments, we get a closed form for the acoustic pressure by means of fundamental mathe-

matical functions as following:

p(r, z) =
i

4ρ(zs)

N

∑
n=1

√
2

πknr
exp

[
i
(

knr− π

4

)]
un(zs)un(z). (2.25)

2.4 Range Dependent (RD) Environments

In order to deal with more realistic oceanic or shallow-water environments, we have to relax

the assumption of the constant properties of the media with the range.

In the subsequent analysis we will present a method for treating this problem based on the

notion of "coupled modes". This approach is used in this work for obtaining the acoustic field

in range dependent environments.

Here, we assume that the range dependent properties of the environment are of compact sup-

port and are confined between r1 and rJ . Furthermore we assume that the marine environment

is divided into J + 1 cylindrical domains defined by the regions between two successive cylin-

ders as illustrated in Figures 2.6. Each vertical slice in this axially symmetric environment is

shown in Figures 2.7, 2.8. In each region defined by the cylinders the interfaces are taken to

be flat, and horizontal, and the parameters of the environment constant with respect to range,

similar to the range-independent case. This geometry is a step-wise representation of range-

dependent general geometry.

2.4.1 The depth-problem in the j-th ring

In each region with index j (j 6= 0) we define a localized depth problem defined by the equa-

tion
d2uj(z)

dz2 +

[
κ2

j (z)− k jn

]
uj(z) = 0 (2.26)

accompanied with boundary conditions as in 2.15-2.18.

Neglecting the continuous spectrum of the above eigenvalue problem, we express the acoustic

pressure in the j-th ring by the sum

pj(r, z) =
N

∑
n=1

Φjn(r)ujn(z), j = 1, . . . , J + 1 (2.27)
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Figure 2.6: Top-view of the

discretization of the range

dependent environment in

J + 1 regions with each one

range properties similar

to the range independent

case. Note that the regions

2 to J refer to the region

including the singularity,

whereas 1 and J + 1 refer

to the range-independent

background environment.

.  .  .

.  .
  .

.  .  .

Figure 2.7: Approaching an

axisymmetric sea mount

using J + 1 cylindrical ring

areas of range independent

properties.

 

sediment

substrate

water

source

(I) (II) (III)
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Figure 2.8: A zoomed ver-

sion of Figure 2.7 around

the area of the j, j + 1 ad-

jacent cylindrical rings.

 

 

substrate

water

source
~
~

~
~ sediment

where ujn are the eigenfunctions of the depth-problem satisfying the following orthogonal

relations ∫ +∞

0

1
ρj(z)

ujn(z)ujm(z)dz = δnm, n, m = 1, . . . , N. (2.28)

In order to obtain a unique solution to the acoustic propagation problem we have to apply

additional interface conditions, These express the continuity of the pressure pj and the normal

component of the particle velocity at the vertical boundaries defined at rj. Thus,

pj(rj, z) = pj+1(rj, z) (2.29)

1
ρj(z)

∂pj(rj, z)
∂r

=
1

ρj+1(z)
∂pj+1(rj, z)

∂r
. (2.30)

Note that, the eigenforms Φjn(r) take a different form in each region (I),(II), and (III), as they

are shown in Figure 2.7 . In particular, we have

Following [19, 20] the acoustic pressure the subsequent forms in each on of the regions

R E G I O N ( I ) 0 ≤ r ≤ r1 : The acoustic field in the first region can be decomposed into a radia-

tion field pr(r, z) plus a diffraction field pd(r, z) and it takes the form

p1(r, z) =
i

4ρ1(zs)

N

∑
n=1

u1n(zs)u1n(z)H(1)
0 (k1nr)

+
N

∑
n=1

C1n J0(k1nr)u1n(z). (2.31)
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R E G I O N ( I I ) r1 ≤ r ≤ rJ : For the j-th ring, 2 ≤ j ≤ J we have an homogeneous Helmholtz

equation, so the acoustic field is given by the following formula

pj(r, z) =
N

∑
n=1

AjnH(1)
0 (k jnr)ujn(z)

+
N

∑
n=1

BjnH(2)
0 (k jnr)ujn(z) (2.32)

R E G I O N ( I I I ) r ≥ rJ : Beyond the irregularity according to the Sommerfield radiation condi-

tion, there is no radiation from infinity, therefore

pJ+1(r, z) =
N

∑
n=1

AJ+1,nH(1)
0 (k J+1,nr)uJ+1,n(z) (2.33)

2.4.2 Discussion for the calculation of the coupling coefficients

Using the conditions of continuity of pressure and particle velocity across the interfaces be-

tween the segments 2.29, 2.30, we obtain a linear system of equations with respect to the

unknown coefficients of the series expansions 2.31-2.33.

equal in number with the unknowns of the problem and therefore have a unique solution due

to the non singularity of the matrix of the linear system.

In this thesis, we skip the details about the treatment of that linear system of equations. How-

ever, in order to form the matrix of the linear system we have to find numerical approxima-

tions for the following integrals

C1jmn =
∫ +∞

0

1
ρj(z)

ujm(z)uj+1,n(z)dz (2.34)

C2jmn =
∫ +∞

0

1
ρj+1(z)

ujm(z)uj+1,n(z)dz. (2.35)

The quantities C1jmn, C2jmn are known by the term coupling coefficients and they express the

amount of the energy, exchanged between any pair of modes belonging in the adjacent rings

j and j + 1.

2.5 Broadband Modelling

In this section we will present how the normal mode theory can be generalized when a broad-

band point source is considered. Since the spatial component of the acoustic pressure p(r, z; ω)

consists the impulse response of the propagation system (Figure 2.9), then for the acoustic field

p′(r, z; ω) due to a general point source is given by

p′(r, z; ω) = p(r, z; ω)S(ω), (2.36)
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Figure 2.9: The linear sys-

tems governing the sound

propagation in a marine

environment.

 

sea  environment

impulse response

where S(ω) is the source excitation function in the frequency domain and typically has its

compact support in an closed interval [ωI , ωF] ⊂ [0,+∞).

2.5.1 Fourier synthesis

We can express the previous field in the time domain using the inverse Fourier transform:

P′(r, z; t) =
1

2π

∫ ωF

ωI

S(ω)p(r, z; ω) exp(−iωt)dω. (2.37)

For practical applications we need to descretize the signals in the frequency and the time

domain. Using a frequency step ∆ω > 0, we define the discrete frequencies

ωk = k∆ω, k = 1, . . . , N, (2.38)

where the number of frequencies N is typically chosen, so that N = 2J for a J ∈ Z+ and also

ωN > ωF.

Then, we form the discrete signal ŝ consisting of the N values of the acoustic pressure in the

frequency domain, so that

ŝ[k] =


p′(r, z; ωk), if ωk ∈ [ωI , ωF]

0, otherwise

, k = 1, . . . , N. (2.39)

The discrete signal in the time domain s[n], n = 1, . . . , N is given by the real part of the inverse

fast Fourier transform of ŝ

s = Re
{

FFT−1(ŝ)
}

, (2.40)

Note that the signal s is also composed by N samples. Each sample is given at a time interval

∆t =
2π

N ∗ ∆ω
.

2.5.2 Choosing the frequency step

The choice of the frequency step is very important for the adequate representation of the

acoustic signal. If the frequency step is very large then cut-off effects will appear, while a

small frequency step will increase significantly the computational cost.
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The sampling angular frequency ωs corresponding to the discrete signal s is given by ωs =

N∆ω.

Furthermore, according to the Nyquist criterion [23], the sampling frequency ωs must be at

least twice the highest frequency component ωF, otherwise the frequency components corre-

sponding to the spectrum ω ∈ [ωs, ωF] will not be correctly represented in the digital version

of the signal.

Therefore, a necessary condition to get a discretized signal of adequate quality is

N∆ω ≥ 2ωF. (2.41)

Note that an equivalent relation can be derived for frequencies in hertz.

2.5.3 Modal dispersion

Dispersion has an important effect on the propagation of sound through an ocean waveguide,

as it is responsible for modulations of the shape of the original pulse emitted by the sound

source. In normal mode theory the acoustic field is decomposed in a set of the so called modal

energy packets, each one of these is due to an associated normal mode and it propagates with a

velocity that varies with frequency.

The phase velocity of the m-th order mode is defined as

PHASE VELOCITY u(m)
p =

ω

km
, (2.42)

and it is always greater than the sound speed. This expresses the horizontal velocity at a

specific frequency of the modal packet as defined by the plane wave expression of the propa-

gating mode.

The energy carried by the normal mode m is propagating with a horizontal speed ug(m; ω),

called the group velocity. This velocity is given as follows

GROUP VELOCITY
1

u(m)
g

=
dkrm

dω
. (2.43)

The group velocity of a normal mode can be estimated using a finite-difference scheme for the

estimation of derivative or in terms of an integral over its corresponding eigenfunction un as

described by Chapman et al. [24].

The arrival time of the m-th modal energy packet at range r is given by

MODAL TIME ARRIVALS t(m) =
r

u(m)
g

. (2.44)
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It should be noted that not all the modal packets are resolvable using a time-frequency analy-

sis, if we have to deal with propagation through a highly dispersive channel, small differences

in modal group velocities and at small ranges [25, 26, 27].

2.5.4 Source excitation functions concerned in this thesis

In the context of this thesis, we have considered two forms of point broadband acoustic

sources. The first form simulates a Gaussian point source, whereas the second form was de-

veloped to model a light-bulb implosion witch has been used as the acoustic source for a real

experiment.

— Gaussian source excitation function —

In our simulated inversion test cases, we have considered source excitation functions mod-

elling Gaussian pulses in the frequency domain, given by

S(ω) = exp
{
−4π

(ω−ωc)2

∆Ω2

}
, (2.45)

where ωc is the central frequency and ∆Ω is the half-bandwidth of the source.

— Light-bulb implosion source excitation function —

For the case of the considering a light-bulb implosion that took place in SW06 experiment, the

modeled source excitation function obeys the following formula

S(ω) =
ωc

(α + iω)2 + ω2
c

, (2.46)

where α and ωc are determined by the conditions of the experiment. The details of the deriva-

tion can be found in Appendix A.
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chapter3

INVERSE PROBLEMS IN UNDERWATER ACOUSTICS

(STATE OF THE ART)

Abstract

The previous chapter presented the forward problem of calculating the acoustic pressure in an ocean waveguide

given the environmental and operational properties of some underwater acoustic application. Here, we present

the reciprocal process of estimating the model parameters by exploiting the information given by the measure-

ments of the acoustic field.

3.1 Introduction

The term inverse problem in contrast to forward problem describes the process of estimating

parameters of some physical model by using data obtained through some appropriate exper-

iment. Data and parameters are related through a mathematical model. We will refer to those

parameters by the term model parameters.

Underwater inverse problems to be considered in this thesis can be classified as:

S O U R C E L O C A L I Z AT I O N : Source localization is referred to the problem of identifying the

location of a sound source.

O C E A N A C O U S T I C T O M O G R A P H Y : Ocean acoustic tomography is typically referred to the

recovery of the sound speed profile c(x) of the sea, through measurements of the acoustic

field.

G E O A C O U S T I C I N V E R S I O N : Geoacoustic inversion is referred to classification of the seabed

of research by using acoustic means. Typically, a sea-bed is classified for its geoacoustic pa-
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rameters which include the density of the sentiment layers ρi, the velocities of compressional

and shear waves cbi , csi , and the attenuation coefficients αi.

The next section is dedicated to the formulation of discrete inverse problem.

3.2 General Formulation

First, we describe the measurements of an event by means of a D-dimensional vector d:

d = [d1, . . . , dD]
T. (3.1)

Similarly, the model parameters are represented by a M-dimensional vector m:

m = [m1, . . . , mM]
T. (3.2)

The measurements are related to the model parameters, through a generally nonlinear func-

tion g : RM ×RD → RL, such that

g(m, d) = 0. (3.3)

The above function called the model of the inverse problem and the problem is g(m, d) can

consist of arbitrarily complicated (nonlinear) functions of the data and model parameters [28].

3.2.1 Linear inverse problems

Sometimes, it is possible to separate the measurements from the model parameters through a

matrix G ∈ RD×M, such that

g(m, d) = Gm− d. (3.4)

This form of the function g leads to the following matrix equation

Gm = d. (3.5)

The estimated values of the model parameters is to be given by means of a matrix G−g ∈

RM×D, called the generalized inverse of G, as follows

mest = G−g d. (3.6)

The form of the G−g depends on the properties of the matrix G. Here, we shall restrict our

analysis to three common classes of the explicit linear inverse problems, when no prior con-

straints of any type are applied.
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E V E N - D E T E R M I N E D P R O B L E M S : The simplest case is when we have the same number of lin-

early independent rows of and columns of G. This condition is summarized by the following

condition for the rank of the matrix

rank(G) = D = M,

then as it is known from the linear algebra, the problem has a unique solution simply given

through the inverse matrix G−1 of G, thus the 3.6 takes the following form

mest = G−1d. (3.7)

U N D E R - D E T E R M I N E D P R O B L E M S : This case occurs when the matrix G does not provide

enough information in order for a unique solution of the inverse problem to be determined.

Therefore

rank(G) = D < M.

Since there are infinity number of solutions, with the sense of the zero representation error,

of such an inverse problem, to obtain a unique estimation we have to consider additive prior

information for the solution. A common choice of an additive assumption is to consider as

the solution of the inverse problem the one with the smallest length with respect the `2 norm.

Thus

mest = arg min
m

{
‖m‖2 | Gm = d

}
. (3.8)

Then by using basic linear algebra, we can obtain for the generalized inverse G−g = GT(GGT)−1,

thus

mest = GT(GGT)−1d. (3.9)

O V E R - D E T E R M I N E D P R O B L E M S : On the contrary to the previous case, in this class the infor-

mation being carried by the matrix G is too much for the existence of an exact solution of that

linear system. Here, we have the following condition for the rank of G

rank(G) = M < D.

Since we always have a non-zero estimation error with respect to the Euclidean norm, its

make sense to seek for the model parameter vector mest that minimizes this error. Therefore,

we have to solve the following minimization problem for the least square error

mest = arg min
m

{
(Gm− d)T(Gm− d)

}
. (3.10)
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Then, the so called least square solution is given by the following closed formula

mest = (GTG)−1GTd. (3.11)

M I X E D - D E T E R M I N E D P R O B L E M S : In practice, most of the real inverse problems that appear

are neither completely overdetermined nor underdetermined. In such problems it is common

for some of the recoverable parameters to appear only in combinations (e.g. mean values) in

the formulation of the forward problem. In this case these combined model parameters can not

be recovered individually. The solution of a Mixed-determined problem can be obtained by

transforming the original problem Gm = d to a new one G′m′ = d′, where m′ is partitioned

into an upper part m′o which is overdetermined and a lower part m′u that is underdetermined.

After the partitioning the inverse problem can be written as:G′o 0

0 G′u


m′o

m′u

 =

d′o

d′u

 . (3.12)

The partitioning process can be performed by applying singular value decomposition (SVD)

on G.

3.2.2 Non-linear inverse problems

When the linearization of an inverse problem is not possible, we have to consider alternative

methods for solving the non-linear optimization problem described by the equation 3.3. In

most case nonlinear are formulated as optimization problems that can be solved by a variety

of methods. Some common choices of such methods are the exhaustive searching, the New-

ton’s method, the gradient descent approach, non-linear programming techniques, genetic

algorithms, simulated annealing, and neural networks.

Here we will describe in brief how we shall deal with such non-linear inverse problems in this

work.

First, we introduce a norm (or pseudo-norm) function ν : RL → R+. We define a scalar

function f : RM×D → R+ through that norm as

f (m, d) ≡ (ν ◦ g)(m, d). (3.13)

We shall refer to this function f as the objective function of the inverse problem. The inverse

problem is then transformed to the following optimization problem

mest = arg min
m

f (m, d). (3.14)
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Figure 3.1: VLA and HLA

of receivers.

 

sediment layers

water

source
VLA

HLA

The method that we will employ for solving this problem is a Genetic algorithm, the imple-

mentation of which discussed in section 4.7.

3.3 Geoacoustic Inversion and Ocean Acoustic Tomography

Most geoacoustic inversion and ocean tomography studies utilize data obtained by a vertical

(VLA) [29, 30, 31, 32, 33] or horizontal (HLA) [34, 35] arrays of receivers (Figure 3.1). Using

an array of receivers (hydrophones) we have the possibility to exploit data obtained at differ-

ent locations, thus enabling the use of the spatial properties of the acoustic field as additional

conditions for solving the inverse problem. The drawbacks of using such a setup for esti-

mating unknown environmental parameters, include the cost of the equipment as well as the

operational difficulties. A popular inversion method associated with the use of an array of

hydrophones is the matched field processing [36].

A less expensive setup exploits a single receiver for inversions. Using a single-receiver the

data which are the input of the inverse problem are associated with specific observables of the

acoustic field which are measured in the time domain. The observables are identified other

directly in the received signal or indirectly after some processing of the signal. Among the

observables obtained directly in the measured signal we mention ray arrivals, modal arrivals

and among the observables obtained after post processing we will mention dispersion curves

and statistical features. Some of the methods to utilized for the solution of the inverse problem

using both configurations as above are briefly sketched at the following sections. It should be

noted that the analysis presented in this and the following chapter is referred to a geometry at

a single vertical slice. Thus the parameters to be estimated may function of range and depth
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but not the azimuthal angle. Reconstructions of the properties in 3D can be obtained by com-

bining results obtained at several vertical slices as in Fig 1.4. Also, methods presenting here

exclude those applied with data obtained by means of typical sonar equipment mounted at

toed or autonomous underwater vehicles. It should be noted that geoacoustic inversions can

also be obtained by means of Ocean Bottom Seismograms (OBS) or equivalent equipment, by

exploiting Scholte waves [37, 38].

In the subsequent sections we will briefly describe matched-field inversion methods as well as

methods related to observables obtained at a single hydrophone (ray inversion, modal travel

time, statistic).

3.3.1 Matched-Field Processing (MFP)

In matched-field processing the observables are correlated with replicas from a propagation

model for various values of the recoverable parameters using a suitable objective function.

Here, we present briefly the basic concept of MFP considering the Bartlett linear processor as

the objective function to provide similarity measurements between the observables (acoustic

pressure in the frequency domain) with the replica data produced by a simulated geometry

and a parameter vector m.

This linear processor is given by

BARTLETT LINEAR PROCESSOR Plin(m; ω) = ‖wH(m; ω)d(ω)‖2
2. (3.15)

where d is the vector of the measured acoustic fields corresponding to the angular frequency

ω at the VLA (or HLA) hydrophones, w(m; ω) = p(m;ω)
|p(m;ω)| are the normalized replica fields

for the model defined from the parameter vector m ∈ M and index H denotes complex

conjugate transpose.

mest = arg max
m

∑
ωi∈Ω

Plin(m; ωi) (3.16)

whereM is the set of all different combinations of the model parameters in the search space

and Ω is the set of the considered frequencies. For a detailed presentation of MPF an interest

reader can refer to some early papers [36, 39, 40, 41, 42, 43, 44].

3.3.2 Bayesian inversions

The Bayesian approach for estimating the model parameters is widely used in inverse prob-

lems of acoustical oceanography, exploiting characteristic observables derived from measure-

ments of the acoustic field. The estimate solution to a inverse problem using a Bayesian ap-

– 28 –



3.3 G E O A C O U S T I C I N V E R S I O N A N D O C E A N A C O U S T I C T O M O G R A P H Y

proach is given in terms of the posterior probability distribution over the recoverable param-

eters.

The Bayesian approach is based on the Bayes dependency between the observables d and the

recoverable parameters m. The posterior probability distribution of the model parameters m

can be proportionally expressed as the product of the likelihood function L(d|m) and the

prior information P(m) of the model parameters, therefore

P(m|d) ∝ L(d|m)P(m). (3.17)

Moreover, the likelihood function can be expressed in terms of an appropriate misfit function

E(m) as

L(d|m) ∝ exp[−E(m)]. (3.18)

The posterior probability distribution of m is eventually occurred to be

P(m|d) = exp[−E(m)]P(m)∫
M exp[−E(m′)]P(m′)dm′

, (3.19)

therefore, the marginal probability distribution are given mathematically as

P(mi|d) =
∫
M

δ(m′i −mi)P(m′|d)dm′, (3.20)

where δ is the Dirac delta function.

A proper estimation of the mode parameters can be the vector mest which minimizes the joint

posterior distribution, thus

mest = arg max
m∈M

p(m|d). (3.21)

In order Bayesian inference to be applicable, it is necessary the consideration of a random

variable that expresses the misfit between the measurements and the replica data obtained by

solving the forward model.

This brief outline presents just the basic concepts of the Bayesian inference. For a more detailed

presentation on Bayesian inversions one can refer to papers by Dosso et al. [45, 46, 47, 48, 49].

3.3.3 Modal-phase inversions

The modal phase at range r is defined by the following expression

Φn(r) =
∫ r

0
kn(r′)dr′, (3.22)

where kn(r) is the n-th eigenvalue of the "depth problem" at range r. Using this expression it

is assumed that eigenvalues of the depth problem change with range.
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The modal phase can be calculated using the acoustic field measured at a vertical array of

receivers through an appropriate "mode filtering technique" as suggested by Lo et al. [50].

Once the modal phase is measured, the variation or the phase, δΦn(r) with respect to a ref-

erence (background) environment, can be associated with the variance of the sound speed

profile δc(r, z) in the water column and the seabed using the following formula:

δΦn(r) =
∫ r

0

∫ +∞

0
Qn(z; r′)δc(r′, z)dzdr′, (3.23)

The kernel Qn(z; r) is calculated for the model parameters of the reference environment.

Following a proper discretization of the sound speed variation in range and depth Equation

3.23 is replaced by a linear equation that formulates a discrete linear problem of the form:

G1δc = δΦ. (3.24)

which can be solved to obtain the vector of the discretized sound speed variations δc. Note

that, in order that this approach is applied, an array of hydrophones is needed to determine

the modal structure in the frequency domain. Both theoretical [26, 51, 52] and experimental

studies [53] of the method have been reported. Despite the good results obtained by using

this method for ocean acoustic tomography and geoacoustic inversion problems, the method

suffers from problems related to the accuracy of obtaining the modal phase which is essential

for the accuracy of the inversion results as well as the ill-conditioning of the kernel matrix in

Equation 3.24.

3.3.4 Dispersion analysis

In this class of inversion techniques the observables are obtained after utilizing certain group

velocity dispersion characteristics of the acoustic field. Dispersion-based methods for acousti-

cal oceanography problems have been applied by Potty et al. [54, 55] who solved an optimiza-

tion problem based on the difference between the measured arrival times of the propagated

modes at various frequencies using measured and predicted dispersion curves. The disper-

sion curves are obtained using time-frequency analysis of the acoustic signal measured in the

time domain and are based on the group velocities of the propagating modes withing the fre-

quency range of the acoustic signals. Typical dispersion curves of a acoustic signal is shown in

Figure 3.2. A problem with the use of the dispersion curves for the inversions arise when sep-

arability among the different dispersion curves is a difficult task. Taroudakis and Tzagkarakis

suggested a method to improve mode separability [56] and recently, Bonnel et al. [57, 58] have
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Figure 3.2: Typical disper-

sion curves of an actual

recorded underwater

acoustic signal.

introduced an alternative method called time-warping technique, and associated with an ap-

propriate optimization problem for the efficient identification of the dispersion curves.
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3.3.5 Travel-time tomography

The following methods are referred to an experimental setup employing a single receiver.

— Ray inversions —

Traditionally, inverse problems in underwater acoustics were based on ray theory. In this

method, it was the ray travel time due to a broadband source, which gave the necessary in-

formation for the estimation of the recoverable parameters. This method has been extensively

used especially in deep-water sea environments with good results.

Here, we present a typical application of this method for retrieving the sound speed profile. By

linearizing the problem with respect to a known background state, the travel time variation δτi

along a certain ray Γi is associated with the sound speed variation δc(X) through the following

formula

δτi =
∫

Γi

δc(x)
c2

0(x)
ds, (3.25)

with c0 denoting the sound speed profile for the background state and x are the spatial vari-

ables.

Provided that ray arrivals could be identified (automatically or manually) in the recorded

acoustic signal, a set of measurements can be used for the recovery of the sound speed profile

along the specific ray path. The problem is normally solved by discretization of the ray path

and sometimes employing empirical orthogonal functions to describe the variations of the

sound speed profile. The inverse problem is therefore formulated as a linear inverse problem

of the form:

δτ = G0
2δm (3.26)

where G0
2 is the kernel matrix, and δm is the perturbations of the recoverable parameters. This

method is still used by many researchers for ocean acoustic tomography. For more information

about the method the reader can refer to publications [59, 25, 27].

— Peak travel time inversions —

The amplitude of the acoustic pressure at the receiver location depends of course on the model

parameters m of the environment. Therefore, we denote the amplitude of a signal received in

the time domain as α(t; m).
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The local maxima of the signal calculated of the values of the model parameters of the refer-

ence environment satisfy the equation

∂

∂t
α(t`; m0) = 0, (3.27)

where m0 are the model parameters of the reference environment. A similar expression holds

for the peaks of the measured signal which corresponds to the model parameters m. Assum-

ing that the reference environment is closed to the actual one, the relationship of the form can

be written associating the perturbations of the arrival times of the peaks measured with the

peaks of the signal calculated for the reference environment

δτ = G0
3δm. (3.28)

where the kernel G0
3 has elements based on the properties of the background environment,

and they are given by

(G0
3)i,j =

∂αi

∂mj
(m0). (3.29)

Using this approach, a linear relationship between travel time variations of the peaks and

associated sound speed variations is defined [60]. This approach has been used extensively

for processing the data of the THETIS and THETIS-2 experiments in the Mediterranean Sea

with good results [61, 60, 62].

— Modal travel time inversions —

An alternative approach is to identify modal arrivals instead of rays. The peaks of the signal

corresponding to modal arrivals are denoted as tn. Using the notion of the group velocity

u(n)
g =

∂ω

∂kn

∣∣∣∣
ω0

, (3.30)

where kn is the n-th eigenvalue of the depth problem, when the normal mode solution is

considered.

The arrival time of the n-th mode is r/u(n)
g assuming a range-independent, An integration

over range defines the arrival time in range-dependent environments.

It can be shown that the modal travel time variations in terms of the sound speed variations

is given by the following formula

δτn =
∫

S

∂Qn

∂ω

∣∣∣∣
ω0

δc(x)dx, (3.31)

and the integration is over the area of the sound speed variation. The kernel Qn calculated for

the parameters of the background environment [26] is the same as in Equation 3.23.
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Following a proper discretization of the sound speed variation in range and depth Equation

3.23 is replaced by a linear equation that formulates a discrete linear problem of the form:

δτ = G0
4δc (3.32)

which can be solved to obtain the vector of the discretized sound speed variations δc, where

δτ is the vector of the travel time variations by comparing actual modal arrivals and modelled

modal arrivals for the reference environment. The system of Equation 3.32 is solved as usual.

In order that this method is applicable a certain number of model arrival should be identi-

fied. The identification of the modal arrivals is not always easy. A method of semi-automatic

identification of the modal arrivals was presented by Taroudakis [63]. Modal arrivals can also

be exploited in terms of an optimization scheme [64] or a hybrid scheme where a nonlinear

inversion based on modal arrivals leads to a background environment which can be utilized

to a linear scheme presented above [65].

3.3.6 The Statistical Signal Characterization Scheme (SSCS)

The SSCS was introduced by Taroudakis et al. [1] as a way to define signal observables espe-

cially in cases that typical observables such as ray arrivals or modal arrivals cannot be identi-

fied in the recorded signals. Moreover, the setting of the associated inverse problem requires

just a single hydrophone, which makes its application cheap in comparison with signal inver-

sion methods requiring reception at an array of hydrophones. The SSCS is based on a wavelet

transform of the signal at various decomposition levels, followed by the statistical modeling

of the wavelet sub-band coefficients.

The objective of the SSCS is the modeling of the signal wavelet sub-band coefficients by suit-

able statistical distributions. Motivated by the corresponding modeling of texture images,

Taroudakis et al. demonstrated that the symmetric alpha-stable (SaS) distributions are ca-

pable of modeling the wavelet coefficients of underwater acoustic signals typically used in

applications of ocean acoustic tomography.

Similarity measurements between two acoustic signals are obtained by means of the Kullback-

Leibler divergence (KLD) [66].

So far, three alternative inversion approaches have been applied for the scheme. The first one

was based on neural networks [67] and although first applications for geoacoustic inversions

gave reliable results, are considered not appropriate for solving multidimensional inverse
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problems. In subsequent applications, the optimization procedure has been controlled by a

genetic algorithm (GA), providing good results using both synthetic and real data. Further-

more, a preliminary study of a Bayesian driven optimization has been tested with promising

results [68].

Taroudakis et al. have also presented hybrid inversion schemes that use the SSCS over a wide

search space for deriving either a narrower search space followed by a typical matched field

processing [69]. or by defining a rough initial guess of the recoverable parameters followed

by a fine-tuning procedure using the identification of the modal arrivals in case that is possi-

ble [70].

The SSCS is actually the motivation of the PhD thesis. In this respect it is analytically de-

scribed in the fifth chapter of the thesis. Also, the sixth chapter includes some characteristic

applications of the scheme in inverse problems of acoustical oceanography.
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chapter4

MATHEMATICAL BACKGROUND

Abstract

In this chapter, we review the mathematical frameworks which we will employ in the subsequent analysis of the

proposed characterization and inversion schemes.

4.1 Fourier Transform

In this chapter, t will denote time and ω will denote angular frequency.

Lp - N O R M : If p > 0 and if f (t) is a measurable function on R, the following quantity is called

the Lp-norm of f :

‖ f ‖p =

{∫ ∞

−∞
| f (t)|pdt

}1/p

. (4.1)

Lp - S PA C E : The set of all measurable functions of finite Lp-norm consist the Lp(R) space. Thus:

Lp(R) = { f measurable on R : ‖ f ‖p < ∞}. (4.2)

4.1.1 Continuous Fourier Transform (CFT)

Given a function f (t) ∈ L1(R), the function f̂ (ω) calculated by the following integral is well

defined for all ω ∈ R, and it is called the Fourier Transform of f .

(CFT) f̂ (ω) =
1√
2π

∫ ∞

−∞
f (t)e−iωtdt, ω ∈ R. (4.3)
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Moreover, if f (t), f̂ (ω) ∈ L1(R) then the integral 1√
2π

∫ ∞
−∞ f̂ (ω)eiωtdω is well defined and it

equals to f (t) almost everywhere1 and it is called the Inverse Fourier Transform (ICFT) of f ,

thus:

(ICFT) f (t) =
1√
2π

∫ ∞

−∞
f̂ (ω)e−iωtdω, for almost all t ∈ R. (4.4)

4.1.2 Discrete Fourier Transform (DFT)

Let us consider a discrete signal of finite duration signal s[n], n = 0, . . . , N − 1. The discrete

analog of (4.3) is given as follows:

(DFT) ŝ[k] =
N−1

∑
n=0

s[n] exp
(
−i

2πk
N

n
)

, k = 0, . . . , N − 1. (4.5)

Using the discrete Fourier transform the signal is sampled at frequencies

ωk =
2πk
N

. k = 0, . . . , N − 1. (4.6)

Additionally, we have the following reconstruction formula, which is the discrete equivalent

of inverse Fourier transform:

(IDFT) s[n] =
1
N

N−1

∑
k=0

ŝ[k] exp
(

i
2πk
N

n
)

, n = 0, . . . , N − 1. (4.7)

4.1.3 Discrete Windowed Fourier Transform

Consider again a digital signal s[n], n = 0, . . . , N − 1. As we have seen before the discrete

Fourier transform provides information about the signal at various discrete frequencies. This

is useful if the signal has similar form over time (stationary signal).

In case when the signal’s spectral characteristics vary in time, we are interested in adopt-

ing a representation which provides information in both time and frequency domains. The

simplest treatment is given by means of the windowed Fourier transform, where the signal s is

represented by its transformed version S(m, k) by evaluating for any m = 0, . . . , N − 1, the

discrete Fourier transform corresponding to the signal when it is observed through a narrow

window with energy concentrated around its m-th sample.

The window Fourier transform is mathematically described by the following expression

(DWFT) S(m, k) =
N

∑
n=0

s[n]w[n−m] exp
(
−i

2πk
N

n
)

, k, m = 0, . . . , N − 1. (4.8)

1 Two functions f and g defined on a set E are equal almost everywhere if the set {x ∈ E : f (x) 6= g(x)} has measure

zero.
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where w[n] denotes a window function with energy concentrated around zero.

The corresponding inverse formula is written as:

(IDWFT) s[n] =
N−1

∑
m=0

w[n−m]
N−1

∑
k=0

S(m, k) exp
(

i
2πk
N

n
)

, n = 0, . . . , N − 1 (4.9)

4.2 Wavelet Transform

The Fourier transform is a widely used tool for decomposing a signal to a superposition of

sine waves, each one with a specific frequency. However, real world signals often exhibit time

variations of their properties such as specific trends and abrupt changes. By applying the

Fourier transform in such signals, we miss important information about the variation of their

structures. Therefore, if we would like to characterize signals with structures that vary in

time, it is necessary the decomposition uses a class of functions that are well localized in both

time and frequency domains. In this work, we shall use the Wavelet transform for extracting

features of underwater acoustic signals.

4.2.1 Continuous Wavelet Transform (CWT)

(CWT) If a function ψ(t) ∈ L2(R) satisfies the condition,

Cψ =
∫ +∞

0

|ψ̂(ω)|2
ω

dω < +∞, (4.10)

where ψ̂(ω) is the Fourier transform of ψ(t), then ψ(t) is called a mother wavelet. The contin-

uous wavelet transform of a function f (t), relative to the mother wavelet, is defined by the

following expression:

(CWT) (Wψ f )(u, s) =
∫ +∞

−∞
f (t)

1√
s

ψ∗
(

t− u
s

)
dt, f ∈ L2(R), (4.11)

where u ∈ R expresses the time and s ∈ R+ the scale parameter. Also, ψ∗ denotes the conju-

gate of the ψ.

Furthermore, by setting

ψu,s(t) =
1√

s
ψ

(
t− u

s

)
, (4.12)

the formula 4.11 takes the compact form:

(Wψ f )(u, s) =
∫ +∞

−∞
f (t)ψ∗u,s(t)dt = 〈 f , ψu,s〉. (4.13)
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Note that, provided that ψ is centered at 0, (Wψ f )(u, s) carries local information of f in the

following time-frequency window

[u− s∆ψ, u + s∆ψ]×
[

ωc

s
− 1

s
∆ψ̂,

ωc

s
+

1
s

∆ψ̂

]
, (4.14)

where ωc denotes the central frequency of ψ̂(ω) which is given by

ωc =
1

2π

∫ +∞

0
ω|ψ̂(ω)|2dω. (4.15)

We can reconstruct any function f ∈ L2(R) from its CWT using the following formula

(ICWT) f (t) =
2

Cψ

∫ +∞

0

∫ +∞

−∞
(Wψ) f (u, s)ψu,s(t)du

ds
s2 . (4.16)

4.2.2 Wavelet bases

(Multi-Resolution Analysis (MRA)) A sequence of closed subspaces {Vj}j∈Z of L2(R) is called

a MRA if it satisfies the following properties:

1. Vj ⊂ Vj−1, for all j ∈ Z

2. limj→−∞Vj = closure(
⋃

j∈Z Vj) = L2(R)

3. limj→∞Vj =
⋂

j∈Z Vj = ∅

4. f (t) ∈ Vj ⇐⇒ f (2jt) ∈ V0, for all j ∈ Z

5. f (t) ∈ V0 ⇐⇒ f (t− n) ∈ V0, for all n ∈ Z

6. There exists a function φ(t) ∈ V0, called as scaling function, such that the set {φ(t− k)}k∈Z

to be an orthonormal basis in V0.

Let {Vj}j∈Z be a MRA and φ(t) ∈ V0 be its corresponding scaling function. We define a family

of modified scaling function φk,j such that

φn,j(t) = 2−j/2φ(2−jt− n), n, j ∈ Z. (4.17)

Using properties 4, 5 and 6 of the MRA one can prove that the set {φk,j}k∈Z constitutes an

orthonormal base in the so called approximation space Vj. The projection of f (t) onto Vj is given

as follows:

PVj f (t) =
+∞

∑
k=−∞

aj[k]φk,j(t) , (4.18)

where aj[n] = 〈 f (t), φn,j〉 the approximation coefficients of the function f in the resolution 2−j.
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Using the definitions for convolution and φn,j, we see that the approximation coefficients can

be expressed as follows:

aj[n] =
(

f ∗ φ0,j

)
[2jn]. (4.19)

Knowing that the spectrum of φ is generally concentrated in a subset of [−π, π], it is easy

to prove that φn,j has its effective spectrum in a subset of [−2−jπ, 2−jπ]. Therefore, aj[n] can

be considered as a discrete approximation of f after filtering by the (low-pass) filter φ0,j(t)

sampled at intervals 2j.

Now, let Wj be the orthogonal complement of Vj in Vj−1, thus

Vj = Vj+1 ⊕Wj+1 (4.20)

So, the orthogonal projection of any function f ∈ L2(R) onto Vj can be decomposed into two

partial projection on spaces Vj+1 and Wj+1, hence

PVj f (t) = PVj+1 f (t) + PWj+1 f (t). (4.21)

Moreover, according to the properties of the MRA, we can find a index J ∈ Z small enough

such that PVJ approximates f up to a certain precision, therefore

f ≈ PVJ = PVJ+1 f + PWJ+1 f . (4.22)

Mallat and Meyer [71, 72, 73] have associated each scaling function φ(t) with a wavelet ψ(t),

such that the set {ψ(t− k)}k∈Z to form an orthonormal basis of W0, via the following relation

ψ(t) =
+∞

∑
k=−∞

(−1)kh[1− n]φk,−1(t), (4.23)

where h[n] = 〈φ, φn,−1〉.

Similar to the case of the scaling function we define the following modulated versions of the

wavelet functions:

ψk,j(t) = {2−j/2ψ(2−jt− n)}k,j∈Z. (4.24)

Using once more the properties of the MRA in connection with the previous formula we can

prove that the set {ψk,j(t)}k∈Z constitutes an orthonormal base in Wj. The projection in this

space is characterized by the detail coefficients, denoted by dj[n] = 〈 f , ψn,j〉.

Therefore, we can obtain projection of f onto the space Wj analogous to 4.18, such as

PWj f =
+∞

∑
k=−∞

dj[k]ψk,j. (4.25)

We would like to mention that the scaling function φ(t) has the characteristics of a low-pass

filter, whereas the wavelet function ψ(t) has the characteristics of a high-pass filter.
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4.2.3 Decomposition of discrete signals

Let s[n] denote a discrete signal, recorded with a sampling frequency fs = 2J for some J ∈ Z.

We construct a function G(t) with respect to the signal as follows:

G(t) =
+∞

∑
n=−∞

( fs)
−1/2s[n]φn,−J(t) ∈ V−J (4.26)

Using the fact that the set {φn,−J}+∞
n=−∞ is an orthonormal basis in V−J , in connection with the

properties of the scaling function we can make the following approximation

s[n] = a−J [n] ≈ G(2−Jn). (4.27)

Of course G(2−Jn) convergences to s[n] as J → +∞.

— Fast Wavelet Transform (FWT) —

We adapt the following notations for the approximation and detail sub-band coefficients of

the wavelet transform of a discrete signal with sampling frequency fs = 2J ,

A`[n] ≡ a−J+`[n], (4.28)

D`[n] ≡ d−J+`[n]. (4.29)

We can get the approximation and the detail sub-band coefficients at level `+ 1 by convolv-

ing the approximation sub-band coefficients at level ` with a pair of proper filters and then

performing down-sampling. Hence:

A`+1[n] = (A` ∗ L)[2n] (4.30)

D`+1[n] = (A` ∗ H)[2n], (4.31)

where L[n] = h[−n] is a low-pass filter with respect to the scaling function φ, whereas H[n] =

(−1)1−nh[1− n] is a high-pass filter with respect to the wavelet function ψ.
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Figure 4.1: Wavelet decom-

position of an approxima-
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4.2.4 Wavelet Packet Decomposition (WPD)

The WPD [74, 73] consists of an expansion of the MRA providing a more extensive time-

frequency analysis of the signals. In the WD, at each step, the approximation sub-band co-

efficients split into a pair of coefficient vectors, one containing the approximation sub-band

coefficients of the next level of the decomposition, and the other one the corresponding detail

sub-band coefficients.

In the WPD, the detail sub-band coefficients are also decomposed into approximation and

detail sub-band coefficients by applying a similar filtering procedure.

As we have presented in the previous section, an approximation space Vj belonging to a MRA

is capable of being split to a lower resolution approximation space Vj+1 and a detail space

Wj+1.

Coefman, Meyer, and Wichershauser [75] have generalized this decomposition to any space

Uj whose an orthonormal basis consists of functions translated by n2j, for all n ∈ Z.

Starting with the approximation space VJ , the WPD performs an iterative splitting of both the

approximation and detail coefficients for a certain number of levels, forming a decomposition

binary tree such as the one in Figure 4.2. Any node of this tree is labeled by a pair of indexes

(j, p), where p denotes the number of the nodes that are on its left at the same decomposition

level.

We assigning to each node (j, p) a space Up
j , which has an orthonormal basis {θp

j (t− 2jn)}n∈Z.

At the root of the tree presented in Figure 4.2, we set U0
J = VJ and θ0

J = φJ , as well. Then, for

each node (j, p) the space Up
j can be decomposed into an approximation space U2p

j+1 plus a
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Figure 4.2: WPD decompo-

sition tree over 3 levels.
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detail space U2p+1
j+1 . Furthermore, the base functions of these spaces can be proven to follow

the iterative forms

θ
2p
j+1(t) =

+∞

∑
k=−∞

h[k]θp
j (t− 2jk), (4.32)

θ
2p+1
j+1 (t) =

+∞

∑
k=−∞

(−1)kh[1− k]θp
j (t− 2jk). (4.33)

— Fast Wavelet Packet Transform (FWPT) —

Let U p
j [n] denote the wavelet sub-band coefficients of the signal s[n] corresponding to the

orthogonal space Up
j . Using the base functions 4.32, 4.33 we can conclude to the following

iterative relations, for the wavelet packet sub-band coefficients which are similar to those of

the wavelet transform,

U2p
`+1[n] = (U p

` ∗ L)[2n], (4.34)

U2p+1
`+1 [n] = (U p

` ∗ H)[2n]. (4.35)

where U0
0[n] = s[n].
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4.2.5 Frequency ordering of the wavelet packet coefficients

Due to some properties of the filterbank of the WPT, the resulting multi-level decomposi-

tion of a signal is not frequency ordered. To this end, a simple treatment from literature is

adopted [76].

We denote by {Vk
j } a permutated version of the wavelet packet coefficient vector sequence

{U p
j }.

The indexes k calculate through a permutation function G of the indexes p of the original

coefficient vector U p
j through a formula:,

k = G(p), (4.36)

where the permutation function G associating the indexes k and p is given recursively as:

G(2p) =


2G(p), if G[p] is even

2G(p) + 1, if G[p] is odd

(4.37)

G(2p + 1) =


2G(p) + 1, if G[p] is even

2G(p), if G[p] is odd

(4.38)

Thus, the wavelet packet coefficient vector Vk
j carries information for the spectrum of the

signal around the central frequency of its corresponding wavelet function θk
j given as

fc(θ
k
j ) = (k + 1/2)π2J−j−2 (in Hz). (4.39)

The resulting WPD is then frequency ordered at each decomposition level. So, for any pair of

coefficients (Vk1
j ,Vk2

j ) belonging to the same decomposition level j, we have fc(θ
k1
j ) < fc(θ

k+2
j ).

4.2.6 Stationary Wavelet Decomposition (SWD)

The DWT and the DWPT suffer due to the absence of the time invariant property. Specifically,

the DWT of a translated signal is not a similar translated version of the transform applied to

the original signal.

Consider the case of the WPD of a discrete signal s[n] in L levels. It is clear that the same

conclusions can also be made for the case of the WD due to the fact that the full decomposition

tree corresponding to the WPT includes all the nodes of the WD.
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Let sn0 [n] be a translated version of the original signal s by n0 samples:

sn0 [n] = s[n + n0]. (4.40)

It is easy to observe, the following relation is true for any given discrete filter F and a positive

integer n0:

(sn0 ∗ F)[n] = (s ∗ F)[n− n0]. (4.41)

Using the above relation, we can get for the first level of the decomposition ofs[n] and sn0 [n]

the following relations:

U2p
1 = (U0

0 ∗ L)[2n] , U2p
n0,1 = (U0

0 ∗ L)[2n + k], (4.42)

U2p+1
1 = (U0

0 ∗ L)[2n] , U2p+1
n0,1 = (U0

0 ∗ L)[2n + k]. (4.43)

Using these formulas we can conclude that if n0 = 2k, k ∈ Z, then

U2p
n0,1[n] = U2p

1 [n− k], (4.44)

U2p+1
n0,1 [n] = U2p+1

1 [n− k]. (4.45)

On the other hand, if n0 = 2k+ 1 k ∈ Z, the corresponding coefficients are generally unrelated.

This result can be extended up to the last level of the decomposition as follows: In case that

n0 = k2L, for some k ∈ Z then

U2p
n0,L[n] = U2p

L [n− k], (4.46)

U2p+1
n0,L [n] = U2p+1

L [n− k], (4.47)

otherwise, we obtain two totally unrelated decomposition trees.

As a result, to any discrete signal, corresponds to a total of 2L unrelated decomposition trees,

where L ∈ Z+ is the maximum level of the decomposition. To treat the lack of the time invari-

ant property, the stationary wavelet decomposition takes account of the coefficients of all these

unrelated decompositions.

— Fast Stationary Wavelet Packet Transform (FSWPT) —

Without mentioning the derivation process of the decomposition, we will refer to how it

works. At the first level for the given discrete signal the approximation and the detail coeffi-

cients are evaluated by convolving the signal with the same filters as the wavelet decomposi-

tion but without down-sampling. At an arbitrary level ` the coefficients of the very previous
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level convolve the with the up-sampled version of the previous level filters. This paragraph

can be mathematically expressed as follows:

U2p
`+1 = (U p

` ∗ L`)[n], (4.48)

U2p+1
`+1 = (U p

` ∗ H`)[n], (4.49)

L`+1[n] =


L`[2−1n], if n is even,

0, otherwise

, (4.50)

H`+1[n] =


H`[2−1n], if n is even,

0, otherwise

, (4.51)

where L0 ≡ L, and H0 ≡ H.

4.2.7 Discussion about the wavelet decomposition of finite signals

So far, we have studied only decompositions of infinite (continuous and discrete) signals. To

be capable of decomposing any finite signal, it is enough to construct an orthogonal wavelet

basis of L2[0, 1]. To create such a bases we have to consider certain modifications of the wavelet

and scaling function and the introduction of the so called boundary wavelets.

For a given discrete signal s[n] with N samples and sampling frequency fs = 2J for a J ∈ Z,

we have to associate to the signal an approximation function G ∈ L2[0, 1] similar to the case of

the infinity discrete signals. The scaling and wavelet function will have support in [0, 1] and

will be constructed by periodizing the corresponding wavelet and scaling functions in L2(R).

Thus, the values of the corresponding coefficients except theirs boundaries values can be

calculated according to the fast wavelet or fast wavelet packet transform. We shall skip the

details about the calculations of the boundary coefficients, but it should be mentioned that

these calculations depend on the introduction of properly modified scaling and wavelet func-

tions [77, 78].

4.3 Concepts of Probability Theory

The purpose of this section is to present the concepts of the probability theory that we will use

throughout the thesis.

In probability theory a random variable is a variable whose possible values quantify the possible

outcomes of a random process with a sample space S. Each random variable is associated
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with a probability distribution P which specifies the probability of any possible observation of

the random variable to be realized. A probability distribution inherits its properties from the

measure theory. In brief, a probability distribution associated with a sample space S must be

equipped with the following properties [79]:

P(∅) = 0 (4.52)

P(S) = 1 (4.53)

For {A1 ⊂ S, A2 ⊂ S, . . .} with Ai ∩ Aj = ∅, i 6= j =⇒ P(∪∞
j=1Aj) =

∞

∑
j=1

P(Aj), (4.54)

where the subsets Aj called events.

Here, we review the basic rules of probability theory. The joint probability distribution of two

events A and B is defined as follows:

JOINT PROBABILITY DISTRIBUTION P(A, B) = P(A ∩ B) = P(A|B)P(B) (4.55)

where for P(B) 6= 0 the quantity P(A|B) is called the conditional probability distribution of A

given that event B is true and given by:

CONDITIONAL PROBABILITY DISTRIBUTION P(A|B) = P(A, B)
P(B)

. (4.56)

Moreover, given the joint probability distributions P(A, B) of the events A, B, we define the

marginal probability distribution of A by:

MARGINAL PROBABILITY DISTRIBUTION P(A) = ∑
B

P(A, B) = ∑
B

P(A|B)P(B). (4.57)

The random variables can be classified into two main categories [80]:

D I S C R E T E R A N D O M VA R I A B L E S : A random variable X is said to be discrete if there is either

a finite set of values {x1, . . . , xN} or a countable infinite set of values {x1, x2, . . .} such that

P(X = xj) = 1 for some j. Furthermore, we call as the probability mass function of the discrete

random variable X the following function:

PROBABILITY MASS FUNCTION p(x) = P(X = x). (4.58)

C O N T I N U O U S R A N D O M VA R I A B L E S : A random variable X is said to be continuous if it is

associated with a probability distribution P for which P(X ≤ x) is differentiable (or continu-

ous, and differentiable except finite many points). For a continuous random variable X with a

probability distribution P, the probability density function of X is given as:

PROBABILITY DENSITY FUNCTION p(x) =
d

dx
P(X ≤ x). (4.59)
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For reasons of simplicity, we can refer to both probability mass and probability density func-

tions simply as probability of the random variable. Also, we will adopt the terminology used by

Bishop [81] who denote by p both the probability distribution and the probability density (or

mass) function. Furthermore, we will denote by a lower-case letter a single random variable

and by a upper-case letter a set of random variables.

4.3.1 Maximum Likelihood Estimation (MLE)

This thesis is restricted to cases of the so called parametric distributions which are governed

by a small number of adaptive parameters, such as the mean value and variance in the one

dimensional Gaussian distribution (Section 4.3.3).

Let x a discrete or a continuous random variable and p(x|λ) its corresponding probability

mass or density function, where λ is the vector with the adaptive parameters which control the

distribution of x. Let also consider a set of N observations X = {x1, x2, . . . , xN} of x. We need a

procedure for determining the most suitable values for the parameters given the observation

X. For this end, we employ the MLE as follows:

(MLE) λMLE = arg max
λ

L(λ; X), (4.60)

where L is the likelihood function which is given by:

LIKELIHOOD FUNCTION L(λ; X) =
N

∏
n=1

p(xn|λ) (4.61)

4.3.2 Multinomial Distribution

A multinomial random variable is a form of a discrete random variable that can take one

of a total of K ∈ Z+ different values also called states. In this work, we adopt the 1-of-K

formulation, where the variable is represented with a K-dimensional binary vector x in which

one and only one of the elements xk is equal to one.

x = [x1, x2, . . . , xK]
T, (4.62)

Note that for such vectors we have

xk ∈ {0, 1}, k = {1, 2, . . . , K}, (4.63)

with
K

∑
k=1

xk = 1. (4.64)
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Denoting the distribution of xk = 1 by the parameter πk, the probability of x is then given as

follows

p(x|π) =
K

∏
k=1

πxk
k . (4.65)

where π = [π1, . . . , πK] with ∑K
k=1 πk = 1.

Let us consider a set of independent observations X = {x1, x2, . . . , xN}. The ML estimations

are given by:

πML
k =

1
N

N

∑
n=1

xnk, (4.66)

where xnk denotes the k-th element of xn.

Such distributions will play a crucial role in the generative models that we will introduce into

the next chapter.

4.3.3 Gaussian Distribution

The Gaussian is by far the most widely used distribution when we deal with continuous vari-

ables, due to the central limit theorem which states that under certain conditions the sum of

a set of random variables tends to obey Gaussian distribution as the number of terms in the

sum increases [82].

In the case of an one dimensional variable x, the probability density function is given by

p(x|µ, σ2) ≡ N (x|µ, σ2) =
1

(2πσ2)1/2 exp
{
− 1

2σ2 (x− µ)2
}

, (4.67)

where µ is the mean value and σ2 is the variance.

When a d-dimensional vector x is under consideration, the density function takes the follow-

ing form

p(x|µ, Σ) ≡ N (x|µ, Σ) =
1

(2π)d/2(det Σ)1/2 exp
{
−1

2
(x− µ)TΣ−1(x− µ)

}
(4.68)

where µ is the d-dimensional mean value vector, and Σ is the d× d covariance matrix.

Given X = {x1, x2, . . . , xN} be a set of independent observations of a random variable x that

obeys a multivariate Gaussian distribution, the ML estimations are given by:

µML =
1
N

N

∑
n=1

xn (4.69)

ΣML =
1
N

N

∑
n=1

(xn − µML)(xn − µML)T. (4.70)

These estimations are still valid for one dimensional data (d = 1).
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4.3.4 The Symmetric α-Stable Distribution (SαS)

This distribution consists of a generalization of the Gaussian distribution. A symmetric α-

stable distribution is defined through its characteristic function as follows:

φ(t) = exp(iδt− γ|t|α), (4.71)

The characteristic function of the random variable x, it is actually the expectation of the

eitx [83]:

φ(t) =
∫ ∞

−∞
p(x)eitxdt, (4.72)

where α ∈ (0, 2] is the characteristic exponent, δ ∈ R is the location parameter, and γ > 0 is the

dispersion of the distribution. The characteristic exponent controls the thickness of the tails

of the density function. The dispersion parameter determines the amount of spreading of the

distribution around its location parameter, similar to the variance of the Gaussian distribution.

Note that there are two special cases of SαS, for α = 1 the characteristic function is associated

with a Cauchy distribution whereas for α = 2 a Gaussian distribution is associated.

In order to derive the parameters of the distribution that describe to a greater extend a given

set of observations, we use the consistent ML method described by Nolan [83], which gives

reliable estimations. These distributions have been used for extracting statistical features from

the wavelet coefficients of underwater acoustic signals. An overview of this procedure will

describe in the next chapter.

4.3.5 Kullback-Leibler Divergence (KLD)

In this section, we present some basic concepts of information theory, that will be used to

compare probability distributions and probabilistic models as well.

We consider a continuous random variable x which obeys a probability distribution with a

probability density function p. We also assume an approximation q of the probability density

function p. We wish to measure how close to the actual one is this approximation.

— Entropy —

Following the definitions presented in [81, 84], we define the following quantities

H(p) = −
∫

p(x) ln p(x)dx, (4.73)

H(p, q) = −
∫

p(x) ln q(x)dx. (4.74)
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The first one called the entropy of the probability density function p and expresses the expected

amount of information that this density transmits. H(p, q) is called the cross-entropy between

the probability density functions p and q and expresses the expected amount of information

needed to characterize an event if the coding system that was optimized considering the esti-

mation q instead of p.

— Relative entropy (KLD) —

In information theory, the KLD can be interpreted as the expected amount of extra information

that is needed in order to cover the handicap created by using an estimated optimized distri-

bution q rather than the actual one p. This handicap is expressed as the difference between the

two entropies defined above:

KLD(p||q) = H(p, q)− H(p)

= −
∫

p(x) ln
(

q(x)
p(x)

)
dx. (4.75)

In many cases the KLD can be given in a close mathematical form. Unfortunately this is not the

rule. When there is no a such closed relation, numerical estimations of the above integration

should be considered.

Although, the KLD satisfies KLD(p, q) ≥ 0 with equality if and only if, p ≡ q, this is not

considered as distance with the mathematical sense. Indeed, it is easy to be proved that in the

general case, KLD(p, q) 6= KLD(q, p).

4.4 Probabilistic Models with Hidden Variables

This section is dedicated to probabilistic models which include hidden (unobserved) vari-

ables. These variables are considered to be responsible for producing the observed data. As

we will see later on this section, the existence of the hidden variables makes the determination

of the model parameters harder comparing to models which consist only of observed data. We

will refer to the procedure of adapting the model parameters to fit the observed data by the

term training.

Here, we shall study models in which the probability distributions p(z) and p(x|z) can be

described by a set of model parameters λ, and so their joint probability distribution can be

factorized as follows:

p(x, z|λ) = p(z|λ)p(x|z, λ). (4.76)
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Depending on the form of the probability distributions p(z|λ) and p(x|z, λ), we can create a

large variation of probabilistic models. One of the simplest are the Mixture Models and they

will be described in Section 4.4.2.

4.4.1 The Expectation-Maximization (EM) Algorithm

The goal of the EM algorithm [85] is to estimate the maximum likelihood solution for proba-

bilistic models that include hidden variables.

Let us denote by X the set {x1, x2, . . . , xN} of N realizations of a random variable x and by Z

the set {z1, z2, . . . , zN} which includes the corresponding realizations of a random variable z.

In this work, we assume that z is a discrete random variable but the same approach can also

be applied when z is a continuous random variable by simply changing summations with

integrals. Note that, in general x and z are not independent random variables.

Lets consider that the joint distribution of x, z is controlled by a set λ and we have observed

only the set X then the log-likelihood function is given by

ln p(X|λ) = ln
{

∑
Z

p(X, Z|λ)
}

. (4.77)

We denote the sets X and Z as observed and hidden data sets, respectively. The optimal set

of model parameters λopt could be given by maximizing the log-likelihood function. How-

ever, the sum inside the logarithm on the right side of the formula 4.77, makes in general this

maximization problem intractable.

Starting with an initial guess λ0, EM performs a two-phase iterative procedure. Assuming

that we have calculated the estimation λt of the model parameters after t iterations, then the

next estimation λt+1 will be obtained after performing the expectation step, followed by the

maximization step.

— The Expectation step (E-step) —

Using the current estimation of the set of the model parameters λt, we evaluate the conditional

probabilities of the hidden data given the set of the observed data as follows

γt(Z) = p(Z|X, λt) =
p(X, Z|λt)

p(X|λt)
=

p(X, Z|λt)

∑Z p(X, Z|λt)
. (4.78)
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These quantities called responsibilities of Z. Then, we denote by Q(λ, λn) the expectation of the

complete-data log-likelihood evaluated for a set of parameters λ. This expectation is given by

Q(λ, λt) = EZ|λt{ln p(X, Z|λ)}

= ∑
Z

γt(Z) ln p(X, Z|λ). (4.79)

— The Maximization step (M-step) —

In the M-step, we obtain a new estimation based on the current estimation of the model pa-

rameters λt, λt+1 by maximizing the function Q, hence

λt+1 = arg max
λ
Q(λ, λt). (4.80)

This maximization typically is performed analytically by calculating the derivatives ofQwith

respect to the model parameters.

— Discussion about the convergence of the EM algorithm —

In this section we will show that EM algorithm constantly increases the observed data log

likelihood function until it reaches a local (or its global) maximum value.

Using the definitions of the entropy, the relative entropy and the expectation of the compete-

data log-likelihood Q, in connection with the Bayes’ theorem, we can associate these quanti-

ties with the observed-data log likelihood as follows:

ln p(X|λ) = Q(λ, λt) + H[Z|X, λt]

+ KLD
(

p(Z|X, λt), p(Z|X, λ)

)
. (4.81)

For the analytical derivation of this expression the interested reader can refer to [81, 84].

Knowing that KLD(p, q) ≥ 0 with equality if and only if p ≡ q enables us to write the follow-

ing properly,

ln p(X|λ) ≥ Q(λ, λt) + H[Z|X, λt], (4.82)

with the equality occuring when only λ ≡ λt.

Using the above property and keeping in mind that λt+1 maximizes the quantity Q(λ, λt+1)

with respect to λ, we can conclude

ln p(X|λt) = Q(λt, λt) + H[Z|X, λt]

≤ Q(λt+1, λt) + H[Z|X, λt]

≤ ln p(X|λt+1). (4.83)
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Since this sequence {ln p(X|λt)}t∈Z+ is bounded by the quantity ln p(X|λopt) and it is mono-

tonically increasing, the monotone convergence theorem [86] implies that this sequence con-

verges, thus

ln p(X|λt)→ ln p(X|λ∗), as t→ +∞ (4.84)

where λ∗ can be either a local or the total maximum of ln p(X|λ).

4.4.2 Gaussian Mixture Model (GMM)

In the general form of a mixture model [87], its joint probability distribution over both the

observed and hidden variables is modelled through a pair of parameters π and φ, where π

is a K-dimensional vector controlling the probability distribution of the hidden variable and

φ is a set of parameters responsible for the conditional distribution of the observed random

variable given the hidden variable. Following the notations for the probabilistic models, in a

Mixture Model the set of model parameters λ, that we have previously introduced, gets the

form

λ = {π, φ}. (4.85)

The joint distribution is written as follows

p(x, z|λ) = p(z|π)p(x|z, φ). (4.86)

More specifically, z consists of a multinomial random variable with K states such that p(zk =

1) = πk and ∑K
k=1 πk = 1.

Furthermore, due to the conditional independence [88] of the observed data with respect to

the hidden variables, there is a partition2 {φ1, . . . , φK} of φ such that

p(x|zk = 1, φ) ≡ p(x|φk), for k = 1, . . . , K (4.87)

Therefore,

p(x|z, φ) =
K

∏
k=1

(
p(x|φk)

)zk

. (4.88)

As a result, the joint probability distribution can be given by:

p(x, z|λ) = p(z|π)p(x|z, φ)

=
K

∏
k=1

(
πk p(x|φk)

)zk

. (4.89)

2 ∪K
k=1φk = φ such that ∩K

k=1φk = ∅
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The marginal probability density of the observed random variable x is then given by marginal-

izing as follows

p(x|λ) = ∑
z

p(x, z|λ)

=
K

∑
k=1

πk p(x|φk). (4.90)

Note that the last expression justifies the term mixture model. Furthermore, the weights πk

express the percentage of the contribution of each φk in the mixture.

Now, let us consider the superposition of K Gaussian distributions, such as

p(x|λ) =
K

∑
k=1

πkN (x|µk, Σk). (4.91)

Note that, in this case we have φk = {µk, Σk} for mean value vectors µk and covariance matri-

ces Σk.

— The EM algorithm for the GMM —

As we have seen, the k-th state of the variable z is associated with the k-th Gaussian of the mix-

ture. Specifically, assuming that z is in its k-th state, then the k-th distribution to be responsible

for generating a realization of x. Thus,

p(x|zk = 1) = N (x|µk, Σk). (4.92)

The above conditional distribution can also be written in the form

p(x|z) =
K

∏
k=1
N (x|µk, Σk)

zk . (4.93)

In E-step, we use the currently estimated model parameters λt to calculate the responsibilities

γt for each observation xn, hence

γt(znk) = p(znk = 1|xn, λt)

=
πt

kN (xn|µt
k, Σt

k)

∑K
j=1 πt

jN (xn|µt
j, Σt

j)
. (4.94)

Then we use these responsibilities to evaluate the expectation of the complete-data log likeli-

hood

Q(λ, λt) = EZ|λt

{
ln p(X, Z|λt)

}
=

N

∑
n=1

K

∑
k=1

γt(znk)

{
ln πk + lnN (xn|µk, Σk)

}
. (4.95)
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In M-step, we get the updated model parameters λt+1 by solving the following maximization

problem with respect to the elements of λ.

λt+1 = arg max
λ
Q(λ, λt), (4.96)

Maximizations with respect to π and φ are performed by using proper Langrange multipliers,

and the updated model parameters are given by the following formulas

πt+1
k =

∑N
n=1 γt(znk)

N
, (4.97)

µt+1
k =

∑N
n=1 γt(znk)xn

∑N
n=1 γt(znk)

, (4.98)

Σt+1
k =

∑N
n=1 γt(znk)(xn − µt+1

k )(xn − µt+1
k )T

∑N
n=1 γt(znk)

. (4.99)

This iterative procedure continues until no significant improvement of the expectation of the

complete-data log likelihood function Q.

4.5 Hidden Markov Model (HMM)

As we have seen in the previous section, a Mixture model is a tool for associating one set of

observations with a batch of statistical parameters (features). In this procedure the members

of the set were considered as independent realizations of the model and therefore such a

model is not suitable for revealing any sequential information of the data. A HMM similarly

characterizes the observation using a mixture of a probability distribution but it also takes into

account sequential aspects of the data. Thus, we can consider these models as an extension of

the mixture models. The mathematical infrastructure of the HMMs developed by L. Baum et

al [89, 90, 91, 92] in the late 60s.

4.5.1 Definition

Lets suppose that we have observed a time series of data {x1, . . . , xN}, each of which is asso-

ciated with an unobserved (hidden) multinomial random variable with K states {z1, . . . , zN}.

Let us denote these times series by X and Z, respectively.

In HMMs the hidden data are set to obey the Markov property that says that the state of the

variable zn depends only on the state of the previous variable zn−1, therefore

p(zn|Z− {zn}) = p(zn|zn−1). (4.100)

The joint probability of the model is given as follows:

p(X, Z) = p(z1)

( N

∏
n=2

p(zn|zn−1)

) N

∏
n=1

p(xn|zn), (4.101)
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Figure 4.4: A graphical rep-

resentation of a HMM. The

hidden variables form a

Markov Chain, and each

observed variable is condi-

tioned on the state of its

corresponding hidden vari-

able.

���

where the factor p(z1) is called the prior probabilities of the first hidden variable, the factor

∏N
n=2 p(zn|zn−1) includes the transition probabilities for the hidden states, and the last factor

∏N
n=1 p(xn|zn) contains the so called emission probability distributions, each one of which ex-

presses the conditional probability distribution of an observed random variables xn, given its

corresponding hidden variable zn.

— Prior probabilities —

Due to the hidden variable z1 is the first node of the chain, its marginal distribution p(z1)

appears directly in the joint distribution 4.101. Since this distribution is multinomial, it is rep-

resented by means of a vector π with elements is given by

πk = p(z1k = 1), k = 1, . . . , K (4.102)

where ∑K
k=1 πk = 1. Therefore we have

p(z1) = p(z1|π) =
K

∏
k=1

πz1k
k . (4.103)

The elements of the vector π are denoted as "prior probabilities". Some authors are referred

to them as "initial probabilities".

— Transition probabilities —

If we assume that the conditional distributions p(zn|zn−1) are independent of the choice of n

(time invariant) they are controlled by a K× K matrix A which is called the transition matrix

of the model and its elements Aij express the probability of passing from the i-th to the j-th

state, hence

Aij = p(znj = 1|zn−1,i = 1), i, j = 1, . . . , K. (4.104)
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As a result, all the conditional distributions share a common transition distribution defined

by means of the transition matrix A. Moreover, we can express the transition probability dis-

tribution in the following explicit form:

p(zn|zn−1) = p(zn|zn−1, A) =
K

∏
i=1

K

∏
j=1

A
zn−1,iznj
ij . (4.105)

— Emission distribution —

We define the conditional distribution of any observed variable xn given the value of the

corresponding hidden variable zn.

Similar to the case of the transition probabilities were under consideration, we also assume

that the emission distributions are time invariant. This assumption leads us to consider K

sets of parameters φ1, . . . , φK, one per distinct hidden state. Each set controls the conditional

distribution of the observations, so that

p(xn|znk = 1, φk), k = 1, . . . , K. (4.106)

Let us denote the hyperset of all the above sets by Φ, so Φ = {φ1, . . . , φK}, then we can write

the emission distribution in the following form:

p(xn|zn) = p(xn|zn, Φ) =
K

∏
k=1

p(xn|znk = 1, φk)
znk . (4.107)

— Model parameters —

The three previous subsections introduced the set of parameters that can specify uniquely a

HMM. Staying consistent with the notation introduced in Section 4.4, we introduce the set λ

that consists of the following set of parameters:

λ = {π, A, Φ}. (4.108)

The joint probability distribution over both observed and hidden variables is given with re-

spect to the set λ by

p(X, Z|λ) = p(z1|π)

( N

∏
n=2

p(zn|zn−1, A)

) N

∏
n=1

p(xn|zn, Φ) (4.109)

In the sequel, we refer to a specific HMM by its set of model parameters λ.

In this work, we are interested in the following two problems relative to the HMMs:
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• Training : Estimation of the optimal values for the parameters λ of the model using one

or more time series of observations.

• Similarity measurements : Definition of a proper similarity measure between two mod-

els comparing their model parameters λ1 and λ2.

4.5.2 The EM algorithm for the HMM

Lets consider a time series of observations X = {x1, . . . , xN}. We wish to find the optimal

model λopt that maximizes the posterior probability over the observed data, hence:

λopt = arg max
λ

(ln p(X|λ)). (4.110)

As we mentioned before, if a model including hidden variables is under concern, a common

treatment is to employ the EM algorithm in order to get an estimation of its maximum likeli-

hood solution.

The EM algorithm, as discussed earlier, is a two-phase iterative procedure in which after set-

ting an initial guess λ0 for the model parameters we perform the E-step followed by the M-

step producing a new improved estimation for the model parameters. We will refer by λt to

the estimation of the model parameters after t iterations of the algorithm.

In our implementation of EM algorithm, we are using scaling factors in order to address

the computational issues relative to low numbers due to the large number of multiplications

among probabilities involved, as it has been proposed by Bishop [81].

— Initialization —

Initially, in order to set the initial guess of the model, it is common to forget any sequential

connection among the observations and to handle each xn independently. With this assump-

tion we can simply set π0
k = 1/K and A0

ij = 1/K for all possible values of the indexes.

The initial emission parameters Φ0 can be chosen via a hard assigned clustering procedure

such as mixture models or Kmeans [93]. In this work we make use of the former procedure.

— Smoothed posterior distributions —

Here, we will provide definitions of two auxilary functions that will appear in the expression

of the expected complete likelihood function of the model.
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We denote by γt(zn) the smoothed marginal posterior distribution for the hidden variable

zn and by ξt(zn−1, zn) the smoothed joint posterior distribution of the two successive hidden

variables zn−1, zn. Thus

γt(zn) = p(zn|X, λt), (4.111)

ξt(zn−1, zn) = p(zn−1, zn|X, λt). (4.112)

Since the variable zn can take K possible values and there are K2 different combinations of the

pair zn−1, zn, it also makes sense to introduce notations for the posterior distribution for each

candidate scenarios. So, we denote the following functions for i, j, k = 1, . . . , K.

γt(znk) = p(znk = 1|X, λt), (4.113)

ξt(zn−1,i, znj) = p(zn−1,i = 1, znj = 1|X, λt). (4.114)

— Expected complete data log-likelihood function —

Let us recapitulate what the expected complete log-likelihood function is, and how it can be

used to estimate the log-likelihood solution over only the observed data.

Consider that we have already performed t iterations of the EM algorithm, therefore we have

acquired an estimation λt of the model parameters. Thus, (see Equation 4.79),

Q(λ, λt) = EZ|λt{ln p(X, Z|λt)} = ∑
Z

p(Z|X, λt) ln p(X, Z|λ) (4.115)

=
K

∑
k=1

γt(z1k) ln πk +
N

∑
n=2

K

∑
j=1

K

∑
k=1

ξt(zn−1,j, znk) ln Ajk

+
N

∑
n=1

K

∑
k=1

γt(znk) ln p(xn|φk). (4.116)

In the E-step, we calculate the quantities γt and ξt for all the combinations of hidden states

and then we obtain the next approximation λt+1 by maximizing the function Q with respect

to λ, thus

λt+1 = arg max
λ
Q(λ, λt). (4.117)
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— The E-step (Forward-Backward algorithm) —

Making use of the d-separation property [94, 95] applied to HMM, we can get the follow-

ing conditional independencies which are being exploited for the calculation of the γt and ξt

functions

p(xn+1, . . . , xN |x1, . . . , xn, zn, λt) = p(xn+1, . . . , xN |zn, λt) (4.118)

p(X|zn, λt) = p(x1, . . . , xn|zn, λt)

p(xn+1, . . . , xN |x1, . . . , xn, zn, λt)

= p(x1, . . . , xn|zn, λt)

p(xn+1, . . . , xN |zn, λt) (4.119)

p(x1, . . . , xn−1|zn−1, zn, λt) = p(x1, . . . , xn−1|zn−1, λt) (4.120)

p(xn|zn−1, zn, λt) = p(xn|zn, λt) (4.121)

p(X|zn−1, zn, λt) = p(x1, . . . , xn−1|zn−1, zn, λt)

p(xn|x1, . . . , xn−1, zn−1, zn, λt)

p(xn+1, . . . , xN |x1, . . . , xn, zn−1, zn, λt)

= p(x1, . . . , xn−1|zn−1, λt)

p(xn|x1, . . . , xn−1, zn, λt)

p(xn+1, . . . , xN |x1, . . . , xn, zn, λt) (4.122)

Moreover, the posterior probability distribution over the observed data factors using Bayes’

theorem is as follows

p(X|λt) = p(x1, . . . , xn|λt)p(xn+1, . . . , xN |x1, . . . , xn, λt) (4.123)

for an arbitrary n that belongs to the set {1, . . . N}.

Let us define the functions αt, βt over the hidden variables and the constants ct
n. We wish to

clarify that the variables xn are observed and therefore, they can be considered as constants

to following relations

αt(zn) = p(zn|x1, . . . , xn, λt), (4.124)

βt(zn) =
p(xn+1, . . . , xN |zn, λt)

p(xn+1, . . . , xN |x1, . . . xn, λt)
, (4.125)

ct
n = p(xn|x1, . . . , xn−1, λt). (4.126)
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Using the conditional independence property 4.119 in connection with the factorization 4.123

and the definitions of αt(zn), βt(zn), we obtain

γt(zn) = p(zn|X, λt) =
p(X|zn, λt)p(zn|λt)

p(X|λt)

=
p(x1, . . . , xn|zn, λt)p(zn|λt)

p(x1, . . . , xn|λt)

p(xn+1, . . . , xN |zn, λt)

p(xn+1, . . . , xN |x1, . . . , xn, λt)

= p(zn|x1, . . . , xn, λt)
p(xn+1, . . . , xN |zn, λt)

p(xn+1, . . . , xN |x1, . . . , xn, λt)

= αt(zn)βt(zn) (4.127)

Similarly, we can derive a factorization of ξt(zn, zn−1) using the property 4.122 as well as the

definitions 4.124-4.126

ξt(zn−1, zn) = p(zn−1, zn|X, λt) =
p(X|zn−1, zn, λt)p(zn−1, zn|λt)

p(X|λt)

=
1

p(xn|x1, . . . , xn−1, λt)

p(x1, . . . , xn−1|zn−1, λt)p(zn−1|λt)

p(x1, . . . , xn−1|λt)

p(xn+1, . . . , xN |zn, λt)

p(xn+1, . . . , xN |x1, . . . , xn, λt)
p(zn|zn−1, λt)p(xn|zn, λt)

= (ct
n)
−1αt(zn−1)βt(zn)p(zn|zn−1, λt)p(xn|zn, λt). (4.128)

Recall that the goal of the E-step is to evaluate the γt(zn) and ξt(zn−1, zn) to calculate the

quantity Q(λ, λt) for each set of model parameter λ. The relations 4.127, 4.128 indicate that

these evaluations could be given in terms of the functions αt(zn), βt(zn) and the constants ct
n.

As we will see, these quantities can be calculated through two recursive relations.

— Forward process (n = 1, . . . , N − 1) —

From the d-separation property, the following conditional independencies are obtained

p(x1, . . . , xn|zn+1, xn+1, λt) = p(x1, . . . , xn|zn+1, λt) (4.129)

p(zn+1|zn, x1, . . . , xn, λt) = p(zn+1|zn, λt). (4.130)

Using these two relations and rules of the probability theory, we are able to express the prod-

uct ct
n+1αt(zn+1) in terms of the αt(zn) as follows:

ct
n+1αt(zn+1) = p(xn+1|zn+1, λt)∑

zn

αt(zn)p(zn+1|zn, λt). (4.131)

Now, let’s consider that we have already calculated the values αt(zn) for all the possible values

of zn as well as the coefficient cn. We can use the recursive relation 4.131 to calculate at first

the product ct
n+1αt(zn+1) and then due to the ∑zn+1

αt(zn+1) = 1 we can separately obtain the

coefficient ct
n+1 and the K values of αt(zn+1).

– 63 –



4.5 H I D D E N M A R K O V M O D E L ( H M M )

— Backward process (n = N − 1, . . . , 1) —

We can also derive the next conditional independent properties for the model

p(xn+1, . . . , xN |zn, zn+1, λt) = p(xn+1, . . . , xN |zn+1, λt) (4.132)

p(xn+2, . . . , xN |zn+1, xn+1, λt) = p(xn+2, . . . , xN |zn+1, λt). (4.133)

and then to write the βt(zn) by means of βt(zn+1) as follows

βt(zn) = (ct
n+1)

−1 ∑
zn+1

βt(zn+1)p(xn+1|zn+1, λt)p(zn+1|zn, λt). (4.134)

When the forward process is over, we have obtained the values of each coefficient ct
n. By

assuming the values β(zn+1) known, we are able to evaluate the corresponding values β(zn)

by applying the formula 4.134.

— Initialization —

It is simple to find the initial values ct
1 and αt(z1). Indeed, we have

ct
1 = p(x1|λt), (4.135)

αt(z1) = p(z1|x1) = (ct
1)
−1ct

1 p(z1|x1)

= (ct
1)
−1 p(z1)p(x1|z1). (4.136)

Therefore,

ct
1 =

K

∑
k=1
{πk p(x1|λk)}z1k , (4.137)

αt(z1) = (ct
1)
−1

K

∏
k=1
{πk p(x1|λk)}z1k . (4.138)

In case of βt(zN), we first have to notice that for n = N, we have γt(zN) = αt(zN). So, in

combination with 4.125 we obtain:

βt(zN) =
γt(zN)

αt(zN)
= 1. (4.139)

— The M-step —

The objective of the M-step is to maximize Q(λ, λt) with respect to the model parameter set

λ.
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Maximizations with respect to π and A are performed by using proper Langrange multipliers,

and the solutions are given independently of the type of the emission distributions as follows

πt+1
k =

γt(z1k)

∑K
j=1 γt(z1j)

, (4.140)

At+1
jk =

∑N
n=2 ξt(zn−1,j, znk)

∑K
`=1 ∑N

n=2 ξt(zn−1,j, zn`)
. (4.141)

By considering Gaussian emission densities, such that φk = {µk, Σk} and p(x|φk) = N (x|µk, Σk),

the maximization of Q with respect each pair {µk, Σk}, k = 1, . . . , K at a time, leads to

µt+1
k =

∑N
n=1 γt(znk)xn

∑N
n=1 γt(znk)

, (4.142)

Σt+1
k =

∑N
n=1 γt(znk)(xn − µt+1

k )(xn − µt+1
k )T

∑N
n=1 γt(znk)

. (4.143)

— Inference —

Here, we infer the posterior probability distribution over the observed data X given the model

parameters λt. Since, posterior probability can be obtained by the product of ct
n, such an in-

ference demands just performing the forward procedure. Indeed,

p(X|λt) = p(x1, . . . , xN |λt)

=
N

∏
n=1

p(xn|x1, . . . , xn−1, λt)

=
N

∏
n=1

ct
n. (4.144)

and therefore, for the log-scaled posterior probability distribution, we obtain:

ln p(X|λt) =
N

∑
n=1

ln ct
n. (4.145)

— Convergence criterion —

If we assume again that we have the model λt in the t-th iteration of the EM algorithm, we

can get the improved model λt+1 after performing one more iteration. Lets denote by E t the

difference of the posterior probabilities with respect to the successive models λt and λt+1,

hence:

E t = ln p(X|λt+1)− ln p(X|λt) ≥ 0. (4.146)

According to 4.84, for an arbitrary small ε > 0, we can find tε ∈ Z+ such that

E tε < ε (4.147)
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— Feature extraction (Encoding) —

To summarize the training process, by choosing ε > 0 and the number of possible hidden

states K and having a time series of observations X, we find a initial guess λ0 of the optimal

HMM that describes these observations using a Mixture model. Then we obtain a sequence

of models λt using iterations of the EM algorithm. We stop obtaining updated models once

we have achieved the convergence criterion in tε-th iteration. We apparently associate the

observations X with the final model λtε . Therefore,

FEATURE EXTRACTION X→ λtε (4.148)

— Viterbi algorithm (Decoding) —

The Viterbi algorithm [96, 97] is used to compute the most probable sequence of the hidden

states given the observed data by solving the following maximization problem

Z∗ = arg max
Z

p(Z|X, λ). (4.149)

Using the Bayes’ rule in the logarithm scale, the above maximization is equivalent to the max-

imization with respect to hidden data of the probability density function over both hidden

and observed data (X, Z), thus

Z∗ = arg max
Z

ln p(X, Z|λ). (4.150)

Let us introduce the following quantities ω(zn) ∈ RK, n = 1, . . . , N as

ω(zn) = max
z1,...,zn−1

p(x1, . . . , xn, z1, . . . , zn|λ), (4.151)

where K is again the number of hidden states.

Making use of the sum-product algorithm [98], we obtain a recursive expression for the cal-

culation of the ω(zn), n = 1, . . . , N, as follows:

ω(zn) = ln p(xn|zn, λ) + max
zn−1

{
ln p(xn−1|zn−1, λ) + ω(zn−1)

}
, n = 2, . . . , N, (4.152)

in connection with the initialization for the first hidden state z1

ω(z1) = ln p(z1|λ) + ln p(x1|z1|λ) (4.153)
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4.5.3 Similarity measurements

So far in this section, we have described a procedure of associating a series of observations X

with a set of features λ, which defines a HMM.

Consider two set of observations X1, X2 and lets denote by λ1, λ2 their corresponding HMMs.

We wish to measure how similar these series are by means of their corresponding models.

For this end, we consider the use of the KLD [66] that consists a suitable similarity measure

among probabilistic models. So, we define the following similarity measure d(X1, X2) of the

series of observations as

d(X1, X2) = KLD(λ1‖λ2). (4.154)

We recall that the KLD is given by considering the following integration over the observed

data

KLD(λ1‖λ2) = −
∫

X
p(X|λ1) ln

p(X|λ2)

p(X|λ1)
dX. (4.155)

Unfortunately, there is no a closed form estimation for this integral, therefore a numerical ap-

proximation technique has to be employed. In the next subsection, we will present a numerical

approximation of the KLD.

— Numerical approximation of the KLD —

A set of I time series of observations {X(1), . . . , X(I)} with N′ samples each, is drawn from

the probability distribution p(X|λ1) using the so called importance sampling technique pre-

senting in refs [99, 100, 101].

Then, we consider a Monte-Carlo numerical approximation over these generated sequences as

KLD(λ1‖λ2) ≈
1
IN′

I
∑
i=1

[ln p(X(i)|λ1)− ln p(X(i)|λ2)] (4.156)

Of course, the larger the numbers I , N′ are, the better are the approximations. On the other

hand as the more accuracy required, the calculations become more and more demanding. In

view of this, a trade off between the computational cost and the precision of the estimation

has to be considered in real world applications.

4.6 Sparse Dictionary Decomposition

Consider a set of observations S = {sj ∈ RL}M
j=1. For the problems treated in this thesis these

observations consist of the samples of a signal belonging to certain windows. Our goal is to
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find a, so called "dictionary", matrix D ∈ RL,M so that each vector sj to be estimated in a

proper form as s∗j given by

s∗j = Daj (4.157)

where the coefficients aj are appropriate vectors {aj ∈ RM}M
j=1 to be also defined. If we are

able to define the coefficients vectors aj to have many zeros, the s∗j will be assumed as a sparse

approximations of the sj.

We wish to define dictionary and coefficient vectors so that the approximation error 1
M ∑N

j=1 ‖sj−

s∗j ‖2
2 is small, subject to a penalty regularization function that keeps the representation as

sparse as possible.

We can now introduce the general form of the optimization problem that satisfies the sparse

model prerequisites. We have considered as the total objective function a combination of the

approximation error and sparsity term in order to get an effective projection of the signal

frames from the noisy space onto a low-dimensional space with low noise component. Fol-

lowing Marial et al. [102] our optimization problem takes the form

min
D∈RL,M

1
M

M

∑
j=1

min
aj∈RM

(
g(aj; D, sj) + h(aj)

)
, (4.158)

where g(aj; D, sj) is the convex quadratic function representing the approximation error term

of a single signal window frame sj, given by

g(aj; D, sj) =
1
2
‖sj −Daj‖2

2, (4.159)

and h(aj) is a proper penalty regularization function which controls the sparsity character of

the representation. We set

h(aj) = h(aj; λ) = λ‖aj‖p, (4.160)

where λ is a "sparsity coefficient" and ‖aj‖p is a p-th order norm of aj.

A rational choice for the order of the norm of aj would be zero in which case the zero order

norm (actually pseudonorm) is the cardinal number (number of non-zero elements) of each

coefficient vector aj:

‖aj‖0 = #{k = 1, . . . , M | aj[k] 6= 0}, (4.161)

where symbol # stands for the cardinal number of the set. λ should be a small number in order

that the term h(aj) is kept small with respect to g(aj; D, sj) for reasons to be explained later.
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Minimization including the `0-pseudonorm is not computationally tractable due to the non-

convexity3 of the ‖ · ‖0. For this reason, we have chosen to exploit the best available convex

approximation of the above pseudonorm, which has been geometrically explained by Ramirez

et al. [103] to be the `1 norm. Thus,

h(aj; λ) = λ‖aj‖1, (4.162)

with λ to be manually adjusted with trial-and-error strategy.

Once the minimization problem has been defined we can write down the two step adaptation

scheme of the dictionary D and coefficients aj which is performed at each training stage:

• For a fixed dictionary matrix D, adapt each coefficient vector aj to âj so that minimum

error is achieved.

• Keep âj fixed and focus on seeking a new dictionary D for which the total error is mini-

mized.

4.6.1 The Iterative Shrinkage and Thresholding Algorithm (ISTA)

Assuming that the dictionary matrix D ∈ RL,M is given, we define `(aj; D, sj, λ) as follows:

`(aj; D, sj, λ) = g(aj; D, sj) + h(aj; λ). (4.163)

We estimate the coefficient vectors aj, solving the following minimization problem

âj = arg min
aj∈RM

`(aj; D, sj, λ). (4.164)

One critical issue is the fact that the gradient of the function `(aj; D, sj, λ) is not differentiable

at zero. So, the use of a classical gradient descent method is not applicable in this case.

To solve the optimization problem (4.164) we introduce an iterative procedure: For a given

dictionary matrix D we estimate the coefficient vectors âj in order to minimize the objective

function (4.164). This procedure is realized by means of an implementation of the ISTA similar

to that presented by Marial et al. [102].

4.6.2 Dictionary Learning Algorithm

We revisit the original problem as stated in (4.158). Having already adapted the coefficient

vectors, our present goal is to choose the best possible dictionary D for the most appropriate

3 f is a convex function in [a, b] iff f (λa + (1− λ)b) ≤ λ f (a) + (1− λ) f (b), for all λ ∈ [0, 1].
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description of the signal samples. To this end, we shall employ the algorithm of the dictionary

learning with mini-batch extension proposed by Marial et al. [102] which has been proved by

the same author to converge. According to this approach the best dictionary D is determined

by means of the following formula :

min
D

1
M

M

∑
j=1

min
aj

`(aj; D, sj). (4.165)

Let us assume that aj does not depend on the dictionary choice. This is generally not true but

if we consider that D changes slowly enough we can use this simplification without further

consideration. So, the minimization problem is written in the form

min
D

1
M

M

∑
j=1

1
2
‖sj −Dâj‖2

2. (4.166)

Note that only the approximation error contributes to the dictionary learning procedure.

It is crucial that we choose matrix D to have all columns with unit Euclidean norm. Note that

the columns of D need not be orthogonal (linear independence is not required).

This procedure is repeated for large number of steps. The pseudocode for the implemented

algorithm is described in Algorithm 2 in Appendix B.

4.7 The Genetic Algorithm (GA)

Genetic Algorithms (GAs) are optimization algorithms based on the mechanics of natural

selection and evolution. They deal with problems of minimization (or maximization) of an

objective function on the form:

mopt = arg min
m

f (m) (4.167)

where m = [m1, . . . , mM]T, the vector of unknown parameters to be estimated. These algo-

rithms are fundamentally different from traditional optimization procedures in the following

aspects

• They deal with a coded version of the unknown variables, usually in the binary system.

• They need no information about derivatives with respect to the variables.

• The provide a number of candidate estimations (individuals) instead of a single one.

• They employ stochastic operators rather than deterministic ones.
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Note that, there are many variations of GAs. Here, we will restrict the description only to the

implementation that we have used and it is based on approaches presented in [104, 105].

4.7.1 Encoding

Initially, we have to define a search space for each recoverable variable mj, thus mj ∈ [aj, bj] ⊂

R. Bellow, we define the functions hj, each one mapping an binary variable zj with dj digits to

a value belonging to the search space of the mj

hj(zj) = aj +
〈zj, u〉
2dj − 1

(bj − aj) ∈ [aj, bj]. (4.168)

where u = [2dj−1, 2dj−2, . . . , 20]T. Note that the inner product simply maps the binary variable

zj to its decimal arithmetic form.

We define the set Z = {z1, . . . , zM} that consists of the binary variables for each recoverable

variable, then instead of dealing with the initial problem 4.167, we seek an estimation of a

discrete optimization problem that is defined by means of Z:

Zopt = arg min
Z

( f ◦ h)(Z) (4.169)

where h(Z) =
[

h1(z1), . . . , hM(zM)

]T

.

The number of the digits dj controls the density of the grid that forms the candidate values

that can take the corresponding parameter mj.

4.7.2 Terminology

A GA maintains a fixed number of estimations that evolve through an iteration procedure that

includes several evolutionary operators. Before presenting how our implementation works,

we would like to make readers familiar with some terminology.

P O P U L AT I O N : A set of encoded estimations POP = {Z(1), . . . , Z(Q)}. We will also refer with

the same term to the corresponding set of decoded estimations {m(1), . . . , m(Q)}. Note that,

the population in a GA has an analogous meaning as to the population for animals or human

beings.

I N D I V I D U A L : Is an element of the population, that is an encoded candidate solution described

by the set Z.

AT T R I B U T E : With this term we refer to each encoded parameter zj in an individual.
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G E N E : A gene is the value of any element zjk ∈ {0, 1} of an attribute zj.

F I T N E S S R AT E : It defined by the value of the objective function which takes each individual as

input and produces the suitability of the individual as the output. In the case of minimization

problems, smaller values of the fitness rate means more fitter individual.

4.7.3 Evolutionary Operators

The population in a GA involves with the following genetic operators

R E P R O D U C T I O N : A selection of individuals is performed based on their fitness. In particular,

GA select a so called mating pool a set consisting of Nmp individuals so that Nmp = Npop −

Nhof, where Nhof individuals are to be cloned via the Hall of Fame operator to be described

bellow. Note that, this is a stochastic procedure in which the fittest individuals are favoured

but not always chosen.

C R O S S O V E R : Each member of the mating pool has pc probability to produce descendants,

mating with another one. If the algorithm selects odd number of individuals, we pull out one

at random. The genes of a pair of individuals are combined and create two descendants, that

replace their parents.

M U TAT I O N : Each of the genes of an individual can be mutated with a so called mutation prob-

ability. Mutation is used to avoid being trapped in local minima.

E L I T I S M M E C H A N I S M : It keeps track of a group of the elite individuals which illustrate the

best fitness rate and at the same time innovative characteristics.

— Reproduction —

T O U R N A M E N T S E L E C T I O N : Randomly selects k individuals (tournament size) from the pop-

ulation and then selects the best out of these to survive.

R A N K B A S E D R O U L E T T E W H E E L : Rank selection first ranks the population and then every

individual is associated with a piece of the roulette with area proportional to its fitness rate.

For example, the worst individual could have area 1, second worst individual 2 and the best

will have fitness Q (size of the population). After this all the individuals have a chance to be

selected. Rank-based selection schemes can avoid premature convergence but it is computa-

tionally expensive because of the sorting of the populations based on the individuals’ fitness

rate.
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— Crossover —

GA replaces the parents of the mating pool created by the reproduction operator by the pro-

duced children directly in the population

— Mutation —

Each individual in the mating pool has pmut probability to become a mutant. We will refer to

this probability as the mutant probability. Once an individual has been marked as a mutant,

then each of its attributes is to be flipped (from 0 to 1 and vice versa) with a quite small

mutation probability pm, typically between 0.01 and 0.05. Larger values of this probability

could turn the optimization procedure into a random search.

— Hall of Fame (HOF) —

Here, we introduce a new form of an elitism mechanism based on the one implemented

in [105] that gets a set of Nhof of informative individuals evolved from generation to genera-

tion, the elements of which after possible modifications, are survived in each new population

throughout the optimization process. This elite population is divided into two subsets. The

first subset which we will be referred as the innovative population, composed by Nin individu-

als and takes into account, in addition to the fitness rate of the individuals, the diversity of the

members.

The insertion of a new individual in this subset is made so that old members of that set have

priority over new individuals. The individuals are sorted based on their fitness values. A new

candidate individual is to be inserted only if it is not similar to the last member (worst fitness

rate) of the set and also illustrates a better fitness score.

We consider two individuals m(1), m(2) similar if and only if the absolute normalized differ-

ence, as described in the following equivalence, is less than a certain threshold ε. Hence

m(1) is similar to m(2) ⇐⇒ 1
M

M

∑
j=1

|m(1)
j −m(2)

j |
bj − aj

< ε. (4.170)

Additionally, in our implementation we perform a forced mutation (pmut = 1) to the innova-

tive population in order to promote the exploration in possibly interesting areas.

As it is clear, the above procedure does not assure that the best individual that ever exists

is part of the innovative population. Therefore, in order to make sure that we keep alive the

individuals with the best fitness rates ever occurred, we also have decided to track a small
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number Nel of those individuals. This sub-population would be the second subset of the HOF

and we call it by the term elite population [106].

To summarize, at each iteration, HOF consists of a totally Nhof = Nel + Nin number of indi-

viduals, where

• The first Nel are introduced such that to be the best individuals up to now. Keeping these

individuals has been proved to give a significant boost to the convergence speed.

• The last Nin have been collected with respect to a trade off between their fitness rates

and the similarity measure 4.170 which supports the diversity of the population.
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chapter5

INVERSE PROBLEMS OF ACOUSTICAL OCEANOGRAPHY

USING STATISTICAL AND PROBABILISTIC FEATURES

Abstract

In this chapter we describe two inversion schemes that can be applied to problems of ocean acoustic tomography

and geoacoustic inversions (see Chapter 3). The inversion schemes exploit statistical or probabilistic features of a

measured acoustic signal to estimate parameters of the marine environment through an appropriate optimization

procedure that associates features of the measured acoustic signal with the features of a simulated one calculated

on the basis of possible values of the recoverable parameters (replica fields). We will make use of the mathematical

background presented in Chapter 4. The inversion scheme based on the statistical features has already been ap-

plied in problems of acoustical oceanography, while the scheme based on the probabilistic features of the signals

is a novel one. As both schemes are affected by the noise contained in the measured signal, it is essential that a

denoising procedure is applied prior to its exploitation. The first section of the chapter is dedicated to the presen-

tation of a denoising scheme. The second section presents the statistical signal characterization scheme while the

third one is devoted to the probabilistic signal characterization scheme. The final section describes the inversion

procedure based on the two alternative characterization schemes.

5.1 De-noising Scheme

An acoustic signal in the time domain s(t) is considered here in its digital form as a set of

discrete samples

s[n] = s′[n] + w[n], n = 1, . . . , N (5.1)

where s′[n] is the noise-free part of the signal and w[n] is added noise.
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In inverse problems formulated on the basis of observables which are not directly related to

the spectrum of the signal (e.g. ray or modal arrivals), there is also a reduction to the perfor-

mance of the inversion scheme, due to presence of noise.

However, in both the statistical and probabilistic characterization schemes, the features of

the signals are extracted taking into account the energy content of the signal in the whole

bandwidth. Therefore, the noise in those schemes has a more serious affect to the feature

extraction procedure applied to the recorded signal.

It should be noted that recently, an additional possible contamination factor of the recorded

underwater acoustic signals has been studied. Specifically, the signal was considered to be

both blurred and noisy and it was modeled mathematically as follows:

s = A s′[n] + w[n], n = 1, . . . , N, (5.2)

where the matrix A quantifies the blurring mechanism.

Deblurring of the signal can be achieved by means of a technique introduced by Taroudaki

and O’ Leary [107] for image deblurring, and it is based on a statistical near optimal spectral

filtering technique that takes advantage of the singular values of the approximated blurring

matrix and the Picard Parameter of the signal that allows for estimation of the additive noise

properties and estimation of the error. This deblurring-denoising technique has been stud-

ied using both synthetic and actual signals with promising results [108, 109], but will not be

applied in the case studies presenting in this thesis. In the framework of this thesis, we will

apply a denoising scheme to enhance the quality of the inversion results. Due to the nature of

this scheme it will be denoted as the Sparse Denoising Scheme (SDS). Given a noisy acoustic

signal in form of (5.1), we divide this into overlapping windows sj, each one of length L using

the maximum overlapping rate of L− 1 samples [110]. Hence, the j− th window sj is given

in vector form by

sj = {s′[n] + w[n], n ∈ Z∩ [j, j + L− 1]}, (5.3)

where the index j ∈ Z∩ [1, N − L + 1].

In Figure 5.1 an example of overlapping windowing is illustrated. For simplicity reasons, we

will denote N − L + 1 as M. Also, in the rest of the chapter we will omit the argument [n].
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Figure 5.1: A zoomed version of the discrete signal from the SW06 experiment. This figure depicts the

s600, s601, s610, s640 overlapping windows (each of length 128 samples) of the signal.

Thus, we define a family of overlapping windows S = {sj ∈ RL}j=1...M. Following the theory

presented in Chapter 4.6 we define the dictonary matrix D ∈ RL,M, so that, each specific

window sj is estimated in the form as s̃j given by the following formula

s̃j = Daj, (5.4)

where the coefficients aj are appropriate vectors {aj ∈ RM}j=1...M to be also defined.

The proper dictionary matrix D is obtained by solving the following sparse dictionary learn-

ing problem:

min
D∈RL,M

1
M

M

∑
j=1

min
aj∈RM

{
1
2
‖sj −Daj‖2

2 + λ‖aj‖1

}
(5.5)

The solution of an optimization problem of this form was also discussed in Section 4.6.

Once the dictionary D has been defined and the coefficient vectors âj have been calculated for

all windows sj, the approximation of a denoised version ŝj for each window frame sj is given

by:

ŝj = D âj, j = 1, . . . , M. (5.6)
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Figure 5.2: The raw and

denoised signal from the

SW06 experiment.
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Thus, we have c(n) segments each of them including an estimation of the n− th sample of the

signal. c(n) is given by the function :

c(n) =



n if n ∈ [1, L)

L if n ∈ [L, N − L]

N − n + 1 if n ∈ (N − L, N].

(5.7)

We define an approximation of the actual signal s′ composed by digits, each one being the

expected value of all the approximations as described above. Assuming that every approx-

imation has the same impact to the final estimated value we get the approximation ŝ as a

typical mean value of the observations. Hence

ŝ[n] =
1

c(n)

min(n,M)

∑
k=max(1,n−L+1)

ŝk[n− k + 1]. (5.8)

The signal ŝ[n] is a good approximation of the noise-free signal s′[n]. This statement, although

not rigorously proved, is justified by the fact that the procedure degrades the noisy component

of the signal w[n] and emphasizes its energy significant part. Note that, there is a sharing

of the dictionary matrix D among all the window frames of the signal forcing its columns

to reflect patterns of similar frames. This observation is the key factor behind the denoising

strategy as by the procedure described above, the dictionary is forced to describe quite well

all the frames in a sparse and compressible way. When the sparsity terms λ‖aj‖ tend to zero,

the coefficients aj are in dense form and take into account the redundancy of the dictionary,

the iterative procedure yields the noisy signal. Generally, if a frame is described in a dense

– 78 –



5.2 T H E S TAT I S T I C A L S I G N A L C H A R A C T E R I Z AT I O N S C H E M E ( S S C S )

representation, then a lot of the dictionary vectors would be involved to the representation

and the stochastic feature of the noise could be efficiently described.

On the other hand, if h has a strong impact in the cost function, the coefficients will be in ex-

treme sparse forms. Therefore, the approximation will omit significant signal parts including

parts associated with the noise-free signal. In addition, similar frames will tend to have same

representation and the reconstructed signal will be considered as a bad approximation of the

real noise-free one.

As is easily understood, the method implemented in this work constitutes a trade off between

sparsity and proper reconstruction, giving an estimation of the signal in which most of the

components of the noise-free signal are kept, and omitting most of its noisy parts. In other

words, the fewer vectors are used in the estimation of the noise-free version of the signal,

the less external structures (noise) are revealed with some compromise on quality of the ap-

proximation error of the observed signal. Figure 5.2 presents an example of signal denosing

applied to a measured during the SW06. Detals of SW06 experiment presented in Chapter 6

of this thesis.

5.2 The Statistical Signal Characterization Scheme (SSCS)

This scheme associates a signal with statistical features of the coefficients of a transformation

of the acoustic signals via an one-dimensional wavelet decomposition and then by fitting the

empirical distributions of the sub-band coefficients using an appropriate statistical distribu-

tion.

Taroudakis et al. [1] have shown that for a general class of acoustic signals used in applications

of acoustical oceanography these empirical statistical distributions are symmetric, have heavy

algebraic tails, and then can be statistical described by Symmetrical alpha-Stable (SαS) distri-

butions. The symmetric alpha-stable distributions, have proven to be efficient in describing

the content of many texture images [111, 112].

The similarity measurements between two acoustic signals statistical characterized as above,

is performed through a proper version of the KLD between their corresponding SαS distribu-

tions.
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Figure 5.3: Wavelet mul-

tiresolution analysis at 3

levels of a recorded acous-

tic signal obtained by the

SW06 experiment, corre-

sponding to a light-bulb

implosion after a denoising

procedure.

level 3level 2level 1

5.2.1 Feature extraction

— Wavelet multiresolution analysis —

Consider a digital acoustic signal s[n], n = 1, . . . , N measured at a specific location in the

water column. By applying a 1-D Discrete Wavelet Transform (DWT) to the signal < s, ψa,b >,

where ψa,b is an appropriately chosen wavelet, we obtain an N-dimensional vector of coeffi-

cients A0 representing the signal (s[n]←→ A0). The signal can in principle be reconstructed by

applying the inverse wavelet transform to its transformed version. For applications of signal

characterization, a single (zero order) level analysis of the signal is not enough. Following the

work by Mallat [73], we proceed with a multiresolution analysis employing the 1D Discrete

Wavelet Transform. This procedure was described more analytically in Section 4.2.3, and it is

summarized here. Starting with the discrete signal s[n] we calculate the first level of decom-

position which consists of two vectors A1 and D1, each one of dimension about N/2. These

vectors are obtained by convolution of the signal with suitable discrete filters followed by

down sampling.

A1[n; s] = A0 ∗ L[2n] (5.9)

D1[n; s] = A0 ∗ H[2n] (5.10)

The vector A1 is the result of the passage of the signal from a low-pass filter L and is called

the first level approximation coefficients vector of the decomposition. Similarly, the D1 results

from the passage of the signal from a high-pass filter H and is called the first level detail

coefficients vector of the decomposition.
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At the second level of the decomposition, the vector A1 of approximation coefficients is de-

composed in two coefficients vectors using the same process and replacing only s[n] by A1

and then producing A2 and D2 vectors each one with dimension about N/22. At an arbitrary

level j we get:

Aj+1[n; s] = Aj ∗ L[2n] (5.11)

D j+1[n; s] = Aj ∗ H[2n] (5.12)

This procedure continues in the same way up to the k-th level of decomposition, where the

(L − 1)-th level approximation coefficients vector is AL−1 and producing AL and DL the L-

th level approximation and detail coefficients vectors respectively, each one with dimension

about N/2L.

— Statistical modelling of wavelet sub-band coefficients —

The next step of the scheme is the statistical characterization of the signal wavelet coeffi-

cients. Initially we calculate a-posteriori statistical distributions of the wavelet coefficients

D1,D2, ...,DL,AL and associate each one of them with a Symmetric Alpha Stable distribution

(SαS) using the characteristic function:

Φ(t) = exp(iδt− γα|t|α), (5.13)

where 0 < α ≤ 2 is the characteristic exponent which controls the marginal behavior of tails,

−∞ < δ < ∞ is the location parameter and γ > 0 is the dispersion of the distribution which

determines the spread of the distribution around the location parameter δ [113].

We know that the statistical distributions of the wavelet coefficients are concentrated around

t = 0, whenever each coefficient is characterized only by the parameters α and γ. Accordingly,

an arbitrary acoustic signal S is characterized by a feature vector d of dimension 2L + 2 as

follows

s↔ {Φ0, ..., ΦL} ↔ d = [α0, γ0, α1, γ1, ..., αL, γL]T, (5.14)

where a particular pair αi, γi consists of the estimated model parameters that correspond, for

i = 0 to the approximation subband at the L-th decomposition level and for i = 1, ..., L to the

detail subband at the i-th decomposition level.

— A feature extraction example —

In this section we introduce an example of the signal characterization technique described

above, using a real acoustic signal in the time domain (Figure 5.4). The example signal was

– 81 –



5.2 T H E S TAT I S T I C A L S I G N A L C H A R A C T E R I Z AT I O N S C H E M E ( S S C S )

Figure 5.4: The denoised

recorded acoustic signal.

The denoising has been

done using the sparse de-

noising method introduced

in the previous section.

Figure 5.5: Modelling the

cumulative density func-

tions of the four wavelet

sub-band (one approxima-

tion and three details) of

the three-level decomposi-

tion of the SW06 experi-

ment’s recorded signal.
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due to an implosion of a lightbulb at the water and it has been recorded during the Shal-

low Water 2006 (SW06) experiment. This characterization will be the bases for the retrieval

of the parameters of the sea-bed by introducing three different parameterized models of the

experimental environment as we will present in Chapter 6. We perform the feature extraction

process using a 3-level multiresolution analysis and statistical modeling of the wavelet coef-

ficients using the symmetric alpha-stable distribution. The characterization scheme gives the

following feature vector that contains the SaS parameters of the four sub-bands.

d = [0.5929, 0.0314, 0.7539, 0.0855, 0.8013, 0.1447, 0.6799, 0.0215]T. (5.15)

Figure 5.5 compares the SaS cumulative distribution function p(X < x) with the empirical

ones. This figure shows that the SaS distribution and the corresponding empirical distribu-
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tions fit quite well, which is an indication that SaS distribution represents well the statistics of

the wavelet sub-band coefficients of an real underwater acoustic signal.

5.2.2 Similarity measurements

In order for a classification scheme to be usable for some inversion procedure, a measure

of the difference between two signals characterized by the statistics of the wavelet coeffi-

cients should be defined. As shown in [1] an appropriate similarity measure is defined by

the Kullback-Leibler Divergence (KLD) [66] already presented in which expresses the dis-

tance Ds between two acoustic signals s1 and s2, represented by their feature vectors d1 and

d2 respectively, and has the following form:

Ds(S1, S2) = Ds(d1, d2) =
L

∑
k=0

KLD(Φk
1||Φk

2). (5.16)

Here, KLD(Φk
1‖Φk

2) is the Kullback-Leibler divergence between the Φk
1 and Φk

2 distributions,

which are evaluated using the estimated SaS parameters (αk
2, γk

2) and (αk
1, γk

1), respectively

and it is expressed by the closed form

D(Φk
1‖Φk

2) = ln
(

ck
2

ck
1

)
− 1

αk
1
+

(
γk

2

γk
1

)αk
2 Γ( αk

2+1
αk

1
)

Γ( 1
αk

1
)

, (5.17)

where Γ(·) is the Gamma function and

ck
i =

2Γ( 1
αk

i
)

αk
i γk

i
, i = 1, 2.

Formula 5.16 is based on the assumption that the statistical character of the wavelet coeffi-

cients at each level is independent to that of another level.

5.3 The Probabilistic Signal Characterization Scheme (PSCS)

In this section, the new proposed approach for characterizing acoustic signals is presented. It

is based on a wavelet packet analysis of the waveforms, followed by an adaptation of a HMM

to a transformed version of selected wavelet packet coefficients.

The SSCS was introduced as a feature extraction technique of acoustic signals that uses no

physical observables of them. As it is known obtaining physical observables consists a gen-

erally difficult procedure. The SSCS as it was presented in the previous section associates

each wavelet subband coefficient vector with a suitable statistical distribution. In order to
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determine for each subband coefficient vector a corresponding SαS distribution, we have as-

sumed that the elements of any coefficient vector are independent and identically distributed

(i.i.d). Although, this assumption might be sufficient for signals with no significant spectral

variations with the time this is probably is a problematic assumption for propagated pulses

through a dispersive waveguide where the measured signal consists of a sequence of various

energy packet arrivals. Other issues of the SSCS are the assumption of statistical indepen-

dency among the wavelet sub-band coefficients of the signal and the lack of the translation

invariant property of the wavelet transform.

In the proposed signal characterization scheme, we have relaxed the (i.i.d) assumption by em-

ploying a HMM to characterize the extracted wavelet packet coefficients of the signal. In the

new approach, the wavelet packet features of a signal form a time series of vectors, each one

of which contains the spectra information of the signal for a (discrete) time. We will describe

this time series by a group of multivariate Gaussian distributions. These distributions are cho-

sen with full covariance matrix to take into account possible dependencies among coefficients

belonging to different subbands of the signal decomposition. In addition, the scheme uses the

stationary version of the wavelet packet transform (see Section 4.2.6) which offers a translation

invariant characterization.

5.3.1 Feature extraction

— Stationary wavelet packet decomposition —

As it has been mentioned, the stationary wavelet decomposition provides a time invariant

time-frequency decomposition, giving good resolution in both time and frequency domains.

Therefore the wavelet packet coefficients keep the important time-frequency information car-

ried by the original signal in the time domain.

Following the notation of Section 4.2, we perform time-frequency analysis of the signals using

J decomposition levels. Then we keep only the nodes corresponding to the J-th (last) level as

a signature of the signal.

s[n]⇒
{
V0

J ,V
1
J , . . . ,V J−1

J

}
(coefficients in frequency order). (5.18)

(See Section 4.2.4 for the definition of the V j
J).

Note that, according the properties of the wavelet packet transform, we can reconstruct the

coefficients of any k-th level where k < J , so there is no loss of information. However, a
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more sophisticated approach will be applied, by finding the best decomposition by keeping

coefficients at various decomposition levels, as will be presented in Section 7.2.1. This is one

of the goals of our future plans.

Each sub-band vector V i
j can be associated with an energy signature, by means of the Eu-

clidean norm, E i
j as follows:

E k
j =

‖Vk
J‖2

2

∑2J−1
i=0 ‖V i

J‖2
2

, k = 0, . . . , 2J − 1. (5.19)

— The time-frequency feature matrix —

In order to decrease the dimension of the feature space, we keep only the sub-bands with

energy content above a certain threshold. Additionally, this could contribute to the reduction

of the noise influence on the decomposition coefficients due to the noise. Therefore, we get the

characterization

signal ⇒
{
Vk

J | E k
J > threshold

}
=

{
Vk1

J ,Vk2
J . . . ,VkD

J

}
. (5.20)

In this work, we have considered a threshold = 0.025, corresponding to 2.5% of the total

energy of the decomposition.

We then gather the vectors {V`
J}D

`=1 to form the following matrix Y as

Y =



←− Vk1
j −→

←− Vk2
j −→
...

←− VkD
j −→


∈ RD×N′ (5.21)

At this point, we adopt the following notation:

(Notation) Consider a MxN matrix, generally denoted by A. We shall denote by ari the i-th, i ∈

{1, 2, . . . , M}, row of this matrix. Furthermore, we shall denote by acj the j-th, j ∈ {1, 2, . . . , N},

column of the matrix A.

– 85 –



5.3 T H E P R O B A B I L I S T I C S I G N A L C H A R A C T E R I Z AT I O N S C H E M E ( P S C S )

signal

level 1

level 2
level 3

* dominated frequencies per coefficient vector

[0-32] Hz *

[32-64] Hz *

[64-96] Hz *

[96-128] Hz *

[128-160] Hz *

[160-192] Hz *

[192-224] Hz *

[224-256] Hz *

[256-288] Hz *

[288-320] Hz *

[320-352] Hz *

[352-384] Hz *

[384-416] Hz *

[416-448] Hz*

[448-480] Hz *

[480-512] Hz *

level 4

N = 4096 samples
fs = 1024 Hz

dominated frequencies
[30-220] Hz

Figure 5.6: Wavelet packet decomposition, in both natural and frequency order, of a recorded acoustic

signal obtained by the SW06 experiment, corresponding to a lightbulb implosion after a

denoising procedure.
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Figure 5.7: Energy contri-

bution per wavelet packet

coefficient sub-band.

Threshold has picked to

be 0.025 (green horizontal

line).

Following the previous notation, we can express the D×N′ matrix Y using both the row-wise

and column-wise definitions as follows:

Y =


↑ ↑ ↑

yc1 yc2 . . . ycN′

↓ ↓ ↓

 (column-wise notation) (5.22)

=



←− yr1 −→

←− yr2 −→
...

←− yrD −→


(row-wise notation). (5.23)

Then, we can now find two indexes n1 and n2 for which the columns yc1, . . . , yc,n1−1 and

yc,n2+1, . . . , ycN′ have energies below certain thresholds that depend on the noise level of the

considered signal. In brief, we take an envelope of the energy of the coefficients per column

of Y and the indexes n1 and n2 corresponds to the columns enclosing the effective wavelet

packet coefficients of the signal.

Hence, an acoustic signal can be characterized using a matrix X∗ determined by the columns

of the matrix Y between ycn1 and ycn2 . Thus,

X∗ =


↑ ↑ ↑

x∗c1 x∗c2 . . . x∗cN

↓ ↓ ↓

 , (5.24)

where x∗cj = yc,n1−1+j, j = 1, . . . , N and N = n2 − n1 + 1 is the number of the columns of X∗.
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Since each row of X∗ corresponds to a different frequency sub-band, and each band carries

different information about the source properties as well as the properties of the environment

through which the signal has been transmitted, a normalization process is applied to ensure

that the characterization of the signal is as sensitive as possible to the variation of environmen-

tal parameters, such as the densities of the sub-bottom layers which according to the literature

are difficult to be retrieved from physical observables relative to the acoustic field.

Furthermore, in problems of pattern recognition a standard preprocessing technique is ap-

plied to the observations in order that all the feature components to be in a notionally com-

mon scale. In our case, is to be achieved by standardization of the magnitude of each row of

X∗ to have a zero mean value and unity standard deviation.

It should be noted, that the proposed characterization scheme focuses on the modeling of the

energy motifs revealing the wavelet packet coefficients of the signals. The (temporal or whole)

energy of the coefficients is evaluated by considering the magnitude of the coefficients. This

gives as a side effect that the characterization of a signal with our approach will lack of phase

information of wavelet packet coefficients.

We would now like to describe the magnitude of the Wavelet packet coefficients via a number

of Normal distributions. To achieve a better adaptation of the coefficients with the normal

distribution, we will also smooth these coefficients by projecting them onto the logarithmic

scale. Such a smoothing transformation as a preprocessing mechanism in general decreases

the representations misfit of a Gaussian distribution based modeling of the observed data [114,

115, 116, 117].

It should be noted that a subject of future research is associated with the potential use of a

family of more general distributions such as mixtures of Gaussian distributions that would

possibly give superior characterization properties.

Taking into account the above considerations, the matrix X∗ is transformed to a new matrix X

of the form

X =



←− xr1 −→

←− xr2 −→
...

←− xrD −→


, (5.25)
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where its rows are given by:

xri = log
( |x∗ri − x∗ri|

σx∗ri

)
, i = 1, . . . , D, (5.26)

where the bar denotes the mean value, and σ denotes the standard deviation of a set of values.

This matrix consists of the final time-frequency features that we consider.

Note that, so far, the feature extraction procedure has been deterministic. Next, a signal is to

be further characterized by a stochastic model over these extracted features.

— Associating the extracted Wavelet packet coefficients with a HMM —

In the previous subsection we saw that, a signal can be associated with a matrix X by trans-

forming selected wavelet packet coefficients of the signal. Each column of this matrix provides

information about the energy of the signal in several frequency subbands at a specific time in-

terval. Therefore, we can consider the columns of the matrix X as a time series of realization of

high-dimensional random variables which characterizes the original waveform. Let xn be the

n-th random variable corresponding to a measured signal. For each xn we introduce a hidden

(unobserved) discrete random variable zn, such that each xn, given any possible realization

(state) of the corresponding zn to obey a Gaussian distribution. In addition, we assume that

zn depends only on the very previous hidden random variable zn−1. Now, we can character-

ize the matrix X containing the time-frequency features of the signal with a single HMM with

Gaussian emission distributions.

According to the definitions presented in Section 4.5.1, a HMM can be parameterized by the

set λ:

λ = {π, A, Φ}, (5.27)

where π is a vector which contains the initial state probabilities, A is the transition matrix with

elements of the transition probabilities that express the probability for moving from one hid-

den state to another as the time passes, and finally Φ contains the parameters for the Gaussian

emission distributions that control the observed time series X.

Considering that these time series are the result of the feature extraction of underwater acous-

tic signals transmitted in a dispersive waveguide, it is reasonable to assume that time-frequency

features progress over time, transitioning from one state to an other one. Therefore, a restricted

transition model is considered here instead of a fully-connected one in which the state of the

hidden variable is allowed to be transitioned from each state at the current time step to every

other at the next time step .
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The considered HMM belongs to the so called left-to-right HMMs, due to the fact that the

order of the hidden state can either stays the same or increases as time increases. The transition

probabilities in such a case are modeled by an upper-triangular matrix. In our model we apply

an additional constrain on the transition matrix in which no steps of more than one state a

time is allowed (Bakis topology), which is extensively used in applications of digit or speech

recognition [118, 119, 120, 121, 122, 123]. Therefore, in the general case when K hidden states

are considered, the transition matrix takes the form:

A =



A11 A12 0 0 . . . 0

0 A22 A23 0 . . . 0
...

. . . . . .
...

0 . . . 0 AK−2,K−2 AK−2,K−1 0

0 . . . 0 0 AK−1,K−1 AK−1,K

0 . . . 0 0 0 1


(5.28)

Note that for the last state in a left-to-right model, we have AKK = 1. Furthermore, the form of

the transition matrix forces the initial state probabilities to have the following constant values

π = [1.0, 0.0, . . . , 0.0]T ∈ RK. (5.29)

Since any predefined zero in the transition matrix or the initial state probabilities, remains

zero as the EM algorithm is being performed, the application of the above constraints in the

training procedure realized by the EM algorithm is straightforward.

To summarize, a signal can be characterized by its time-frequency feature matrix X and even-

tually through the HMM by means of the set λ (5.27). Thus, this generative model after being

trained with respect to the extracted wavelet packet features of the signal, consists of a repre-

sentative set of parameters of the signal. The joint probability distribution over both observed

and hidden variables is given with respect to the set λ by

p(X, Z|λ) = p(z1|π)

( N

∏
n=2

p(zn|zn−1, A)

) N

∏
n=1

p(xn|zn, Φ). (5.30)

Therefore, a signal can be associated with a single HMM by using the Expectation-Maximization

algorithm as it had been described in Section 4.5.2, which is composed by the following steps:

1. Start with a initial model λold as described in Section 4.5.2.

2. E step : Evaluate the posterior distribution over the Z, p(Z|X, λold).
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3. M step : Maximize the expectation EZ|X,λold{ln p(X, Z|λ)} with respect to λ.

4. Evaluate the log likelihood ln p(X|λ). If the convergence is not achieved, set λold = λ

and go to step 2.

Taking into account the stochastic nature of the training process, the resulted model may vary

per realization and sometimes the algorithm might lead to a local instead of the global max-

imum, for the likelihood function. To address such issues we perform several realizations of

the EM algorithm and we keep the model that gives the best performance with respect to the

value of the likelihood.

The remaining issue that we have to address is the calculation of the number K of the model’s

hidden states, such that the observations X to be optimally characterized by a learned HMM.

Let us denote by λK a generic k-state HMM over the observables. We introduce the posterior

distribution of the observation given the assumption of a k-state modeling that is evaluated

on the basis of the integration of p(X|K, λK) over all possible k-th state HMMs. This posterior

probability is written in the following form

p(X|K) =
∫

p(X|K, λK)dλK. (5.31)

Note that, the calculation of the optimal number of the model’s hidden states requires an

optimization over the integral, therefore

Kopt = arg max
K

p(X|K). (5.32)

Unfortunately, there is no simple way of evaluating the above integral, as a result the previous

optimization problem is hard to solve. However, an estimation of Kopt can be done by means of

the Bayesian Information Criterion (BIC) [124] which consists of an asymptotic approximation

of the logarithm of the integrated likelihood function. Following the work by Celeux and

Durand [125] this approximation for HMMs is given by

p(X|K) ≈ BIC(K) = ln p(X|K, λ̂K)−
νK

2
ln N, (5.33)

where λ̂K is the trained model after performing the EM when K hidden states are considered,

N is the length of the sequence of the observables that it is equal to the number of the columns

of X, and with νK the model free parameters. The chosen structure of the HMMs leads to the

following number of free model parameters:

νK = K ∗
(

2 +
D2 + 3D

2

)
− 2, (5.34)
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where D as before denotes the dimensionality of the observations.

As a result, the number of the hidden states can be estimated by the following simple maxi-

mization problem:

Kopt = arg max
K

BIC(K). (5.35)

— A feature extraction example —

In this section, we present an example of the signal characterization technique described

above, using the real acoustic signal presented in Figure 5.4.

After the feature extraction using the wavelet packet transform with 4 levels (Figure 5.6) and

keeping the columns with energy above a certain threshold, we get the feature matrix X ∈

R6, 502 using 6 wavelet packet coefficient bands corresponding to relative energy above of 2.5%

as illustrated in Figure 5.7. The cropped signal and the rows of the X matrix are presented in

Figure 5.8.

The wavelet of choice is the Wavelet Daubechies 4 (db4) which has extensively used in appli-

cations of the statistical signal characterization.

By applying the BIC penalized likelihood criterion to the family of HMM with the previously

mentioned left-to-right structure, we conclude that data are optimally fit using hidden vari-

ables of 6 states.

Figure 5.9 presents the quantity BIC for various number of hidden states. By considering to-

tally 6 different hidden states the transition modelling can been described by the Figure 5.10.

We perform the EM algorithm 20 times, choosing the best of the trained models. For our signal

the best trained model has the following transition matrix

A =



0.981848 0.018152 0 0 0 0

0 0.988036 0.011964 0 0 0

0 0 0.988485 0.011515 0 0

0 0 0 0.981751 0.018249 0

0 0 0 0 0.988978 0.011022

0 0 0 0 0 1.0


(5.36)
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Figure 5.8: The cropped signal of the characterization example and the selected log-scale wavelet coef-

ficients after standardization.

1st state 2nd state 3rd state 4th state 5th state 6th state

Figure 5.10: Transition modelling of the HMM of the signal’s characterization example.
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Figure 5.9: The BIC penal-

ized likelihood criterion for

selecting the number of the

hidden states.

2 3 4 5 6 7 8 9 10

Number of hidden states

−5250

−5200

−5150

−5100

−5050

−5000

−4950

B
IC

– 94 –



5.3 T H E P R O B A B I L I S T I C S I G N A L C H A R A C T E R I Z AT I O N S C H E M E ( P S C S )

Furthermore, the mean values of the emission distributions are the following

µ1 =



−0.289589

−1.778478

−0.810653

0.563156

0.198924

−1.318611


, µ2 =



0.089679

0.274380

0.136299

−0.782683

−0.576287

−0.089740


, µ3 =



−0.820805

−1.255032

−1.655625

−0.944006

−0.761501

−0.531937


,

µ4 =



−1.898840

−1.871181

−1.792190

−1.814542

−1.434755

−1.082241


, µ5 =



−2.986100

−3.393997

−2.662216

−2.078534

−2.497090

−3.137617


, µ6 =



−2.206277

−1.694613

−1.423073

−1.908468

−2.471559

−2.195566


(5.37)

Finally, in Figure 5.11 we present the covariance matrices of emission distributions of the fitted

model. The next step is to extent our characterization scheme by providing a similarity mea-

sure between two trained models. Thereafter, by using the trained model with connection

Figure 5.11: The covariance

matrices.

with the observations X, we apply the Viterbi algorithm (Section 4.5.2) to find the most proba-

ble values of the hidden variable sequence z1, . . . , zN which best explains the observations by

means of the maximization of the conditional distribution p(Z|X, λ). Figure 5.12 indicates the

retrieved state sequence of the example signal.
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state 1 state 2 state 3 state 4 state 5 state 6

Figure 5.12: The most probable sequence (by using the Viterbi algorithm) of the hidden states for the

signal of the classification example.

5.3.2 Similarity measurements

Given two acoustic signals s1 and s2 and their corresponding HMMs λ1 and λ2, we wish to

measure how similar these signals are by calculating the similarities measurements between

their associated models, using the Kullback-Leibler .

Ds(s1, s2) ≡ KL(λ1‖λ2) = KL
(

p(X|λ1)‖p(X|λ2)

)
=

∫
p(X|λ1) log

p(X|λ1)

p(X|λ2)
dX

= EX|λ1
{log p(X|λ1)− log p(X|λ2)}. (5.38)
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Unfortunately, analytic evaluation of this integral is not possible. Therefore, we need a suffi-

cient approximation of the KLD. An asymptotic approximation of the above integral is given

by the following expression

Ds(s1, s2) ≡ KLD(λ1‖λ2) ≈
1

QN

Q

∑
q=1

[log p(X(q)‖λ1)− log p(X(q)‖λ2)]. (5.39)

where X(q), q = 1, . . . , Q form a sequence of observation, each one with N time steps, gen-

erated by model λ1. In this work we have fixed the number of generated sequences to be

Q = 2000.

5.4 The Inversion Procedure

The applications presented in this work are associated with non-linear inverse problems of

acoustical oceanography. The solution of these problems is formulated through optimization

schemes aiming at the minimization of the difference between features of the measured signal

and features of replica signals taken from an appropriate search space.

In this work we have applied statistical and probabilistic characterization schemes and the

difference of the signals are obtained by means of the Kullback-Leibler Divergence, adopted

to the appropriate characterization scheme.

5.4.1 Replica signals

Replica signals are obtained by applying a forward propagation model over a setM of model

parameters describing the marine environment. A subset of these parameters consists the set

Mrec of the recoverable model parameters.

M =M0 ∪Mrec with M0 ∩Mrec = ∅, (5.40)

whereM0 the set of the model parameters which are considered known.

Each model parameter is quantified by means of a real-valued variable mj. Knowing the val-

ues of the set of the known model parametersM0, we can define different propagation mod-

els by considering various values for the recoverable model parameters. Let m the recoverable

parameter vector containing‘ the M recoverable model parameters. Thus, this vector has the

form:

RECOVERABLE PARAMETER VECTOR m = [m1, m2, . . . , mM]T, (5.41)

Throughout this work a normal mode propagation model is used to calculate the impulse

response in a cylindrical coordinate system considering an axially symmetric environment,
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pm(r, z; zs, ω) for frequency ω at range r and depth z due to a point harmonic source at depth

zs. The acoustic signal at frequency ω when a source excitation function S(ω) is considered,

is given by p′m(r, z; zs, ω) = S(ω)pm(r, z; zs, ω). By applying the inverse Fourier transform we

obtain the replica signal sr in the time domain.

The features of a replica signal are directly related to the recoverable parameters m using

the two characterization methods considering in this thesis. Figure 5.13 shows the procedure

for obtaining the features corresponding to a recoverable parameter vector m, using the two

signal characterization methods presented in this thesis. Nevertheless, in an actual inverse

Figure 5.13: Flow diagram

for obtaining the features

(observables) of the replica

signals in both characteri-

zation schemes.

propagation model Fourier synthesis

(SSCS)

(PSCS)

problem, any prior information on the model parameters has to be used to reduce the number

of the possible candidate combinations of the values of the recoverable parameters. Typically,

each parameter is limited to some discrete values lying in a closed interval, forming a set of

possible model vectors called the search space of the inverse problem.

5.4.2 Measured signals

In our inversion applications, we compare the features of the replica signals with the corre-

sponding features of a measured signal. In real applications, these measured signals sm are

obtained by recording the acoustic field in hydrophones and they are contaminated with

noise. Due to the fact that both the SSCS (Section 5.2) and PSCS (Section 5.3) characteriza-

tion schemes require signals with a large signal-to-noise ratio (SNR), we apply the sparse

denoising scheme (Section 5.1) to enhance the signal quality before a signal characterization

procedure is applied. Note that the features of the measured signal are associated with same

recoverable parameters of the replica signals. The clean signal is denoted as smc

Some of the inversion test cases that we will present in the following chapter are associated

with synthetic data. In these cases, in order to simulate the conditions of a real experiment, we

form a vector mt containing values of the recoverable model parameters which are considered

as "true" of model parameters. By applying a forward propagation problem as in the case of

replica signals, we obtain the "clear" signal corresponding to the true model parameters as smt.
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In order to simulate actual conditions, we add Gaussian white noise to get the simulated raw

signal s̃mt. Then we apply again the sparse denoising scheme to obtain a good approximation

s̃mc of the noise-free simulated signal smt . This clean signal will be considered as the actual

signal for the simulated experiment. Figure 5.14 shows the procedure for obtaining the signal

s which will be used for calculating the similarities with any replica one.

Figure 5.14: Flow diagram

for obtaining both the de-

noised actual the simulated

signals.

propagation model denoisingadding noise

(b) Synthetic data

(a) Actual data

denoising

5.4.3 Search space

The search space is defined according to the number and the type of the recoverable parame-

ters in connection with any a-priori information of possible limited values of the recoverable

parameters. We restrict each single parameter mj, j = 1, . . . , M to a number of certain values

in an interval [αj, β j] ⊂ R, where αj and β j are determined either by the physical limitations

or the prior knowledge of the environment under consideration. In this dissertation, we con-

sider for each recoverable parameter mj, a power of two (2Qj ) uniformly distributed values.

The exponent Qj is determined with respect to the desirable accuracy of mj. Thus, the possible

values of mj are given as follows:

mq
j = αj + q

β j − αj

2Qj − 1
, q = 0, . . . , 2Qj − 1. (5.42)

Furthermore, we use the above notation in order to refer to a specific candidate solution as

mq1,q2,...,qM ≡ [mq1
1 , mq2

2 , . . . , mqM
M ]T. (5.43)

The search space can now be described by the following set

SEARCH SPACE A = {mq1,q2,...,qM : qj = 0, . . . , Qj − 1}. (5.44)

It should be noted that the search space consists of totally #Amodel vectors, where

#A = 2Q12Q2 · · · 2QM = 2∑M
j=1 Qj . (5.45)

Finally, the "best" estimated solution of the inverse problem in respect to the search spaceA is

simply given by solving the optimization problem

ESTIMATED SOLUTION mest = arg min
m∈A

Ds(s, sm). (5.46)
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where Ds a proper similarity measure of acoustic signals.

5.5 Optimization Method

5.5.1 Exhaustive search

The exhaustive search is the simplest optimization method for solving optimization problems

over discrete search spaces. This method takes into account all possible candidate solutions

defined by the search space and evaluates the corresponding values of the objective function

chosen as the similarity measure. Adopting this optimization technique for our inversions

requires the calculation of all replica signals that belong to a search space.

However, as the number of the recoverable environmental parameters is increased, the ex-

haustive search approach presented above ceases to be applicable. For example, if we have

to recover 6 parameters among 27 = 128 possible values for each parameter, we will have to

evaluate a total of 242 combinations. It is clear that in such a case, we would have to compute

the synthetic acoustic field for 242 simulated environments. The computation time would be

last about 140000 T/C years, where T is the expected time of calculating the acoustic field of

one arbitrarily instance of the parameter vector m expressed in seconds, and C is the number

of the available CPU cores.

Fortunately, a GA of 3 parallel populations, of 256 individual each, performing for 16 genera-

tions, can give a final set of candidate solutions (3 ∗ 256 individuals) in about 3.4 T/C hours.

A statistical analysis of these candidate solutions will give the final estimation of the inverse

problem.

5.5.2 Optimization using Genetic Algorithm (GA)

A GA is a means to perform the optimization scheme at a reasonable time. According to the

procedure presented in Section 4.7 each parameter mj is transformed to a binary vector zj:

CODING OF mj mj → zj, (5.47)

The GA starts with a randomly chosen initial population (set) of K individuals (candidate

solutions) each one consisting of a candidate vector m(k). Each individual m(k) is expressed

by a expanded binary vector by appending the coding of m(k)
j as:

m(k) → Z(k) = [← z(k)1 →← z(k)2 → · · · ← z(k)M →]T. (5.48)
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To avoid possible trapping to a local solution, a number of parallel populations {POP0
p}Pp=1

are considered in random and each one is evolving independently, by mimicking the mech-

anisms of natural selection where the fitness of individuals is quantified based on the simi-

larity measure among the observables. Remember that in our case the KLD has been used as

an appropriate measure between individuals characterized through statistical or probabilis-

tic features. This evolutionary process is driven by a successive application of the following

operation, for a predefined number of generations G:

1. Reproduction (using tournament selection)

2. Crossover

3. Mutation

4. Hall of fame (Elite and Innovative individuals)

The top index in the notation of the population denotes the generation, therefore after the evo-

lutionary process, the set {POPGp }Pp=1 will include estimations of the recoverable parameters.

The parameters of the GA algorithms that we have used in this thesis are presented in Table

6.3.

5.5.3 Conditional distributions over the final population of GA

The GA algorithm is terminated when the predefined number of generation has been reached.

Due to the parallel evolution of independent populations after the GA termination we have P

sets of candidate solutions. Each generation consists of a certain number of individuals , each

one of which corresponding to a vector of recoverable parameters.

We will denote by POP the superset of the individuals belonging to each realization of GA,

such as:

POP = {POPGp }Pp=1. (5.49)

We denote the set POP by the term final population of the GA.

A simple choice to present the solution to the inverse problem is to pick up the vector nm

corresponding to the best individual in the final population,. Although this choice has been

used in the past, it suffers from the lack of confirmed convergence of the GA to this particular

set. Instead we choose to present a qualitative analysis of the final population involving the

whole set of the individuals.
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Gerstoft [126] who has extensively used GA to similar inverse problems in oceanography has

adopted the so called "a-posteriori distribution" as primitive form of statistical analysis of the

final population. In our applications we adopted a different approach using GMM (Section

4.4.2) to present the qualitative information containing in the final population of the GA. We

will refer to these distributions as population distributions.

All the Gaussian distributions are assumed with full covariance matrices to illustrate possible

dependencies among the recoverable parameters.

p(m|POP) =
Q

∑
q=1

πqN
(

m|µq(POP), Σq(POP)
)

. (5.50)

The marginal population distributions are given by evaluating the following integral

p(mi|POP) =
∫

RM
δ(m′i −mi)p(m′|POP)dm′. (5.51)

Then, the considered "best" estimation of each parameter is chosen to be the one that maxi-

mizes its marginal population distribution:

mest
i = arg max

mi

p(mi|POP). (5.52)

Moreover, it is useful to calculate the joint population densities

p(mi, mj|POP) =
∫

RM
δ(m′i −mi)δ(m′j −mj)p(m′|POP)dm′. (5.53)

It should be noted that although the proposed statistical analysis which is applied to the GA

results can describe quite well the statistics of the actual solution within the final population

of the GA it can not be considered as an estimation of the actual posterior probability distri-

butions (PPDs) of the model parameters.

In the next chapter we will present test cases of inverse problems to be solved either by using

exhaustive search when we have only two recoverable parameters (one case) or by using

optimization via GA and solution representation using GMMs, in more realistic inversion

scenarios with three or more recoverable parameters.
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APPLICATIONS

Abstract

In this chapter, we will present a few characteristic applications of inverse problems of acoustical oceanography

in order to study the performance of the proposed schemes. The first three of the test cases are based on synthetic

dated simulating measurements obtained in real environments. The last one uses real data obtained during the

Shallow Water experiment 2006 (SW06). In all the cases, a Genetic Algorithm (GA) is responsible for solving

the optimization problem associated with the inverse problem, and a Gaussian Mixture Model (GMM) is used

for the statistical interpretation of the candidate solution produce the GA.

6.1 Hyper-Parameters of the Characterization and Inversion Schemes

All the applications presented here are controlled by the same set of hyper-parameters for the

characterization and inversion schemes. Specifically, the selected SSCS parameters are given

in Table 6.1 and those used in PSCS are given in Table 6.2.

Finally, the parameters which control the optimization process were selected following an

initial analysis of the performance of the GA for the class of inverse problems considered in

this thesis. The selected GA parameters appear in Figure 6.3 and they are the same for all the

cases where a GA algorithm was used.

Parallel processing has been applied for the calculation of the replica field as well as the im-

plementation of the HMM and the optimization procedure using GA. We used 40-50 CPU

cores of the Octopus distributed computer cluster of FORTH. The typical execution time for

the inversions was 2-5 hours for the SSCS scheme and 3-8 hours for the PSCS scheme.

– 103 –



6.1 H Y P E R - PA R A M E T E R S O F T H E C H A R A C T E R I Z AT I O N A N D I N V E R S I O N S C H E M E S

Table 6.1: Parameters

which control the SSCS

characterization scheme.

SSCS Parameters Values

Time-Frequency decomposition Wavelet multiresolution analysis

Chosen wavelet / Decomposition levels Daubechies 4 (db4) / 3

Statistical distributions SαS distributions

Table 6.2: Parameters

which control the PSCS

characterization scheme.

PSCS Parameters Values

Time-Frequency decomposition Stationary wavelet packet transform

Chosen wavelet / Decomposition levels Daubechies 4 (db4) / 4

Energy threshold 0.025

Transition modelling Left-to-Right (Bakis)

Emission distributions Gaussian distributions

Realization of the EM algorithm 20

Table 6.3: Parameters

which control the opti-

mization process.

GA parameters Values

Parallel populations 3

Individuals per population 128

Generations 16

Tournament size 3

Crossover probability 0.8

Mutation probability 0.02

Elite population 4

Innovative population 8

Similarity parameter 0.1

– 104 –



6.2 A P P L I C AT I O N S W I T H S Y N T H E T I C D ATA

6.2 Applications with Synthetic Data

6.2.1 Test case 1 : Inversions in a range independent swallow water environment using

exhaustive search

In this section, the efficiency of the proposed probabilistic signal characterization scheme

(PSCS) will be evaluated by applying the method in a simulated experiment associated with

the range-independent environment described by Figure 6.1 and Table 6.4. The simulated en-

vironment is modelled as a water column with sound speed profile varying linearly with

depth over a single semi-infinity substrate of constant properties. The sound speed profile in

water is parameterized by the sound speed at depths z = 0 m and z = h = 200 m. We consider

as the "actual" sound speed profile a constant one, specifically c0 = ch = 1500 m/s. Also, we

assumed cb = 1620 m/s and ρb = 1650 kg/m3 to be the sound speed and the density of the

bottom, respectively. Sound source of modelled with a Gaussian excitation function is consid-

ered at 80 m and a single hydrophone is considered at a depth of 80 m and range 8 km. We

wish to use the simulated (measured) acoustic signal for the retrieval of the environmental

parameters.

We will present two inversion subcases. The first subcase (Case 1.a) is referred to the retrieval

of the sound speed profile in the water, whereas the second subcase (Case 1.b) addresses the

problem of estimating the properties of the substrate (Sound speed, density).

For comparison reasons, in both cases the corresponding inversion results from the statistical

signal characterization scheme (SSCS) will also be presented.

Furthermore, in order to investigate the effect that the quality of the recorded signals has to

the inversion results, we consider the following four alternative versions of the simulated

recorded signal:

a) Noise free signal.

b) Noisy signal with signal to noise ratio (SNR) equals to 10 dB.

c) Noisy signal with signal to noise ratio (SNR) equals to 5 dB.

d) Denoised signal using the sparse denoising scheme to the noisy signal with SNR = 5 dB.

Figure 6.2 shows the signals under consideration. They have been produced using the pro-

cedure described in Figure 5.14. In particular, the normal mode program MODE1 developed
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at FORTH has been used to obtain the signal in the frequency domain for the whole band-

width of the source excitation function followed by an inverse fast Fourier transform to get

the signals in the time domain.

Applying wavelet packet decomposition in four levels (see Figure 5.6) we get the energy con-

tribution per wavelet coefficient vector of the fourth decomposition level as in Figure 6.3 ,

corresponding to the denoised version of the signal (Figure 6.2 (d)).

Furthermore, by applying the procedure described in Figure 6.4 we get the expected optimal

number of the hidden states for the same signal using the BIC criterion.

Figure 6.1: The simulated

shallow water environment

used in the inversion study.

 

 

substrate

water

source receiver

Table 6.4: The parameters

which describe the simu-

lated shallow water envi-

ronment

Parameters Values

Water depth (h) 200 m

Range (R) 8 km

Central frequency ( fc) 100 Hz

Bandwidth (∆ f ) 40 Hz

Source/Receiver depth (zs, zr) 80 m

Sound speed in the water (cw) 1500 m/s

Water density (ρw) 1000 kg/m3

Sound speed in the substrate (cb) 1620 m/s

Substrate density (ρb) 1650 kg/m3
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Figure 6.2: (a) The acous-

tic signal simulated in the

shallow water environment

described by Table 6.4, (b)

A noisy version of the sim-

ulated signal with SNR =

10 dB, (c) A noisy ver-

sion of the simulated signal

with SNR = 5 dB, (d) A

denoised version (SNR =

5 dB) of the signal with

SNR = 5 dB.
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— Case 1.a : Ocean acoustic tomography (single slice). —

The first subcase corresponds to a problem of ocean acoustic tomography at a single slice. We

have assumed that the sound speed profile in the water is given by the following form:

cw(z) =
ch − c0

h
z + c0, z ∈ [0, h] (6.1)

where c0 = cw(0) and ch = cw(h). We will assume that

c0, ch ∈ {1485, 1486, . . . , 1515} m/s. (6.2)

By considering all possible pairs of these two parameters, a dataset with a total of 312 = 961

acoustic signals in the frequency domain is obtained. This exhaustive search was possible due

to the fact that two only model parameters were considered in the inversion.

The replica fields at a single frequency are calculated using the normal mode program MODE1

developed at FORTH. Data obtained by this program is input to the inverse fast Fourier trans-

form to get the signals in the time domain when a source with a Gaussian excitation function

of central frequency 100 Hz and bandwidth 40 Hz.
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Figure 6.3: Energy contri-

bution per wavelet packet

coefficient band. Threshold

chosen: 0.025.

Figure 6.4: The BIC penal-

ized likelihood criterion for

selecting the number of the

hidden states.
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Table 6.5 gives the best solution obtained by both characterization schemes for each signal. The

best solution is considered the one giving the minimum Kullback-Leibler divergence (KLD)

between the "actual" and the "replica" signals both characterized by PSCS and SSCS meth-

ods. More information is given by Figure 6.5 giving the Kullback-Leibler divergence between

the characteristics of the measured signal and the possible combinations of the recoverable

parameters within the search space.

Analyzing the results as presented in Figure 6.5, we observe the following

• When noise-free signal is consider both methods return the exact values for the sound

speed profile.
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SSCS PSCS

Test case c0 (m/s) ch (m/s) c0 (m/s) ch (m/s)

Noise-free signal 1500 1500 1500 1500

Noisy signal (SNR = 10 dB) 1488 1511 1500 1499

Noisy signal (SNR = 5 dB) 1486 1493 1499 1497

Denoised signal 1495 1490 1500 1500

Table 6.5: Inversion results for the ocean tomography case.

• The PSCS method gives exact results for the sound speed profile in the denoised signal

case.

• The estimations of the sound speed profile with noisy signals are, as expected, inferior

to those of the denoised signals in both cases.

• Overall the new proposed PSCS scheme gives in this case a better estimation of the

sound speed profile independently of the noise level.

Also, it is interested to note that even in this simple example the KLD divergence between the

simulated signal and the replica signals presents too many local minima, making the proce-

dure to solve the inverse problem, complicated.

— Case 1.b : Sea-bed inversion —

The next test case is referred to the estimation of the sound speed and density of the sea-bed

using a similar approach as before.

Again, We calculate the acoustic field using all the possible combination of the sound speed

and density of the bottom subject to the set bellow:

cb ∈ {1550, 1555, . . . , 1750}, (6.3)

ρb ∈ {1400, 1410, . . . , 1800}. (6.4)

These sets form 1681 candidate solutions. The best solution is considered the one giving the

minimum Kullback-Leibler divergence (KLD) between the "actual" and the "replica" signals

both characterized by PSCS and SSCS methods. Figure 6.6 presents the KLD between the

characteristics of "simulated" and "replica" signals. Additionally, the best estimated solutions

are presented in Table 6.6.
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• When noise-free signal is considered both methods return the exact values of the bottom

properties.

• The PSCS method gives exact results also for the denoised signal case.

• In accordance with the previous sub-case the new proposed PSCS scheme gives in gen-

eral better estimations of the sea-bed parameters with comparison with SSCS.

In the subsequent subsections we will present more complicated cases.

SSCS PSCS

Test case cb (m/s) ρb (kg/m3) cb (m/s) ρb (kg/m3)

Noise-free signal 1620 1650 1620 1650

Noisy signal (SNR = 10 dB) 1575 1760 1620 1570

Noisy signal (SNR = 5 dB) 1630 1610 1620 1650

Denoised signal 1625 1660 1620 1650

Table 6.6: Inversion results for the case of seabed recovery.
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Figure 6.5: KLD measurements for the water column inversion example. Each contour was normalized

independently.
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Figure 6.6: KLD measurements for the bottom inversion example. Each contour was normalized inde-

pendently.
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6.2.2 Test case 2 : Inversions in a range independent swallow water environment using

GA

The second simulated environment corresponds to a range independent ocean channel de-

scribed by Figure 6.7. Table 6.7 presents the environmental and operational parameters of the

simulated experiment. In this environment a single receiver is considered to be 8 km away

from a source with a Gaussian excitation function of central frequency 150 Hz and bandwidth

40 Hz.

Figure 6.7: The simulated

sea environment of the sec-

ond test case.

 

 

substrate

water
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Three versions of the simulated acoustic signal appear in Figure 6.8. The first one corresponds

to the signal smt. The second signal corresponds to the s̃mt when we have added noise with

SNR = 5dB and the last one corresponds to the clean (denoised) signal smc where the sparse

denoising scheme has been applied. We shall use the last, denoised signal to invert the recov-

erable parameters described bellow.

In this case, the sound speed profile is considered to be bi-linear modelled by the following

relation:

cw(z) =


c1 +

c2−c1
zmin

z, 0 ≤ z ≤ zmin,

c2 +
c3−c2

h−zmin
(z− zmin), zmin < z ≤ h.

(6.5)

We will consider the following subcases
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Table 6.7: Environmental

and operational parame-

ters describing the simu-

lated shallow water envi-

ronment of the second test

case. The search space of

the recoverable parameters

are provided as well.

Parameters Values Search space

Water depth (h) 200 m -

Range (R) 8000 m [7800, 8300] (m)

Central frequency ( fc) 150 Hz -

Bandwidth (∆ f ) 40 Hz -

Source/Receiver depth (zs, zr) 80 m [70, 90] (m)

Sound speed at z = 0 (c1) 1500 m/s [1490, 1530] (m/s)

Depth of minimum sound speed (zmin) 20 m [5, 30] (m)

Minimum sound speed (c2) 1490 m/s [1470, 1510] (m/s)

Sound speed at depth h (c3) 1505 m/s [1490, 1530] (m/s)

Water density (ρw) 1000 kg/m3 -

Sediment thickness (d) 30 m [5, 30] (m)

Sound speed in the sediment (cb) 1650 m/s [1500, 1800] (m/s)

Sediment density (ρb) 1700 kg/m3 [1400, 2000] (kg/m3)

Sound speed in the substrate (csb) 1800 m/s [1600, 2100] (m/s)

Substrate density (ρsb) 1650 kg/m3 [1500, 2200] (kg/m3)

• Estimation of source and receiver locations. The recoverable parameters are the source

and receiver depths as well as the range. All the other model parameters are considered

known.

• Recovery of the sound speed profile in water column. All the other model parameters

are considered known.

• Recovery of the sea-bed parameters. Again, all the other model parameters are consid-

ered known.

• Recovery of all the recoverable parameters. In this case we intent to test the methods in

a multiparametric inverse problem.

We use the same procedure as the previous case to extract the time-frequency characteristics

based on the stationary wavelet decomposition of the signal, keeping the energy threshold

0.025 (Figure 6.9) and eventually to estimate the optimal number of hidden states (Figure

6.10).
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Figure 6.8: Three versions

of the simulated signal cor-

responding to the second

inversion test case.
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Figure 6.9: Energy contri-

bution per wavelet packet

coefficient band of the sig-

nal of the second test case.

Threshold has been picked

0.025.

The inverse problem was solved considering three parallel populations of a Genetic Algo-

rithm (GA). Details relative to the selected parameters of this algorithm have been provided

in Table 6.3.
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Figure 6.10: The BIC penal-

ized likelihood criterion for

selecting the number of the

hidden states correspond-

ing to the second test case.
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— Case 2.a : Estimation of source and receiver locations —

In this test case, we invert only for the parameters which define the position of source and

receiver. We define the model parameter vector m as:

m = [R, zs, zr]
T. (6.6)

Note that, any other parameter is taken at its actual value. Again, both the SSCS and PSCS

schemes are applied. Figures 6.11 and 6.12 present the marginal population density func-

tions of the final population POP of the GA, produced using the SSCS and PSCS schemes.

Moreover, Figures 6.13 and 6.14 illustrate the corresponding joint distributions for each pair

of the recoverable parameters. Finally, Table 6.8 summarizes the best estimations using both

schemes defined as the values of the maximum of the marginal population distributions.

Table 6.8: Recovered model

parameters corresponding

to case 2.a. In parentheses

the mismatch between the

estimated and actual value

of each parameter is pro-

vided.

Parameters SSCS PSCS

Range R (m) 8003.7 (+3.7) 7999.2 (−0.8)

Source depth zs (m) 79.9 (−0.1) 79.7 (−0.3)

Receiver depth zr (m) 79.6 (−0.4) 80.1 (+0.1)
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Figure 6.11: Marginal population distributions of the recoverable environmental and operational pa-

rameters of the case 2.a using SSCS. The distributions show statistics of the final popula-

tion of GA. The vertical lines state for the actual values, whereas the arrows point to the

maxima of the marginal densities.

While both schemes gave similar good estimations of the recoverable parameters, the marginal

population distributions corresponding to the PSCS scheme gave narrower confidence inter-

vals. The biggest difference of the variance occurred in the recovered depth of the receiver zr.

In addition, both schemes illustrate a false peak for the population distributions for the depth

of the source zs at about 85 m. However, the magnitude of this false peak is significantly lower

in PSCS.
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Figure 6.12: Marginal population distributions of the recoverable environmental and operational pa-

rameters of the case 2.a using PSCS. The distributions show statistics of the final popula-

tion of GA. The vertical lines state for the actual values, whereas the arrows point to the

maxima of the marginal densities.
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Figure 6.13: Joint popu-

lation distributions corre-

sponding to the inversion

results of the test case 2.a,

using SSCS. The distri-

butions show statistics of

the final population of GA.

Each distribution has been

normalized independently.
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Figure 6.14: Joint popu-

lation distributions corre-

sponding to the inversion

results of the test case 2.a,

using PSCS. The distri-

butions show statistics of

the final population of GA.

Each distribution has been

normalized independently.

R

zs zr

zs
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— Case 2.b : Recovering the sound speed profile in water column —

To simulate the ocean tomography problem at a single slice, we will invert for the values

which define the sound speed profile in the water column. Likewise the previous case, we

have to preset all the other model parameters. Therefore, we consider that the geoacoustic

parameter and operational parameters are fixed to their real values.

The recoverable parameters are expressed by the following model vector:

m = [zmin, c1, c2, c3]
T, (6.7)

where c1 is the sound speed at the top of the water column, c2 is the water sound speed at

depth zmin, while c3 denotes the water sound speed at the water-sediment surface. Search

space for these parameters is given in Table 6.7.
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Figure 6.15: Marginal population distributions of the recoverable environmental and operational pa-

rameters of the test case 2.b using SSCS. The distribution show statistics of the final pop-

ulation of GA. The vertical lines state for the actual values, whereas the arrows point to the

maxima of the marginal densities.
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Figure 6.16: Marginal population distributions of the recoverable environmental and operational pa-

rameters of the test case 2.b using PSCS. The distributions show statistics of the final

population of GA. The vertical lines state for the actual values, whereas the arrows point

to the maxima of the marginal densities.

The inversion results for two schemes, are provided by means of marginal and joint proba-

bilities densities Figures 6.15 to 6.18. Also, the "best" values appear in Table 6.9. While Figure

6.19 presents the actual and the recovered sound speed profiles. Both characterized led to a

reconstructed sound speed profile close enough to the actual one. The Again the PSCS seems

to be superior to as regards both the maxima of marginal densities end are spread. The spread

of the densities of the PSCS scheme are much narrower of those of SSCS, which is a indication

that the confidence intervals of PSCS are lower than SSCS.
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Figure 6.17: Joint popu-

lation distributions corre-

sponding to the inversion

results of the test case 2.b

using SSCS. The distri-

butions show statistics of

the final population of GA.

Each distribution has been

normalized independently.

zmin

c1 c2 c3

c1

c2

Table 6.9: Recovered model

parameters corresponding

to case 2.b. In parentheses

the mismatch between the

estimated and actual value

of each parameter is given.

Parameters Units SSCS PSCS

Depth of minimum sound speed zmin (m) 19.9 (−0.1) 19.7 (−0.3)

Sound speed at z = 0 c1 (m/s) 1499.4 (−0.6) 1500.4 (+0.4)

Minimum sound speed c2 (m/s) 1492.1 (+2.1) 1490.1 (+0.1)

Sound speed at depth h c3 (m/s) 1501.0 (−4.0) 1504.8 (−0.2)

Figure 6.18: Joint popu-

lation distributions corre-

sponding to the inversion

results of the test case 2.b

using PSCS. The distri-

butions show statistics of

the final population of GA.

Each distribution has been

normalized independently.

zmin

c1 c2 c3

c1

c2
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Figure 6.19: Actual and re-

covered sound speed pro-

files in water column using

both SSCS and PSCS char-

acterization methods.
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— Case 2.c : Recovering the sea-bed parameters —

In this case, we will recover the properties of the seabed. So, the recoverable parameters are

described by the following model vector:

m = [d, cb, ρb, csb, ρsb]
T. (6.8)

After performing signal characterization by the two inversion schemes followed by inversion

procedure using the GA we get the results appearing in Figures 6.20-6.23. Furthermore, Table

6.10 presents the inversion results using the two alternative inversion approaches.

Analyzing the results we observe the following:

• The PSCS characterization method gives results which indicate a beter estimation of the

actual recoverable values with respect to SSCS methods.

• The spread of the marginal densities for the sediment thickness and the sound speed for

the two layers, using the PSCS is narrow, much narrower with respect to the SSCS case.

• The spread of the marginal densities for the densities of two sea-bed layers based on

the two characterization schemes is wide. This was expected, as it is well known, the

densities have less influence on the acoustic field in the water column in relation to the

influence of the sound speed in these layers.

• Overall, the inversion results using both signal characterization schemes are considered

satisfactory for the problem in hand.
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Figure 6.20: Marginal population distributions of the recoverable environmental and operational pa-

rameters of the case 2.c using SSCS. The distributions show statistics of the final popula-

tion of GA. The vertical lines state for the actual values, whereas the arrows point to the

maxima of the marginal densities.
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Figure 6.21: Marginal population distributions of the recoverable environmental and operational pa-

rameters of the case 2.c using PSCS. The distributions show statistics of the final popula-

tion of GA. The vertical lines state for the actual values, whereas the arrows point to the

maxima of the marginal densities.
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Figure 6.22: Joint popu-

lation distributions corre-

sponding to the inversion

results of the case 2.c using

SSCS. The distributions

show statistics of the fi-

nal population of GA. Each

distribution has been nor-

malized independently.

d

cb ρb csb ρsb

cb

ρb

csb

Table 6.10: Recovered

model parameters corre-

sponding to case 2.c. In

parentheses the mismatch

between the estimated

and actual value of each

parameter is provided.

Parameters Units SSCS PSCS

Sediment thickness d (m) 27.1 (−2.9) 29.8 (−0.2)

Sound speed in the sediment cb (m/s) 1632.7 (−17.3) 1650.2 (+0.2)

Sediment density ρb (kg/m3) 1625.2 (−74.8) 1738.7 (+38.7)

Sound speed in the substrate csb (m/s) 1778.7 (−21.3) 1799.2 (−0.8)

Substrate density ρsb (kg/m3) 2023.4 (+23.4) 1951.3 (−48.7)
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Figure 6.23: Joint popu-

lation distributions corre-

sponding to the inversion

results of the case 2.c using

PSCS. The distributions

show statistics of the fi-

nal population of GA. Each

distribution has been nor-

malized independently.

d

cb ρb csb ρsb

cb

ρb
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— Case 2.d : Recovering all the unknown parameters —

The actual potential of the inversion techniques presenting in this work is to be demonstrated,

when we are dealing with multiparametric inversion scenarios. Although these scenarios are

not usual in practical applications, it is interesting to test the methods in this complicated

inversion problem.

The necessity of simultaneously inversion with many parameters, is be notably in many real

applications where there is a significant lack of knowledge of the characteristics of the marine

environment.

The recoverable parameters of this inverse problem corresponding to this test case is the union

of the subsets considered in the previous subcases and it is defined by the following vector:

m = [zmin, c1, c2, c3, d, cb, ρb, csb, ρsb, R, zs, zr]
T (6.9)

The post-processing of the set of the GA candidate solutions obtained by both methods gives

the marginal and the joint density functions appearing in Figures 6.24 to 6.27. The inversion

results in both cases were very well. Furthermore, the PSCS results again gave narrower pop-
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ulation distributions compared to the SSCS results for most of the recoverable parameters.

The results of this example is a strong indication that the PSCS and secondary SSCS methods

are very good choices for multiparametric inverse problems. The inversion results and their

mismatches are given in Table 6.11.

Table 6.11: Recovered

model parameters corre-

sponding to case 2.d. In

parentheses the mismatch

between the estimated

and actual value of each

parameter is provided.

Parameters Units SSCS PSCS

Depth of minimum sound speed zmin (m) 19.1 (−0.9) 19.8 (−0.2)

Sound speed at z = 0 c1 (m/s) 1500.5 (+0.5) 1499.7 (−0.3)

Minimum sound speed c2 (m/s) 1494.2 (+4.2) 1495.0 (+5.0)

Sound speed at depth h c3 (m/s) 1507.1 (+2.1) 1503.8 (−1.2)

Sediment thickness d (m) 32.9 (+2.9) 29.8 (−0.2)

Sound speed in the sediment cb (m/s) 1625.5 (−24.5) 1649.8 (−0.2)

Sediment density ρb (kg/m3) 1643.2 (−56.8) 1662.5 (−37.5)

Sound speed in the substrate csb (m/s) 1839.2 (+39.2) 1805.2 (+5.2)

Substrate density ρsb (kg/m3) 1866.5 (−133.5) 2031.1 (+31.1)

Range R (m) 8002.7 (+2.7) 8000.2 (+0.2)

Source depth zs (m) 80.7 (+1.7) 80.1 (+0.1)

Receiver depth zr (m) 81.8 (+1.8) 80.0 (0.0)
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Figure 6.24: Marginal population distributions of the recoverable environmental and operational pa-

rameters of the case 2.d using SSCS. The distributions show statistics of the final popula-

tion of GA. The vertical lines state for the actual values, whereas the arrows point to the

maxima of the marginal densities.
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Figure 6.25: Marginal population distributions of the recoverable environmental and operational pa-

rameters of the case 2.d using PSCS. The distributions show statistics of the final popula-

tion of GA. The vertical lines state for the actual values, whereas the arrows point to the

maxima of the marginal densities.
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Figure 6.26: Joint population distributions corresponding to the inversion results of the case 2.d using

SSCS. The distributions show statistics of the final population of GA. Each distribution

has been normalized independently.
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Figure 6.27: Joint population distributions corresponding to the inversion results of the case 2.d using

PSCS. The distributions show statistics of the final population of GA. Each distribution

has been normalized independently.
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6.2.3 Test case 3 : A cold eddy in shallow water

The third test case is referred to a range dependent environment with the presence of a cold

eddy. Table 6.12 presents the environmental and operational parameters of the simulated ex-

periment. In this environment a single receiver is considered to be 8 km away from a source

with a Gaussian excitation function of central frequency 50 Hz and bandwidth 20 Hz.

Three versions of the simulated acoustic signal appear in Figure 6.30.

Figure 6.28: The three EOFs

representation the sound

speed anomaly for the cold

eddy of the second test

case.
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In our case, the cold eddy which is consider a compact support anomaly, is represented in

terms of three orders of Empirical Orthogonal Functions (EOFs) appearing in Figure 6.28 con-

sisting the basis functions by witch the fluctuations of a reference range-independent sound

speed profile c0(z) is represented as follows:

c(r, z) = c0(z) +
3

∑
n=1

αn(r) fn(z). (6.10)

In the case under consideration the reference sound speed profile in the water column is

picewise linear between the values c0(0) = 1500 m/s, c0(100) = 1495 m/s, and c0(400) =

1509 m/s.
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Following the setup introduced in [127], we consider five segments of equal width in witch of

these the sound speed profile is given by the following formula:

c(r, z) = c0(z) +
3

∑
n=1

αi
n fn(z), i = 1, . . . , 5. (6.11)

The starting and ending range of the segments is considered known.

Therefore, the retrieval of the 15 parameters αi
n, i = 1, . . . , 5, n = 1, 2, 3 leads to an estimation

of the sound speed profile in the water column. Note that the bottom properties are considered

known.

Table 6.12 presents the environmental and operational parameters controlling this test case,

while Table 6.13 contains the actual coefficients of the EOFs representing the sound speed

variations along with their search spaces which are exactly ones used in previous works [127,

128, 129].

The model parameter vector contains totally 15 EOF coefficients, three for each segment.

Therefore m has the form:

m = [a1
1, a2

1, a3
1, a4

1, a5
1, a1

2, a2
2, a3

2, a4
2, a5

2, a1
3, a2

3, a3
3, a4

3, a5
3]

T. (6.12)

Table 6.12: Environmental,

source and receiver param-

eters of the test case 3 (Cold

Eddy).

Parameters Value

Water Depth (m) 400

Density of the Water (kg/m3) 1000

Starting Range of the Eddy (m) 2000

Ending Range of the Eddy (m) 3200

Sound Velocity at the Bottom (m/s) 1600

Density of the Bottom (kg/m3) 1500

Source Depth (m) 50

Receiver Depth (m) 50

Receiver Range (m) 5000

Central Frequency/Bandwidth (Hz) 50/20

The statistical characterization scheme again is driven by the 3-level wavelet multiresolution

analysis of the synthetic signal using the Daubechies 4 (db4) wavelet, while the probabilistic

one is performed based on the 4-level stationary wavelet packet decomposition using the

same wavelet. The selection of the coefficient vectors for characterizing the signal was chosen
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Segments Search Space

Order 1st 2nd 3rd 4th 5th L. Bound U. Bound

1 −19.21 −33.007 −44.713 −25.657 −8.726 −50.0 0.0

2 27.845 34.352 44.438 32.824 22.876 0.0 50.0

3 −11.105 −11.008 −14.892 −13.073 −12.001 −30 0

Table 6.13: EOF coefficients and search space for the environment of test case 3.

considering the energy contributions of each one of the final level of the decomposition as

illustrated by Figure 6.32.

Then, the inverse problem was solved through a Genetic Algorithm (GA).

The post-processing of the final population of the GA was carried out by employing a Mixture

Model that consists of 8 normal distributions with full covariance matrices.

For this case the coupled normal mode program MODE4 developed at FORTH, capable of

treating range-depended problems of are used to obtain the replica fields.

Figures 6.34 and 6.33 show the marginal probabilities densities of the problem’s recoverable

parameters. Furthermore, the joint distributions are presented in Figures 6.35 and 6.36. Note

that the inversion results for the recoverable parameters are very close to their actual values.

Figures 6.37 illustrates the real and the reconstructed structures of the eddy. Moreover, in

Figure 6.38 we can see the actual and the recovered water sound speed profiles for each one

of the five segments of the simulated environment.

– 136 –



6.2 A P P L I C AT I O N S W I T H S Y N T H E T I C D ATA

Figure 6.29: The simulated

cold eddy sea environment

of the third inversion test

case.  

bottom

water

source receiver

Figure 6.30: Three versions

of the simulated signal that

corresponds to the prop-

agation of the simulated

sound through the environ-

ment with the present of a

cold eddy.
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Figure 6.31: Energy contri-

bution per wavelet packet

coefficient band corre-

sponding to the eddies’

signal. Threshold has been

picked 0.025.

Figure 6.32: The BIC penal-

ized likelihood criterion for

selecting the number of the

hidden states.
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Figure 6.33: Marginal population distributions of the EOFs coefficients describing the eddy of the third

test case using SSCS. The distributions show statistics of the final population of GA. The

vertical lines state for the actual values, whereas the arrows point to the maxima of the

marginal densities.
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Figure 6.34: Marginal population distributions of the EOFs coefficients describing the eddy of the third

test case using PSCS. The distributions show statistics of the final population of GA. The

vertical lines state for the actual values, whereas the arrows point to the maxima of the

marginal densities.

– 140 –



6.2 A P P L I C AT I O N S W I T H S Y N T H E T I C D ATA

α1
1

α2
1 α3

1 α4
1 α5

1 α1
2 α2

2 α3
2 α4

2 α5
2 α1

3 α2
3 α3

3 α4
3 α5

3

α2
1

α3
1

α4
1

α5
1

α1
2

α2
2

α3
2

α4
2

α5
2

α1
3

α2
3

α3
3

α4
3

Figure 6.35: Joint population distributions corresponding to the inversion results of the third test case

using SSCS. The distributions show statistics of the final population of GA. Each distri-

bution has been normalized independently.
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Figure 6.36: Joint population distributions corresponding to the inversion results of the third test case

using PSCS. The distributions show statistics of the final population of GA. Each distri-

bution has been normalized independently.
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Figure 6.37: The real and

the recovered cold eddies

using both the statisti-

cal and the probabilistic

schemes.
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(b) Recovered cold eddy (SSCS)
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(c) Recovered cold eddy (PSCS)
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It is interested to note that both methods have been able to recover the eddy with very good

qualitative results. Of course the prior information on the extend of the eddy was essential in

confining the range-dependent irregularity at a certain area. However, it is noticeably that the

recovery of the sound speed profiles in each segment was very good despite the fact that the

search space in each segment was the same. This test case as an additional evidence of the po-

tential of both SSCS and PSCS methods for signal characterization and subsequent inversion

in problems of acoustical oceanography even in range-dependent cases.
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Table 6.14: Recovered

model parameters corre-

sponding to case of the

cold eddy. In parentheses

the mismatch between

the estimated and actual

value of each parameter is

provided.

Parameters SSCS PSCS

α1
1 −30.1 (−10.9) −25.2 (−6.0)

α2
1 −27.7 (+5.3) −33.0 (0.0)

α3
1 −37.5 (+7.2) −41.1 (+3.6)

α4
1 −40.1 (−14.4) −32.8 (−7.1)

α5
1 −28.9 (−20.2) −13.1 (−4.4)

α1
2 32.6 (+4.8) 32.6 (+4.8)

α2
2 31.1 (−3.3) 31.5 (−2.9)

α3
2 33.2 (−11.2) 36.8 (−7.6)

α4
2 35.1 (+2.3) 29.6 (−3.2)

α5
2 26.4 (+3.5) 23.9 (+1.1)

α1
3 −16.8 (−5.7) −12.3 (−1.2)

α2
3 −19.1 (−8.1) −10.2 (+0.8)

α3
3 −15.4 (−0.5) −11.2 (+4.7)

α4
3 −18.1 (−5.0) −16.4 (−3.4)

α5
3 −13.4 (−1.4) −7.4 (+4.6)
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Figure 6.38: Sound speed profiles (actual and recovered) for the five discrete segments of the simulated

cold eddy (test case 3). The recovered profiles are formed using the maxima of the marginal

densities of the EOFs coefficients.
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6.3 Applications with Real Data from the SW06 Experiment

In 2006, a multipurpose experiment (SW06) was carried out off the coast of New Jersey. For

geoacoustic inversion purposes, evacuated glass light bulbs were lowered into the water

and imploded at a depth of approximately 22 m, producing an impulsive source recorded

at distance of about 7 km. The propagation channel was a shallow water waveguide with

almost range-independent characteristics. The water depth was about 79.1 m. The sound

speed profile in the water column is considered known based on the measurements by a

conductivity-temperature probe (CTD41) (Figure 6.40) during the light bulb implosion ex-

periment [130, 131].

The sea-bed is described as a two-layer medium with a homogeneous semi-consolidated layer

of approximately 20− 25 m thickness overlying a harder substrate. For the purposes of our

study, both layers will be considered as fluids.

Three different formulations of the track of the experiment are to be used for producing the

replica acoustic fields. The similarity measurements of these simulated data with the recorded

signal (after denoising) will lead to estimations of the recoverable model parameters. Figure

6.57 shows the recorded signal together with its clean version after applying the sparse de-

noising scheme [129].

Figure 6.39: The raw and

the enhanced signals from

the SW06 experiment.
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(b) Denoised signal

Since the denoised signal in Figure 6.57 was the one that we had employed in Sections 5.2 and

5.3 as a representative example in order to take efficient descriptions of the procedures of ex-
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tracting the statistical and probabilistic features (observables) corresponding to the inversion

schemes which are addressed by this thesis, we will not reproduce the same analysis here.

Figure 6.40: An approxi-

mation of the sound speed

profile in the water col-

umn based on the mea-

surements by CTD41 dur-

ing the SW06 experiment.
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6.3.1 First formulation

In the first and simpler formulation, we are following the model we have also used in previ-

ous works [106, 129]. Specifically, the environment is assumed to be range independent with

a sediment layer overlying a semi-infinity substrate. Both seabed layers are supposed to be

associated with constant sound velocities, densities and attenuations. Note that the attenua-

tions introduced here is considered to be the imaginary part of the horizontal wave number

following Jensen et. al to describe loss mechanism of the environment. For inversion cases can

be considered as an additional parameter to be recovered.
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The recoverable parameters are consisted of the source-receiver horizontal range, the sedi-

ment thickness and the sound velocities, the densities and attenuations for the seabed layers.

These model parameter are expressed mathematically by the following vector

m = [R, d, cb, csb, ρb, ρsb, αb, αsb]
T. (6.13)

Applying both the statistical and probabilistic inversion schemes as presented in the previous

chapter, we end up with the marginal distributions for the recoverable parameters as pre-

sented by Figures 6.33 and 6.34, respectively. Moreover, Figures 6.44 and 6.45 show the joint

Figure 6.41: The range-

independent environment

that is considered quite

close to the track of the

Shallow Water 06 experi-

ment corresponding to the

first simpler formulation.
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water

source
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distributions associated to each inversion scheme. The most probable values of the model

parameters are summarized in Table 6.15. The same table indicates also the selected search

space. Comments in the inversion results will be presented in Section 6.3.4.
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Parameters Units Search Space Estimated value (PSCS) Estimated value (SSCS)

Range R (m) [6750, 7250] 7081.8 6916.2

Sediment thickness d (m) [0, 30] 24.4 17.2

Sediment sound speed cb (m/s) [1500, 1800] 1606.0 1636.3

Substrate sound speed csb (m/s) [1600, 2200] 1735.7 2019.8

Sediment density ρb (kg/m3) [1400, 2200] 2005.4 1783.6

Substrate density ρsb (kg/m3) [1400, 2200] 2044.6 1663.5

Sediment attenuation αb (nep/mkHz) [0, 0.03] 0.005375 0.004384

Substrate attenuation αsb (nep/mkHz) [0, 0.03] 0.01955 0.02069

Table 6.15: Estimated values of the recoverable parameters using the first formulation.
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Figure 6.42: Marginal population distributions of the unknown parameters of the sea environment of

the SW06 experiment using the SSCS. The distributions show statistics of the final popu-

lation of GA.
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Figure 6.43: Marginal population distributions of the unknown parameters of the sea environment of

the SW06 experiment using the PSCS. The distributions show statistics of the final popu-

lation of GA.
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Figure 6.44: Joint population distributions corresponding to the inversion results using the SW06 data

using the SSCS. The distributions show statistics of the final population of GA. Each dis-

tribution has been normalized independently.
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Figure 6.45: Joint population distributions corresponding to the inversion results using the SW06 data

using the PSCS. The distributions show statistics of the final population of GA. Each dis-

tribution has been normalized independently.
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6.3.2 Second formulation

The second formulation keeps the geometry of the previous one, but relaxes the assumption

of the constant sound speed profile in the sediment layer by assuming that the sound speed

in this medium is varying linearly with the depth.

The analytical form of the sediment sound speed profile is given by the formula:

cb(z) = cb1 + s(z− h), z ∈ [h, h + d]. (6.14)

where cb1 at the top of the sediment and s is the sound speed slope.

Therefore, the model is parameterized by the following vector m as:

m = [R, d, cb1, s, csb, ρb, ρsb, αb, αsb]
T. (6.15)

The geoacoustic model is illustrated in Figure 6.46. Similarly to the previous example we de-

rive the corresponding new marginal and joint distributions (Figures 6.48 and 6.47), whereas,

Table 6.16 summarizes the optimal estimations using both inversion schemes.

Figure 6.46: The range-

independent environment

that is considered quite

close to the track of the

Shallow Water 06 experi-

ment corresponding to the

second formulation.
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Parameters Units Search Space Estimated Value (PSCS) Estimated Value (SSCS)

Range R (m) [6750, 7250] 7055.8 7011.8

Sediment thickness d (m) [0, 30] 24.9 18.6

Top sediment sound speed cb1 (m/s) [1500, 1800] 1633.9 1634.5

Sediment sound speed slope s (1/s) [−5, 5] −2.53 0.33

Substrate sound speed csb (m/s) [1600, 2200] 1727.3 1887.1

Sediment density ρb (kg/m3) [1400, 2200] 1771.6 1911.7

Substrate density ρsb (kg/m3) [1400, 2200] 2094.3 1609.0

Sediment attenuation αb (nep/mkHz) [0, 0.03] 0.006637 0.005676

Substrate attenuation αsb (nep/mkHz) [0, 0.03] 0.019611 0.02076

Table 6.16: Estimated values of the recoverable parameters using the second formulation.
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Figure 6.47: Marginal population distributions of the unknown parameters of the sea environment of

the SW06 experiment using its range dependent formulation using the SSCS. The distri-

butions show statistics of the final population of GA.
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Figure 6.48: Marginal population distributions of the unknown parameters of the sea environment of

the SW06 experiment using its range dependent formulation using the PSCS. The distri-

butions show statistics of the final population of GA.
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Figure 6.49: Joint population distributions corresponding to the inversion results using the SW06 data

and the range-dependent formulation of the environment using the SSCS. The distribu-

tions show statistics of the final population of GA. Each distribution has been normalized

independently.
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Figure 6.50: Joint population distributions corresponding to the inversion results using the SW06 data

and the range-dependent formulation of the environment using the PSCS. The distribu-

tions show statistics of the final population of GA. Each distribution has been normalized

independently.
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6.3.3 Third formulation

The last formulation, to our knowledge at least, consists of the first modelling of the SW06

experiment using a range-depended environment or to be more precise a piecewise range-

independent description of the actual source-receiver track. We follow the same parameteri-

zation as the second formulation but we further assume that the water depth is not constant

but varies every 1 km.

The goal of this approach is to study if by using a modelling of the environment closer to

the actual one, we would get better inversion results. To achieve a good representation of the

seabed, we make use of the chirp sonar [58] data obtained during the experiment (Figure 6.51).

To keep the number of the recoverable parameters unchanged, we additionally assume that

the thickness of the sediment is the same at each region.The whole setup appears in Figure

6.52.

For this case the coupled normal mode program MODE4 developed at FORTH, capable of

treating range-depended problems of are used to obtain the replica fields.

Table 6.17 contains the estimated values of the recoverable parameters using inversion scheme

based on the two characterization methods. Furthermore, Figures 6.54 to 6.56 present the

marginal and joint distributions obtained by utilized the statistical and probabilistic charac-

terization schemes.

Figure 6.51: Water depth

estimated by chirp

sonar data along the

source/receiver track

obtained during the exper-

iment. Here, we consider

seven range independent

segments with depths

marked by the purple

horizontal lines.
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Figure 6.52: The considered

range-dependent environ-

ment of the SW06 experi-

ment corresponding to the

third formulation.

 

sediment

substrate

water

source

receiver

Parameters Units Search Space Estimated Value (PSCS) Estimated Value (SSCS)

Range R (m) [6750, 7250] 7054.3 6960.7

Sediment thickness d (m) [0, 30] 25.0 24.7

Top sediment sound speed cb1 (m/s) [1500, 1800] 1631.8 1636.6

Sediment sound speed slope s (1/s) [−5, 5] −2.58 −0.37

Substrate sound speed csb (m/s) [1600, 2200] 1724.3 1918.9

Sediment density ρb (kg/m3) [1400, 2200] 1791.6 1645.8

Substrate density ρsb (kg/m3) [1400, 2200] 2096.7 1926.1

Sediment attenuation αb (nep/mkHz) [0, 0.03] 0.006156 0.003574

Substrate attenuation αsb (nep/mkHz) [0, 0.03] 0.01721 0.008348

Table 6.17: Estimated values of the recoverable parameters using the third RD formulation.
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Figure 6.53: Marginal population distributions of the unknown parameters of the sea environment of

the SW06 experiment using its range dependent formulation through the SSCS. The dis-

tributions show statistics of the final population of GA.
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Figure 6.54: Marginal population distributions of the unknown parameters of the sea environment of

the SW06 experiment using its range dependent formulation through the PSCS. The dis-

tributions show statistics of the final population of GA.
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Figure 6.55: Joint population distributions corresponding to the inversion results using the SW06 data

and the range-dependent formulation of the environment through the SSCS. The distribu-

tions show statistics of the final population of GA. Each distribution has been normalized

independently.
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Figure 6.56: Joint population distributions corresponding to the inversion results using the SW06 data

and the range-dependent formulation of the environment through the PSCS. The distribu-

tions show statistics of the final population of GA. Each distribution has been normalized

independently.
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6.3.4 Evaluation of the inversion results

The evaluation of the quality of the inversion results, using the experimental data, will be

based on three different criteria:

1. Considering the comparisons between actual and recovered (simulated) signals.

2. Comparisons of the results with those reported by other researchers using alternative

techniques.

3. Taking into account geological observations of the environmental properties produced

by measurements using mechanical means (ground true).

By comparing the simulated waveforms using the inversion results of the two methods and

the MODE1 normal mode program for the calculation of the synthetic acoustic fields (Figure

6.57), it can be noticed that the differences are not significantly large, especially for the earlier

times that are characteristic of the propagation of the lower order modes. This is an interesting

result, suggesting that the inversion schemes based on the statistical and probabilistic charac-

terization of the recorded signal can give estimations of the model parameters that reproduce

the actual measured signal in a very good quality. Moreover, an additional positive observa-

tion is the better fitting among the actual (denoised) and reproduced signals, when the more

general formulation of the sea environment is considered.

Table 6.18 presents a comparison of the model parameters estimated in this work (six first

rows) with estimations obtained by other studies (seventh to eleventh row) as well older pub-

lished results using the statistical signal characterization scheme which however was based

on slightly different modelling of the sound speed profile. In addition we present reference

values from Bonnel and Chapman [57] which are referred to typical values for the type of the

sediment layers existing in the area of experiment. When two values are separated by a slash,

the modeling of the forward propagation problem assumes a linear sound speed profile in

the sediment, where the value before the slash denotes the estimation of the sound speed at

the top of the sediment layer, whereas the value after the slash the sentiment sound speed at

the sediment-substrate interface. Note that it is very difficult to assess the reliability of our

proposed scheme by means of the results obtained by other researchers as there is no defi-

nite knowledge of the parameters of the sea-bed. Overall, the value of the sound speed in the

sediment layer estimated by our proposed scheme was very similar to that estimated by other
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researchers. In particular, the PSCS method returns sound speed profile in the sediment which

is very close to the ones given by Jiang (IJC-2008) et al. [132] and Tan et al. (TGYH-2014) [133].

Also, a geological survey in the area of the experiment by Goff et al. [134] reported an esti-

mation of the sound speed in the substrate of 1728 m/s which is very close to the estimated

value by the PSCS scheme. Large variations of the values for the sound speed in the substrate

estimated by the various methods are reported. This can be explained by the fact that the

substrate does not affect too much the sound field measured in the water column.

Finally, geological studies presented in the literature generally agree with the description of

the sound speed profile in the sediment layer with a negative slope. Following these studies

the negative slope can be explained by the possible existence of a different sediment material

in the interior of the layer in which the sound is propagated slower. Moreover, the negative

recovered sound speed profile is consistent with chirp sonar data [135], sample data and in-

situ probes [136, 137] and shallow core measurements [134]. The agreement of the values

obtained by the PSCS method with reference values is noticeably.
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Study d (m) cb (m/s) ρb (kg/m3) csb (m/s) ρsb (kg/m3)

PSCS (RI) 24.4 1606.0 2005.4 1735.7 2044.6

PSCS (RI-slope) 24.9 1633.9/1570.9 1771.6 1727.3 2094.3

PSCS (RD-slope) 25.0 1631.8/1567.3 1791.6 1724.3 2096.7

SSCS (RI) 17.2 1636.3 1783.6 2019.8 1663.5

SSCS (RI-slope) 18.6 1634.5/1640.6 1911.7 1887.1 1609.0

SSCS (RD-slope) 24.7 1636.6/1627.5 1645.8 1918.9 1926.1

JC-2008 (RI-slope) 21.1 1636.6/1579.8 1680.0 1740.5 -

BC-2011 (RI) 26.9 1603.0 1890.0 2199.0 2280.0

BNGM-2012 (RI) 26.5 1621.0 1660.0 1858.0 2470.0

BDC-2013 (RI) 25.0 1604.0 1800.0 2132.0 1480.0

TGYH-2014 (RI-slope) 21.5 1650.0/1562.6 2100.0 1993.0 -

SSCS-2014 (RI) 22.3 1590.0 1916.4 1746.8 2054.0

SSCS-2017 (RI-slope) 25.3 1638.4 1575.3 1938.4 2214.9

Reference values 20.0 1600.0 1800.0 1700.0 2100.0

Table 6.18: Geoacoustic inversion results that refer to the SW06 experiment. JC-2008 [132], BC-

2011 [57] ,BNGM-2012 [138], BDC-2013 [58], TGYH-2014 [133], SSCS-2014 [106] and SSCS-

2017 [129].

– 167 –



6.3 A P P L I C AT I O N S W I T H R E A L D ATA F R O M T H E S W 0 6 E X P E R I M E N T

−1.0

−0.5

0.0

0.5

1.0

N
or

m
al

iz
ed

am
p

lit
u

d
e

(a) RI environment with constant sediment sound speed

Recorded signal after denoising

Recovered signal (SSCS)

Recovered signal (PSCS)

−1.0

−0.5

0.0

0.5

1.0

N
or

m
al

iz
ed

am
p

lit
u

d
e
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(c) RD environment with linear sediment sound speed profile

Figure 6.57: Recorded and recovered signals in the time domain for the three inversion test case of the

sw06 experiment.

– 168 –



chapter7

CONCLUSIONS

7.1 Conclusions

In this thesis a new signal characterization method based on Hidden Markov Models (HMMs)

was presented. The proposed method can in principle be applied to any form of signal. How-

ever, only characterizations of the scheme in acoustical signals associated with application of

acoustical oceanography were presented here. The proposed signal characterization method

follows previous attempts to characterize acoustic signals by statistical means.

Thus, the main contribution of the work presented here is the introduction of a novel time-

invariant probabilistic characterization scheme for acoustic signals. The proposed approach

assigns the stationary wavelet packet coefficients of a signal to a Hidden Markov Model

(HMM) Providing a novel approach for signal feature extraction.

In addition, in order that the characterization of the signal is reliable, a new denoising scheme

using dictionary learning and sparse decomposition of the raw signals was introduced. This

denoising scheme also improves the quality of the signal characterizations obtained by the

Statistical Signal Characterization Scheme (SSCS) also considered in this thesis.

The new method was Applied with data taken from simulated or real experiments related

to problems of acoustical tomography of geacoustic inversions. A GA has been employed to

drive the optimization procedure, using the Kullback-Leibler divergence between the syn-

thetic or measured signal and replica signals as the objective (fitness) function.

It was shown that good signal characterization and subsequent inversion results are obtained

when the signal denoising scheme is applied. Following the analysis of the results presented
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here the PSCS scheme shows better behaviour over the SSCS in particular all applications

studied. In particular, the values corresponding to the maxima of the marginal probability

densities obtained through the GA in all the cases studied which were considered as the es-

timated values of the recoverable parameters were closer to the reference ones of the actual

marine environment in relation to those obtained by SSCS method which has been applied

with the same optimization tool (GA). Another advantage of the new technique compared to

the SSCS is that the probability densities gave narrower confidence intervals.

Although the new PSCS gave better results than the SSCS, this method is considerably more

computationally demanding. To ensure the efficient application of the PSCS characterization

scheme at a reasonable time, we developed a fully-parallelized implementation of HMM.

Also, the optimization procedure using GA was carried out in parallel for both inversion

schemes.

Overall, we consider that the new scheme developed for the acoustic signal characterization

and its use for tomographic and geoacoustic inversions can be considered as a promising

new tool for the applications of the acoustical oceanography related to the monitoring of the

marine environment with potentially more applications in other fields requiring signal char-

acterizations.

7.2 Future Directions

In this section we discuss some future research plans relative to the work presented here. We

will split this section in two parts:

7.2.1 Possible characterization improvements

— Best wavelet packet decomposition —

So far, we have characterized a given acoustic signal in terms of a time-frequency decom-

position using the stationary wavelet packets and keeping features from the last level of the

signal’s decomposition. Recall that in all characterization cases introduced in this work the

maximum level of decomposition was four.

An optimum wavelet packet divides the time-frequency space in such a way that the resulted

sub-tree are best adapted in order to approximate a given signal.
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In view of this we plan to study an optimum decomposition employing a criterion that intro-

duces the decomposition entropy. The best basis would be occurred by the fast dynamic pro-

gramming algorithm. Motivated by the work presented by Coifman and Wickerhauser [139].

— Alternative emission distributions —

In this thesis the emission probabilities consist of Gaussian distributions. We believe that by

using a more flexible form of emission distributions will achieve a more accurate characteri-

zation of acoustic signals.

7.2.2 Characterization of seismic signals

Following the successful characterization of underwater acoustic signals, we would like to

apply the proposed probabilistic feature extraction procedure to seismic waves recorded by

typical seismic observatories.

In order to characterize seismic recordings we will follow the steps mentioned below:

• We will use a suitable time-frequency feature extraction mechanism, using historical

data to find the optimal wavelet decomposition tree, which is the tree that minimizes

the decomposition entropy as presented above.

• Assuming that these coefficients illustrate some specific structures varying with time,

the extracted wavelet packet coefficients of a seismic signal will be modelled by a proper

left-to-right hidden Markov model (HMM).

• The association of the extracted time-frequency features with the HMM will be achieved,

after performing a training process.

Therefore, the final features of the seismic signal will consist of the parameters describing the

HMM. Following the work proposed in this thesis, the Kullback-Leibler Divergence (KLD)

will be used, in order to quantify the relative entropy between two HMMs, calculated numer-

ically with the Monte-Carlo (MC) technique. Therefore, considering the associated HMMs of

two seismic recordings, KLD can be considered was a similarity measure of them. Our goal

will be to study seismic sequences in specific locations as a novel contributions of seismic

monitoring.
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A

DERIVATION OF THE LIGHT-BULB IMPLOSION SOURCE

EXCITATION FUNCTION

Raw data of the light bulb explosion implies that the effective bandwidth of the acoustic sig-

nals was from 30 to 200 Hz. In the SW06 experiment, a light-bulb implosion was set for a

depth of 22 m using a messenger weight to break the bulb.

The implosion of the light bulb generates a signal ion the water which consists of two parts.

The first part is characterized by a negative pressure phase because of a decrease in pressure

during the collapse of the light bulb surface. This effect is a consequence of the instantaneous

water flow into the light bulb volume. The second and the most significant part is a damped

sine wave as a result of the oscillation of the light bulb gas volume in the water. After the

implosion, the gas forms a spherical void in the water with an initial radius. The void collapses

due to the hydrostatic pressure to a minimum value and when the internal pressure overtakes

the external one, the void starts to increase its volume. This process continues and a damped

sine waveform is generated and transmitted in the water.

A damped sine waveform has the analytic form

S(t) = AH(t) exp(−αt) sin(ωct). (A.1)

where A is a normalization constant, H is the Heaviside function, ωc is an angular frequency

of the pulse, and α is the decay parameter.

All these parameters should be estimated in order to model the actual excitation function of

the experimental light bulb source.
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Figure A.1: (a) The actual

recorded signal close to the

light-bulb source. (b) The

simulated source excitation

function in the frequency

domain.

The ωc can be estimated by measuring the time difference between two peaks of consecutive

positive pulses and then by taking its inverse. For the signal illustrated in Figure A.1 (a), this

value is 320π rad/s.

The decay parameter is estimated by measuring the amplitude of two consequent peaks S(t1)

and S(t2) of the signal given the times corresponding to these peaks. In example, if we know

the pair of coordinates [t1, S(t1)] and [t2, S(t2)] then the α parameter takes the value

α =
1

t2 − t1
ln

S(t1)

S(t2)
. (A.2)

For our data, the proper value of α is equal to 92.8 rad/s. Note that the estimation of the decay

parameter can be found for any of consecutive peaks without any significant difference. The

modeled source is written in the frequency domain as follows:

S(ω) =
ωc

(α + iω)2 + ω2
c

, (A.3)

where ω denotes the angular frequency. Figure A.1 (b) illustrates the marginal spectrum of

the source excitation function for frequency in the range [0, 512] Hz.
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ALGORITHMS

B.1 ISTA Algorithm

Given a vector s ∈ RL and a matrix (dictionary) D ∈ RL,M we introduce the following opti-

mization problem:

arg min
a∈RM

{
1
2
‖s−Da‖2

2 + λ‖a‖1

}
, (B.1)

where λ a positive real number.

The scope of this problem is to represent the vector s as good as possible using only few

columns of the given dictionary matrix D. The number of the used columns of D is controlled

by the so called sparsity term λ.

In the applications of this thesis we deal with such problems by employing the Iterative

Shrinkage and Thresholding Algorithm (ISTA).

Each iteration of the ISTA generalized gradient descent algorithm includes two phases. First, it

performs a single step gradient descent procedure to the reconstruction error term 1
2‖s−Da‖2

2

and then performs an update based on the sparsity term λ‖a‖1 using the proximal mapping

theory. The i-th element of the proximal mapping of the sparsity term calculated at the coeffi-

cient vector a has been proven to be [140]

proxh(a)i =


(a)i − λ sign((a)i − λ) if |(a)i| > λ

0 otherwise.

(B.2)

The whole procedure is described in the following algorithm:
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Algorithm 1
1: procedure ISTA(D,s) . Required the dictionary.

2: Initialize a0 . Randomly chosen

3: k← 0

4: repeat

5: ãk+1 ← ak − t DT(Dak − s) . update from reconstruction term

6: ak+1 ← proxh(ã
k+1) . update from the sparsity term

7: k← k + 1

8: until ‖ak+1 − ak‖2 < tol

9: â← ak+1

10: return â
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B.2 Dictionary Learning Algorithm

The following algorithm is used in connection with the ISTA algorithm (B.1) for deriving a

proper dictionary matrix D to be capable of representing a set of M vectors {s1, s2, . . . , sM}.

Algorithm 2
1: procedure DICTLEARNING

2: A← 0M,M, B← 0L,M . No prior information

3: k← 0

4: for t = 1, T do

5: Draw {sti}i∈[1, η]∩Z from the set {sj}j∈[1, M]∩Z

6: for i = 1, η do

7: âti = ISTA(D, sti), . using Algorithm 1

8: if t < η then

9: θ ← tη

10: else

11: θ ← η2 − η + t

12: β← (θ − η + 1)/(θ + 1)

13: A← βA + ∑
η
i=1 âti â

T
ti

,

14: B← βB + ∑
η
i=1 sti â

T
ti

,

15: for j = 1, N do

16: uj ←
1

Ajj
(bj −Daj) + dj

17: dj ←
1
‖uj‖2

uj . Update the j column of dictionary

18: return D . Return the trained dictionary

The corresponding optimization problem is expressed as:

min
D

1
M

M

∑
j=1

min
aj

{
1
2
‖sj −Daj‖2

2 + λ‖aj‖1

}
. (B.3)

This algorithm is performed for a predefined number of steps T. At each step the dictionary

is adapted based on η (η ≤ M) randomly chosen vectors {si1 , si2 , . . . , siη
}. The adaptation rate

of the dictionary descreses at each training step. The theoretical background of the algorithm

is discused in Section 4.6.2.
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C

IMPLEMENTATIONS

During my doctoral research, some of the Python code that I developed are available as free

software.

Stationary Wavelet Transform (https://github.com/kesmarag/sp)

Hidden Markov Model (https://github.com/kesmarag/ml-hmm)

Gaussian Mixture Model (https://github.com/kesmarag/ml-gmm)
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