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Support for different service levels through transparent
migration of pages in distributed memory systems

Abstract

With the constant evolution of high performance applications, their memory
requirement is rapidly increasing. As a result, the demand for more memory on
computer nodes of large clusters running those applications, continuously rises.
However, an individual computer node has limits in terms of memory capacity.
Typically, by running several processes of different computational and memory re-
quirements on a cluster, creates fluctuating workloads among the computer nodes.
Hence, several nodes use most of their memory, while others have unused memory
where other Nodes with a heavy memory workload could potentially exploit it.

Consequently, the concept of remote memory management has become the
subject for research by many organizations, which have implemented varying tech-
niques for reading and writing data on remote memory. Although using remote
memory practically increases the total available memory of a computer node, ac-
cessing data remotely, can critically minimize performance due to the data trav-
elling through the network interconnection of the cluster. Furthermore, software
APIs that are implemented to give processes access to remote memory, primarily
can be complex, and secondly the responsibility for remote memory allocation and
fair remote memory sharing among processes, is assigned to processes themselves,
which can be quite complicated, especially when many processes are running si-
multaneously on the same computer node.

In our thesis, we present the Page Migration System(PMS), which monitors
main memory usage of the computer nodes on a cluster, and moves infrequently ac-
cessed data of a process from the memory of a computer node with heavy memory
workload, to the unused memory of a remote computer node of the same cluster
node with a lighter memory workload. The key features of the PMS is that it trans-
parently moves LRU pages of processes to remote memory while using a fairness
algorithm when choosing processes and the memory pages among that processes
running on the same computer node. What’s more, remote memory is mapped
on the local node, allowing the OS to cache remote data. To be precise, a read
and/or write on remote memory happens when we get a cache miss. Cacheability
offers better performance when there are less misses, by reducing network trans-
fers. Finally the system is able to return memory pages locally if the overall node
memory usage drops, or if the access frequency of those memory pages increases.

We evaluate the PMS using several benchmarks that stress the CPU in terms
of memory access. We use benchmarks that perform raw serial access on arrays
of around a Gigabyte in size and thus cause cache eviction frequently, essentially
moving more data through the network. That way we can measure the performance
drop of a process due to memory access in the worst case scenario. We also run
cache blocking benchmarks that exploit temporal locality, and we show that we get
a better performance that way by reducing operations on remote memory. Finally



we observe the behaviour and performance on real HPC applications using the
PMS.
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Chapter 1

Introduction

High Performance Computing platforms are constantly evolving in an effort to sat-
isfy the demand of contemporary scientific applications. Contemporary scientific
applications have among others, immense requirements in terms of computational
power and memory capacity. Nowadays, HPC infrastructure of large-scale systems
is consisted of hundreds or even thousands of compute nodes which communicate
using a fast interconnect. Multiple heterogeneous applications often run in parallel
on those infrastructures, generating fluctuated memory workloads in the compute
nodes of a system. This necessitates the ability to exploit the unused memory of
nodes in favour of nodes that have exhausted their memory.

The concept of allocating remote memory is well known to the HPC world, and
many projects have been developed to realize that concept. Nonetheless, there are
several drawbacks that emerge from using remote memory. First, when reading
or writing data at remote memory, there is an increasing latency due to the data
travelling through the network. Second, most projects that are implemented for
remote memory allocation consist of complex APIs, that a process has to use, and
define what memory should be allocated remotely. Additionally, many applications
do not perform computations on all of its data during the whole duration of their
lifetime. This means that as long as data are intensively used, it is best for them
to reside in local memory for faster read and write access, however if those data
are idle, they essentially occupy memory that could be used by other sources.

In this Master thesis the author has implemented and describes the Page Mi-
gration System (abbr. PMS) that essentially increases a node memory capacity
by mapping unused remote memory of another node locally. The PMS is adapts
to the local memory workload of the node and when the workload is heavy, it will
move data of processes to mapped remote memory. On the other hand, in the
case of light memory workload and if there are migrated data to mapped remote
memory, the PMS can return those data locally for better process performance.
The procedure of page migration is transparent for processes, while the PMS uses
a priority policy among those processes when choosing one to migrate remotely or
return locally its pages. When choosing pages among a process, the PMS uses the
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global LRU page policy to only migrate LRU pages to remote memory. A user
process informs the PMS of its allocated pages and can also suggest which pages
are critical and thus should not be migrated. After the migration procedure has
completed, a process retains the original virtual address of its pages and data that
now reside in remote memory, are still cacheable locally.

1.1 Prerequisites and Assumptions

The PMS utilises several software and hardware resources. To realise the imple-
mentation of the system, we assume an existing hardware distributed system that
consists of several compute nodes. Every node in that system contains its inde-
pendent operating system of Linux distributions, as well as the maximum amount
of main memory that one can install on it. Each node has read and write access
on the memory of the rest of the nodes in this distributed system, by utilising a
Partitioned Global Address Space (PGAS) hardware design, already implemented
in the system. The PGAS is one of the prerequisites that can potentially enable
remote memory to be cacheable to the local compute node.

1.2 Contributions

The author of this Master Thesis has contributed in the development of the PMS
in the Following three key aspects. First is the implementation of the software
components of the PMS. A daemon process which is the core component of the
system, scheduling actions and storing important information, a software library
used by process to send relative information to the daemon process, and a Kernel
module, responsible for moving pages from local memory to remote memory and
vice versa. Secondly, the Kernel of the Operating system was modified accordingly
to support mapping of remote memory and allow pages to be moved there. At
last, the author verified the functionality and evaluated the performance of the
PMS by executing several benchmark applications.
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Related Work

2.1 On demand Remote Memory user-level access

”Remote Regions” [19] presented at Usenix ATC 2018 by VMWARE exports mem-
ory to remote hosts as files through a simple interface. A process allocates remote
memory on demand, and that memory always resides in the node that was allo-
cated. Then, a remote host reads or writes the allocated memory using an API
similar file operations (i.e. read, write, etc.). Because of this, remote regions is not
transparent in terms of read/write and memory allocation unlike the Page Migra-
tion System. Finally, Remote Regions do not provide cacheable remote memory.
Therefore, a process cannot exploit cache blocking techniques for better perfor-
mance.

”Designing Far Memory Data structures” [20] presented at HotOS 2019 by
Microsoft, VMWARE and HP focus on the idea that only the core content of the
data structure resides in remote memory, while the path to the core content of the
structure can be calculated in the cache of the local computer node. This method
reduces the network traffic, since most of the time, only one round trip is required
to fetch the required data from remote memory. Operations on those data struc-
tures are performed using indirect addressing where a local pointer dereferences
to the actual physical address on remote memory, scatter-gather operations, and
notification operations which inform a node that data on remote memory have
been altered. Far memory data structures include custom made Maps, Queues
and Vectors. Unlike the PMS, there is no transparency when accessing remote
memory.

2.2 Disaggregated Clusters

"LegoOS” [23] presented at Usenix OSDI 2018 by Purdue University, is an Op-
erating System designed to work on disaggregated computing systems. Unlike a
monolithic system where the processor, main memory and storage hardware de-
vices are contained in the same physical machine, in a disaggregated system, there
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are several distributed machines where one would contain only a processor, another
would contain only the memory and another the storage. LegoOS works on top of
those distributed hardware resources and utilizes them all together through a NIC.
Users get access to a virtual Node, and LegoOS can distribute hardware resources
dynamically to each virtual node according to their needs. Essentially it is a com-
pletely different form of cluster designed to improve resource utilization, elasticity,
heterogeneity and failure isolation since each hardware component can operate or
fail on its own and its resource allocation is independent from other components.
On the part of remote memory management, it offers complete transparency, since
the remote memory allocation is managed by the hardware and operating sys-
tem. However it suffers performance-wise compared to a monolithic system, since
communication through hardware resources happens using the NIC instead of an
internal bus. The system is completely transparent in terms of remote memory
management. The disadvantage compared to the page migration system is that the
whole memory of a node is essentially remote memory, thus every main memory
access experiences higher latency due to the data transmission over the network
interface

"dReDBox” [14] presented at IEEE 2016 by IBM, UOT, FORTH, AUEB, HPN,
VOS and BSC, is a disaggregated cluster like LegoOS, however it also combines
the capabilities of monolithic compute nodes. The basic idea is that the main
components of the cluster are monolithic compute nodes where each node contains
its individual Processor, Memory and Storage, however the cluster also includes
physical machines that purely contain physical memory or storage. A User has
access to each node through a virtual machine, and drReDBox is capable of sup-
plying each node with additional memory or storage from those physical machines.
Similarly to the PMS, a node has access to its own local memory and remote mem-
ory, where in the dReDBox remote memory given dynamically by the hypervisor
of the disaggregated cluster. However dReDBox does not utilize any policy that
selectively distributes data of processes to remote memory based on a priority pol-
icy, hence there is no way to ensure that a critical process will access its data on
local memory.

2.3 Hardware-based remote memory access

Project PBerry [13] presented at HotOS’19 by VMWARE and ETH Ziirich ex-
ploits the Virtual Memory subsystem to provide access to remote memory. A
computer node contains an FPGA programmed to directly access remote memory.
In particular there is a coherent link between the last level cache of the CPU and
the FPGA. When the CPU generates a last level cache miss, and the requested
data do not reside in local memory, the CPU will request the data from the FPGA.
The FPGA will transfer a whole page where the cache line is part of, from remote
memory to local memory and if there is no available local memory, the FPGA will
have to transfer a local page to remote memory first. However, the FPGA will only
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fetch the cache line at first, and will asynchronously transfer the rest of the page
to local memory in order to avoid page faults and improve latency. Like the PMS,
there is transparency in data transfers, however, a big disadvantage compared to
the PMS is, that there is no priority protocol among many processes that run
on the same computer node, meaning that the FPGA can evict pages of critical
processes that run on the system to remote memory, and delay their completion
time.

KRAM is a remote swap space, implemented in the CARV laboratory of
FORTH. The KRAM uses the (unused) memory of some remote node in order
to create a ram disk. Each node consists of a kernel-space module that maps re-
mote memory of another node as an I/O device in order to accomplish the task.
For memory transfer to/from remote memory, an RDMA engine and/or memcpy
are used. In contrast to PM System, KRAM uses a different interface, which is the
Linux swapper, to swap out memory pages to a remote node, when RAM usage
is at its limit. Similarly to PM System, KRAM uses a transparent method to ex-
ploit remote memory of a compute node. Although KRAM uses an LRU policy to
swap out pages, processes are not able to demand their data to remain in the local
memory. More specifically, pages that are frequently accessed should be swapped
in the local memory, while pages that are infrequently accessed should swapped
out. In the PMS, the kernel of the local node is able to directly map remote
memory, which allows remote read and write operations. Although The KRAM
is fully transparent when accessing remote memory, the core difference with the
PMS is that when a process wants to access data in remote memory, a page fault
is generated and a whole page must be transferred through the network interface.
On the other hand, when using the PMS and a process wants to access remote
memory, if there is a cache miss on the last level cache, the system only requires
to fetch a cache line from remote memory.
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Chapter 3

Design

In principle, we need to know the capabilities that the hardware design of the
distributed system offers, and build the page migration system in conjunction with
that design. Essentially our system must be able to to migrate memory pages
transparently. To accomplish that objective, it must be aware of the memory
pages that are allocated by user-space processes running on a computer node.
Furthermore, a software mechanism is required to copy data from a part of physical
memory to another. Finally, if data are migrated to remote memory, read and write
operations take longer to complete, since data have to travel through the network
of the distributed system. For this purpose the system should cleverly decide
what pages to migrate among several processes. That algorithm of the system
must consider the general system memory usage, the rate that a page is read or
written, and be fair among processes regarding which pages shall be chosen for
migration.

3.1 Exploitation of the Hardware design

Our design is built on top of a distributed system that consists of several com-
puter nodes. Those nodes contain a Zynq UltraScale+ MPSoC with an FPGA
programmed to communicate with each other through a network switch. The
network interconnection design is developed in the context of the ExaNeSt [10]
project. The hardware design supports zero-copy read and write operations to re-
mote memory using a global address space among the computer nodes. If a read or
write operation is initiated, and the physical address contains a hex prefix, instead
of reading or writing in the local physical memory, the request is sent to the PL of
the computer node. The PL uses that prefix to determine the remote node where
the remote read /write operation must be executed on the memory of. The system
boots from an SD card. That SD card also contains a device tree that informs the
OS, where each hardware chip exists on board and how to use it. For the 2GB
of physical memory, we instruct the OS through the device tree to map only the
1768MB and label the rest 256MB as reserved memory. Reserved memory is not

7
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mapped by the Kernel, so there are no means that the system can read or write
on that memory unless custom read or write system calls are used.

The above implementation of the hardware design allows us to hotplug [17]
physical memory of a computer node to another computer node. When memory is
hotplugged in a node, the kernel of that node recognizes new memory, makes new
memory management tables, and makes sysfs files for new memory’s operation.
This means that we can exploit the Kernel’s software utilities to perform operations
on remote pages and we also gain the advantage that the data which reside in
remote memory are cacheable. This gives us two significant benefits. First of all,
the user will not require to specifically request a remote read or write operation
on data. The Kernel will initiate those operations during a cache invalidation.
Figure 3.1 depicts the paths a local and remote write will take in the hardware
after a cache invalidation. In detail, for a local/remote write to initiate, data must
be removed from cache and be written to memory. The physical address of that
data will enter the Cache Coherent Interconnect (CCI). The CCI determines if the
physical address is local or remote. If the address contains eight extra MS bits, it
is remote, else it is local. For a local write, the data and address will be transferred
to the local DDR Memory controller and finally to the physical memory. For a
remote write, the CCI will send the data and address to Programmable Logic
(PL), the PL will send them to the network, and the network switch will send
them to the corresponding remote node. The PL of the remote node will send
the data and address now converted to local, to its DDR Memory controller to
be written to remote physical memory. This fulfills the objective to make remote
operations transparent for the user. The second benefit is that we can use cache
blocking techniques to perform read/write operations on remote data, in cache.
This equals to less network traffic, which will minimise performance loss of a
process using remote memory.
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Figure 3.1: Data transfer paths for local writes (lw) and remote writes (rw).

3.2 Kernel Modifications

As we mentioned in the previous section, we can hot-lug remote memory to a
computer node. We use the Linux Kernel version 4.9 since it supports memory
hotplug through patching [2]. The kernel divides memory into blocks called zones
which represent ranges within memory. When a memory allocation mechanism
is used, the Kernel looks up free memory space in those zones, and allocates the
requested size. We want to create an entry for a new zone, so that when we hotplug
remote memory, the Kernel registers it there. We must also isolate that zone from
all allocation mechanisms so that the only way a process can have access to remote
memory will be when the page migration system migrates its memory pages there.

The process of migrating memory pages requires the execution of several tasks,
such as blocking the page’s access from other processes while data are copied from
one page to the other, reverting the page table entries so that they point to the
new page, etc. The Kernel already contains such utilities [16], however their main
purpose is to be used for memory compaction, or for handling poisoned pages, and
therefore they are not exported to be used by outer modules. We can export and
modify several of those Kernel utilities and use them in collaboration, in order to
achieve page migration. Since this operation can only be done in Kernel-space, we
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create a module to perform the task.

3.3 Page Migration System design

As we discussed in the first paragraph of this chapter, we need to be aware of
the pages that are allocated by the processes, and select among those pages for
migration. In the /proc path of the root file-system, there are files that contain
information of every process that runs on the system along with the virtual and
physical addresses of memory that is allocated by them. In the /proc/kpageflags
file there are bit-strings which describe the state of memory pages of all processes
running in the system. By reading a bit-string of a specific memory page, we can
determine if a page belongs in the LRU list, is poisoned, unevictable etc. The
/proc path addresses however also point to instruction memory which would not
be wise to migrate to remote memory for better performance. For our prototype
design, we implement simple inter-process communication between a process and
our system where a process can send the system the virtual memory of data that
are allocated at run-time using a software library. The system can then match that
memory with the process entries in the file-system and find the physical addresses
that could be candidates for migration.

The core of the page migration system is a daemon process that stores informa-
tion on migrated pages and their processes. The daemon works as an event-driven
application. Since we implement inter-process communication, the first thing that
should be done by the daemon is to read incoming messages from other processes.
Those messages can contain allocated memory information and requests of the
processes as to how the daemon should handle that memory. Next step for the
daemon is to read the current memory workload. The daemon should have two
threshold values defined. One threshold when compared to current system memory
usage would mean that current memory workload is high enough so that the com-
puter node requires more memory capacity and the other threshold would mean
that current memory workload is light for the current node. In case of a high
memory workload, the daemon must gather the physical addresses of local pages
that are appropriate to migrate to remote memory. In case of a low memory work-
load, the system can gather the physical addresses of migrated pages and return
them locally, since now there is enough unused local memory to satisfy memory
requirements for all processes running the system.

Once the physical addresses are gathered, we need a way to move them from
local memory to remote and vice versa. That memory is already mapped by the
Kernel. As we explained in the previous section. We can export several Kernel
utilities that perform page migration for us. To use them, we implement a character
device driver that can acquire physical pages on demand by writing them with the
daemon process to a character device file created by the driver, and then perform
the migration of pages. The driver must fulfill all of the possible safety properties
when moving memory pages, such as the case that a process suddenly terminates
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or that the physical address requested to migrate, is actually invalid. After the
migration procedure is complete, the driver is required to send relevant information
to the daemon process, as to how many and which pages successfully migrated,
or if the migration procedure failed. Figure 3.2 presents an overview of the Page
Migration System implementation.

Page Migration | Page Migration
Monitor Send messages Library
Daemon Process Software Library
[} Sends pages 4
to migrate uses
Process x
User Process
Returns pages Space
that migrated Kernel
Page Migration Space
Driver

Character Device
Driver

Figure 3.2: Page Migration System Implementation Overview.
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Chapter 4

Implementation

The PM system consists of several software components that communicate with
each other in order to transparently migrate pages in a distributed system. In
our implementation, the system consists of compute nodes that have isolated part
of their memory. The isolated memory section is not mapped by the kernel and
therefore the standard allocation mechanisms in user and kernel space will not
allocate memory from that section. Our system hot-plugs isolated memory from
remote nodes, into our local node. The hotplugged remote memory is mapped by
the local node and is registered to an isolated memory zone which is specifically
defined for the page migration system. Default allocation mechanisms in user and
kernel space cannot allocate memory in that zone. The migration system uses that
zone to point at hot-plugged remote memory, and move LRU pages there.

More precisely, a daemon process is continuously active on the system, and
inspects the main memory usage. When free main memory percentage is dropped
below a specified threshold, the daemon iterates over registered processes and
chooses LRU memory pages that are allocated by those processes. When it finishes
collecting page frame numbers that are candidates for migration, it sends that
data to a kernel module through file communication. The kernel module is then
responsible for performing the task of migration. When the module completes
the process, it sends the frame numbers of pages that were migrated, back to the
daemon on success, or an appropriate return value if migration could not take
place. On success, the daemon stores information of pages that were moved. The
daemon can only move pages of processes that are registered to it. In order for a
process to register to the daemon, a user space software library with a simple API
must be included, that the process can use to send information to the daemon,
such as the process id, allocated memory that can be migrated etc.

13
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4.1 The page-migration-monitor

We now describe the Page Migration Monitor, which is one of the most basic
software components of the PM System. The page migration monitor is a user-
space daemon that continuously runs on the system performing several sequential
steps of operations, and its main role is to monitor system’s memory usage. During
the initialization of the daemon, two thresholds are specified as parameters. The
first threshold is called migration percentage threshold. That is, when free available
RAM goes below this threshold, the daemon will try to migrate local pages that
are infrequently used to remote nodes. The second threshold is called return
percentage threshold, and its value should be greater than the value of the first
threshold. Whenever the amount free RAM goes above this threshold, the daemon
will try to bring pages that are migrated to remote nodes to the local memory.
After determining which pages should be migrated, the Page Migration Monitor
will send pages’ frame numbers to a kernel module via file communication, so the
latter can perform the actual migration of the memory. The daemon also checks
a FIFO file at every event, for any incoming messages from processes that use
the library to send information. That information can be either process data for
registration, or memory with the potential to be migrated.

4.1.1 The daemon algorithm
Figure 4.1 depicts the operations taken by the Page Migration Monitor.

e The daemon reads the FIFO file of an incoming message. A message contains
data including a value that determines its type. In case a message has arrived,
the daemon checks the message type and performs the appropriate action,
depending on the message type.

— Process registration: A new process requests to be registered to the
daemon. This message contains the process id and a priority value that
the daemon uses in order to determine which process’s pages should be
migrated first. A process with a higher priority value will have its pages
moved at a later time, than a process with a lower priority value.

— Process sends memory: A process previously registered, sends contigu-
ous virtual memory that has the potential to be migrated, in case of
the system memory reaching the migration threshold. This message
contains the process id, a virtual address, and a size that is a number of
sequential memory bytes. The virtual address is the starting memory
of those bytes.

— Process release memory request: A process requests to release memory
specified. This message contains the process id, and a virtual address
that has been sent before by a ”Process sends memory” message. The
daemon will clear all data from its data structures regarding that mem-
ory including information about migrated pages in that memory range.
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This message should only be sent by a process right before the process
deallocates that memory.

Process lock memory request: A process requests to keep memory speci-
fied, locally. This message contains the process id, and a virtual address
that has been sent before by a ”Process sends memory” message. The
daemon will mark the memory starting with the specified virtual ad-
dress as locked. If that memory has been moved remotely, the daemon
will add the process data struct in a queue, and on the next event will
try to bring its memory locally. The process struct will remain in that
queue until all pages have returned. After that, the daemon will never
migrate pages of that process again.

Process termination: A process sends a cleanup message and the dae-
mon removes any stored data of the particular process. This message
contains the process id. This message should only be sent by a process
that terminates immediately after that.

e The daemon serves pending lock memory requests. All processes that re-
quested to lock their memory, will have their data struct stored in a queue.
The daemon will return all pages requested by the processes in the queue
locally, and will move to the next step when the queue is empty.

e The

daemon reads the system memory usage, and determines if memory

has reached one of the two thresholds. If free Ram percentage is below the
specified migration threshold, and the memory zone has enough free space
to receive pages:

The daemon will try to find a process, appropriate to migrate its pages.
To determine which process will be selected, the daemon takes into
account, the process’ priority value, and how many pages each process
has already sent.

After an appropriate process has been selected, the daemon will scan
the memory pages sent by that process, and use the /proc entries in
the file-system to determine which of those pages are in the LRU list.
LRU pages will be stored in a buffer.

The daemon will then send that buffer to the page-migration module,
to migrate those pages to the memory zone.

On completion, the daemon receives a modified buffer from the module
that contains only the pages that were successfully migrated and the
daemon will update the process data struct accordingly.

e If free Ram percentage is above the specified return threshold, and there are
pages that are already migrated to the memory zone:

the daemon will try to find a process, appropriate to return its pages.
To determine which process will be selected, the daemon takes into
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account, the process’ priority value, and how many pages each process
has already sent.

— After an appropriate process has been selected, the daemon will add an
amount of migrated page frame numbers of that process, in a buffer.

— The daemon will then send that buffer to the page-migration module,
to return those pages from the memory zone.

— On completion, the daemon receives a modified buffer from the module
that contains only the pages that were successfully returned and the
daemon will update the process data struct accordingly.

Return Pages locally

Choose Process to N Gather vas N Match pfns | Send pfns || Save
migrate pages From struct | | from /proc | |to Module Results

Above High Threshold

Start Check FIFO/ Check RAM
- Procedure/ save data threshold
Back off
In between

Below Low Threshold

Move Pages remotely

Choose Processto | | Findvas || Match pfns | | Send pfns | |  Save
return pages from /proc from /proc | |to Module Results

Figure 4.1: Flowchart of event processing by the Page Migration Monitor.

4.1.2 The process selection algorithm

Figure 4.2 presents the flowchart of the process selection algorithm. For the dae-
mon to choose an appropriate process to move pages from one memory region
to another, an algorithm is used which takes two parameters. A priority value,
which is an integer value given by a process to the daemon through the registration
message, and a migration threshold value which is incremented or decremented by
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a value equal to the maximum amount of pages that can migrated at the same
time. For this prototype we set that value to 8192 which is the maximum num-
ber of pages that the daemon can send to the module with one system call. The
migration threshold value and the priority value start at 0(zero).

When the daemon searches through the registered processes to find a candidate
for migration, it will start with searching all processes which have the current
priority value. If a process has not migrated more pages than the threshold value,
it is chosen as a candidate and the algorithm returns that process. If none of the
processes of that priority meet that criterion, The priority value is incremented by
one, and processes of that priority will be scanned. Every time the priority value
changes, the algorithm examines if process of all priorities have been searched. If
that is true, the migration threshold value is increased so that process can meet
the threshold criterion. The last thing that happens a after the priority value is
changed is that the daemon checks the RAM usage once more. If the usage is
drops below the critical percentage, we exit the algorithm since we do not need to
migrate the pages anymore.

The algorithm required for finding a process when we need to return pages
locally is similar. The differences is that we decrement the priority value and
migration threshold value when that is required.

Start

no

No more
processes

or all processes o
current priority

+/- to Priority

no

RAM threshold
changed?

igrated pages >/<
Threshold?

Looped all priorities?

+/-to
migration
yes threshold

Figure 4.2: Flowchart of the process selection algorithm.
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4.1.3 The daemon process data table

For the appropriate management of the processes that have been registered to the
daemon, we require to store important information regarding the available remote
memory, memory pages of registered processes as well as their memory location.
The main data structure of the page migration daemon is the process data table.
The table contains several numeric values used for the process selection algorithm
such as the memory thresholds and priority values.

Figure 4.3 illustrates an overview of the process data table. The table consists
of an array of size equal to available priority values. Every index of the array
points to a double linked list where every node contains data of a particular pro-
cess. Those data include registered memory ranges that are allocated by a process,
an array of virtual addresses that point to migrated physical addresses and miscel-
laneous data such as the process id, priority etc. During every event, the daemon
requires to perform an extensive search among the process data in order to fill a
buffer with page frame numbers that will be sent to the module for page migra-
tion. In detail, for every page that is chosen, the array of virtual addresses must
be iterated, in order to know if that page already resides in remote memory or not.
In order to minimize the iterations, we store all virtual addresses in a sorted array.
By using a sorted array, we can perform binary search and thus, if we want to
validate that M pages exist in an array of N migrated pages, the time complexity
of that process happens in O(MlogN). Furthermore, when a migration procedure
finishes, the pages that were recently migrated are also sorted. If we want to add
M new pages to an array of N migrated pages, the time complexity of that process
happens in O(M + N).

Priority: 0 | Priority: 1 | ... |Priority: n-1
Process Process Process
Data Data Data

Process
Data

memory
buffer

memory
buffer

Migrated P ted
Drocess igrated Pages array (sorted) ‘

Data

Figure 4.3: Overview of the process data table.
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4.2 The pmm-sender library

The pmm-sender is user-space software library that a process must include and
use its methods, in order to send sufficient information to the daemon, to perform
migration on its pages. The library communicates with the daemon through a
FIFO file. Figure 4.4 illustrates the inter-process communication between the
daemon and processes using the library. The file is only written by the library and
is only read by the daemon. The library implements the following API:

e int pmm_init(uint16_t priority): This method must be called before any
other method of the library and is used to register a process to the daemon.
The ”priority argument” is used to declare the priority of the process in
terms of how often its pages will be migrated, if required. A process with
a higher priority will have its pages moved less frequently than a process
with lower priority, if both of those processes are registered to the daemon.
Current values range from 1 to 5. The priority and the process id are written
to the FIFO file.

e int pmm send_buffer(void* virt_addr, long unsigned bytes): This
method is called, when the calling process wants to send memory to the
daemon that is suitable for possible migration. The first argument is the
virtual address at the starting byte of that memory, and the second argument
specifies the size of that memory in sequential bytes. The method rounds up
the bytes to make them multiple of a page size. Those 2 values then along
with the process id, are written to the FIFO file.

e int pmm _release_buffer(void* virt_addr): This method is called when
the calling process wants the daemon to unregister the memory that was
registered before with the pmm_send_buffer call. The daemon removes any
information regarding that memory such as the memory range and the pages
of that range that are migrated. The daemon will not try to return any mi-
grated pages locally, if that method is called. It is the calling process’s
responsibility to free the memory after the pmm_release_buffer call has re-
turned.

e int pmm request_pages_lock(void* virt_addr): This method tells the
daemon that sequential memory that was sent with the previous method,
and begins at the virtual address specified in the first argument, is consid-
ered critical and should be prioritized to return locally. At that point, that
memory is protected by the daemon, and will not be migrated again. The
virtual address along with the process id are written to the FIFO file.

e int pmm _cleanup(void): When the process calls this method, it sends
termination information to the daemon. This means that the daemon will
deregister the process and any information on pages that were stored. If this
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method is called, it should happen right before the process terminates. How-
ever, if a process terminates without calling that method, and the daemon
results in moving its pages, it will determine that it is not running anymore,
and clear its data on its own value.

LibraryH Process 0 }
Write
FIFO LibraryH Process 1 }
Read

LibraryHProcess n-l}

Figure 4.4: the inter-process communication between the daemon and processes
using the library through a FIFO.

4.3 Patching the Linux Kernel

By patching the Linux Kernel, we enable remote memory to be used from our
operating system after it is hotplugged. Furthermore we export and modify several
functions that allow us to migrate memory pages to the hotplugged remote memory
or return them to local memory if they have already been migrated.

In order to make remote memory accessible to the Operating System, we must
integrate it to the Kernel data structures that manage system memory. The Linux
Kernel has an architecture independent way of describing physical memory [11]. As
mentioned in the previous chapter 3.2 memory is divided into blocks called zones.
By gathering information regarding memory management from several books on
the Linux Kernel [5] [18] [4], we defined a new memory zone. We made changes to
the following files in the Linux Kernel to successfully create a new memory zone
and modify the hotplug patch, to add memory that is being hotplugged to that
specific memory zone.

e include/linux/mmzone.h In this file we add an extra entry in the enu-
meration type for zones.

e mm/page_alloc.c In this file we add the name of the zone as an array of
characters. When reading the /proc/buddyinfo file, that name will appear
for the newly created zone.

e arch/arm64/mm/init.c This is the initialization file for the whole memory
system. Here we define the range of physical memory as defined in the device
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tree at boot time, that should be adapted to each zone. Since the zone for
the migration system needs to only acquire hotplugged memory, we set it to
zero range, but we need to define it anyway, so that the operating system
creates the basic data structures for the zone. In this file, the patch for the
hotplug is added. We make a minor modification to the hotplug patch, by
changing the zone where the memory would be hotplugged, to our special
zone.

e include/linux/gfp.h In this header file, several flags are defined so that
when added to page allocation calls, they tell the operating system to allocate
memory from a specific memory zone. There is also the GFP-zone-table
which is a bit-string that is used in a complex bit-wise operation along with
the GFP flag of the page allocation call. The result of that operation is
the zone that will be used for memory allocation. We defined our GFP
flag accordingly so that when it is used in the allocation call, it will return
the zone used for page migration. We also defined our zone in a way that a
different GFP flag will never return that zone. This ensures that any memory
allocation call by a third party will not allocate memory in our zone.

For the page migration to happen, we have exported several functions from
the kernel, which are used for moving, isolating and referencing pages. Below we
explain the use of the functions we have exported from the kernel.

e isolate_lru_page: Increases the references to the page so that it cannot
vanish while the page migration occurs. It also prevents the swapper or
other scans to encounter the page.

e migrate_pages: This is the core function that we require in order to move a
list of pages. As derived from kernel Documentation, this function performs
many tasks including, locking page accesses from any source while data is
moving, allocating the new pages, coping data from old pages to new pages,
and freeing old pages from memory. This particular function uses as param-
eters a page-list of page structures that will be moved from one memory zone
to another. There is also a parameter of type enum migrate_reason which is
used by the operating system to understand the reason why migrate_pages
was called, like for memory compaction, memory failure etc. We added our
own entry into that enumeration type so that when we call migrate_pages
from our Kernel module, the procedure will follow the path that we want.
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4.4 The page-migrator Kernel Module

The page migrator is a kernel Module, waiting to receive data from the page
migration monitor. When the module file is written by the daemon, the Module
receives a buffer of page frame numbers. The buffer also contains a bit, of which
its value indicates whether its pages should be migrated to the memory zone, or
be returned from the memory zone. Figure 4.5 presents the operations that the
page-migrator Kernel Module performs when the daemon schedules a migration of
pages. In depth, the Module performs the following actions:

e The Module scans the whole buffer of page frame numbers. Because of the
limited address space of the kernel, we use a smaller buffer in the module,
where we copy parts of the bigger, user buffer. When we finish scanning each
part, we copy back to the user the resulting buffer, and we move to the next
part until we have scanned the whole buffer. The first part of the buffer also
contains the bit which indicates whether migrate the pages to the zone, or
return them from the zone to local memory.

e For every page that we read from the buffer, we check there are still references
to that page. If that is true, we get the struct page of that pfn.

e Next, we increase the reference of the page by one. This is required before
we perform page isolation, so that even if no-one else refers to that page,
we can still access the page struct. We then perform isolation. If isolation
succeeds, we add that page struct to a page list.

e When the whole buffer is scanned, and the page list is not empty, we call
migrate_pages to complete the operation.

If the process of copying the buffer or the migration procedure fails, the module
returns an error value to tell the daemon to restart the process. In any other case,
the module returns the number of pages that were successfully migrated and their
frame numbers in the modified buffer.
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Figure 4.5: Flowchart of the page-migrator Kernel Module.
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Chapter 5

Evaluation

Our goal is to test the resilience of our system when it is used on applications
that stress the memory usage, observe the effect of performance on processes that
have their data moved to remote memory through the Page Migration System,
demonstrate that by migrating infrequently used data, we can achieved reduced
latency compared to when we migrated continuously used data, and also ascertain
how much temporal locality in processes can minimise their latency on remote
memory access.

Consequently, we evaluate the Page Migration System on several benchmarks
that fulfill the prerequisites mentioned above. We run the benchmarks using several
different configurations and options, gather the results and analyze them.

5.1 Testbed

Figure 5.1 presents the overview of the testbed. Our testbed consists of 2 computer
nodes and a network switch. Each computer node uses a Zynq UltraScale+ MPSoC
containing four ARM Cortex A53 Cores and a XCZU9EG-2FFVC900 FPGA, 2GB
of DDR4 SDRAM where 256MB are unmapped by the node, 16GB Micro SD for
storage and Linux OS with 4.9 Kernel installed. The switch also uses a Zynq
UltraScale+ MPSoC programmed as a network node for remote data transfers
between the two computer nodes. The network interconnection design is developed
in the context of the ExaNeSt project.
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Figure 5.1: Testbed Overview.

5.2 Benchmark: Lmbench

Lmbench [22] is a suite of portable, ANSI/C micro-benchmarks for UNIX/POSIX.
In general, it measures two key features: latency and bandwidth. We use lmbench
to measure the memory latency when accessing remote memory compared to local
memory. For memory bandwidth, Imbench uses the Stream benchmark, which we
use in the next section 5.3.

For memory latency, we use the lat_mem_rd tool of lmbench which counts
nanoseconds per load operation in an array, by defining an array size in MB, and
a stride value in Bytes which signifies the gap between sequential memory accesses
in the array. A larger stride value will cause more latency due to a greater amount
of cache misses. When a load operation generates a last level cache(LLC) miss,
and the requested data reside in remote memory, the system will have to wait for
the local pl to send the read request to the remote pl and wait for the data to
arrive through the NIC. That equals a round-trip in the NIC.

5.2.1 Lmbench Setup

We want to compare the memory read latency of the local DRAM with the equiv-
alent of the remote DRAM. . we perform several runs which we divide into local
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and remote sets. In the local sets of runs, data reside in local DRAM, while in the
remote sets of runs, data reside in remote DRAM. Since we have 256 MB available
remote memory in our prototype testbed, we set the array size 256 MB in all runs.
For every set we define strides of 16, 64, 256, 1K, 4K, 16K, 32K and 64K bytes. In
our case the latency did not increase when we measured beyond a 64K stride value,
so we display the results up to 64K. Right before initialization we call pmm_init
to register the process to the daemon, then we call pmm_send_buffer to send the
daemon the array that we want it to migrate when RAM drops below the specified
threshold, and right before the benchmark terminates, we call pmm_cleanup to
deregister the process from the daemon.

5.2.2 Lmbench Results

Figure 5.2 and Tables 5.1 and 5.2 below, show the results. We observe that when
we increase the stride from 256 bytes to 1KB, the latency increases at an excep-
tional rate compared to the other pairs of strides both at the local and remote
configuration, but even more at the remote configuration due to the NIC latency.
We assume that this happens due to the prefetcher of the cache. A cache line in
11 and 12 cache of the ARM Cortex ab3 has a fixed size of 64 bytes. If the latency
increases exponentially after the 256-byte stride, that would probably mean that
the prefetcher adds about three more cache lines after a cache miss, and thus if we
use a stride of more than 256 bytes, we greatly increase the rate of cache misses.
This is verified in Chapter 6, Section 6.6.2 of The ARM Technical Reference Man-
ual for Cortex-Ab3 [3] where it is written that the prefetcher recognizes a sequence
of data cache misses at a fixed stride pattern that lies in four cache lines, plus or
minus.

Stride |16 64 256 1024
local(ns/1d) 5502 21.908  27.027  102.777
remote(ns/Id) | 108.039 430.769 512.248 2003.609

Table 5.1: Lmbench Memory Read Latency, Array size: 256 MB ptl

Stride ‘ 4096 16384 65536
local(ns/1d) 108.039  127.048  132.976
remote(ns/1d) | 2010.261 2020.660 2043.296

Table 5.2: Lmbench Memory Read Latency, Array size: 256MB pt2
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Lmbench: Memory read latency (ns/load)
Array size: 256MB
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Figure 5.2: Lmbench: Memory Read Latency for local and remote configuration

5.3 Benchmark: Stream

The STREAM [21] benchmark is a simple synthetic benchmark program that mea-
sures sustainable memory bandwidth (in MB/s) and the corresponding computa-
tion rate for simple vector kernels. The benchmark allocates three one-dimensional
equally sized arrays a, b and c. and iterates over them performing four functions
over every index. Copy, Scale, Add and Triad. Copy. After the arrays are initial-
ized, the above for algorithms are executed in order:

e Copy: c[i] = ali], for i+ 0 to array_elements

e Scale: b[i| = c[i] *x const, for i< 0 to array_elements

e Add: c[i] = ali] + b[i], for i + 0 to array_elements

e Triad: ali] = b[i] + c[i] * const, for i + 0 to array_elements

We made a small modification by converting all three of the arrays from one-
dimensional to two-dimensional. The reason was to display a simple example,
where rarely used or unused allocated data of a process that is migrated to remote
memory, and will have minimal to zero performance drop, compared to keeping
every data in memory locally. When Stream starts, the user can specify which
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parts of the arrays will be computed. There are 3 options. ‘Odd’, ‘even’ or ‘all’.
‘Odd’ computes only the columns of odd index for every array, ‘even’ computes
only the columns of even index, and ‘all’ computes the whole array.

5.3.1 Stream Setup

For our tests we used two different array sizes. Since the available remote memory
of our computer nodes is 256MB, we defined the array size such as, that a whole
array can be migrated to remote memory. For every run we test a good scenario
where we migrate part of the arrays that is not used for computation, and a bad
scenario where we migrate part of the arrays that will be computed. For our first
setup, we want to migrate one array at a time. We set each array to have the size
of 512MB for a total memory usage of 1536 MB. Since we only compute half of the
whole arrays, each half part is exactly 2566 MB and can fit into remote memory. For
our second setup we want to migrate two arrays into remote memory, so we set
the size of the arrays to 256MB for a total of 768MB. Each half part of the array
that will be computed, is now 128MB and thus we can fit two arrays in remote
memory. For every run we migrate the odd columns, of the arrays, but in the
good scenario, we perform computations on the even columns, while on the bad
scenario we do that for the odd columns. Finally, we run every configuration for
1, 2, 3 and 4 threads.

5.3.2 Stream Results

For the good scenarios where we migrated only unused memory, performance was
equal to having all of our data in local memory as expected, so we omitted those
results from the thesis. Next we analyze the results for the bad scenarios, where
we migrate used memory.

For the Copy algorithm the results are shown on tables 5.3 and 5.4 and on fig-
ures 5.3 and 5.4. Every iteration performs c[i] = a[i], for i < 0to array_elements.
This means that we have one load operation on a, and one store operation on c for
every iteration. For Figure 5.3, migrating the b array gives us performance equal
to the local configuration. That is because in the Copy algorithm, b is not used
at all, and so every computation is performed locally. Migrating the ¢ array gives
better performance than migrating array a. Let’s examine array a first. As we
explained in section 5.2,for a load operation that generates an LLC miss, we pay
latency for a round-trip to NIC fetching a cache line. During eviction, since data
are not modified, there is no need for the system to write them back to external
memory. When we migrate the array ¢ on the other hand, if we generate an LLC
miss, a request from the local PL will be sent to remote PL to bring data from
remote memory. When the line is fetched, in will be stored in the Store buffer of
the processor as described in Chapter 2 in section 2.1.6 of the Arm a53 TRM [3],
but since we only overwrite the c[i] without reading its data, the store operation
will allocate enough space in the store buffer for the incoming cache line, write
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the data of that double word in the cache line, and the rest of the line will be
brought from remote memory asynchronously. That way we do not wait for the
round-trip to complete, and since all sequential data of the same line and nearby
lines are only overwritten and are never read, we never need to wait for the data
to come from remote memory. During line eviction from the LLC, there is usually
a write buffer, also called an eviction buffer or a victim buffer, where evicted data
are stored there, and at a later time or when the buffer is full, lines in that buffer
will be written asynchronously in main memory. Consequently, migrating the ¢
array is faster than migrating the a array, due to a having more latency because
of more round-trips in the NIC and due to the fact that the system will have to
wait on all those round-trips.

For Figure 5.4, migrating the b and ¢ arrays gives the best performance com-
pared to the other 2 remote configurations, since the b array is not used in the Copy
algorithm, and migrating ¢ performs better than a as explained in the previous
paragraph.

We notice that no matter how many threads we use when accessing remote
memory, performance does not improve. We speculate that this happens due to the
fact that with our prototype the NIC uses one network path for every transaction
and we are already throughput-bound by one thread.

Configuration ‘ 1 Thread 2 Threads 3 Threads 4 Threads

local(MB/s) 5015.8 7471.8 8939.2 9659.1
a remote(MB/s) 64.5 64.6 64.6 64.6

b remote(MB/s) 4993.6 7571.4 9037.8 9708.7
¢ remote(MB/s) 518.0 518.1 516.7 517.9

Table 5.3: Stream Copy algorithm, Array size 512MB

Configuration ‘ 1 Thread 2 Threads 3 Threads 4 Threads
local(MB/s) 4960.9 7551.0 8995.0 9726.7
a,b remote(MB/s) 64.8 64.9 64.9 64.8
b,c remote(MB/s) 520.0 520.4 518.9 520.3
a,c remote(MB/s) 64.4 64.4 64.1 47.7

Table 5.4: Stream Copy algorithm, Array size 256 MB
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PMMB (Copy function, migrate used memory)
Array size: 512MB
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Figure 5.3: Stream Copy algorithm. Local configuration vs one array remote
configurations, migrating used memory for 1 to 4 threads.
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Figure 5.4: Stream Copy algorithm. Local configuration vs two arrays remote
configurations, migrating used memory for 1 to 4 threads.
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For the Scale algorithm the results are shown in Tables 5.5 and 5.6 and in
Figures 5.5 and 5.6. Every iteration performs: bi] = c[i] * const, for i <«
0 to array_elements. This means that we have one load operation on ¢, and
one store operation on b for every iteration. The results for these test runs are
similar to the Copy algorithm, with the difference that now the b is the array being
written instead of ¢, and c is the array being read instead of a. Migrating only the
array a, has no performance drop since it is not used.

Configuration ‘ 1 Thread 2 Threads 3 Threads 4 Threads

local(MB/s) 2014.3  3994.2 5767.0 7676.5
a remote(MB/s) | 2011.9 3982.9 5774.5 7626.4
b remote(MB/s) 517.4 517.9 517.1 518.2
¢ remote(MB/s) 64.5 64.6 64.6 64.6

Table 5.5: Stream Scale algorithm, Array size 512MB

Configuration ‘ 1 Thread 2 Threads 3 Threads 4 Threads
local(MB/s) 20215 4025.7 5772.3 7608.7
a,b remote(MB/s) 515.8 516.8 515.6 516.9
b,c remote(MB/s) 64.2 64.2 63.8 48.8
a,c remote(MB/s) 64.3 64.4 64.4 64.4

Table 5.6: Stream Scale algorithm, Array size 256 MB
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Figure 5.5: Stream Scale algorithm. Local configuration vs one array remote
configurations, migrating used memory for 1 to 4 threads.
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Figure 5.6: Stream Scale algorithm. Local configuration vs two arrays remote
configurations, migrating used memory for 1 to 4 threads.
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For the Add algorithm the results are shown in Tables 5.7 and 5.8 and in Fig-
ures 5.7 and 5.8. Every iteration performs: c[i] = a[i]+0b[i], fori < 0to array_elements.
In this algorithm the array c is written while the arrays a and b are read. Like the
previous algorithms we experience better bandwidth when we migrate the ¢ array
than the other two. In the configurations where we migrate two arrays, migration
of b+ c and a + ¢ get double bandwidth than a + b because of the c array.

Configuration ‘ 1 Thread 2 Threads 3 Threads 4 Threads

local(MB/s) 24048 43624 5554.1 7239.4
a remote(MB/s) 96.8 96.9 96.7 96.6
b remote(MB/s) 96.6 96.9 96.8 96.7
¢ remote(MB/s) 774.4 775.4 774.3 774.1

Table 5.7: Stream Add algorithm, Array size 512MB

Configuration ‘ 1 Thread 2 Threads 3 Threads 4 Threads
local(MB/s) 24054 4427.1 5592.7 7333.2
a,b remote(MB/s) 48.4 48.4 48.4 48.4
b,c remote(MB/s) 95.6 95.6 95.5 95.1
a,c remote(MB/s) 96.7 96.7 96.1 95.7

Table 5.8: Stream Add algorithm, Array size 256 MB
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PMMB (Add function, migrate used memory)
Array size: 512MB

I ocal

H & array remote

HE b array remote
C array remote

103 4

Best Rate MB/s

102 4

Threads: 1 Threads: 2 Threads: 3 Threads: 4

Figure 5.7: Stream Add algorithm. Local configuration vs one array remote con-
figurations, migrating used memory for 1 to 4 threads.
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Figure 5.8: Stream Add algorithm. Local configuration vs two arrays remote
configurations, migrating used memory for 1 to 4 threads.
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For the Triad algorithm the results are shown in Tables 5.9 and 5.10 and in
Figures 5.9 and 5.10. Every iteration performs: a[i] = b[i] + c[i] * const, for i <
0 to array_elements. In this algorithm the array a is written while the arrays b
and c are read. Here we experience better bandwidth when we migrate the a array
than the other two. In the configurations where we migrate two arrays, migration
of a + ¢ and a 4+ b get double bandwidth than b 4 ¢ because of the a array.

Configuration ‘ 1 Thread 2 Threads 3 Threads 4 Threads

local(MB/s) 1957.6  3847.3 5393.6 6802.7
a remote(MB/s) 773.2 775.1 7747 776.9
b remote(MB/s) 96.6 96.9 96.8 96.7
¢ remote(MB/s) 96.7 96.8 96.7 96.6

Table 5.9: Stream Triad algorithm, Array size 512MB

Configuration ‘ 1 Thread 2 Threads 3 Threads 4 Threads
local(MB/s) 1957.8 3839.0 5393.7 6764.8
a,b remote(MB/s) 95.8 96.0 95.5 95.1
b,c remote(MB/s) 48.3 48.4 48.4 48.4
a,c remote(MB/s) 96.0 96.0 95.4 95.1

Table 5.10: Stream Triad algorithm, Array size 256 MB
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Figure 5.9: Stream Triad algorithm. Local configuration vs one array remote
configurations, migrating used memory for 1 to 4 threads.
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Figure 5.10: Stream Triad algorithm. Local configuration vs two arrays remote
configurations, migrating used memory for 1 to 4 threads.
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5.4 Benchmark: Himeno

The Himeno [12] benchmark evaluates performance of incompressible fluid analy-
sis code. It takes measurements to proceed major loops in solving the Poisson’s
equation solution using the Jacobi iteration method. Effectively, Himeno allocates
several 3-Dimensional float arrays and performs computations on them, using a
stencil algorithm. There are different implementations of that benchmark regard-
ing the memory allocation and the parallelism. We chose the dynamic allocation
with Open-MP threads version. Himeno runs the loop of the algorithm 3 times on
initialization phase to calculate the processor frequency, and then determines how
many times the loop should run at running phase, so that the benchmark takes
about a minute to finish. In the end, the benchmark prints the MFLOPs rate per
second, for the minute it ran.

The benchmark contains five configurations for different array sizes, extra-
small, small, middle, large, and extra-large. The middle configuration allocates
128x128x256 arrays which result in 300MB memory usage, which is low considering
the available memory of our compute nodes, while the next available configuration
of large, allocates 256x256x512 arrays which ends up using more than the available
memory of the node. To run the benchmark based on our needs, we created a
custom configuration that allocates 224x224x448 arrays essentially using 1.2GB of
RAM.

5.4.1 Himeno Setup

Except from the configuration modification, we also call the API functions of our
library in the benchmark. Right before initialization we call pmm_init to register
the process to the daemon, then we call pmm_send_buffer to send the daemon the
arrays that we want it to migrate when RAM drops below the specified threshold,
and right before the benchmark terminates, we call pmm_cleanup to deregister the
process from the daemon. For our configuration, four arrays p, bnd, wrkl and
wrk2 have 85.5MB size except for the arrays a, b and ¢ where a is exactly 4 times
larger than the normal array size, and b and ¢ which are 3 times larger than the
normal array size. This allows us to fully migrate almost 3 of the smaller arrays,
b or ¢ alone, and the 3/4 of a. We ran every possible combination, along with
keeping all data locally for 1, 2, 3 and 4 threads, and we show the results of the
local run, the best memory migration run and the worst memory migration run
for every thread option.

5.4.2 Himeno Results

Figure 5.11 below, shows the results. Although the local configuration calculates
more MFLOPS than any remote configuration, the remote configuration of mi-
grating bnd, wrkl, and wrk2 arrays, achieves performance close to the local con-
figuration for 1, 2 and 3 threads. By examining the source code, we observe that
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for every iteration of the algorithm, the iteration index of bnd and wrkl arrays is
only read once, and the index of wrk2 array is read and written once. On the other
hand, p array has 20 read accesses and 1 write access, and arrays a, b and ¢ have
3 read accesses. This means that bnd, wrkl, and wrk2 are more rarely used than
the other arrays, so for the remote configurations, the process executes less remote
read and write operations over the network interconnection. The b configuration
gets a boost in performance as we increase the number of threads to the point that
the configuration of 4 threads gives better performance than the bnd, wrkl, wrk2
configuration. Deductively, this happens because there is increased cache locality
for array b due to the way the arrays are accessed.

Himeno

local

a array remote

b array remote

€ array remote

p, bnd, wrkl arrays remote

p, bnd, wrk2 arrays remote

p, wrkl, wrk2 arrays remote
bnd, wrkl, wrk2 arrays remote
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SERERCNN

MFLOPS

100 +
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Threads: 1 Threads: 2 Threads: 3 Threads: 4

Figure 5.11: Himeno Benchmark. MFLOPS for local and remote configurations
for 1, 2, 3 and 4 threads.

5.5 Benchmark: StencilProbe

Stencilprobe [15] is a small, self-contained serial micro-benchmark that was devel-
oped as a tool to explore the behaviour of grid-based computations. Effectively, it
mimics the kernels of applications that use stencils on regular grids. In this way, it
can simulate the memory access patterns and performance of large applications, as
well as be used as a testbed for potential optimizations, without having to port or
modify the entire application. Stencilprobe dynamically allocates 2 3-Dimensional
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arrays and uses a 7-point 3D von Neumann style algorithm. It also uses a time
step configuration, where the algorithm will run as many times as the time step
parameter is specified. Finally, the Stencilprobe implements four different algo-
rithms, 2D cache blocking, cache oblivious, time skewing and circular queue, that
calculate the same result, each using a different cache blocking technique.

For this benchmark we want to take advantage of the cache blocking techniques
and reduce the latency created by remote memory access, by keeping remote data
in cache as much as possible. In each algorithm, cache block size is specified by the
user except from the cache oblivious algorithm, where it uses recursion to perform
cache blocking implicitly. Stencilprobe dynamically allocates two arrays A0 and
Anext. On the first time step A0 is used for reading stencil data and the results
are written to Anext. On every next time step, the two arrays swap the roles they
had in the previous time step.

5.5.1 Stencilprobe Setup

In order to show the effect, a good cache blocking technique would have on our
system, we did test runs with every cache block combination possible on each
algorithm, where A0 and Anext each are of size 512x256x256. The tests were
run with all data locally. Then, for every algorithm we chose the cache block
configuration giving the optimal and worst performance. For every configuration
of array size 512x256x256 and 6 time steps, we ran the benchmark keeping all
data local, migrating the array A0 and migrating the array Anext. Right before
initialization we call pmm_init to register the process to the daemon, then we
call pmm _send_buffer to send the daemon the array that we want it to migrate
when RAM drops below the specified threshold, and right before the benchmark
terminates, we call pmm_cleanup to deregister the process from the daemon.

5.5.2 Stencilprobe Results

Figure 5.12 to Figure 5.18 below, illustrate the results for each configuration. The
blocked configuration requires the user to define a 2D cache block. In Figure 5.12
and Figure 5.13, we observe that using the worst cache block of 16x512, we get a
slowdown of 2.708X (157.746 seconds) for AO configuration and 2.597X (151.263
seconds) compared to the local configuration of 58.246 seconds, while for the opti-
mal cache block of 256x32 we only get a slowdown of 1.221X (55.097 seconds) for
A0 configuration and 1.225X (55.287 seconds) compared to the local configuration
of 45.133 seconds. Cache locality with this algorithm gives us a significant boost
in performance.
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Figure 5.12: Stencilprobe blocked algorithm with worst cache block. Slowdown of
remote configurations compared to local configuration.
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Figure 5.13: Stencilprobe blocked algorithm with optimal cache block. Slowdown
of remote configurations compared to local configuration.
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The time skewing configuration requires the user to define a 3D cache block
where every dimension of the cache block must be a multiple of the corresponding
dimension of array size -2 (e.g. here we have y:256 array size, so the y cache block
must be a multiple of 254). In Figure 5.14 and Figure 5.15, we observe that using
the worst cache block of 1x1x127, we get a slowdown of 4.551X (676.096 seconds)
for AO configuration and 4.525X (672.343 seconds) compared to the local configu-
ration of 148.573 seconds, while for the optimal cache block of 255x2x2 we only get
a slowdown of 1.293X (58.154 seconds) for A0 configuration and 1.274X (57.299
seconds) compared to the local configuration of 44.975 seconds. Like the blocked
configuration, cache locality with this algorithm also increases performance.
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Figure 5.14: Stencilprobe time skewing algorithm with worst cache block. Slow-
down of remote configurations compared to local configuration.
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Figure 5.15: Stencilprobe time skewing algorithm with optimal cache block. Slow-
down of remote configurations compared to local configuration.

The circular queue configuration requires the user, to only set the y dimension
cache block. In Figure 5.16 and Figure 5.17, we observe that using the worst
cache block of y:254, we only get a slowdown of 1.116X (323.201 seconds) for A0
configuration and almost no slowdown of 289.674 seconds compared to the local
configuration of 289.576 seconds, while for the optimal cache block of y:1 we only
get a slowdown of 1.164X (59.542 seconds) for A0 configuration and almost no
slowdown of 51.193 seconds compared to the local configuration of 51.174 seconds.
For the Circular queue, we observe that even with the worst cache block, the
remote configuration’s performance is close to the local. This could mean that
we have good cache locality even for y:1, but the algorithm in general performs
more read/write operations and thus the performance of both the local and remote
configuration drop dramatically.
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Figure 5.16: Stencilprobe circular queue algorithm with worst cache block. Slow-
down of remote configurations compared to local configuration.
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Figure 5.17: Stencilprobe circular queue algorithm with optimal cache block. Slow-
down of remote configurations compared to local configuration.
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For the cache oblivious configuration, we cannot define the cache block size.
Instead, the algorithm performs cache blocking implicitly, using recursion. In
Figure 5.18, we observe we only get a slowdown of 1.13X (76.157 seconds) for A0
configuration and 1.121X (75.541 seconds) compared to the local configuration of
67.408 seconds.
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Figure 5.18: Stencilprobe cache oblivious algorithm with worst cache block. Slow-
down of remote configurations compared to local configuration.

5.6 Benchmark: HPL

HPL [1] is a software package that solves a random dense linear system in double
precision arithmetic on distributed-memory computers using MPI. Effectively it
solves a linear system of order n: Ax = b by first computing the LU factorization
with row partial pivoting of the n-by-n+1 coefficient matrix [Ab] = [[L, Uly|. The
data is distributed onto a two-dimensional P-by-Q grid of processes according to
the block-cyclic scheme to ensure ”good” load balance as well as the scalability of
the algorithm. The n-by-n+1 coefficient matrix is first logically partitioned into
nb-by-nb blocks, that are cyclically ”dealt” onto the P-by-Q process grid. This is
done in both dimensions of the matrix.

The source contains an HPL.dat input file where the user can specify the
benchmark configuration. Parameters such as the matrix order size, the block
size or the P-by-Q grid size as well as algorithm modifications are configurable.
The user can also set multiple configurations of the same parameter, like multiple
orders of P-by-Q grids. The benchmark will then run every possible combination
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of the parameters that were set.

5.6.1 HPL Setup

We configured the HPL.dat accordingly to define a problem suited to our testbed.
Since we have 256 MB remote memory available on a remote node, we defined a
two-dimensional matrix of order 11585. This corresponds to 1GB problem size
which means that one quarter of the array can fit to remote memory. We defined
a 1x4 P-by-Q grid since our computer node contains 4 cores, so every index of the
grid would be calculated by a different core, hence every core has a data-set about
256MB data. We performed 5 runs with this configuration. For the first run we
keep all of our matrix to local memory. For the second run, one of the four cores
sends its whole data-set to remote memory. For the third run two of the four cores
send half of their data-set to remote memory. For the fourth run, all four cores
send one quarter of their data-set to remote memory. Finally, for the last run we
migrated parts of different size of the data-set for each core. We migrated 128MB
for the first core, 64MB for the second core and 32MB for the third and fourth
core Right before initialization we call pmm_init to register the process to the
daemon, then we call pmm_send_buffer from the required MPI processes, to send
to the daemon the memory that we want it to migrate when RAM drops below the
specified threshold. Right before the benchmark terminates, we call pmm_cleanup
to deregister the process from the daemon. Figure 5.19 below illustrates the way
we split data to remote memory in each configuration
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. Data-set in local .Data-set in remote
memory(MB) memory(MB)

1 data-set of 2 data-sets of
256MB remote 128MB remote

4 data-sets of 4 data-sets of 128-

64MB remote 64-32-32MB remote

Figure 5.19: Hpl data split between local and remote memory on the 4 configura-
tions.

5.6.2 HPL Results

Figure 5.20 below depicts the slowdown of the three remote configurations com-
pared to baseline local configuration. The remote configuration with the biggest
slowdown of X3.46 is the one where we migrate the whole data-set of 256 MB from
only one core. As we split the migration among the data-sets of processes we
experience a lower slowdown. The configuration where we migrate a data-set of
128MB from two processes gets a better performance than the previous remote
configuration with a X2.33 slowdown compared to the baseline, while migrating a
data-set of 64MB from all four processes gets the best performance between the
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remote configurations with only a X1.8 slowdown compared to the baseline. The
run with the different migrated size for each core gets a X2.27 slowdown which is
close to the performance of the second run.

By deduction, a process that has its data-set in remote memory, takes longer
to calculate its share than a process with the data-set in local memory because of
the interconnection latency. We assume that in the first remote configuration, the
one process with the remote data-set of 256 MB needs a lot more time to perform
its computations than the other three processes which have their data in local
memory, so the other three processes are waiting the first process to broadcast
its data to them most of the time. In the last case where we split the migrated
data among the processes, all four processes take about the same time to calculate
their share and since each data-set has 64MB of remote data and 196MB of local
data, they finish faster than the first process of the first remote configuration. The
performance loss of the last run is expected, as there is a core with a migrated
data-set of 128MB which is the largest among the other three cores. We deduce
that it takes the same time to perform operations as the two cores in the second
run which have the same migrated size, and the other three cores are waiting for
this core to broadcast and receive data.

HPL Local vs Remote configurations
Array size: 1GB

I no data remote
I 1 dataset of 256MB remote
4 1 346 I 2 datasets of 128MB remote
(4401.25: 4 datasets of 64MB remote
Il 4 datasets of 128-64-32-32MB remote

2.33 2.27
(2961.0s) (2883.945)
1.8
{2292.01s)

1.0
(1270.81s)

Slowdown relative to local configuration

T
5 mmo*-i cores remote
4 cores 1€

\ocal

ote - \it
1 core rem 2 core e varied 5P

Figure 5.20: HPL benchmark n=11585, PxQ=1x4, 4 processes run. Slowdown of
remote configurations compared to local configuration.
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5.7 Benchmark: CSparse

CSparse [6] is a C library which implements a number of direct methods for sparse
linear systems. CSparse is using the compressed sparse column Data Structure [9]
to store the values of a matrix. The main advantage of using such a data structure
is that the data-set requires to only contain the non zero(nnz) values of the matrix
and the extents of columns, and row indices for each value, thus with greater
sparsity, we save more memory in percentage, compared to storing the actual
matrix with the zero values. The CSparse library is contained in SuitSparse [7],
which is a suite for Sparse Matrix algorithms in Matlab.

Inside the source of the C library, three interesting demo applications can be
found that solve several basic matrix equations. We used the second demo file of
the CSparse suite which receives a file as input that contains the non-zero values of
the sparse matrix as well as its indices, then performs several different algorithms
which solve the linear system x = A\b where A is the input matrix and b is a vector
generated at run-time by the demo. We picked 2 matrices that can be solved using
the QR decomposition by calculating the permutation matrix P = A’A, the LU
decomposition by calculating the permutation matrices P = A’A, P = §'S and
the Cholesky decomposition using the permutation matrices P = A’ + A where S
is a symbolic analysis data structure of the QR or the LU decomposition.

5.7.1 CSparse Setup

To evaluate our system on the CSparse demo suite, we downloaded two matrices
from the SuitSparse Matrix Collection [8],which contains a huge database of sparse
matrices that can be used. The first matrix is called ”ct20 engine block stiffness
matrix” of the boeing group. It is a symmetric square matrix of order 52329 with
2600295 non zero values and is considered a structural problem. The second matrix
is called "nd3k” of the ND group. It is a symmetric square matrix of order 9000
with 3279690 non zero values and is considered a problem of the 2D /3D category.
Figure 5.21 below illustrates the composition of the two matrices.

CSparse was a little more complicated to tweak compared to the previous
benchmarks. Right before initialization we call pmm_init to register the process
to the daemon. For every one of the five algorithms that CSparse uses to solve the
x = A\b system, it allocates memory of the data-set during the algorithm, and
frees all allocated memory at the end of the algorithm. Not only that, but because
of the data structures that CSparse is using, the allocation of the data-set is not
a single big chunk of data, but several small chunks that take place in different
timestamps during the algorithm. We analyzed the code and found the lines
where the allocation of those chunks happens. We then called pmm_send_buffer
after every allocation. More specifically, we sent to the daemon the nnz of the
A, P, L, U matrices as well as their indices. We let the page migration system
decide which pages to migrate based on LRU. Since the demo frees the memory at
the end of the algorithm and allocates new memory at the beginning of the next
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algorithm, we called pmm_release_buffer before each free call. At the end we call
pmm_cleanup to deregister the process from the daemon.

4 E 2l
R 2
s ;.; b i
. -l-.' B :
h-!n‘n . i'I‘ni e
S . '4.::4 3
Ct20stf: 52329- by-52329, nd3k: 9000-by-9000,
nnz: 1.3255e+06 nnz: 1.64434e+06

Figure 5.21: ct20stif and nd3k matrices composition.

5.7.2 CSparse Results

Figures 5.22 and 5.23 below show the running time of the five algorithms in the
demo for the two matrices that were used. What we understand from the graphs
is that the matrix composition combined with the algorithm that is used, play an
important role in cache locality on operations on compressed matrix data struc-
tures. Although ct20stif is a matrix of higher order than nd3k, because it has less
nnz, it takes less time than nd3k to finish each test. For the local configuration,
the QR decomposition finishes in 1578.40 seconds for the ct20stif matrix while it
takes 5874.90 seconds for the nd3k. In the QR : P = A’A decomposition, the re-
mote configuration for the ct20stif has a X1.2 slowdown compared to to the local
configuration while the remote configuration for the nd3k has a X1.7 slowdown
compared to the local configuration. In contrast, in the LU : P = A’ A decomposi-
tion, the remote configuration for the nd3k performs better than ct20stiff, with a
X1.87 slowdown for the former compared to a X2.17 slowdown for the latter. For
the rest of the algorithms we observe that slowdowns range from X1.01 to X1.04.
Again we confirm that for the last three algorithms due to temporal locality we
take advantage of remote memory with the cost of only 1% to 4% performance
drop.
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Csparse x=A\b problem for ct20stif matrix
Matrix: 52329-by-52329, non zeros: 1.3255e+06

I local configuration
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Figure 5.22: CSparse demo 2 on ct20stif matrix. Slowdown of remote configuration
compared to local configuration.
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Csparse x=A\b problem for nd3k matrix
Matrix: 9000-by-9000, non zeros: 1.64434e+06

I [ocal configuration
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Figure 5.23: CSparse demo 2 on nd3k matrix. Slowdown of remote configuration
compared to local configuration.



Chapter 6

Conclusion

6.1 Summary

The constant evolution of HPC clusters renders the increase of memory capacity, a
necessity. However, an individual computer node has limited capabilities for mem-
ory expansion. The utilization of unused memory from nearby computer nodes in
the same cluster, is an effective way to increase the available memory for individ-
ual nodes, bypassing their memory capacity constraints, without the requirement
for additional resources. Because of that, there have been many research projects
that try to exploit remote memory allocation.

The page migration system, is an implementation that monitors the main mem-
ory usage of computer nodes in a cluster, and provides a node with a high memory
workload, additional remote memory from a remote node in the same cluster. The
benefits of the page migration system offer transparency with remote read and
write operations, and data are cacheable which exploits temporal locality for bet-
ter system performance. A process running on the system, only needs to inform
the page migration daemon about the memory that it has allocated through a
simplistic API. Similarly, the API offers extra utilities so that the daemon has
a different behaviour on the calling process’s pages. The daemon runs a fairness
algorithm regarding the page selection. The algorithm takes into account the LRU
page policy, and a priority value among processes. Processes with lower priority
will have their pages migrated remotely earlier and/or returned locally later than
processes with higher priority, when and if it is required.

As we have demonstrated in our evaluation chapter, moving data to remote
memory hinders the process’s performance due to the remote operations taking
longer to complete. However, in cases where we can take advantage of cache local-
ity, or migrate data that are less frequently used, performance loss is significantly
lowered, while we still get the benefits of increased memory capacity.
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6.2 Future Work

The current implementation presented in this thesis is a prototype version aiming
to demonstrate the benefits of the PMS on clusters with fluctuated memory work-
loads. We currently work on upgrading the system to add more functionality and
investigate on several possible additions which are listed below:

1. Port work to the latest prototype QFDB. Each QFDB node contains four
Zynq UltraScale+ MPSoCs instead of one and 16GB of RAM split equally
among the four MPSoCs. There are also differences in the hardware design
of the PL. For example there is no part of the physical memory that is
considered reserved by the device tree. We plan on finding a way to isolate
memory from the OS, unmap it and then make it available for other nodes
to hotplug it. This will require a more complex implementation, but will
allow us to share dynamic sizes of memory with the other nodes.

2. Implement memory hot-remove. The big challenge with memory hot-removal
is the fact that we need to ensure that there is no allocated memory on the
region when the procedure takes place. Since we managed to add the region
in a memory zone and isolate it from the rest of the system, we have full
control of allocated memory inside the region as well as the ability to migrate
pages to another region if required.

3. Add communication between daemons on the computer nodes of the cluster.
This will allow the nodes to share memory between each other and avoid
collisions in case multiple nodes try to hot-plug the same memory region.
The mailbox driver which is an API already implemented for our distributed
system that provides communication between user-space processes, can be
used for that purpose.

4. Implement complete transparency on the Page Migration System. We aim
to remove the library that allows for inter-process communication between
the daemon and the other processes. Instead, we want add the daemon a
functionality that allows it to dynamically search for allocated data among
all the processes that run on the system. The daemon should be able to dis-
tinguish startup processes of high importance for the Operating System from
other user-processes and choose to move data from the latter. The daemon
should also identify pages of processes and refrain from moving critical data
like instruction memory.
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