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Introduction
As we know, the classical Hall effect arises when we apply an external magnetic field

perpendicular to the direction of the current density. One can define the Hall coefficient
RH = Ey/ (jxBz), where Ey is the induced electric field. For a single band the Hall num-
ber depends only on the sign and density of carriers. That is why, at low temperatures, it
can be used to determine the number of electrons or holes in electron and hole-like pockets
respectively. However, in systems with multiple bands or near Fermi-surface topological transi-
tions, the Hall coefficient starts to deviate from its exclusive counting nature. This anomalous
behavior can be attributed to singularities in the density of states, called Van Hove singulari-
ties [1, 2]. Most materials show logarithmic-type Van Hove singularities, which correspond to
a logarithmic divergence of the density of states at the Lifshitz transition. In our work, we are
interested in higher order Van Hove singularities, which arise from more complicated Lifshitz
transitions. Such singularities can be observed, for example, in Sr3Ru2O7 which exhibits a more
complicated singularity when an external magnetic field is applied [3, 4]. Another example is
highly overdoped graphene and twisted bilayer graphene [5–8].

In the first section of this thesis (Chapters 1-2), we extend the well-known Chambers’
formula [9] to the case of a time-dependent electric field as well as a band with non-zero
Berry Curvature. To this end, we study the solution of the Boltzmann equation to first order
in the magnetic field B and to quadratic order in the electric field E2. We note that the
equations of motion used in this work are valid to leading order in the electric and magnetic
fields. We also neglect Zeeman splitting and spin orbit coupling which would result in more
complicated expressions. We then apply our generalized Chambers’ formula to study three
different systems. The first is a simple rectangular lattice [10], the second is a simple model
for highly doped graphene and the last is the Haldane model as an example of a system with
non-zero Berry Curvature. In all of the above cases, we study the effect of the high order Van
Hove singularities to the Hall coefficient of the system.

In the second section of the work (Chapter 3), we study the Reactive Hall response [11]
(T → 0, ω → 0) for the case of a rectangular lattice, to which we have added a spin-orbit
coupling in the form of Rashba interaction. To do this, we consider a magnetic field in the y-
direction modulated by a one component wave vector q. Furthermore, we study the “screening”
(or slow) response, by first taking the ω → 0 limit and then the q → 0 limit. Through our
analysis, we analytically derive an equation that connects the Hall constant RH with the Drude
weight D of the system. We then apply our formula to study the behavior of the Hall constant
of our system for different values of the hopping elements. This gives us a qualitative image of
the sign change of the carriers close to a metal-insulator transition. Once again, we observe that
closely to the Van Hove singularity points, the behavior of the Hall constant rapidly changes.
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Chapter 1

Chambers’ formula for time dependent
Electric fields

1.1 Boltzmann equation and solution
The semiclassical equations of motion for a single particle Hamiltonian H (k) to leading order
in the electric and magnetic field can be written as:

dr
dt

= ∇kε (k) (1.1)

dk
dt

= −eE (r, t) − e∇kε (k) × B (r, t) (1.2)

In the relaxation time approximation, the Boltzmann equation is given by

∂

∂t
f (k, r, t) + w · ∇ [f (k, r, t)] = f0 (ε (k)) − f (k, r, t)

τS (k) (1.3)

where τS is the relaxation time, w =
(

dr
dt

, dk
dt

)
and ∇ = (∇r, ∇k). If we consider our electric

and magnetic fields to be spatially uniform the above equation reduces to the following:

∂f

∂t
+ dk

dt
· ∂f

∂k
= − 1

τS (k) [f − f0 (ε (k))] (1.4)

This equation can be analytically solved and its solution is given by

f (k, t) = f (k0, t0) exp

−
t∫

t0

ds

τS (k (s))

+
t∫

t0

ds
f0 (ε (k (s)))

τS (k (s)) exp

−
t∫

s

dt′

τS (k (t′))

 (1.5)

If the intial time is set to t0 → −∞ then the solution becomes

f (k, t) =
t∫

−∞

ds
f0 (ε (k (s)))

τS (k (s)) exp

−
t∫

s

dt′

τS (k (t′))

 (1.6)

The distribution function of the electrons can now be used in order to calculate the current
density in our 2D case. We have that

Ja (t) = −e
∫ d2k

(2π)2
dra

dt
f (k, t) (1.7)
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1.2 Derivation of the formula
To find the current to first and second order in the electric field we write: E (t) = λE (t) with
λ = 1. The solution of our equations can now be written as an analytic asymptotic series of
the form

k (t) = k0 (t) + λk1 (t) + λ2k2 (t) + ... (1.8)
with k1 (t0) = k2 (t0) = ... = 0. From the equations of motion we obtain to 0th and to 1st order
in λ that

dk0 (t)
dt

= −e∇kε (k0 (t)) × B (1.9)

dk1 (t)
dt

= −e

[∑
a

k1a (t) ∂

∂ka

∇kε (k0 (t))
]

× B − eE (t) (1.10)

In exactly analogous way we can write

ε (t) = ε0 (t) + λε1 (t) + λ2ε2 (t) + ... (1.11)
with ε1 (t0) = ε2 (t0) = ... = 0. We note here that

dε (k (t))
dt

= ∇kε (k (t)) · dk (t)
dt

= −e∇kε (k (t)) · [E (t) + ∇kε (k (t)) × B (r, t)] ⇒

dε (k (t))
dt

= −e∇kε (k (t)) · E (t) (1.12)

To order λ and λ2 we have that

ε1 (t) = −e

t∫
t0

∇kε (k0 (s)) · E (s) ds (1.13)

ε2 (t) = −e
∑
a,β

t∫
t0

Eβ (s) k1a (s) ∂2

∂ka∂kβ

ε (k0 (s)) ds (1.14)

Before we Taylor expand our solution we first note that

t∫
−∞

dt′ 1
τS (k (t′))exp

−
t∫

t′

ds

τS (k (s))

 = 1 (1.15)

so we do need to expand this term to obtain the correct formula to first order in the electric
field. Expanding our solution we can write:

f (k, t) =
t∫

−∞

dt′ f0 (ε (k (t′)))
τS (k (t′)) exp

−
t∫

t′

ds

τS (k (s))

 ≃

≃ f0 (ε (k0 (t))) + ∂f0 (ε (k0 (t)))
∂ε

t∫
−∞

dt′ ε1 (t′)
τS (k0 (t′))exp

−
t∫

t′

ds

τS (k0 (s))

 (1.16)

The first term does not contribute to the current density, since we cannot have current without
an electric field. The current density can now be written as follows:
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Ja (t) = −e
∫ d2k

(2π)2 ∇kaε (k0)
∂f0 (ε (k0 (t)))

∂ε

t∫
−∞

dt′ ε1 (t′)
τS (k0 (t′))exp

−
t∫

t′

ds

τS (k0 (s))

 (1.17)

Integrating the last term by parts and using the fact that dε1(t)
dt

= −e∇kε (k0 (t)) · E (t) we get

Ja (t) = −e2
∫ d2k

(2π)2 ∇kaε (k0)
∂f0 (ε (k0 (t)))

∂ε

t∫
−∞

dt′∇kε (k0 (t′)) · E (t′) η (t; t′)
 (1.18)

where we have also defined η (t; t′) ≡ exp
(
−
∫ t

t′
ds

τS(k(s))

)
for convenience. The conductivity

tensor components can now be written in the following form:

σαβ = −e2
∫ d2k

(2π)2 ∇kaε (k0)
∂f0 (ε (k0 (t)))

∂ε

t∫
−∞

dt′∇kβ
ε (k0 (t′)) exp (−iω (t − t′)) η (t; t′)


(1.19)

In the limit T → 0 and for τS (k) = τS we obtain

σαβ = e3B

(2π)2

τ∫
0

dtua (t)
t∫

−∞

dt′uβ (t′) exp
(

−
[
iω + 1

τS

]
(t − t′)

)
(1.20)

where τ is the period of a single orbit. In the limit ω → 0 the last formula reduces to Chambers’
formula. The same procedure can be used to obtain the 2nd order correction term to the current
density. We know that:

f (k, t) =
t∫

−∞

dt′ f0 ([ε0 + ε1 + ε2] (t′))
τS ([k0 + k1 + k2] (t′))exp

−
t∫

t′

ds

τS ([k0 + k1 + k2] (s))

 (1.21)

To order E2 the terms that contribute to the current density are

f (k, t) ≃ ∂f0 (ε (k0 (t)))
∂ε

t∫
−∞

dt′ ε1 (t′) + ε2 (t′)
τS (k0 (t′)) η (t; t′)

+1
2

∂2f0 (ε (k0 (t)))
∂ε2

t∫
−∞

dt′ ε2
1 (t′)

τS (k0 (t′))η (t; t′)

−∂f0 (ε (k0 (t)))
∂ε

t∫
−∞

dt′ ε1 (t′)
τS (k0 (t′))

∇kτS (k0 (t′)) · k1 (t′)
τS (k0 (t′)) η (t; t′)

+ ∂f0 (ε (k0 (t)))
∂ε

t∫
−∞

dt′ ε1 (t′)
τS (k0 (t′))η (t; t′)

t∫
t′

dl
∇kτS (k0 (l)) · k1 (l)

τ 2
S (k0 (l)) (1.22)
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Integrating the last term by parts we get that

t∫
−∞

dt′ ε1 (t′)
τS (k0 (t′))η (t; t′)

t∫
t′

dl
∇kτS (k0 (l)) · k1 (l)

τ 2
S (k0 (l)) =

= −
t∫

−∞

dt′ dε1 (t)
dt

η (t; t′)
t∫

t′

dl
∇kτS (k0 (l)) · k1 (l)

τ 2
S (k0 (l)) +

t∫
−∞

dt′ ε1 (t′)
τS (k0 (t′))

∇kτS (k0 (t′)) · k1 (t′)
τS (k0 (t′)) η (t; t′)

(1.23)
Our solution now reduces into:

f (k, t) ≃ ∂f0 (ε (k0 (t)))
∂ε

t∫
−∞

dt′ ε1 (t′)
τS (k0 (t′))η (t; t′)

+∂f0 (ε (k0 (t)))
∂ε

t∫
−∞

dt′ ε2 (t′)
τS (k0 (t′))η (t; t′)

+1
2

∂2f0 (ε (k0 (t)))
∂ε2

t∫
−∞

dt′ ε2
1 (t′)

τS (k0 (t′))η (t; t′)

− ∂f0 (ε (k0 (t)))
∂ε

t∫
−∞

dt′ dε1 (t)
dt

η (t; t′)
t∫

t′

dl
∇kτS (k0 (l)) · k1 (l)

τ 2
S (k0 (l)) (1.24)

Doing a final integration by parts and substituting the result into the current density equa-
tion we are left with our final expression

J (2)
a = −e2

∫ d2k

(2π)2 ∇kaε (k) ∂f0 (ε (k))
∂ε

t∫
−∞

dt′∇kε (k0 (t′)) · E (t′) η (t; t′)

−e2
∫ d2k

(2π)2 ∇kaε (k) ∂f0 (ε (k))
∂ε

t∫
−∞

dt′∑
β,γ

Eβ (t′) k1γ
∂2

∂kγ∂kβ

ε (k0 (t′)) η (t; t′)

+e3
∫ d2k

(2π)2 ∇kaε (k) ∂2f0 (ε (k))
∂ε2

t∫
−∞

dt′∇kε (k0 (t′)) · E (t′) η (t; t′)
t′∫

−∞

dl∇kε (k0 (l)) · E (l)

− e2
∫ d2k

(2π)2 ∇kaε (k) ∂f0 (ε (k))
∂ε

t∫
−∞

dt′∇kε (k0 (t′)) · E (t′) η (t; t′)
t∫

t′

dl
∇kτS (k0 (l)) · k1 (l)

τ 2
S (k0 (l))

(1.25)
For our applications we will use only the order E formula.
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1.3 Application to the Rectangular lattice
In this section we use the frequency dependent Chambers’ formula to calculate the conduc-
tivity tensor components for the following dispersion:

ε (k) = −2txcos (kx) − 2tycos (ky) , (ty > tx) (1.26)

For this dispersion we have the following topologies:
−µ0 < µ < −µc

−µc < µ < µc

µc < µ < µ0

electron pockets

open Fermi surface

hole pockets

(1.27)

where we have defined µ0 ≡ 2 (tx + ty) and µc ≡ 2 (ty − tx). The components of the conduc-
tivity are derived in detail in Appendix A and are found to be

σi
xx = 2σ0

K

∑
n

[1 + iωτS] sech2
[

nπK′

2K

]
sin2

[
nπui

2K

]
[1 + iωτS]2 + [nωcτS]2

(1.28)

σi
yy = σ0δi,o

K

1
1 + iωτS

+ 2σ0

K

∑
n

[1 + iωτS] sech2
[

nπK′

2K

]
cos2

[
nπui

2K

]
[1 + iωτS]2 + [nωcτS]2

(1.29)

σi
xy = (δi,o + δi,e − δi,h) σ0

K

∑
n

[nωcτS] sech2
[

nπK′

2K

]
sin

[
nπui

K

]
[1 + iωτS]2 + [nωcτS]2

(1.30)

where e stands for electron orbits, h stands for hole orbits and o stands for open orbits. We
have also defined κ ≡

√
µ2

0−µ2

µ2
0−µ2

c
, ω0 ≡ eB

√4txty, m0 ≡ 1√
4txty

, σ0 ≡ e2τS
√4txty and K (κ)

is the complete elliptic integral of the first kind. For closed surfaces K ≡ K (κ) and K ′ ≡
K
(√

1 − κ2
)
. For open surfaces we substitute K (κ) → 1

κ
K (1/κ) and similarly for K ′. In

addition

ωc ≡


πω0

2K(κ)
πκω0

2K(1/κ)

open orbits

closed orbits
(1.31)

Finally, ui and u0 are defined via Jacobian elliptic functions as follows:

sn (ue, κ) =
√

µ0 − µc

µ0 − µ
(1.32)

sn (uh, κ) =
√

µ0 − µc

µ0 + µ
(1.33)

sn (κuo, 1/κ) =
√

µ0 + µ

µ0 + µc

(1.34)

For closed Fermi surfaces the sums are over positive odd integers, whereas for open surfaces
the sums are over even integers. The hall number is found to be independent of frequency
both in the high and low magnetic field limits, as we will show in Appendix A. Here we present
our numerical results for two intermediate cases.

7



3 2 1 0 1 2 3
/ty

3

2

1

0

1

2

3

Re
[R

H
]

= c/2
= c

=5 c

=20 c

/ty=0.2

Figure 1.1: Real part of Hall coefficient for
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Figure 1.3: Real part of Hall coefficient for
ωcτS = 1
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Figure 1.4: Imaginary part of Hall coefficient
for ωcτS = 1

The first case is ωcτS = 0.01 ≪ 1 and the second one ωcτS = 1. For both cases the mag-
netic field is eB = 0.01 in units of hc/a2 where a is the lattice constant. For convenience we
will work with h = c = a = 1. We have also chosen ty/tx = 5/3. One can observe that
at µ/ty = 0.2 there is a regular Van Hove singularity. Around this singularity the Hall coef-
ficient changes sign from electron to hole-like. At the values µ/ty = ±0.8 the hall constant
displays a discontinuity, which is due to transition from electron pockets to open Fermi sur-
face, or from open Fermi surface to hole pockets respectively. Even though the real part of
the conductivity does not show any significant dependence on the electric field frequency, its
imaginary part does. Namely, the above characteristics become much more pronounced as
the frequency grows. Finally, away from the Van Hove singularities the imaginary part of the
Hall coefficient drops to zero. It is also worth emphasizing that our results are valid outside
the grey areas. Close to the Van Hove singularities quantum effects become important and
our semiclassical approach cannot be applied.
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1.4 Application to highly doped graphene model
For our graphene model we will consider the following Hamiltonian on a hexagonal lattice:

H =
(

0 f (k)
f ∗ (k) 0

)
(1.35)

where

f (k) = −t
[
e−iky + e

i
2(√

3kx+ky) + e
i
2(−

√
3kx+ky)

]
− c

[
e2iky + e−i(√

3kx+ky) + e−i(−
√

3kx+ky)
]

(1.36)
The energy dispersion of this Hamiltonian is:

ε± (k) = ±
√

f ∗ (k) f (k) (1.37)
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Figure 1.5: Dispersion for graphene with t = 30 and c = t/4

This leads to a higher order Van Hove singularity in both bands at wave vector G = 2π
3 (0, 1)

for c = t/4. For this value of c and for a magnetic field eB = 0.01 we present numerical
results of the conductivity components and hall coefficient for two different values of ωcτS.
Here, ωc is defined as ωc = eB

m∗c
, with the effective mass m∗ ∼ t−1. In each case we present

our results for ω = 0 and also for three non-zero electric field frequencies. The results for
ωcτS = 0.3 are shown below. One can see that around the Van Hove singularity, which oc-
curs at µ/t = 0.25 for c = t/4, the Hall coefficient changes sign. At the Van Hove singu-
larity, many discontinuities can be observed in the conductivity components and the Hall
coefficients. In addition, the frequency dependence shows itself on the imaginary parts. For
the imaginary part of the Hall coefficient, this frequency dependence occurs around the Van
Hove singularity and becomes more pronounced as the frequency increases. Away from the
van Hove singularity the imaginary part of the Hall coefficient again goes to zero.
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The different Fermi surface topologies are also
shown and the topological transition is evi-
dent.
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Chapter 2

Chambers’ formula for bands with
Berry Curvature

2.1 Boltzmann equation and solution
The semiclassical equations of motion for a single particle Hamiltonian H (k) to leading order
in the electric and magnetic field for a band with non-zero Berry curvature can be written as:

dr
dt

= D−1 (r, k, t) [∇kεM (k) + eE (r, t) × Ω (k)] + e [Ω (k) · ∇kεM (k)] B (r, t) (2.1)

dk
dt

= −D−1 (r, k, t) [eE (r, t) + e∇kεM (k) × B (r, t)] + e2 [B (r, t) · E (r, t)] Ω (k) (2.2)

where we have introduced D (r, k, t) = 1 + eB (r, t) · Ω (k). The berry curvature is de-
fined as the pseudovector Ω (k) = ∇k × A (k), where A (k) = i ⟨u (k) |∇k| u (k)⟩ . Here
|u (k)⟩ is an eigenstate of the Hamiltonian. Finally εM (k) = ε (k) − m (k) · B (r, t), with
m (k) = −i e

2ℏ ⟨∇ku (k) |× [H (k) − ε (k)]| ∇ku (k)⟩. In our 2D case the berry curvature is
perpendicular to the xy plane so our previous equations reduce into the following ones:

dr
dt

= D−1 (r, k, t) [∇kεM (k) + eE (r, t) × Ω (k)] (2.3)

dk
dt

= −D−1 (r, k, t) [eE (r, t) + e∇kεM (k) × B (r, t)] (2.4)

In the relaxation time approximation, the Boltzmann equation is given by

∂

∂t
f (k, r, t) + w · ∇ [f (k, r, t)] = f0 (ε (k)) − f (k, r, t)

τS (k) (2.5)

where τS is the relaxation time, w =
(

dr
dt

, dk
dt

)
and ∇ = (∇r, ∇k). If we consider our electric

and magnetic fields to be spatially uniform the above equation reduces to the following:

∂f

∂t
+ dk

dt
· ∂f

∂k
= − 1

τS (k) [f − f0 (ε (k))] (2.6)

This equation can be analytically solved and its solution is given by

f (k, t) = f (k0, t0) exp

−
t∫

t0

ds

τS (k (s))

+
t∫

t0

dt′ f0 (ε (k (t′)))
τS (k (t′)) exp

−
t∫

t′

ds

τS (k (s))

 (2.7)
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If the initial time is set to t0 → −∞ then the solution becomes

f (k, t) =
t∫

−∞

dt′ f0 (ε (k (t′)))
τS (k (t′)) exp

−
t∫

t′

ds

τS (k (s))

 (2.8)

The distribution function of the electrons can now be used in order to calculate the current
density in our 2D case. We have that

Ja (t) = −e
∫ d2k

(2π)2 D (k) dra

dt
f (k, t) (2.9)

2.2 Derivation of the formula
To find the current to first and second order in the electric field we write: E (t) = λE (t) with
λ = 1. The solution of our equations can now be written as an analytic asymptotic series of
the form

k (t) = k0 (t) + λk1 (t) + λ2k2 (t) + ... (2.10)

with k1 (t0) = k2 (t0) = ... = 0. From the equations of motion we obtain to 0th and to 1st

order in λ that

dk0 (t)
dt

= −eD−1 (k0 (t)) [∇kεM (k (t)) × B]k0
(2.11)

dk1 (t)
dt

= −e
∑

a

k1a (t)
[

∂

∂ka

[
D−1 (k (t)) [∇kεM (k (t)) × B]

]]
k0

− eD−1 (k0 (t)) E (t) (2.12)

For convenience we introduce u0 (k) = D−1 (k) ∇kεM (k). In exactly analogous way we can
write

εM (t) = ε0 (t) + λε1 (t) + λ2ε2 (t) + ... (2.13)

with ε1 (t0) = ε2 (t0) = ... = 0. We note here that

dεM (k (t))
dt

= ∇kεM (k (t))·dk (t)
dt

= −eD−1 (k (t)) ∇kεM (k (t))·[E (t) + ∇kεM (k (t)) × B (r, t)] ⇒

dεM (k (t))
dt

= −eD−1 (k (t)) ∇kεM (k (t)) · E (t) (2.14)

To order λ and λ2 we have that

ε1 (t) = −e

t∫
−∞

D−1 (k0 (t)) [∇kεM (k (s)) · E (s)]k0
ds (2.15)

ε2 (t) = −e
∑
a,β

t∫
−∞

Eβ (s) k1a (s) ∂

∂ka

[
D−1 (k (t)) ∂

∂kβ

εM (k (s))
]

k0

ds (2.16)
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Before we Taylor expand our solution we first note that

t∫
−∞

dt′ 1
τS (k (t′))exp

−
t∫

t′

ds

τS (k (s))

 = 1 (2.17)

so we do need to expand this term to obtain the correct formula to first order in the electric
field. Expanding our solution we can write:

f (k, t) =
t∫

−∞

dt′ f0 (εM (k (t′)))
τS (k (t′)) η (t; t′) ≃

≃ f0 (εM (k0 (t))) + ∂f0 (εM (k0 (t)))
∂ε

t∫
−∞

dt′ ε1 (t′)
τS (k0 (t′))η (t; t′) (2.18)

The first term does not contribute to the current density, since we cannot have current with-
out an electric field. The current density can now be written as follows:

Ja (t) = −e
∫ d2k

(2π)2 D (k0)
[
u0a (k0) + eD−1 (k0) [E (t) × Ω (k0)]a

]
·

·

f0 (εM (k0 (t))) + ∂f0 (ε (k0 (t)))
∂ε

t∫
−∞

dt′ ε1 (t′)
τS (k0 (t′))η (t; t′)

 (2.19)

Dropping the 0th order term in the electric field, since it does not contribute to the current
density, and keeping only the 1st order terms we get:

J (1)
a (t) = −e2

∫ d2k

(2π)2 f0 (εM (k0 (t))) [E (t) × Ω (k0)]a

− e
∫ d2k

(2π)2 D (k0) u0a (k0)
∂f0 (ε (k0 (t)))

∂ε

t∫
−∞

dt′ ε1 (t′)
τS (k0 (t′))η (t; t′) (2.20)

Integrating the last term by parts and using the fact that dε1(t)
dt

= −eD−1 (k0 (t)) [∇kεM (k (t)) · E (t)]
we get

J (1)
a (t) = −e2

∫ d2k

(2π)2 f0 (εM (k0 (t))) [E (t) × Ω (k0)]a

− e2
∫ d2k

(2π)2 D (k0) u0a (k0)
∂f0 (ε (k0 (t)))

∂ε

t∫
−∞

dt′u0 (t′) · E (t′) η (t; t′) (2.21)

In the limit T → 0 and for τS (k) = τS the conductivity tensor components become

σαβ = −e2εαβ

∫ d2k

(2π)2 f0 (εM (k0 (t))) Ω (k0)

+ e3B

(2π)2

τ∫
0

dtD2 (t) u0a (t)
t∫

−∞

dt′u0β (t′) exp
(

−
[
iω + 1

τS

]
(t − t′)

)
(2.22)
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where τ is the period of a single orbit. In the limit Ω (k) → 0 we recover equation (1.20).
The same procedure can be used to obtain the 2nd order correction term to the current den-
sity. We have previously shown that to second order in the electric field

f (k, t) ≃ f0 (εM (k0 (t))) + ∂f0 (εM (k0 (t)))
∂ε

t∫
−∞

dt′ ε1 (t′)
τS (k0 (t′))η (t; t′)

+∂f0 (εM (k0 (t)))
∂ε

t∫
−∞

dt′ ε2 (t′)
τS (k0 (t′))η (t; t′)

+1
2

∂2f0 (εM (k0 (t)))
∂ε2

t∫
−∞

dt′ ε2
1 (t′)

τS (k0 (t′))η (t; t′)

− ∂f0 (εM (k0 (t)))
∂ε

t∫
−∞

dt′ dε1 (t)
dt

η (t; t′)
t∫

t′

dl
∇kτS (k0 (l)) · k1 (l)

τ 2
S (k0 (l)) (2.23)

The current density up to second order in the electric field equals:

J (2)
a (t) = −e

∫ d2k

(2π)2 D (k0)
[
u0a (k0) + eD−1 (k0) [E (t) × Ω (k0)]a

]
f0 (εM (k0 (t)))

−e
∫ d2k

(2π)2 D (k0)
[
u0a (k0) + eD−1 (k0) [E (t) × Ω (k0)]a

] ∂f0 (εM (k0 (t)))
∂ε

t∫
−∞

dt′ ε1 (t′)
τS (k0 (t′))η (t; t′)

−e
∫ d2k

(2π)2 D (k0) u0a (k0)
∂f0 (εM (k0 (t)))

∂ε

t∫
−∞

dt′ ε2 (t′)
τS (k0 (t′))η (t; t′)

−e

2

∫ d2k

(2π)2 D (k0) u0a (k0)
∂2f0 (εM (k0 (t)))

∂ε2

t∫
−∞

dt′ ε2
1 (t′)

τS (k0 (t′))η (t; t′)

+ e
∫ d2k

(2π)2 D (k0) u0a (k0)
∂f0 (εM (k0 (t)))

∂ε

t∫
−∞

dt′ dε1 (t)
dt

η (t; t′)
t∫

t′

dl
∇kτS (k0 (l)) · k1 (l)

τ 2
S (k0 (l))

(2.24)
Dropping now the lower order terms which are included in equation (2.21) and performing
some integration by parts we are left with:

J (2)
a (t) = −e3εαβ

∫ d2k

(2π)2 Eβ (t) Ω (k0)
∂f0 (εM (k0 (t)))

∂ε

t∫
−∞

dt′u0 (t′) · E (t′) η (t; t′)

−e2
∫ d2k

(2π)2 D (k0) u0a (k0)
∂f0 (εM (k0 (t)))

∂ε

t∫
−∞

dt′Eβ (t′) k1γ (t′) ∂

∂kγ

[
D−1 (k0 (t′)) ∂

∂kβ

εM (k0 (t′))
]

η (t; t′)

+e3
∫ d2k

(2π)2 D (k0) u0a (k0)
∂2f0 (εM (k0 (t)))

∂ε2

t∫
−∞

dt′u0 (t′) · E (t′) η (t; t′)
t′∫

−∞

u0 (s) · E (s) ds

−e2
∫ d2k

(2π)2 D (k0) u0a (k0)
∂f0 (εM (k0 (t)))

∂ε

t∫
−∞

dt′u0 (t′) ·E (t′) η (t; t′)
t∫

t′

dl
∇kτS (k0 (l)) · k1 (l)

τ 2
S (k0 (l))

(2.25)
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2.3 Application to the Haldane Model
The Haldane model Hamiltonian is given by H (θ) = d0 (θ) + d (θ) · σ, where

d0 (θ) = −2t2 [cosθ1 + cosθ2 + cos (θ1 + θ2)] cosφ
dx (θ) = −t1 [1 + cosθ1 + cosθ2]

dy (θ) = t1 [sinθ1 − sinθ2]
dz (θ) = m − 2t2 [sinθ1 + sinθ2 − sin (θ1 + θ2)] sinφ

(2.26)

and σ denotes the Pauli matrices. We have also defined θ1 ≡ 1
2

(
kx +

√
3ky

)
and θ2 ≡ 1

2

(
kx −

√
3ky

)
.

The energy eigenvalues for this Hamiltonian are given by ε± (k) = d0 ±
√

d2
x + d2

y + d2
z. For

simplicity we choose φ = π/2, m = 0 and consider ε+ for t1 = 50 and t2 = 25 with a non
trivial Chern number of -1. A contour plot of this dispersion is shown below.

-4 -2 0 2 4
-4

-2

0

2

4

kx

k
y

60

80

100

120

140

Figure 2.1: Dispersion for Haldane model with t1 = 50 and t2 = 25

We present numerical results for the case where eB = 0.01 and ωcτS = 0.3. Once again ωc

is defined as ωc ≡ eB
m∗c

with m∗ ∼ t−1
1 . The contributions from Eq. (2.22) are also presented

separately. We note here that a constant − 1
2π

has been added t the total conductivity, due to
the contribution from the lower band. We see that the conductivity is dominated by the sec-
ond term of Eq. (2.22). In Figure (2.4) the different Fermi surface regimes are shown, making
clear the type of topological transitions that occur in the system. The Hall conductivity dis-
plays a different behavior in each regime.
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Figure 2.2: Real part of the first term of Eq.
(2.22)
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Figure 2.3: Real part of the second term of
Eq. (2.22)
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Figure 2.4: Real part of the Hall conductivity.
A constant of −1/(2π) has been included due
to the lower band contribution.
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Figure 2.5: Imaginary part of the Hall con-
ductivity. This comes from the second term in
Eq. (2.22)

17



Chapter 3

Reactive Hall Response with spin orbit
coupling

3.1 Calculation of the Hall Coefficient
In this section we will consider a simple tight binding Hamiltonian in a rectangular lattice, to
which we have included a spin-orbit coupling term in the form of Rashba interaction. In the
absence of an electric and a magnetic field this Hamiltonian be written as:

H0 = −t
∑

l,m,σ

c†
l+1,m,σcl,m,σ + H.c. − t′ ∑

l,m,σ

c†
l,m+1,σcl,m,σ + H.c.

− tSO

∑
l,m

[
c†

l+1,m,↓cl,m,↑ − c†
l+1,m,↑cl,m,↓

]
+ H.c. − t′

SO

∑
l,m

[
ic†

l,m+1,↓cl,m,↑ + ic†
l,m+1,↑cl,m,↓

]
+ H.c.

(3.1)
Now we add a magnetic field along the z direction modulated by a one component wave vec-
tor q along the y direction, generated by the vector potential Am. We also add electric fields
in the x,y directions modulated by the time dependent vector potentials ϕx,y (t).

H = −t
∑

l,m,σ

eiϕx(t)eiAmc†
l+1,m,σcl,m,σ + H.c. − t′ ∑

l,m,σ

e
iϕy

m+1/2(t)
c†

l,m+1,σcl,m,σ + H.c.

−tSO

∑
l,m

eiϕx(t)eiAm

[
c†

l+1,m,↓cl,m,↑ − c†
l+1,m,↑cl,m,↓

]
+ H.c.

− t′
SO

∑
l,m

e
iϕy

m+1/2(t) [
ic†

l,m+1,↓cl,m,↑ + ic†
l,m+1,↑cl,m,↓

]
+ H.c. (3.2)

Here Am = eiqm iB
2sin(q/2) ≃ eiqm iB

q
is the vector potential that produces the magnetic field and

it satisfies Bm+1/2 = − (Am+1 − Am) = Beiq(m+1/2). The vector potentials of the electric fields
satisfy ϕx,y (t) = Ex,y(t)

iz
and ϕy

m+1/2 (t) = eiq(m+1/2)ϕy (t), where we have also defined Ex (t) =
Exe−izt, Ey (t) = iEye−izt. Current densities can now be calculated through derivatives in the
Hamiltonian:

Jx = − ∂H

∂ϕx
= t

∑
l,m,σ

(
ieiϕx(t)eiAmc†

l+1,m,σcl,m,σ + H.c.
)

+ tSO

∑
l,m

(
ieiϕx(t)eiAm

[
c†

l+1,m,↓cl,m,↑ − c†
l+1,m,↑cl,m,↓

]
+ H.c.

)
(3.3)
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and
Jy

q = − ∂H

∂ϕy
= t′ ∑

l,m,σ

eiq(m+1/2)
(
ie

iϕy
m+1/2(t)

c†
l,m+1,σcl,m,σ + H.c.

)

+ t′
SO

∑
l,m

eiq(m+1/2)
(
ie

iϕy
m+1/2(t) [

ic†
l,m+1,↓cl,m,↑ + ic†

l,m+1,↑cl,m,↓
]

+ H.c.
)

(3.4)

Expanding in ϕ and keeping only the linear terms we identify a diamagnetic and a paramag-
netic part in the current density.

jx = t
∑

l,m,σ

(
ieiAmc†

l+1,m,σcl,m,σ + H.c.
)

+ tSO

∑
l,m

(
ieiAm

[
c†

l+1,m,↓cl,m,↑ − c†
l+1,m,↑cl,m,↓

]
+ H.c.

)
(3.5)

jx,d = −t
∑

l,m,σ

(
eiAmc†

l+1,m,σcl,m,σ + H.c.
)

ϕx (t)

− tSO

∑
l,m

(
eiAm

[
c†

l+1,m,↓cl,m,↑ − c†
l+1,m,↑cl,m,↓

]
+ H.c.

)
ϕx (t) (3.6)

where jx is the paramagnetic part and jx,d is the diamagnetic part. Similarly we have for the
y components that:

jy
q = t

′ ∑
l,m,σ

eiq(m+1/2)
(
ic†

l,m+1,σcl,m,σ + H.c.
)

+ t′
SO

∑
l,m

eiq(m+1/2)
(
i
[
ic†

l,m+1,↓cl,m,↑ + ic†
l,m+1,↑cl,m,↓

]
+ H.c.

)
(3.7)

jy,d
q = −t′ ∑

l,m,σ

e2iq(m+1/2)
(
c†

l,m+1,σcl,m,σ + H.c.
)

ϕy (t)

− t′
SO

∑
l,m

e2iq(m+1/2)
([

ic†
l,m+1,↓cl,m,↑ + ic†

l,m+1,↑cl,m,↓
]

+ H.c.
)

ϕy (t) (3.8)

Expanding our initial Hamiltonian in ϕ and keeping only the linear terms we see that it can
be written a follows:

H = H0 − jxϕx (t) − jy
q ϕy (t) (3.9)

Using the Kubo formula we get that:

⟨jx⟩ = ⟨jx⟩0 + χjxjxϕx (t) + χjxjy
q
ϕy (t) (3.10)

〈
jy

q

〉
=
〈
jy

q

〉
0

+ χjy
q jxϕx (t) + χjy

q jy
q
ϕy (t) (3.11)

where we have defined

χAB ≡ i

∞∫
0

dteizt ⟨[A (t) , B]⟩ (3.12)
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Furthermore considering that without an electric field all currents are zero we must have
⟨jx⟩0 =

〈
jy

q

〉
0

= 0. For the diamagnetic parts we can observe that

〈
jx,d

〉
= −

〈
∂2H

(∂ϕx)2

〉
ϕx (t) (3.13)

〈
jy,d

q

〉
= −

〈
∂2H

(∂ϕy)2

〉
ϕy (t) (3.14)

Combining the above equations along with the fact that ∂2H
∂ϕx∂ϕy = 0 we can write the total

current density mean values in the following form:

⟨Jx⟩ = σjxjxEx (t) + σjxjy
q
Ey (t) (3.15)

〈
Jy

q

〉
= σjy

q jxEx (t) + σjy
q jy

q
Ey (t) (3.16)

where we have defined

σjαjβ ≡ i

z

(〈
∂2H

∂ϕα∂ϕβ

〉
− χjαjβ

)
(3.17)

We will now proceed by converting the current-current to current-density correlations. The
following equations are derived in detail in Appendix B. We have that

⟨Jx⟩ = σjxjxEx (t) + 1
q

χjxnqEy (t) (3.18)

〈
Jy

q

〉
= −1

q
χjxnqEx (t) + i

z

(
z

q

)2

χnqnqEy (t) (3.19)

where we have defined nq = ∑
l,m,σ (−ieiqm) c†

l,m,σcl,m,σ. Now, in contrast to the usual Hall
coefficient derivation, we will first take the ω → 0 limit and then the q → 0. The previous
expressions now become

⟨Jx⟩0 = σ′′
jxjx (ω → 0) [iEx (t)] + 1

q
χ′

jxnq
(ω → 0) Ey (t) (3.20)

〈
Jy

q

〉
0

= −1
q

χ′
jxnq

(ω → 0) Ex (t) + 1
ω

(
ω

q

)2

χ′
nqnq

(ω → 0) [iEy (t)] (3.21)

where the subscript zero implies the ω → 0 limit. We also denote with ′ the real part of a
quantity and with ′′ its imaginary part. Now, let |n⟩ , En be the eigenstates and eigenvalues
respectively of the Hamiltonian in the presence of the magnetic field.

χAB (ω → 0) = lim
z→0

i

∞∫
0

dteizt ⟨[A (t) , B]⟩ = lim
z→0

i

∞∫
0

dteizt ⟨A (t) B − BA (t)⟩ =

= lim
z→0

∑
m

i

∞∫
0

dteizt [⟨m| ρ̂A (t) B |m⟩ − ⟨m| ρ̂BA (t) |m⟩] =

= lim
z→0

∑
m,n

i

∞∫
0

dteizt e−βEm

Z
[⟨m| A (t) |n⟩ ⟨n| B |m⟩ − ⟨m| B |n⟩ ⟨n| A (t) |m⟩] =
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= lim
z→0

∑
m,n

i

∞∫
0

dteizt e−βEm

Z

[
eiωmnt ⟨m| A |n⟩ ⟨n| B |m⟩ − eiωnmt ⟨m| B |n⟩ ⟨n| A |m⟩

]
Since we are working at T → 0 we see that we are going to have contribution only from m =
0. Additionally we dont have any contributions from n = m. Therefore

χAB (ω → 0) = lim
z→0

∑
n>0

i

∞∫
0

dteizt
[
eiω0nt ⟨0| A |n⟩ ⟨n| B |0⟩ − eiωn0t ⟨0| B |n⟩ ⟨n| A |0⟩

]
=

= − lim
z→0

∑
n>0

[
⟨0| A |n⟩ ⟨n| B |0⟩

z + ω0n

− ⟨0| B |n⟩ ⟨n| A |0⟩
z + ωn0

]
⇒

χAB (ω → 0) =
∑
n>0

⟨0| A |n⟩ ⟨n| B |0⟩ + H.c.

En − E0
(3.22)

Now, following [12] we can express the different terms of Eqs. (3.20), (3.21) as derivatives of
the ground state of the following fictitious Hamiltonian:

H (ϕx, µq) = −t
∑

l,m,σ

eiϕx(t)eiAmc†
l+1,m,σcl,m,σ + H.c. − t′ ∑

l,m,σ

c†
l,m+1,σcl,m,σ + H.c.

−tSO

∑
l,m

eiϕx(t)eiAm

[
c†

l+1,m,↓cl,m,↑ − c†
l+1,m,↑cl,m,↓

]
+ H.c.

− t′
SO

∑
l,m

[
ic†

l,m+1,↓cl,m,↑ + ic†
l,m+1,↑cl,m,↓

]
+ H.c. + µqnq (3.23)

For a general Hamiltonian depending on two parameters µ and λ, we have the following iden-
tity:

ε0
µλ = ∂2ε0

∂µ∂λ
=
〈

0
∣∣∣∣∣ ∂2H

∂µ∂λ

∣∣∣∣∣ 0
〉

−
∑
n>0


〈
0
∣∣∣∂H

∂µ

∣∣∣n〉 〈n ∣∣∣∂H
∂λ

∣∣∣ 0〉+ H.c.

En − E0

 (3.24)

The above result is derived in Appendix C. With this observation, we can rewrite the current
densities in the following form.

⟨Jx⟩0 = 1
ω

ε0
ϕxϕx [iEx (t)] + 1

q
ε0

ϕxµq
Ey (t) (3.25)

〈
Jy

q

〉
0

= −1
q

ε0
µqϕxEx (t) − ω

q2 ε0
µqµq

[iEy (t)] (3.26)

We will now set
〈
Jy

q

〉
0

= 0 and calculate the hall constant:

RH ≡ 1
B

Ey (t)
⟨Jx⟩0

⇒ RH = q

B

ε0
µqϕx

ε0
ϕxϕxε0

µqµq
+ ε0

µqϕxε0
ϕxµq

(3.27)

Neglecting the cross O (B2) term ε0
µqϕxε0

ϕxµq
and Taylor expanding the numerator in B we can

rewrite the above equation as:

RH = q

∂3ε0

∂B∂µq∂ϕx

ε0
ϕxϕxε0

µqµq

= q

∂
∂µq

(
∂2ε0

∂B∂ϕx

)
ε0

ϕxϕxε0
µqµq

= −
∂Dq

∂µq

Dκq

(3.28)
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where in the last step we have defined:

jx
q = t

∑
l,m,σ

(
−ieiqm

) (
ic†

l+1,m,σcl,m,σ + H.c.
)

+ tSO

∑
l,m

(
−ieiqm

) (
i
[
c†

l+1,m,↓cl,m,↑ − c†
l+1,m,↑cl,m,↓

]
+ H.c.

)
(3.29)

T x
q = −t

∑
l,m,σ

(
−ieiqm

) (
c†

l+1,m,σcl,m,σ + H.c.
)

− tSO

∑
l,m

(
−ieiqm

) ([
c†

l+1,m,↓cl,m,↑ − c†
l+1,m,↑cl,m,↓

]
+ H.c.

)
(3.30)

and

Dq = −q

2
∂2ε0

∂B∂ϕx
= −q

2

〈0
∣∣∣∣∣ ∂2H

∂B∂ϕx

∣∣∣∣∣ 0
〉

−
∑
n>0


〈
0
∣∣∣ ∂H

∂ϕx

∣∣∣n〉 〈n ∣∣∣∂H
∂B

∣∣∣ 0〉+ H.c.

En − E0

 ⇒

Dq = 1
2

〈0 ∣∣∣−T x
q

∣∣∣ 0〉−
∑
n>0

⟨0 |jx| n⟩
〈
n
∣∣∣jx

q

∣∣∣ 0〉+ H.c.

En − E0

 (3.31)

In addition D ≡ 1
2ε0

ϕxϕx is the Drude weight and it is identical to Dq by the replacement of
jx

q and T x by jx and jx
q respectively. We also define the comressibility as ε0

µqµq
≡ κq = ∂nq

∂µq
.

Finally, by taking the q → 0 limit we are left with

RH = − 1
D

∂D

∂n
(3.32)

As a quick application of our model, we will begin by calculating the Hall coefficient for t′ →
0 and t′

SO → 0. In this case the Hamiltonian can be exactly diagonalized. We find the follow-
ing two bands:

ε± (k) = −2
√

t2 + t2
SOcos (kx − ϕx ∓ k0) , k0 = tan−1

(
tSO

t

)
(3.33)

We can now proceed to calculate the Drude weight.

D = D+ + D− = 1
2L

L

2π

k0+nπ/2∫
k0−nπ/2

(
∂2ε+

(∂ϕx)2

)
ϕx−→0

dkx + 1
2L

L

2π

−k0+nπ/2∫
−k0−nπ/2

(
∂2ε−

(∂ϕx)2

)
ϕx−→0

dkx =

=

√
t2 + t2

SO

π

 k0+nπ/2∫
k0

cos (kx − k0) dkx +
−k0+nπ/2∫

−k0

cos (kx + k0) dkx

 ⇒

D =
2
√

t2 + t2
SO

π
sin

(
nπ

2

)
(3.34)

RH = − 1
D

∂D

∂n
= −π

2
1

tan
(

nπ
2

) (3.35)

We see that the Hall coefficient does not depend on the Rashba coupling, since the contri-
butions from the two bands cancel one another. In addition close to the metallic state the
Hall coefficient is equal to RH ≈ −1/n, whereas close to the insulating state it is equal to
RH ≈ 1/δ, with δ = 2 − n.
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3.2 Numerical Simulations
In this section we present our numerical results for the Hall coefficient for three different
cases. In the first case we have taken t′/t = 2 and tSO = t′

SO = 0, in the second case we
have taken t′/t = 1, tSO/t = 2 and t′

SO/t = 2 and in the third case we have taken t′/t = 2,
tSO/t = 2 and t′

SO/t = 2. In all of the graphs below we have included the Fermi surface con-
tour plots for different topology regimes. In the Fermi surface contour plots the blue line is
the lower band, whereas the red line is the upper band. The dispersion of those bands can be
found by diagonalizing the full Hamiltonian. It is given by:

ε± (k) = −2tcos (kx) − 2t′cos (ky) ± 2
√

(tSOsin (kx))2 + (t′
SOsin (ky))2 (3.36)

The Hall coefficient graphs for all three cases are shown below:
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Figure 3.1: Hall coefficient for t′/t = 2, tSO = t′
SO = 0.
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Figure 3.2: Hall coefficient for t′/t = 1, tSO/t = 2, t′
SO/t = 2.
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Figure 3.3: Hall coefficient for t′/t = 2, tSO/t = 2, t′
SO/t = 2.

As was the case before, close to the metallic state the Hall coefficient is equal to RH ≈ −1/n,
whereas close to the insulating state it is equal to RH = 1/ ≈, with δ = 2 − n. In addi-
tion, around every topological transition the behavior of the Hall coefficient changes. More
specifically, when different parts of the Fermi surface connect or disconnect the Hall coeffi-
cient displays a discontinuity in its derivative. On the other hand when a part of the Fermi
surface disappears from the lower band and appears on the upper band the Hall coefficient
displays a discontinuity.
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Appendix A
In Ref. [10] the authors have solved Boltzmann transport equations for this energy disper-
sion analytically. Then they calculated the velocities ux and uy and took their Fourier series
expansions which are shown below:

ui
x (t) = (1 − 2δi,h) 2π

m0K (κ)

∞∑
n=1

sech

[
(2n − 1) πK

′

2K

]
sin

[
(2n − 1) πui

2K

]
sin

[
(2n − 1) πω0t

2K (κ)

]
(A.1)

ui
y (t) = 2π

m0K (κ)

∞∑
n=1

sech

[
(2n − 1) πK

′

2K

]
cos

[
(2n − 1) πui

2K

]
cos

[
(2n − 1) πω0t

2K (κ)

]
(A.2)

where i = e for electrons and i = h for holes. For open surfaces the corresponding results are

uo
x (t) = 2πκ

m0K (1/κ)

∞∑
n=1

sech

[
nπK

′

K

]
sin

[
nπuo

K

]
sin

[
nπκω0t

K (1/κ)

]
(A.3)

uo
y (t) = 2πκ

m0K (1/κ)

{
1
2 +

∞∑
n=1

sech

[
nπK

′

K

]
cos

[
nπuo

K

]
cos

[
nπκω0t

K (1/κ)

]}
(A.4)

For electron and hole pockets we can write for simplicity:

ui
x (t) = ũx

∞∑
n=1

ax
nsin

[
(2n − 1) πω0t

2K (κ)

]
(A.5)

ui
y (t) = ũy

∞∑
n=1

ay
ncos

[
(2n − 1) πω0t

2K (κ)

]
(A.6)

The previous equations are also true for open surfaces. But in the case of uy (t) we should
write

uo
x (t) = ũx

∞∑
n=1

ax
nsin

[
nπκω0t

K (1/κ)

]
(A.7)

uo
y (t) = ũy

{
1
2 +

∞∑
n=1

ay
ncos

[
nπκω0t

K (1/κ)

]}
(A.8)

We can now use the above equations to calculate the σ components for all 3 cases. We be-
gin by calculating the σ components for closed Fermi surfaces. For convenience we define
η̃ (t; t′) ≡ exp (− [1/τ + iω] (t − t′)).

σxy = e3B

(2π)2

4K/ω0∫
0

ũx

∞∑
n=1

ax
nsin

[
(2n − 1) πω0t

2K (κ)

]
dt

t∫
−∞

ũy

∞∑
m=1

ay
mcos

[
(2m − 1) πω0t

′

2K (κ)

]
η̃ (t; t′) dt′ =

= e3B

4π
ũxũy

∞∑
n=1

ax
nay

n

2n − 1
[1/τ + iω]2 +

[
(2n−1)πω0

2K(κ)

]2 (A.9)

25



σxx = e3B

(2π)2

4K/ω0∫
0

ũx

∞∑
n=1

ax
nsin

[
(2n − 1) πω0t

2K (κ)

]
dt

t∫
−∞

ũx

∞∑
m=1

ax
msin

[
(2m − 1) πω0t

′

2K (κ)

]
η̃ (t; t′) dt′ =

= e3B

(2π)2 ũ2
x

∞∑
n=1

(ax
n)2 [1/τ + iω]

[1/τ + iω]2 +
[

(2n−1)πω0
2K(κ)

]2 2K (κ)
ω0

(A.10)

σyy = e3B

(2π)2

4K/ω0∫
0

ũy

∞∑
n=1

ay
ncos

[
(2n − 1) πω0t

2K (κ)

]
dt

t∫
−∞

ũy

∞∑
m=1

ay
mcos

[
(2m − 1) πω0t

′

2K (κ)

]
η̃ (t; t′) dt′ =

= e3B

(2π)2 ũ2
y

∞∑
n=1

(ay
n)2 [1/τ + iω]

[1/τ + iω]2 +
[

(2n−1)πω0
2K(κ)

]2 2K (κ)
ω0

(A.11)

Similarly, for open surfaces we have that

σxx = e3B

(2π)2

4K/κω0∫
0

ũx

∞∑
n=1

ax
nsin

[
nπκω0t

K (1/κ)

]
dt

t∫
−∞

ũx

∞∑
m=1

ax
msin

[
mπκω0t

K (1/κ)

]
η̃ (t; t′) dt′ =

= e3B

(2π)2 ũ2
x

∞∑
n=1

(ax
n)2 [1/τ + iω]

[1/τ + iω]2 +
[

nπκω0
K(1/κ)

]2 K (1/κ)
κω0

(A.12)

σxy = e3B

(2π)2

4K/κω0∫
0

ũx

∞∑
n=1

ax
nsin

[
nπκω0t

K (1/κ)

]
dt

t∫
−∞

ũy

{
1
2 +

∞∑
m=1

ay
mcos

[
mπκω0t

K (1/κ)

]}
η̃ (t; t′) dt′ =

= e3B

(2π)2 ũxũy

∞∑
n=1

ax
nay

n

nπ

[1/τ + iω]2 +
[

nπκω0
K(1/κ)

]2 (A.13)

σyy = e3B

(2π)2

4K/κω0∫
0

ũy

{
1
2 +

∞∑
n=1

ay
ncos

[
nπκω0t

K (1/κ)

]}
dt

t∫
−∞

ũy

{
1
2 +

∞∑
m=1

ay
mcos

[
mπκω0t

K (1/κ)

]}
η̃ (t; t′) dt′ =

= e3B

(2π)2
ũ2

y

[1/τ + iω]
K (1/κ)

κω0
+ e3B

(2π)2 ũ2
y

∞∑
n,1

(ay
n)2 [1/τ + iω]

[1/τ + iω]2 +
[

nπκω0
K(1/κ)

]2 K (1/κ)
κω0

Substituting the appropriate ũx,ũy,ax
n,ay

n, equations (1.28), (1.29), (1.30) follow. It also needs
to be pointed out that for closed Fermi surfaces the sums are over positive odd integers while
for open surfaces the sums are over positive even integers. We can now proceed to calculate
the hall number for both high and low magnetic fields. For high magnetic fields we have that

1
nHall

= lim
B→∞

1
B

−σxy

σxxσyy + σ2
xy

(A.14)
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Using the above equation we get

ne
Hall = − 1

π

∞∑
n=1

1(
n − 1

2

)sech2
[(

n − 1
2

)
πK

′ (κ)
K (κ)

]
sin

[
(2n − 1) πue

K (κ)

]
(A.15)

nh
Hall = 1

π

∞∑
n=1

1(
n − 1

2

)sech2
[(

n − 1
2

)
πK

′ (κ)
K (κ)

]
sin

[
(2n − 1) πuh

K (κ)

]
(A.16)

no
Hall = − 1

π

∑∞
n=1

1
n2 sech2

[
nπK

′ (1/κ)
K(1/κ)

]
sin2

[
nπuo

K(1/κ)

]
∑∞

n=1
1

2n
sech2

[
nπK′ (1/κ)

K(1/κ)

]
sin

[
2nπuo

K(1/κ)

] − 1
π

∞∑
n=1

1
n

sech2
[

nπK
′ (1/κ)

K (1/κ)

]
sin

[
2nπuo

K (1/κ)

]
(A.17)

We observe that in the high-field case the hall number does not depend on the frequency.
Now for the low-field case we have

1
nHall

= lim
B→0

1
B

−σxy

σxxσyy + σ2
xy

(A.18)

Similarly we get:

ne
Hall = − 4

π

[∑∞
n=1 sech2

[(
n − 1

2

)
πK

′

K

]
sin2

[(
n − 1

2

)
πue

K

]] [∑∞
n=1 sech2

[(
n − 1

2

)
πK

′

K

]
cos2

[(
n − 1

2

)
πue

K

]]
∑∞

n=1

(
n − 1

2

)
sech2

[(
n − 1

2

)
πK′

K

]
sin

[
(2n−1)πue

K

]
(A.19)

nh
Hall = 4

π

[∑∞
n=1 sech2

[(
n − 1

2

)
πK

′

K

]
sin2

[(
n − 1

2

)
πuh

K

]] [∑∞
n=1 sech2

[(
n − 1

2

)
πK

′

K

]
cos2

[(
n − 1

2

)
πuh

K

]]
∑∞

n=1

(
n − 1

2

)
sech2

[(
n − 1

2

)
πK′

K

]
sin

[
(2n−1)πuh

K

]
(A.20)

no
Hall = − 4

π

[∑∞
n=1 sech2

[
nπK

′

K

]
sin2

[
nπuo

K

]] [
1
2 +∑∞

n=1 sech2
[

nπK
′

K

]
cos2

[
nπuo

K

]]
∑∞

n=1 n sech2
[

nπK′

K

]
sin

[
2nπuo

K

] (A.21)

The above results for the hall coefficient are the same with the ones calculated in [10], both
in the high and the low magnetic field limits.

27



Appendix B
In this Section we will convert the current-current to current-density correlations. We will
use the following [

c†
acb, c†

ccd

]
= c†

acdδbc − c†
ccbδad (B.1)

We also define:

ρq ≡
∑

l,m,σ

eiqmc†
l,m,σcl,m,σ (B.2)

We have that

[
jy

q , ρ−q

]
= t′ ∑

l,m,σ,l′,m′,σ′
ieiq(m+1/2)e−iqm′ {

c†
l,m+1,σcl′,m′,σ′δl,l′δm,m′δσ,σ′ − c†

l′,m′,σ′cl,m,σδl,l′δm+1,m′δσ,σ′ + H.c.
}

+ t′
SO

∑
l,m,l′,m′,σ′

ieiq(m+1/2)e−iqm′{ic†
l,m+1,↓cl′,m′,σ′δl,l′δm,m′δ↑,σ′ − ic†

l′,m′,σ′cl,m,↑δl,l′δm+1,m′δ↓,σ′+

+ ic†
l,m+1,↑cl′,m′,σ′δl,l′δm,m′δ↓,σ′ − ic†

l′,m′,σ′cl,m,↓δl,l′δm+1,m′δ↑,σ′ + H.c.} =

= t′ ∑
l,m,σ

i
(
eiq/2 − e−iq/2

) (
c†

l,m+1,σcl,m,σ + H.c.
)

+t′
SO

∑
l,m

i
(
eiq/2 − e−iq/2

) ([
ic†

l,m+1,↓cl,m,↑ + ic†
l,m+1,↑cl,m,↓

]
+ H.c.

)
We can now define the quantity

T y ≡ −t′ ∑
l,m,σ

(
c†

l,m+1,σcl,m,σ + H.c.
)

− t′
SO

∑
l,m

([
ic†

l,m+1,↓cl,m,↑ + ic†
l,m+1,↑cl,m,↓

]
+ H.c.

)
(B.3)

and since we are working with small q one can observe that

σjy
q jy

q
= i

z

(
⟨−T y⟩ − χjy

q jy
q

)
(B.4)

Finally we can conclude that: [
jy

q , ρ−q

]
= 2sin (q/2) T y ≃ qT y (B.5)

Similarly

[H, ρq] = −t
∑

l,m,σ,l′,m′,σ′
eiqm′ {

eiϕx(t)eiAm

(
c†

l+1,m,σcl′,m′,σ′δl,l′δm,m′δσ,σ′ − c†
l′,m′,σ′cl,m,σδl+1,l′δm,m′δσ,σ′

)
− H.c.

}

−t′ ∑
l,m,σ,l′,m′,σ′

eiqm′ {
e

iϕy
m+1/2(t) (

c†
l,m+1,σcl′,m′,σ′δl,l′δm,m′δσ,σ′ − c†

l′,m′,σ′cl,m,σδl,l′δm+1,m′δσ,σ′

)
− H.c.

}

− tSO

∑
l,m,l′,m′,σ′

eiqm′{eiϕx(t)eiAm(c†
l+1,m,↓cl′,m′,σ′δl,l′δm,m′δ↑,σ′ − c†

l′,m′,σ′cl,m,↑δl+1,l′δm,m′δ↓,σ′−

− c†
l+1,m,↑cl′,m′,σ′δl,l′δm,m′δ↓,σ′ + c†

l′,m′,σ′cl,m,↓δl+1,l′δm,m′δ↑,σ′) − H.c.}
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− t′
SO

∑
l,m,l′,m′,σ′

eiqm′{e
iϕy

m+1/2(t)(ic†
l,m+1,↓cl′,m′,σ′δl,l′δm,m′δ↑,σ′ − ic†

l′,m′,σ′cl,m,↑δl,l′δm+1,m′δ↓,σ′+

+ ic†
l,m+1,↑cl′,m′,σ′δl,l′δm,m′δ↓,σ′ − ic†

l′,m′,σ′cl,m,↓δl,l′δm+1,m′δ↑,σ′) − H.c.}

We see that we have no contribution from the x component. Using the fact that ϕx,y (t) −→ 0
we get.

[H, ρq] = −t′ ∑
l,m,σ,l′,m′,σ′

eiqm′ {
c†

l,m+1,σcl′,m′,σ′δl,l′δm,m′δσ,σ′ − c†
l′,m′,σ′cl,m,σδl,l′δm+1,m′δσ,σ′ − H.c.

}

− t′
SO

∑
l,m,l′,m′,σ′

eiqm′{ic†
l,m+1,↓cl′,m′,σ′δl,l′δm,m′δ↑,σ′ − ic†

l′,m′,σ′cl,m,↑δl,l′δm+1,m′δ↓,σ′+

+ ic†
l,m+1,↑cl′,m′,σ′δl,l′δm,m′δ↓,σ′ − ic†

l′,m′,σ′cl,m,↓δl,l′δm+1,m′δ↑,σ′ − H.c.} =

= −t′ ∑
l,m,σ

(
eiqm − eiq(m+1)

) {
c†

l,m+1,σcl,m,σ − H.c.
}

−t′
SO

∑
l,m

(
eiqm − eiq(m+1)

) {
ic†

l,m+1,↓cl,m,↑ + ic†
l,m+1,↑cl,m,↓ − H.c.

}
It is easy to see that

[H, ρq] = 2sin (q/2) jy
q ≃ qjy

q =⇒ ∂ρq

∂t
= iqjy

q (B.6)

In a similar way, we can trivially show that

[ρq, ρ−q] = 0, [jx, ρq] = 0 (B.7)

We now start converting the current-current to current-density correlations. We have:

χjxjy
q

= i

∞∫
0

dteizt
〈[

jx (t) , jy
q

]〉
= i

∞∫
0

dteizt
〈[

jx, jy
q (−t)

]〉
=

= −1
q

eizt ⟨[jx, ρq (−t)]⟩ |∞0 +iz

q

∞∫
0

dteizt ⟨[jx, ρq (−t)]⟩ = iz

q

∞∫
0

dteizt ⟨[jx (t) , ρq (t)]⟩ = z

q
χjxρq

Similarly

χjy
q jx = i

∞∫
0

dteizt
〈[

jy
q (t) , jx

]〉
= 1

q
eizt ⟨[ρq (t) , jx]⟩ |∞0 −iz

q

∞∫
0

dteizt ⟨[ρq (t) , jx]⟩ = −z

q
χρqjx

χjy
q jy

q
= i

∞∫
0

dteizt
〈[

jy
q (t) , jy

−q

]〉
= 1

q
eizt

〈[
ρq (t) , jy

−q

]〉
|∞0 −iz

q

∞∫
0

dteizt
〈[

ρq (t) , jy
−q

]〉
=
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= ⟨−T y⟩−iz

q

∞∫
0

dteizt
〈[

ρq, jy
−q (−t)

]〉
= ⟨−T y⟩− z

q2 eizt ⟨[ρq, ρ−q (−t)]⟩ |∞0 +i

(
z

q

)2 ∞∫
0

dteizt ⟨[ρq, ρ−q (−t)]⟩

= ⟨−T y⟩ + i

(
z

q

)2 ∞∫
0

dteizt ⟨[ρq (t) , ρ−q]⟩ = ⟨−T y⟩ +
(

z

q

)2

χρqρq

Instead of ρq we are going to use

nq = −iρq =
∑

l,m,σ

(
−ieiqm

)
c†

l,m,σcl,m,σ (B.8)

We finally get

χjxjy
q

= −χjy
q jx = iz

q
χjxnq ⇒ σjxjy

q
= −σjy

q jx = 1
q

χjxnq (B.9)

χjy
q jy

q
= ⟨−T y⟩ −

(
z

q

)2

χnqnq ⇒ σjy
q jy

q
= i

z

(
z

q

)2

χnqnq (B.10)

With the above convertion equations 25 and 26 become

⟨Jx⟩ = σjxjxEx (t) + 1
q

χjxnqEy (t) (B.11)

〈
Jy

q

〉
= −1

q
χjxnqEx (t) + i

z

(
z

q

)2

χnqnqEy (t) (B.12)
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Appendix C
Let us consider a Hamiltonian depending on two parameters µ, λ, with a ground state energy
ε0.

∂ε0

∂λ
= ∂

∂λ
⟨0 |H (µ, λ)| 0⟩ =

〈
0
∣∣∣∣∣∂H

∂λ

∣∣∣∣∣ 0
〉

+
(

∂

∂λ
⟨0|
)

H |0⟩ + ⟨0| H

(
∂

∂λ
|0⟩
)

=

〈
0
∣∣∣∣∣∂H

∂λ

∣∣∣∣∣ 0
〉

+ ε0
(

∂

∂λ
⟨0 | 0⟩

)
=
〈

0
∣∣∣∣∣∂H

∂λ

∣∣∣∣∣ 0
〉

(C.1)

We proceed to calculate the second derivative.

H |0⟩ = ε0 |0⟩ ⇒ ∂H

∂µ
|0⟩ + H

(
∂

∂µ
|0⟩
)

= ∂ε0

∂µ
|0⟩ + ε0

(
∂

∂µ
|0⟩
)

⇒

n̸=0⇒
〈

n

∣∣∣∣∣∂H

∂µ

∣∣∣∣∣ 0
〉

+ En ⟨n|
(

∂

∂µ
|0⟩
)

= E0 ⟨n|
(

∂

∂µ
|0⟩
)

⇒

⟨n|
(

∂

∂µ
|0⟩
)

= −

〈
n
∣∣∣∂H

∂µ

∣∣∣ 0〉
En − E0

and

(
∂

∂µ
⟨0|
)

|n⟩ = −

〈
0
∣∣∣∂H

∂µ

∣∣∣n〉
En − E0

(C.2)

ε0
µλ = ∂2ε0

∂µ∂λ
= ∂

∂µ

〈
0
∣∣∣∣∣∂H

∂λ

∣∣∣∣∣ 0
〉

=
〈

0
∣∣∣∣∣ ∂2H

∂µ∂λ

∣∣∣∣∣ 0
〉

+
(

∂

∂µ
⟨0|
)

∂H

∂λ
|0⟩ + ⟨0| ∂H

∂λ

(
∂

∂µ
|0⟩
)

=

=
〈

0
∣∣∣∣∣ ∂2H

∂µ∂λ

∣∣∣∣∣ 0
〉

+
∑

n

[(
∂

∂µ
⟨0|
)

|n⟩
〈

n

∣∣∣∣∣∂H

∂λ

∣∣∣∣∣ 0
〉

+
〈

0
∣∣∣∣∣∂H

∂λ

∣∣∣∣∣n
〉

⟨n|
(

∂

∂µ
|0⟩
)]

For the n = 0 term we have(
∂

∂µ
⟨0|
)

|0⟩
〈

0
∣∣∣∣∣∂H

∂λ

∣∣∣∣∣ 0
〉

+
〈

0
∣∣∣∣∣∂H

∂λ

∣∣∣∣∣ 0
〉

⟨0|
(

∂

∂µ
|0⟩
)

=

〈
0
∣∣∣∣∣∂H

∂λ

∣∣∣∣∣ 0
〉[(

∂

∂µ
⟨0|
)

|0⟩ + ⟨0|
(

∂

∂µ
|0⟩
)]

=
〈

0
∣∣∣∣∣∂H

∂λ

∣∣∣∣∣ 0
〉

∂

∂µ
⟨0 | 0⟩ = 0

Since we have no contribution from n = 0 we can write

ε0
µλ =

〈
0
∣∣∣∣∣ ∂2H

∂µ∂λ

∣∣∣∣∣ 0
〉

+
∑
n>0

[(
∂

∂µ
⟨0|
)

|n⟩
〈

n

∣∣∣∣∣∂H

∂λ

∣∣∣∣∣ 0
〉

+
〈

0
∣∣∣∣∣∂H

∂λ

∣∣∣∣∣n
〉

⟨n|
(

∂

∂µ
|0⟩
)]

⇒

ε0
µλ =

〈
0
∣∣∣∣∣ ∂2H

∂µ∂λ

∣∣∣∣∣ 0
〉

−
∑
n>0


〈
0
∣∣∣∂H

∂µ

∣∣∣n〉 〈n ∣∣∣∂H
∂λ

∣∣∣ 0〉+ H.c.

En − E0

 (C.3)

We will now define the following fictitious Hamiltonian with parameters ϕx and µq:

H (ϕx, µq) = −t
∑

l,m,σ

eiϕx(t)eiAmc†
l+1,m,σcl,m,σ + H.c. − t′ ∑

l,m,σ

c†
l,m+1,σcl,m,σ + H.c.

−tSO

∑
l,m

eiϕx(t)eiAm

[
c†

l+1,m,↓cl,m,↑ − c†
l+1,m,↑cl,m,↓

]
+ H.c.

− t′
SO

∑
l,m

[
ic†

l,m+1,↓cl,m,↑ + ic†
l,m+1,↑cl,m,↓

]
+ H.c. + µqnq (C.4)
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We can now express the terms of Eqs. (3.20) and (3.21) as derivatives of the ground state of
this Hamiltonian. Specifically:

σjxjx (ω → 0) = i

ω
ε0

ϕxϕx (C.5)

χjxnq (ω → 0) = ε0
ϕxµq

(C.6)

χnqjx (ω → 0) = ε0
µqϕx (C.7)

χnqnq (ω → 0) = −ε0
µqµq

(C.8)

Using the above results, Eqs. (3.25) and (3.26) follow.
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