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## Abstract

This thesis is devoted to inequalities which interpolate weighted Hardy and trace Hardy inequalities.We first derive a sharp interpolation between the two Hardy inequalities. Then we proceed to improving these inequalities by adding in the least hand side correction terms, that amount to positive integrals of the functions under consideration. In particular, we concern with integrals, over the half space or its boundary, which involve either the critical Hardy potential or the critical Sobolev exponent. In all cases, it turns out that correction terms of such type can be added at the expense of a logarithmic corrective weight, which is optimal in the sense that the inequality fails for smaller powers of this weight. Furthermore, we show that the aforementioned inequalities can be repeatedly improved, obtaining an infinite correction series.

The results in the two borderline cases of these interpolation inequalities yield refinements of the weighted Hardy and the trace weighted Hardy inequality respectively, thus unify and extend some earlier results. In particular, it follows that the trace Hardy and the Hardy weighted inequalities admit the same infinite improvement.

Moreover, we apply the resulted improvements of the trace Hardy inequality with trace remainder terms, to derive refinements of Hardy inequalities associated with two different fractional Laplacians defined on bounded domains.
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## Notation

Throughout the present work we adapt the following notation.

- $\mathbb{R}^{n}=\left\{x=\left(x_{1}, x_{2}, \ldots, x_{n}\right), x_{1}, \ldots, x_{n} \in \mathbb{R}\right\}=$ the $n$ dimensional Euclidean space, $n \geq 2$.
- $|x|=\sqrt{x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}}$.
- A point $x \in \mathbb{R}^{n}$ is written $x=\left(x^{\prime}, x_{n}\right)$, where $x^{\prime}=\left(x_{1}, \ldots, x_{n-1}\right) \in \mathbb{R}^{n-1}$ and $x_{n} \in \mathbb{R}$.
- $\mathbb{R}_{+}^{n}=\left\{\left(x^{\prime}, x_{n}\right) \in \mathbb{R}^{n}: x^{\prime} \in \mathbb{R}^{n-1}, x_{n}>0\right\}=$ open upper half-space.
- $\partial \mathbb{R}_{+}^{n}=\left\{\left(x^{\prime}, x_{n}\right) \in \mathbb{R}^{n}: x^{\prime} \in \mathbb{R}^{n-1}, x_{n}=0\right\}$.
- $\overline{\mathbb{R}_{+}^{n}}=\left\{\left(x^{\prime}, x_{n}\right) \in \mathbb{R}^{n}: x^{\prime} \in \mathbb{R}^{n-1}, x_{n} \geq 0\right\}=$ closed upper half-space.
- $\mathbb{S}^{n-1}=\left\{x \in \mathbb{R}^{n}:|x|=1\right\}=$ the unit sphere in $\mathbb{R}^{n}$.
- $\mathbb{S}_{+}^{n-1}=\left\{x=\left(x^{\prime}, x_{n}\right) \in \mathbb{R}^{n}:|x|=1, x_{n}>0\right\}=$ the upper half sphere in $\mathbb{R}^{n}$.
- $B_{r}=\left\{x \in \mathbb{R}^{n}:|x|<r\right\}=$ the open ball in $\mathbb{R}^{n}$ with center at the origin and radius $r>0$.
- $B_{r}^{\prime}=\left\{x^{\prime} \in \mathbb{R}^{n-1}:\left|x^{\prime}\right|<r\right\}=$ the open ball in $\mathbb{R}^{n-1}$ with center at the origin and radius $r>0$.
- $\partial B_{r}^{\prime}=\left\{x^{\prime} \in \mathbb{R}^{n-1}:\left|x^{\prime}\right|=r\right\}=$ the sphere in $\mathbb{R}^{n-1}$, of radius $r>0$ and center at the origin.
- $\mathbb{S}^{n-2}=\partial B_{1}^{\prime}=\left\{x^{\prime} \in \mathbb{R}^{n-1}:\left|x^{\prime}\right|=1\right\}=$ the unit sphere in $\mathbb{R}^{n-1}$.
- $\Gamma(a)=\int_{0}^{\infty} t^{a-1} e^{-t} \mathrm{~d} t=$ the Gamma function, for any real number $a$ except the non-positive integers.
- $\gamma_{n}=\pi^{\frac{n}{2}} / \Gamma\left(\frac{n}{2}\right)=$ the $(n-1)$ - dimensional volume of $\mathbb{S}_{+}^{n-1}$.
- $\omega_{n}=2 \pi^{\frac{n-1}{2}} / \Gamma\left(\frac{n-1}{2}\right)=$ the $(n-2)-$ dimensional volume of the unit sphere $\mathbb{S}^{n-2}$.
- For any $U \subset \mathbb{R}^{n}$, we write $U^{+}=\mathbb{R}_{+}^{n} \cap U$.
- For any point $x \in \mathbb{S}_{+}^{n-1}$ we define $\varphi=\varphi(x)=\arccos x_{n}, \varphi \in[0, \pi / 2]$. Notice that $\cos \varphi=$ distance of $x$ to $\partial \mathbb{R}_{+}^{n}$.
- $C^{\infty}(\mathcal{V})=\{u: \mathcal{V} \rightarrow \mathbb{R} \mid u$ is infinitely differentiable $\}$, where $\mathcal{V} \subseteq \mathbb{R}^{n}$.
- $C_{0}^{\infty}(\mathcal{V})=$ the functions in $C^{\infty}(\mathcal{V})$ with compact support. In particular, if $U$ is an open set containing the origin, then a function in $C_{0}^{\infty}\left(\overline{\mathbb{R}_{+}^{n}} \cap U\right)$ does not necessary vanish on $\partial \mathbb{R}_{+}^{n} \cap U$.
- $D^{1,2}(U)=$ the completion of $C_{0}^{\infty}\left(\overline{\mathbb{R}_{+}^{n}} \cap U\right)$ with respect to the norm $\|u\|_{D^{1,2}(U)}=\left(\int_{U^{+}}|\nabla u|^{2} \mathrm{~d} x\right)^{1 / 2}$.
- $\int_{\mathbb{S}_{+}^{n-1}} f(x) \mathrm{d} \sigma(x)=$ integral of $f: U \subset \mathbb{R}^{n} \rightarrow \mathbb{R}$, over $\mathbb{S}_{+}^{n-1}$, with respect to the ( $n-1$ )-dimensional Lebesgue measure.
- $\int_{\mathbb{S}^{n-2}} f\left(x^{\prime}, 0\right) \mathrm{d} \sigma\left(x^{\prime}\right)=$ integral of $f: U \subset \mathbb{R}^{n} \rightarrow \mathbb{R}$, over $\mathbb{S}^{n-2}$, with respect to the ( $n-2$ )-dimensional Lebesgue measure.
- We employ the letters $c, C$ to denote a positive constant, independent of any function $u$ and may change in each occurrence. Whenever it is necessary, we point out the dependence on the parameters involved with subscripts or parentheses.
- A point in $\mathbb{R}^{n+1}$ is denoted as $(x, y)$, where $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$ and $y \in \mathbb{R}$.
- $\mathbb{R}_{+}^{n+1}=\left\{(x, y) \in \mathbb{R}^{n+1}: x \in \mathbb{R}^{n}, y>0\right\}$ and $\partial \mathbb{R}_{+}^{n+1}=\left\{(x, y) \in \mathbb{R}^{n+1}: x \in \mathbb{R}^{n}, y=0\right\}$. For any $U \subset \mathbb{R}^{n+1}$, we write $U^{+}=\mathbb{R}_{+}^{n+1} \cap U$.
- For functions $f: \mathcal{D} \rightarrow \mathbb{R}, g: \mathcal{D} \rightarrow \mathbb{R}$, we write $f \sim g$ in $\mathcal{D}$, when there exist constants $c_{1}>0, c_{2}>0$, independent of $f$ and $g$, such that $c_{1} f(z) \leq g(z) \leq c_{2} f(z), \forall z \in \mathcal{D}$.
- We define $X(\vartheta)=X_{1}(\vartheta)=\frac{1}{1-\ln \vartheta}$, for $\vartheta \in(0,1]$ and $X_{k}(\vartheta)=X_{1}\left(X_{k-1}(\vartheta)\right)$, for $k=2,3, \ldots$.
- For any bounded domain $U \subset \mathbb{R}^{n}$ we abbreviate $d=\sup _{x \in \mathbb{R}_{+}^{n} \cap U}|x|$.
- In Chapter 6, $\Omega$ denotes a bounded domain in $\mathbb{R}^{n}$ and $D=\sup _{x \in \Omega}|x|$.
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## Chapter 1

## Introduction

### 1.1 Classical results

Inequalities involving integrals of functions and the modulus of their gradient in various powers, play a prominent role in the continuous development of the theory, methods and applications of partial differential equations and calculus of variations. In particular, such inequalities have become a standard tool in the study of existence, uniqueness, boundedness, stability, asymptotic behaviour and other qualitative properties of solutions of partial differential equations and optimization problems. In addition, they find various applications in geometric measure theory and many other branches of analysis, geometry and physics. Some of the bibliography on this kind of inequalities is [2], [10], [34], [39], [41] and [42].

In the past few decades, there has been a continuous interest by many scholars, in improvements of such inequalities, when possible. Typically, improvements of such inequalities amount to extra terms on the least hand side that involve integrals of powers either of the function or of its gradient. Such improvements are motivated by certain applications, such as in the study of existence and asymptotic behaviour of solutions of parabolic equations with singular potentials (see for instance [7], [12], [32], [52]), in the study stability of solutions of elliptic (e.g [27], [22]) and parabolic equations (e.g. [11], [33], [43]), as well as in the study of the stability of eigenvalues in elliptic problems (e.g. [20]).

In the following two paragraphs we recall certain scaling invariant inequalities, which are well known and they are directly related with the context of the present thesis.

### 1.1.1 Hardy inequalities

The classical Hardy inequality asserts that for $n \geq 3$, there holds (cf. [34])

$$
\frac{(n-2)^{2}}{4} \int_{\mathbb{R}^{n}} \frac{u^{2}}{|x|^{2}} \mathrm{~d} x \leq \int_{\mathbb{R}^{n}}|\nabla u|^{2} \mathrm{~d} x, \quad \forall u \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right) .
$$

It is well known that the constant $(n-2)^{2} / 4$ is the best possible.
Passing from the whole space $\mathbb{R}^{n}$ to an open subset $U$ of $\mathbb{R}^{n}$ with $n \geq 3$, Hardy inequality asserts that

$$
\begin{equation*}
\frac{(n-2)^{2}}{4} \int_{U} \frac{u^{2}}{|x|^{2}} \mathrm{~d} x \leq \int_{U}|\nabla u|^{2} \mathrm{~d} x, \quad \forall u \in C_{0}^{\infty}(U) \tag{1.1}
\end{equation*}
$$

Moreover, if $U$ contains the origin, the constant $(n-2)^{2} / 4$ is the best possible.
Hardy inequality represents a classical subject in which there has been intensive research in the last decades, mainly motivated by its application to pde's and more precisely with the positivity of the Schrödinger operator

$$
L_{\lambda}=-\Delta-\frac{\lambda}{|x|^{2}}, \lambda \in \mathbb{R}
$$

The operator $L_{\lambda}$ appears in the linearization of the critical nonlinear pde's, playing a crucial role in the asymptotic behaviour of branches of solutions in bifurcation problems (see e.g. [11], [50], [52]). The operator $L_{\lambda}$ also arises in physics and in particular in the relativity theory and quantum mechanics (see [18]). We also refer to other interesting applications in molecular physics [40], quantum cosmology [9], combustion models [32], brownian motion [38].

Hardy inequalities on subsets $U \subset \mathbb{R}^{n}$ such that the origin, where the potential is singular, lies on the boundary $\partial U$ are also valid but with different in general optimal constant (see e.g. [17], [28]).

On the other hand, we can deduce by standard reflection arguments that inequality (1.1) still holds with the same optimal constant on the upper half space

$$
\mathbb{R}_{+}^{n}=\left\{x=\left(x^{\prime}, x_{n}\right) \in \mathbb{R}^{n}: x^{\prime} \in \mathbb{R}^{n-1}, x_{n}>0\right\}
$$

without the restriction $u=0$ on the boundary $\partial \mathbb{R}_{+}^{n}$, that is

$$
\begin{equation*}
\frac{(n-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n}} \frac{u^{2}}{|x|^{2}} \mathrm{~d} x \leq \int_{\mathbb{R}_{+}^{n}}|\nabla u|^{2} \mathrm{~d} x, \quad \forall u \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right) . \tag{1.2}
\end{equation*}
$$

In that case inequality (1.2) does not give any information about the summability properties of the trace of the functions $u$ which do not vanish on the boundary $\partial \mathbb{R}_{+}^{n}$. Such summability properties can be deduced from the following trace Hardy inequality, also known in the literature as Kato inequality (cf. [35])

$$
\begin{equation*}
H_{n} \int_{\partial \mathbb{R}_{+}^{n}} \frac{u^{2}\left(x^{\prime}, 0\right)}{\left|x^{\prime}\right|} \mathrm{d} x^{\prime} \leq \int_{\mathbb{R}_{+}^{n}}|\nabla u|^{2} \mathrm{~d} x, \quad \forall u \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right), n \geq 3 \tag{1.3}
\end{equation*}
$$

where the constant

$$
H_{n}=2 \frac{\Gamma^{2}\left(\frac{n}{4}\right)}{\Gamma^{2}\left(\frac{n-2}{4}\right)}
$$

is the best possible.
Let now $U$ be a generic bounded domain and the origin be an interior point of $U$. Passing from $\mathbb{R}_{+}^{n}$ to $\mathbb{R}_{+}^{n} \cap U$, the trace Hardy inequality (1.3) reads

$$
\begin{equation*}
H_{n} \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}\left(x^{\prime}, 0\right)}{\left|x^{\prime}\right|} \mathrm{d} x^{\prime} \leq \int_{\mathbb{R}_{+}^{n} \cap U}|\nabla u|^{2} \mathrm{~d} x, \quad \forall u \in C_{0}^{\infty}(U) \tag{1.4}
\end{equation*}
$$

with the same optimal constant $H_{n}$, as in (1.3). This is a direct consequence of the invariance under scaling, of inequality (1.3).

Inequalities (1.3), (1.4) have furnished a handy tool to investigate qualitative properties of solutions of parabolic and the associated elliptic differential equations with linear boundary conditions with critical potentials or certain non linear boundary conditions (see e.g. [21], [36]).

In [4], it has been established an interpolation inequality between (1.2) and (1.3). More precisely, it has been proven that for all $u \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right), 2 \leq b<n$ the following inequality holds

$$
\begin{equation*}
C(n, b) \int_{\partial \mathbb{R}_{+}^{n}} \frac{u^{2}}{\left|x^{\prime}\right|} \mathrm{d} x^{\prime}+\frac{(b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n}} \frac{u^{2}}{|x|^{2}} \mathrm{~d} x \leq \int_{\mathbb{R}_{+}^{n}}|\nabla u|^{2} \mathrm{~d} x . \tag{1.5}
\end{equation*}
$$

Here the constant

$$
\begin{equation*}
C(n, b)=2 \frac{\Gamma\left(\frac{n+b}{4}-\frac{1}{2}\right) \Gamma\left(\frac{n-b}{4}+\frac{1}{2}\right)}{\Gamma\left(\frac{n+b}{4}-1\right) \Gamma\left(\frac{n-b}{4}\right)} \tag{1.6}
\end{equation*}
$$

is optimal. Notice that $C(n, 2)=H_{n}$ and $C(n, b) \rightarrow 0$, as $b \rightarrow n$. This means that when $b=2$, then inequality (1.5) reduces to (1.3), while as $b \rightarrow n$, then inequality (1.5) reduces to (1.2).

### 1.1.2 Sobolev inequalities

Sobolev inequalities are among the most useful functional inequalities in analysis. The fundamental role that Sobolev inequalities have played in the study of partial differential equations is well known. They have been studied by many authors and it is by now a classical subject.

The foremost example is the following Sobolev inequality valid for $n \geq 3$, which states the existence of a universal constant $S_{n}>0$ such that (see [6], [48])

$$
S_{n}\left(\int_{\mathbb{R}^{n}}|u|^{2^{*}} \mathrm{~d} x\right)^{2 / 2^{*}} \leq \int_{\mathbb{R}^{n}}|\nabla u|^{2} \mathrm{~d} x, \quad \forall u \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)
$$

where we use the conventional notation $2^{*}$ standing for the so called critical Sobolev exponent $2^{*}=$ $2 n /(n-2)$.

On the other hand, the trace Sobolev inequalities, express a strong integrability property for the trace of a function in terms of some integrability property for its derivatives. Such inequalities are relevant for the study of boundary value problems for differential operators and they have been intensively studied in many contexts, in the last two decades. Here we shall mention only the one, which is useful in study of second order differential quasi-linear equations. It states the existence of a universal constant $s_{n}>0$ such that (cf. [8], [24])

$$
\begin{equation*}
\mathrm{s}_{n}\left(\int_{\partial \mathbb{R}_{+}^{n}}|u|^{\frac{2(n-1)}{n-2}} \mathrm{~d} x^{\prime}\right)^{\frac{n-2}{n-1}} \leq \int_{\mathbb{R}_{+}^{n}}|\nabla u|^{2} \mathrm{~d} x, \quad \forall u \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right) . \tag{1.7}
\end{equation*}
$$

### 1.2 Main results

Improvements of Hardy inequality (1.1) are useful in the study of existence, uniqueness, boundedness, stability, and other qualitative properties of solutions of parabolic or elliptic semi-linear partial differential equations. Similarly, the trace Hardy inequality (1.4) and its various improvements can be used in the study of certain qualitative properties of solutions of boundary value problems of parabolic or elliptic type. Such type of problems have been considered e.g. in [5], [19], [31], [37], [45], [46].

The aim of this work is to establish certain improvements of these inequalities and at the same time unifying and extending some earlier works. In particular, passing from $\mathbb{R}_{+}^{n}$ to $\mathbb{R}_{+}^{n} \cap U$, we refine (1.5) by adding correction terms of several types in the left hand side. The resulted inequalities are useful in the study of diffusion problems with reaction terms, involving critical potentials or certain nonlinearities, both in the equation and in the boundary conditions.

Moreover, we will address this issue in a more general setting, considering weighted integrals, involving a power of the distance to the boundary $\partial \mathbb{R}_{+}^{n}$. Such types of weighted integral estimates, are useful in the study of singular/degenerate semi-linear elliptic and parabolic boundary values problems. The derived inequalities can be also combined with a recently developed technique used in order to deal with fractional powers of the Laplacian (see e.g. [25], [26]).

Firstly, we present an extension of (1.3) to more general inequalities involving the distance from the boundary $\partial \mathbb{R}_{+}^{n} \cap U$.

Proposition I (Weighted Kato type inequality). Let $\alpha \in(-1,1)$ and $n+\alpha-2>0$. Then for all $u \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ there holds

$$
\begin{equation*}
H(n, \alpha) \int_{\partial \mathbb{R}_{+}^{n}} \frac{u^{2}\left(x^{\prime}, 0\right)}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime} \leq \int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x \tag{1.8}
\end{equation*}
$$

where

$$
H(n, \alpha)=(1-\alpha) \frac{\Gamma^{2}\left(\frac{n-\alpha}{4}\right) \Gamma\left(\frac{\alpha+1}{2}\right)}{\Gamma\left(\frac{3-\alpha}{2}\right) \Gamma^{2}\left(\frac{n+\alpha-2}{4}\right)}
$$

The constant $H(n, \alpha)$ is sharp.
When $\alpha=0$ inequality (1.8) reduces to (1.3) and the inequality fails if $|\alpha| \geq 1$. Note that this inequality can be obtained combining the results in [35] concerning the fractional Laplacian and the relation connecting the energy of the fractional Laplacian and the energy of the related extension problem (see [15], [25]). It can be also shown that (1.8) cannot be improved in the usual sense (see Section 3.3). In Section 3.1 we will give a different proof of this inequality which yields a sharper version obtaining remainder terms, when $\mathbb{R}_{+}^{n}$ is replaced by $U$.

The same situation holds for the weighted Hardy inequality

$$
\begin{equation*}
\frac{(\alpha+n-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n}} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x \leq \int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x, \quad \forall u \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right) \tag{1.9}
\end{equation*}
$$

Next we obtain a class of inequalities which interpolate the weighted trace Hardy inequality (1.8) and the weighted Hardy inequality (1.9).

Theorem I (Sharp interpolation of weighted Kato - Hardy inequalities). Let $\alpha \in(-1,1), 2-\alpha \leq b<n$. Then for all $u \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ the following inequality holds

$$
\begin{equation*}
K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n}} \frac{u^{2}\left(x^{\prime}, 0\right)}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}+\frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n}} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x \leq \int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x \tag{1.10}
\end{equation*}
$$

where

$$
\begin{equation*}
K(n, \alpha, b)=(1-\alpha) \frac{\Gamma\left(\frac{n-2 \alpha-b+2}{4}\right) \Gamma\left(\frac{n+b-2}{4}\right) \Gamma\left(\frac{\alpha+1}{2}\right)}{\Gamma\left(\frac{3-\alpha}{2}\right) \Gamma\left(\frac{n-b}{4}\right) \Gamma\left(\frac{n+2 \alpha+b-4}{4}\right)} . \tag{1.11}
\end{equation*}
$$

The constant $K(n, \alpha, b)$ is optimal.
Let us point out explicitly that $K(n, \alpha, b)=H(n, \alpha)$, when $b=2-\alpha$ and $K(n, \alpha, b) \rightarrow 0$, as $b \rightarrow n$. This means that when $b=2-\alpha$, then inequality (1.10) reduces to (1.8), while as $b \rightarrow n$ then inequality (1.10) reduces to (1.9). Note also that one can deduce (1.10), simply considering a convex combination of (1.8) and (1.9), however the constants obtained by this argument are not in general sharp.

As in the borderline cases of inequality (1.10), namely (1.8) and (1.9), it can be shown that no $L^{p}$ norm of $u$ can be added in the left hand side. We refer to Section 3.3 for a precise statement and proof of this claim.

Let now $U$ a generic bounded domain and the origin be an interior point of $U$. Passing from $\mathbb{R}_{+}^{n}$ to $\mathbb{R}_{+}^{n} \cap U$, the trace Hardy inequality (1.8) and the weighted Hardy inequality (1.9) state respectively

$$
\begin{equation*}
H(n, \alpha) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime} \leq \int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x, \quad \forall u \in C_{0}^{\infty}(U) \tag{1.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{(\alpha+n-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x \leq \int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x, \quad \forall u \in C_{0}^{\infty}(U) . \tag{1.13}
\end{equation*}
$$

The constants still remain the best possible. In view of (1.10) we obtain the following sharp interpolation inequality between (1.12) and (1.13)

$$
\begin{equation*}
K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}+\frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x \leq \int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x, \quad \forall u \in C_{0}^{\infty}(U) . \tag{1.14}
\end{equation*}
$$

Contrary to (1.10), several type of correction terms can be added in the left hand side of (1.14). We will present in the next three sections several refinements of (1.14).

### 1.2.1 Sobolev type remainder terms

The following result states that (1.14) can be improved by adding a Sobolev type correction term involving a singular weight. This weight is optimal in the sense that the improved inequality holds for this weight but fails for any weight more singular than this one.

Theorem II. Let $\alpha \in(-1,1), 2-\alpha \leq b<n$ and $U$ be a bounded domain in $\mathbb{R}^{n}$. Then there exists a constant $c>0$, depending only on $n$ and $\alpha$, such that for all $u \in C_{0}^{\infty}(U)$ there holds

$$
\begin{align*}
K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}+ & \frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x+c\left(\int_{\mathbb{R}_{+}^{n} \cap U} X^{\frac{2 n-2+\alpha}{n-2+\alpha}}|u|^{\frac{2 n}{n-2+\alpha}} \mathrm{d} x\right)^{\frac{n-2+\alpha}{n}} \\
& \leq \int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x \tag{1.15}
\end{align*}
$$

where $X=X(|x| / d), X(\vartheta)=(1-\ln \vartheta)^{-1}, 0<\vartheta \leq 1, d=\sup _{x \in \mathbb{R}_{+}^{n} \cap U}|x|$. Moreover the logarithmic correction $X^{\frac{2 n-2+\alpha}{n-2+\alpha}}$ cannot be replaced by a smaller power of $X$.

The nonweighted case, where $\alpha=0$, is of special interest. Let us consider in particular the two limiting cases of (1.15), namely the cases $b=2$ and $b \rightarrow n$. When $b$ goes to $n$, inequality (1.15) reduces to an improvement of Hardy inequality obtained, among others, in [27].

On the other hand, when $b=2$ estimate (1.15) reduces to the following estimate

$$
\begin{equation*}
H_{n} \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|} \mathrm{d} x^{\prime}+c\left(\int_{\mathbb{R}_{+}^{n} \cap U} X^{\frac{2 n-2}{n-2}}|u|^{\frac{2 n}{n-2}} \mathrm{~d} x\right)^{\frac{n-2}{n}} \leq \int_{\mathbb{R}_{+}^{n} \cap U}|\nabla u|^{2} \mathrm{~d} x, \forall u \in C_{0}^{\infty}(U) . \tag{1.16}
\end{equation*}
$$

It is worth to mention that in [21], it has been proved that there exists a constant $c=c(n, p, U)>0$ such that

$$
\begin{equation*}
H_{n} \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}\left(x^{\prime}, 0\right)}{\left|x^{\prime}\right|} \mathrm{d} x^{\prime}+c\left(\int_{\mathbb{R}_{+}^{n} \cap U}|\nabla u|^{p} \mathrm{~d} x\right)^{2 / p} \leq \int_{\mathbb{R}_{+}^{n} \cap U}|\nabla u|^{2} \mathrm{~d} x, \tag{1.17}
\end{equation*}
$$

for all $u \in C_{0}^{\infty}(U)$ and $1 \leq p<2$. In view of the Sobolev inequality $\|u\|_{L^{p^{*}}(U)} \leq c_{n, p}\|\nabla u\|_{L^{p}(U)}$, where $p^{*}=\frac{n p}{n-p}$, we conclude that the following inequality also holds

$$
\begin{equation*}
H_{n} \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}\left(x^{\prime}, 0\right)}{\left|x^{\prime}\right|} \mathrm{d} x^{\prime}+c(n, p)\left(\int_{\mathbb{R}_{+}^{n} \cap U}|u|^{p^{*}} \mathrm{~d} x\right)^{2 / p^{*}} \leq \int_{\mathbb{R}_{+}^{n} \cap U}|\nabla u|^{2} \mathrm{~d} x, \quad u \in C_{0}^{\infty}(U) . \tag{1.18}
\end{equation*}
$$

Then the improvement (1.16) , corresponds to the limiting case of (1.18) as $p \rightarrow 2$. Note that inequality (1.16) involves the critical exponent but contrary to (1.18) it has a logarithmic weight which cannot be removed.

As a consequence of Theorem II we obtain, by means of Hölder inequality, the following improvement of (1.14).

$$
\begin{aligned}
K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}+ & \frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x+C \int_{\mathbb{R}_{+}^{n} \cap U} V(x) u^{2} \mathrm{~d} x \\
& \leq \int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x
\end{aligned}
$$

for some positive constant $C=C(n, \alpha, U)$, where the potential $V \geq 0$ is such that

$$
\int_{\mathbb{R}_{+}^{n} \cap U} V^{\frac{n}{2-\alpha}} X^{\frac{2-\alpha-2 n}{2-\alpha}} \mathrm{d} x<\infty
$$

Actually, the above improvement still holds for even more singular potentials $V$, as the following result states.

Theorem III. Let $\alpha \in(-1,1), 2-\alpha \leq b<n$ and $U$ be a bounded domain in $\mathbb{R}^{n}$. Then there exists a constant $C>0$, depending only on $n, \alpha$, such that for all $u \in C_{0}^{\infty}(U)$ there holds
$K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}+\frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x+C \int_{\mathbb{R}_{+}^{n} \cap U} \frac{X^{2}}{|x|^{2-\alpha}} u^{2} \mathrm{~d} x \leq \int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x$,
where $X=X(|x| / d), X(\vartheta)=(1-\ln \vartheta)^{-1}, 0<\vartheta \leq 1, d=\sup _{x \in \mathbb{R}_{+}^{n} \cap U}|x|$. The weight $X^{2}$ cannot be replaced by a smaller power of $X$..

### 1.2.2 Infinite improvement

Next we present an improvement of (1.14) by adding correction terms of Hardy type with a singular logarithmic weight. This weight is optimal in the sense that the inequality fails for more singular weights. In the two borderline cases of these interpolation inequalities we obtain refinements of the weighted Hardy and the trace weighted Hardy inequality respectively.

Before stating the result we need to introduce some notation. For $\vartheta \in(0,1]$ we define recursively the functions

$$
X_{1}(\vartheta)=\frac{1}{1-\ln \vartheta}, \quad X_{k}(\vartheta)=X_{1}\left(X_{k-1}(\vartheta)\right), k=2,3, \ldots
$$

Our result is stated as follows:
Theorem IV ([51]). Let $\alpha \in(-1,1), 2-\alpha \leq b<n$ and $U$ is a bounded domain in $\mathbb{R}^{n}$. Then for all $u \in C_{0}^{\infty}(U)$ there holds

$$
\begin{align*}
K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}+\frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x & +\frac{1}{4} \sum_{i=1_{\mathbb{R}_{+}^{n} \cap U}^{\infty}} \int \frac{x_{n}^{\alpha} X_{1}^{2} \cdots X_{i}^{2}}{|x|^{2}} u^{2} \mathrm{~d} x \\
& \leq \int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x \tag{1.19}
\end{align*}
$$

Here the constant $K(n, \alpha, b)$ is given in (1.11) and $X_{i}=X_{i}(|x| / d)$, with $d=\sup _{x \in \mathbb{R}_{+}^{n} \cap U}|x|$. For fixed $b$, the constants $\frac{1}{4}$ are optimal, that is for $k=1,2, \ldots$ there holds

$$
\frac{1}{4}=\inf _{u \in C_{0}^{\infty}(U)} \frac{\int_{U^{+}} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x-K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}-\frac{(\alpha+b-2)^{2}}{4} \int_{U^{+}} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x-\frac{1}{4} \sum_{i=1}^{k-1} \int_{U^{+}} \frac{x_{n}^{\alpha} X_{1}^{2} \cdots X_{i}^{2}}{|x|^{2}} u^{2} \mathrm{~d} x}{\int_{U^{+}} \frac{x_{n}^{\alpha} X_{1}^{2} X_{2}^{2} \cdots X_{k}^{2}}{|x|^{2}} u^{2} \mathrm{~d} x} .
$$

Moreover, for each $i=1,2, \ldots$, the logarithmic correction $X_{i}^{2}$ cannot be replaced by a smaller power of $X_{i}$.

Let us state explicitly the result of Theorem IV in the special case where $\alpha=0$. For any $2 \leq b<n$ and $u \in C_{0}^{\infty}(U)$, there holds

$$
\begin{equation*}
C(n, b) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|} \mathrm{d} x^{\prime}+\frac{(b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{|x|^{2}} \mathrm{~d} x+\frac{1}{4} \sum_{i=1}^{\infty} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{X_{1}^{2} \cdots X_{i}^{2}}{|x|^{2}} u^{2} \mathrm{~d} x \leq \int_{\mathbb{R}_{+}^{n} \cap U}|\nabla u|^{2} \mathrm{~d} x, \tag{1.20}
\end{equation*}
$$

where the constant $C(n, b)$ is given in (1.6). Inequality (1.20) constitutes an improvement of (1.5) in $\mathbb{R}_{+}^{n} \cap U$. The two limiting cases of (1.20), namely the cases $b=2$ and $b \rightarrow n$, are of special interest. When $b \rightarrow n$, then (1.20) reduces to the following improvement of Hardy inequality obtained, among others, in [27]

$$
\begin{equation*}
\frac{(n-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{|x|^{2}} \mathrm{~d} x+\frac{1}{4} \sum_{i=1}^{\infty} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{X_{1}^{2} \cdots X_{i}^{2}}{|x|^{2}} u^{2} \mathrm{~d} x \leq \int_{\mathbb{R}_{+}^{n} \cap U}|\nabla u|^{2} \mathrm{~d} x, \quad \forall u \in C_{0}^{\infty}(U) . \tag{1.21}
\end{equation*}
$$

On the other hand, when $b=2$ estimate (1.20) reduces to the following infinite improvement of (1.4)

$$
\begin{equation*}
H_{n} \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|} \mathrm{d} x^{\prime}+\frac{1}{4} \sum_{i=1}^{\infty} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{X_{1}^{2} \cdots X_{i}^{2}}{|x|^{2}} u^{2} \mathrm{~d} x \leq \int_{\mathbb{R}_{+}^{n} \cap U}|\nabla u|^{2} \mathrm{~d} x, \quad \forall u \in C_{0}^{\infty}(U) . \tag{1.22}
\end{equation*}
$$

It is worth pointing out that both the Hardy inequality (1.21) and the trace Hardy inequality (1.22) admit the same sharp infinite improvement.

If we cut the series in (1.19) at the $k$ term, we obtain the following result.
Theorem V. Let $\alpha \in(-1,1), 2-\alpha \leq b<n$ and $U$ be a bounded domain in $\mathbb{R}^{n}$. Then there exists $a$ constant $c>0$, depending only on $n$ and $\alpha$, such that

$$
\begin{align*}
& K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}+\frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x+\frac{1}{4} \sum_{i=1_{\mathbb{R}_{+}^{n} \cap U}} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} X_{1}^{2} \cdots X_{i}^{2}}{|x|^{2}} u^{2} \mathrm{~d} x \\
& +c\left(\int_{\mathbb{R}^{n} \cap U}\left(X_{1} \cdots X_{k} X_{k+1}\right)^{\frac{2 n-2+\alpha}{n-2+\alpha}}|u|^{\frac{2 n}{n-2+\alpha}} \mathrm{d} x\right)^{\frac{n-2+\alpha}{n}} \leq \int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x, \quad \forall u \in C_{0}^{\infty}(U) . \tag{1.23}
\end{align*}
$$

Here the constant $K(n, \alpha, b)$ is given in (1.11) and $X_{i}=X_{i}(|x| / d)$, with $d=\sup _{x \in \mathbb{R}_{+}^{n} \cap U}|x|$. Moreover, the logarithmic correction $\left(X_{1} \cdots X_{k+1}\right)^{(2 n-2+\alpha) /(n-2+\alpha)}$ cannot be replaced by smaller powers of $X_{1}, \cdots, X_{k+1}$.

Note that applying Hölder inequality to the Sobolev term in (1.23), we obtain the following improvement of (1.14)

$$
\begin{align*}
K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime} & +\frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x+\frac{1}{4} \sum_{i=1_{\mathbb{R}_{+}^{n} \cap U}^{k}} \frac{x_{n}^{\alpha} X_{1}^{2} \cdots X_{i}^{2}}{|x|^{2}} u^{2} \mathrm{~d} x \\
& +C \int_{\mathbb{R}_{+}^{r} \cap U} V(x) u^{2}(x) \mathrm{d} x \leq \int_{\mathbb{R}_{+}^{r} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x, \tag{1.24}
\end{align*}
$$

for some positive constant $C=C(n, \alpha, U)$, where the potential $V \geq 0$ is such that

$$
\int_{\mathbb{R}_{+}^{n} \cap U} V^{\frac{n}{2-\alpha}}\left(X_{1} \cdots X_{k} X_{k+1}\right)^{\frac{2-\alpha-2 n}{2-\alpha}} \mathrm{d} x<\infty .
$$

However, the improvement obtained in Theorem IV is stronger than (1.24), in the sense that the $k$-th remainder term involves a more singular potential as well as the series in the left hand side does not terminate.

### 1.2.3 Trace remainder terms

Let us now return to inequality (1.4) and discuss the problem as to whether this inequality can be refined by adding remainder terms that involve trace $L^{p}$ norms of $u$.

Note first that we can deduce, by (1.17) and the trace Sobolev inequalities, that for any $1 \leq p<2$ there holds

$$
\begin{equation*}
H_{n} \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}\left(x^{\prime}, 0\right)}{\left|x^{\prime}\right|} \mathrm{d} x^{\prime}+c\left(\int_{\partial \mathbb{R}_{+}^{n} \cap U}|u|^{p_{*}} \mathrm{~d} x^{\prime}\right)^{2 / p_{*}} \leq \int_{\mathbb{R}_{+}^{n} \cap U}|\nabla u|^{2} \mathrm{~d} x, \quad \forall u \in C_{0}^{\infty}(U) \tag{1.25}
\end{equation*}
$$

where $p_{*}=p(n-1) /(n-p)$.
We point out that in (1.25), it is excluded the critical trace Sobolev exponent $2_{*}=2(n-1) /(n-2)$, appearing in (1.7). In view of this, we address the problem whether there is scope for improving inequality (1.4) by adding a trace term involving the critical exponent $2_{*}$. We will then show that such an improvement does hold but contrary to the subcritical case (1.25), the remaining term has a logarithmic correction which cannot be removed. We establish the result in a more general setting.

Theorem VI. Let $\alpha \in(-1,1), 2-\alpha \leq b<n$ and $\Omega$ be a bounded domain in $\mathbb{R}^{n-1}$. Then there exists a constant $C>0$, depending only on $n, \alpha$, such that for all $u \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$, with $u\left(x^{\prime}, 0\right)=0$, for $x^{\prime} \notin \Omega$, there holds

$$
\begin{align*}
K(n, \alpha, b) \int_{\Omega} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}+ & \frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n}} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x+C\left(\int_{\Omega} X^{\frac{2 n-3+\alpha}{n-2+\alpha}}|u|^{\frac{2(n-1)}{n-2+\alpha}} \mathrm{d} x^{\prime}\right)^{\frac{n-2+\alpha}{n-1}} \\
& \leq \int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x \tag{1.26}
\end{align*}
$$

where $X=X\left(\left|x^{\prime}\right| / D\right), X(\vartheta)=(1-\ln \vartheta)^{-1}, 0<\vartheta \leq 1, D=\sup _{x^{\prime} \in \Omega}\left|x^{\prime}\right|$. The weight $X^{\frac{2 n-3+\alpha}{n-2+\alpha}}$ cannot be replaced by a smaller power of $X$.

An application of Hölder inequality to the Sobolev term in (1.26), leads to the following improvement of (1.14)

$$
K(n, \alpha, b) \int_{\Omega} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}+\frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n}} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x+C \int_{\Omega} V\left(x^{\prime}\right) u^{2}\left(x^{\prime}, 0\right) \mathrm{d} x^{\prime} \leq \int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x,
$$

for some positive constant $C=C(n, \alpha, \Omega)$, where the potential $V \geq 0$ is such that

$$
\int_{\Omega} V^{\frac{n-1}{1-\alpha}}\left(x^{\prime}\right) X^{\frac{3-\alpha-2 n}{1-\alpha}}\left(\left|x^{\prime}\right| / D\right) \mathrm{d} x^{\prime}<\infty .
$$

Actually, the above improvement still holds for even more singular potentials $V$, as the following result states.

Theorem VII. Let $\alpha \in(-1,1), 2-\alpha \leq b<n$ and $\Omega$ be a bounded domain in $\mathbb{R}^{n-1}$. Then there exists a constant $C>0$, depending only on $n, \alpha$, such that for all $u \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$, with $u\left(x^{\prime}, 0\right)=0$, for $x^{\prime} \notin \Omega$, there holds

$$
K(n, \alpha, b) \int_{\Omega} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}+\frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n}} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x+C \int_{\Omega} \frac{X^{2}}{\left|x^{\prime}\right|^{1-\alpha}} u^{2} \mathrm{~d} x^{\prime} \leq \int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x
$$

where $X=X\left(\left|x^{\prime}\right| / D\right), X(\vartheta)=(1-\ln \vartheta)^{-1}, 0<X(\vartheta) \leq 1, D=\sup _{x^{\prime} \in \Omega}\left|x^{\prime}\right|$. The weight $X^{2}$ cannot be replaced by a smaller power of $X$.

### 1.3 Applications to Hardy inequalities for fractional Laplacians on bounded domains

In the last decade there has been a growing interest in the study of the so-called fractional Laplace operators both for the pure mathematical research and in view of concrete real-world applications, such as, among the others, obstacle problems, financial market, phase transitions and anomalous diffusion.

In the literature, there are several fractional Laplacians defined on bounded domains. In this work we deal with the spectral one (see e.g. [14], [16], [47] and references therein) and the Dirichlet one (or integral or regional, see e.g. [15], [29], [30] and references therein). In the next two sections we present improvements of Hardy inequalities for these operators.

### 1.3.1 The spectral fractional Laplacian

We first introduce the spectral fractional Laplacian which will be denoted by $A_{s}, 0<s<1$. Let $\Omega$ be a bounded domain in $\mathbb{R}^{n}$, with $n>2 s$. The spectral fractional Laplacian $A_{s}$ is defined through the spectral decomposition using the $s^{\text {th }}$ powers of the eigenfunctions of the conventional Laplacian $-\Delta$.

To give a precise definition, we consider an orthonormal basis of $L^{2}(\Omega)$, denoted by $\left\{\phi_{k}\right\}_{k=0}^{\infty}$, consisting of eigenfunctions of $-\Delta$ with homogeneous Dirichlet boundary conditions, associated to the eigenvalues $\left\{\lambda_{k}\right\}_{k=0}^{\infty}$, which repeated according to their finite multiplicity, are written

$$
0<\lambda_{1}<\lambda_{2} \leq \lambda_{3} \leq \cdots \quad \text { with } \quad \lambda_{k} \rightarrow \infty
$$

Namely,

$$
\begin{cases}-\Delta \phi_{k}=\lambda_{k} \phi_{k}, & \text { in } \Omega, \\ \phi_{k}=0, & \text { on } \partial \Omega\end{cases}
$$

Then the operator $A_{s}$ is defined by

$$
A_{s} f=\sum_{k=1}^{\infty} \lambda_{k}^{s} c_{k} \phi_{k}, \quad \forall f \in C_{0}^{\infty}(\Omega)
$$

where

$$
f=\sum_{k=1}^{\infty} c_{k} \phi_{k} \text { and } c_{k}=\int_{\Omega} f \phi_{k} \mathrm{~d} x .
$$

In fact, the operator $A_{s}$ can be extended by density for $f$ in the Hilbert space

$$
H=\left\{f=\sum_{k=1}^{\infty} f_{k} \phi_{k} \in L^{2}(\Omega):\|f\|_{H}=\left(\sum_{k=1}^{\infty} \lambda_{k}^{s} f_{k}^{2}\right)^{1 / 2}<\infty\right\}
$$

and

$$
A_{s} f=\sum_{k=1}^{\infty} \lambda_{k}^{s} c_{k} \phi_{k}, \quad \forall f \in H
$$

Regarding the corresponding quadratic form for $A_{s}$, we have

$$
\left(A_{s} f, f\right):=\int_{\Omega} f A_{s} f \mathrm{~d} x=\sum_{k=1}^{\infty} \lambda_{k}^{s} c_{k}^{2} .
$$

The Hardy inequality, involving the distance to the origin, associated with the spectral Laplacian $A_{s}$ reads as follows.

Theorem VIII (Hardy inequality for the spectral fractional Laplacian). Let $s \in(0,1)$ and $\Omega$ be a bounded domain in $\mathbb{R}^{n}$ with $n>2 s$. Then for all $f \in C_{0}^{\infty}(\Omega)$ there holds

$$
\begin{equation*}
h_{s, n} \int_{\Omega} \frac{f^{2}(x)}{|x|^{2 s}} \mathrm{~d} x \leq\left(A_{s} f, f\right), \quad \text { where } \quad h_{s, n}=2^{2 s} \frac{\Gamma^{2}\left(\frac{n+2 s}{4}\right)}{\Gamma^{2}\left(\frac{n-2 s}{4}\right)} . \tag{1.27}
\end{equation*}
$$

Moreover, the constant $h_{s, n}$ is sharp if $0 \in \Omega$.
Concerning fractional elliptic problems involving power type nonlinearities and singular potentials (e.g. [49]) the following inequality is useful. We show that (1.27) may be improved by adding a critical Sobolev norm with a logarithmic corrective weight, which cannot be removed.

Theorem IX (Hardy-Sobolev inequality for the spectral fractional Laplacian). Let $s \in(0,1)$ and $\Omega$ be a bounded domain in $\mathbb{R}^{n}$ with $n>2 s$. Then there exists a positive constant $C=C(n, s)$ such that for all $f \in C_{0}^{\infty}(\Omega)$ there holds

$$
\begin{equation*}
h_{s, n} \int_{\Omega} \frac{f^{2}(x)}{|x|^{2 s}} \mathrm{~d} x+C\left(\int_{\Omega} X^{\frac{2(n-s)}{n-2 s}}(|x| / D)|f(x)|^{\frac{2 n}{n-2 s}} \mathrm{~d} x\right)^{\frac{n-2 s}{n}} \leq\left(A_{s} f, f\right) \tag{1.28}
\end{equation*}
$$

where $D=\sup _{x \in \Omega}|x|$. The exponent $\frac{2(n-s)}{n-2 s}$ of $X$ cannot be replaced by a smaller one.
As a consequence of Theorem IX we obtain, by Hölder inequality, the following improvement of (1.27),

$$
\begin{equation*}
h_{s, n} \int_{\Omega} \frac{f^{2}(x)}{|x|^{2 s}} \mathrm{~d} x+C \int_{\Omega} V(x) f^{2}(x) \mathrm{d} x \leq\left(A_{s} f, f\right) \tag{1.29}
\end{equation*}
$$

for some positive constant $C=C(n, s, \Omega)$, where the potential $V \geq 0$ is such that

$$
\int_{\Omega} V^{\frac{n}{2 s}} X^{\frac{s-n}{s}} \mathrm{~d} x<\infty .
$$

In fact the improvement (1.29) of Hardy inequality, still holds for even more singular potentials $V$, as the following Theorem states.

Theorem X (Improved Hardy inequality for the spectral fractional Laplacian). Let $s \in(0,1)$ and $\Omega$ be a bounded domain in $\mathbb{R}^{n}$ with $n>2 s$. Then there exists a positive constant $C=C(n, s)$ such that the following inequality is valid

$$
h_{s, n} \int_{\Omega} \frac{f^{2}(x)}{|x|^{2 s}} \mathrm{~d} x+C \int_{\Omega} f^{2}(x) \frac{X^{2}(|x| / D)}{|x|^{2 s}} \mathrm{~d} x \leq\left(A_{s} f, f\right), \quad \forall f \in C_{0}^{\infty}(\Omega),
$$

where $D=\sup _{x \in \Omega}|x|$. The weight $X^{2}$ cannot be replaced by a smaller power of $X$.

### 1.3.2 The Dirichlet fractional Laplacian

Let $0<s<1$. The fractional Laplacian $(-\Delta)^{s}$ of a function $f$ in the Schwartz space of rapidly decaying $C^{\infty}$ functions in $\mathbb{R}^{n}$, is defined via Fourier transform by

$$
\begin{equation*}
(-\Delta)^{s} f=\mathcal{F}^{-1}\left(|\xi|^{2 s}(\mathcal{F} f)\right), \quad \forall \xi \in \mathbb{R}^{n} \tag{1.30}
\end{equation*}
$$

Here, as usual, $\mathcal{F} f$ denotes the Fourier transform of $f$

$$
\mathcal{F} f(\xi)=\frac{1}{(2 \pi)^{n / 2}} \int_{\mathbb{R}^{n}} e^{-i \xi \cdot x} f(x) \mathrm{d} x
$$

Equivalently, the operator $(-\Delta)^{s}$ can be defined by the following pointwise formula

$$
\begin{equation*}
(-\Delta)^{s} f(x)=c(n, s) \lim _{\epsilon \rightarrow 0^{+}} \int_{\{|x-y|>\epsilon\}} \frac{f(x)-f(y)}{|x-y|^{n+2 s}} \mathrm{~d} y, \quad \forall x \in \mathbb{R}^{n} \tag{1.31}
\end{equation*}
$$

where

$$
\begin{equation*}
c(n, s)=\frac{s 2^{2 s}}{\pi^{n / 2}} \frac{\Gamma\left(\frac{n+2 s}{2}\right)}{\Gamma(1-s)} . \tag{1.32}
\end{equation*}
$$

Note that in literature, different definitions of the fractional Laplacian consider different normalizing constant $c(n, s)$. Here the constant $c(n, s)$ is chosen so that the above definition is equivalent with the one via the Fourier transform given by (1.30).

Notice also that using a standard change of value we obtain the following equivalent pointwise definition of fractional Laplacian,

$$
(-\Delta)^{s} f(x)=-\frac{1}{2} c(n, s) \int_{\mathbb{R}^{n}} \frac{f(x+y)-2 f(x)+f(x-y)}{|y|^{n+2 s}} \mathrm{~d} y, \quad \forall x \in \mathbb{R}^{n}
$$

with $c(n, s)$ as in (1.32).
Passing from $\mathbb{R}^{n}$ to a bounded domain $\Omega$, we introduce the Dirichlet fractional Laplacian which will be still denoted by $(-\Delta)^{s}$. Extending any function $f \in C_{0}^{\infty}(\Omega)$ in the whole space $\mathbb{R}^{n}$ by setting $f(x)=0, x \notin \Omega$, we define $(-\Delta)^{s} f$ as the conventional fractional Laplacian $(-\Delta)^{s}$ on the extended function. In particular,

$$
(-\Delta)^{s} f=\mathcal{F}^{-1}\left(|\xi|^{2 s}(\mathcal{F} f)\right), \quad \forall \xi \in \mathbb{R}^{n}
$$

Equivalently, the operator $(-\Delta)^{s}$ can be defined by the following pointwise formula (cf. (1.31))

$$
(-\Delta)^{s} f(x)=c(n, s) \lim _{\epsilon \rightarrow 0^{+}} \int_{\{|x-y|>\epsilon\}} \frac{f(x)-f(y)}{|x-y|^{n+2 s}} \mathrm{~d} y, \quad \forall x \in \mathbb{R}^{n},
$$

where the constant $c(n, s)$ is given in (1.32).
Regarding the corresponding quadratic form for $(-\Delta)^{s}$, we have (see for example [29, Lemma 3.1])

$$
\left((-\Delta)^{s} f, f\right):=\int_{\Omega} f(-\Delta)^{s} f \mathrm{~d} x=\int_{\mathbb{R}^{n}}|\xi|^{2 s}(\mathcal{F} f)^{2}(\xi) \mathrm{d} \xi=\frac{c(n, s)}{2} \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{|f(x)-f(y)|^{2}}{|x-y|^{n+2 s}} \mathrm{~d} x \mathrm{~d} y
$$

We point out that the fractional operators $A_{s},(-\Delta)^{s}$, are different. Indeed, the spectral one depends on the domain $\Omega$ considered, since its eigenvalue and eigenfunctions depend on $\Omega$, while the Dirichlet one evaluated at some point is independent on the domain.

The Hardy inequality for the Dirichlet fractional Laplacian $(-\Delta)^{s}$, involving the distance to the origin, reads as follows.

Theorem XI (Hardy inequality for the Dirichlet fractional Laplacian). Let $s \in(0,1)$ and $\Omega$ be a bounded domain in $\mathbb{R}^{n}$ with $n>2 s$. For all $f \in C_{0}^{\infty}(\Omega)$ there holds

$$
\begin{equation*}
h_{s, n} \int_{\Omega} \frac{f^{2}(x)}{|x|^{2 s}} \mathrm{~d} x \leq\left((-\Delta)^{s} f, f\right) \tag{1.33}
\end{equation*}
$$

The constant $h_{s, n}$ is given by (1.27) and it is sharp if $0 \in \Omega$.
Equivalently, for all $f \in C_{0}^{\infty}(\Omega)$ there holds

$$
\begin{equation*}
k_{n, s} \int_{\Omega} \frac{f^{2}(x)}{|x|^{2 s}} \mathrm{~d} x \leq \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{|f(x)-f(y)|^{2}}{|x-y|^{n+2 s}} \mathrm{~d} x \mathrm{~d} y, \quad \text { where } \quad k_{n, s}=\frac{2 \pi^{n / 2} \Gamma(1-s) \Gamma^{2}\left(\frac{n+2 s}{4}\right)}{s \Gamma^{2}\left(\frac{n-2 s}{4}\right) \Gamma\left(\frac{n+2 s}{2}\right)} . \tag{1.34}
\end{equation*}
$$

The constant $k_{n, s}$ is sharp if $0 \in \Omega$.
It is worth to note that the Hardy inequalities (1.27), (1.33) associated with two different operators share the same best constant. Notice however that when the distance is taken from the boundary, the optimal constants for the corresponding Hardy inequalities are different, as it was shown among others in [25] (cf. (1.40), (1.41) below).

A proof of inequality (1.33) it was given in [35] (see also [53]). Here we give a different proof of this result following an approach in the spirit of [15], which offers a refined version, involving remainder terms.

In the sequel we will present improvements of (1.33) by adding Sobolev and Hardy type correction terms. Before state our first result in this direction, let us notice that Frank, Lieb and Seiringer [29] have shown, among others, that for any $1 \leq q<2 n /(n-2 s)$ and any bounded domain $\Omega \subset \mathbb{R}^{n}$ there exists a positive constant $c=c(n, s, q,|\Omega|)$ such that for all $f \in C_{0}^{\infty}(\Omega)$ there holds

$$
\begin{equation*}
k_{s, n} \int_{\Omega} \frac{f^{2}(x)}{|x|^{2 s}} \mathrm{~d} x+c\left(\int_{\Omega}|f(x)|^{q} \mathrm{~d} x\right)^{2 / q} \leq \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{|f(x)-f(y)|^{2}}{|x-y|^{n+2 s}} \mathrm{~d} x \mathrm{~d} y \tag{1.35}
\end{equation*}
$$

We point out that the exponent $q$ is strictly smaller than the critical fractional Sobolev exponent $q^{*}:=2 n /(n-2 s)$ and the inequality fails for $q=q^{*}$. Next we present an improvement of (1.34), involving the critical exponent $q^{*}$ missed by logarithmic correction. Our result is stated in the following Theorem.

Theorem XII (Hardy-Sobolev inequality for the Dirichlet fractional Laplacian). Let $s \in(0,1), \Omega$ be a bounded domain in $\mathbb{R}^{n}$ with $n>2 s$, and $D=\sup _{x \in \Omega}|x|$. Then there exists a positive constant $C=C(n, s)$ such that for all $f \in C_{0}^{\infty}(\Omega)$ there holds

$$
\begin{equation*}
h_{s, n} \int_{\Omega} \frac{f^{2}(x)}{|x|^{2 s}} \mathrm{~d} x+C\left(\int_{\Omega} X^{\frac{2(n-s)}{n-2 s}}\left(\frac{|x|}{D}\right)|f(x)|^{\frac{2 n}{n-2 s}} \mathrm{~d} x\right)^{\frac{n-2 s}{n}} \leq\left((-\Delta)^{s} f, f\right), \tag{1.36}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
k_{s, n} \int_{\Omega} \frac{f^{2}(x)}{|x|^{2 s}} \mathrm{~d} x+C\left(\int_{\Omega} X^{\frac{2(n-s)}{n-2 s}}\left(\frac{|x|}{D}\right)|f(x)|^{\frac{2 n}{n-2 s}} \mathrm{~d} x\right)^{\frac{n-2 s}{n}} \leq \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{|f(x)-f(x)|^{2}}{|x-y|^{n+2 s}} \mathrm{~d} x \mathrm{~d} y . \tag{1.37}
\end{equation*}
$$

Moreover, the weight $X^{\frac{2(n-s)}{n-2 s}}$ cannot be replaced by a smaller power of $X$.
Notice that inequality (1.37) involves the critical exponent but contrary to the subcritical case, that is (1.35), it has a logarithmic correction. However inequality (1.37) is sharp in the sense that inequality fails for smaller powers of the logarithmic correction $X$.

An application of Hölder inequality to the Sobolev term in (1.37) leads to the following improvement of (1.33)

$$
\begin{equation*}
h_{s, n} \int_{\Omega} \frac{f^{2}(x)}{|x|^{2 s}} \mathrm{~d} x+C \int_{\Omega} V(x) f^{2}(x) \mathrm{d} x \leq\left((-\Delta)^{s} f, f\right) \tag{1.38}
\end{equation*}
$$

for some positive constant $C=C(n, s, \Omega)$, where the potential $V \geq 0$ is such that

$$
\int_{\Omega} V^{\frac{n}{2 s}} X^{\frac{s-n}{s}} \mathrm{~d} x<\infty
$$

In the following Theorem we state that the improvement (1.38) of Hardy inequality, still holds for even more singular potentials $V$.

Theorem XIII. Let $s \in(0,1), \Omega$ be a bounded domain in $\mathbb{R}^{n}$ with $n>2 s$, and $D=\sup _{x \in \Omega}|x|$. Then there exists a positive constant $C=C(n, s)$ such that for all $f \in C_{0}^{\infty}(\Omega)$ there holds

$$
h_{s, n} \int_{\Omega} \frac{f^{2}(x)}{|x|^{2 s}} \mathrm{~d} x+C \int_{\Omega} f^{2}(x) \frac{X^{2}\left(\frac{|x|}{D}\right)}{|x|^{2 s}} \mathrm{~d} x \leq\left((-\Delta)^{s} f, f\right),
$$

or, equivalently,

$$
k_{n, s} \int_{\Omega} \frac{f^{2}(x)}{|x|^{2 s}} \mathrm{~d} x+C \int_{\Omega} f^{2}(x) \frac{X^{2}\left(\frac{|x|}{D}\right)}{|x|^{2 s}} \mathrm{~d} x \leq \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \frac{|f(x)-f(y)|^{2}}{|x-y|^{n+2 s}} \mathrm{~d} x \mathrm{~d} y .
$$

Moreover, the weight $X^{2}$ cannot be replaced by a smaller power of $X$.
Let us finally refer the main idea beyond the proof of the aforementioned fractional Hardy inequalities. The fractional Laplacians are non local operators and this raises several technical difficulties. However, both fractional Laplacians $A_{s},(-\Delta)^{s}$, can be determined as operators that map a Dirichlet boundary condition to a Neumann type condition via an appropriate extension problem (see (2.14), (2.16) below). The key point now is the equivalence of our original nonlocal problem with the extended local problem, where local variational techniques can be applied. This argumentation has been already applied recently by Filippas, Moschini and Tertikas [25],[26] to obtain fractional Hardy and Hardy-Sobolev inequalities involving the distance to the boundary.

In particular, regarding the spectral fractional Laplacian $A_{s}$, the following Hardy and Hardy-Sobolev inequalities have been established.

Theorem (Hardy-Sobolev-Maz'ya inequality for the spectral fractional Laplacian, [25], [26]). Let $\frac{1}{2} \leq$ $s<1, n \geq 2, \Omega \subset \mathbb{R}^{n}$ be a bounded domain and $d(x)=\operatorname{dist}(x, \partial \Omega)$.
(i) If $\Omega$ is such that

$$
\begin{equation*}
-\Delta d(x) \geq 0, x \in \Omega \tag{1.39}
\end{equation*}
$$

then for all $f \in C_{0}^{\infty}(\Omega)$ there holds

$$
\begin{equation*}
d_{s} \int_{\Omega} \frac{f^{2}(x)}{d^{2 s}(x)} \mathrm{d} x \leq\left(A_{s} f, f\right), \text { where } d_{s}=2^{2 s} \frac{\Gamma^{2}\left(\frac{3+2 s}{4}\right)}{\Gamma^{2}\left(\frac{3-2 s}{4}\right)} \tag{1.40}
\end{equation*}
$$

(ii) If there exists a point $x_{0} \in \partial \Omega$ and $r>0$ such that the part of the boundary $\partial \Omega \cap B_{r}\left(x_{0}\right)$ is $C^{1}$ regular, then the constant $d_{s}$ is optimal.
(iii) If $\Omega$ is a Lipschitz domain satisfying (1.39), then there exists a constant $C>0$ such that for all $f \in C_{0}^{\infty}(\Omega)$ there holds

$$
d_{s} \int_{\Omega} \frac{f^{2}(x)}{d^{2 s}(x)} \mathrm{d} x+C\left(\int_{\Omega}|f(x)|^{\frac{2 n}{n-2 s}} \mathrm{~d} x\right)^{\frac{n-2 s}{n}} \leq\left(A_{s} f, f\right)
$$

On the other hand, concerning the operator $(-\Delta)^{s}$, there have been established the following Hardy and Hardy-Sobolev inequalities.

Theorem (Hardy-Sobolev-Maz'ya inequality for the fractional Laplacian ( $-\Delta)^{s}$, [25]). Let $\frac{1}{2} \leq s<$ $1, n \geq 2, \Omega \subsetneq \mathbb{R}^{n}$ be a domain, $d(x)=\operatorname{dist}(x, \partial \Omega)$ and $R_{\text {in }}=\sup _{x \in \Omega} d(x)$, the inner radius of $\Omega$.
(i) If $\Omega$ is convex, then for all $f \in C_{0}^{\infty}(\Omega)$ there holds

$$
\begin{equation*}
k_{s} \int_{\Omega} \frac{f^{2}(x)}{d^{2 s}(x)} \mathrm{d} x \leq\left((-\Delta)^{s} f, f\right), \text { where } k_{s}=\frac{\Gamma^{2}\left(\frac{1+2 s}{2}\right)}{\pi} . \tag{1.41}
\end{equation*}
$$

(ii) If there exists a point $x_{0} \in \partial \Omega$ and $r>0$ such that the part of the boundary $\partial \Omega \cap B_{r}\left(x_{0}\right)$ is $C^{1}$ regular, then the constant $k_{s}$ is optimal.
(iii) If $\Omega$ is a uniformly Lipschitz and convex domain with $R_{i n}<\infty$ and $s \in\left(\frac{1}{2}, 1\right)$, then there exists a constant $C>0$ such that for all $f \in C_{0}^{\infty}(\Omega)$ there holds

$$
k_{s} \int_{\Omega} \frac{f^{2}(x)}{d^{2 s}(x)} \mathrm{d} x+C\left(\int_{\Omega}|f(x)|^{\frac{2 n}{n-2 s}} \mathrm{~d} x\right)^{\frac{n-2 s}{n}} \leq\left((-\Delta)^{s} f, f\right)
$$

Let us finally notice, that contrary to the Hardy-Sobolev inequalities obtained in [25], where the distance is taken to the boundary, the Hardy-Sobolev inequalities which are stated in Theorems IX, XII, where the distance is taken to the origin, miss the critical Sobolev exponent by a logarithmic correction which cannot be removed. Moreover, when the distance is taken from the boundary, then the fractional Laplacians $(-\Delta)^{s}, A_{s}$ do not satisfy Hardy inequality in the case of smooth bounded domains $\Omega$ and $0<s<\frac{1}{2}$.

The rest of this work is organized as follows. In Chapter 2, we briefly outline some well known results which we shall deeply exploit in the next Chapters, to prove our results. The proofs of Proposition I and Theorem I are presented in Chapter 3. In Chapter 4, we give the proofs of Theorems II - V. Theorems VI, VII are proved in Chapter 5. Finally, Chapter 6 concerns the fractional Laplacians, where we prove Theorems VIII - XIII

## Chapter 2

## Preliminaries

### 2.1 The hypergeometric equation

In this section, we collect the main properties of the solutions of the hypergeometric equation that are extensively referred throughout the next chapters. There exists an extensive literature containing useful identities and properties of hypergeometric functions and hypergeometric equations. We indicatively refer to [1, Section 15], [23, Chapter II], [44, Sections 2.1.2-5]. Here we will follow the notation and terminology of these references.

For a complex function $\omega$ of the complex variable $z$, let us consider the hypergeometric differential equation

$$
\begin{equation*}
z(1-z) \frac{d^{2} \omega}{d z^{2}}+[\mathrm{c}-(\mathrm{a}+\mathrm{b}+1) z] \frac{d \omega}{d z}-\mathrm{ab} \omega=0 \tag{2.1}
\end{equation*}
$$

For our purposes, we will limit ourselves to certain conditions on the parameters a, b, c. More precisely, from now on, we will always assume that $\mathrm{a}, \mathrm{b}, \mathrm{c} \in \mathbb{R}$ such that

$$
\begin{equation*}
c-a-b \geq 0, \quad b>0, \quad c>0 \tag{2.2}
\end{equation*}
$$

We shall exclude any other condition on these parameters from our discussion below, that is rather technical and beyond the scope of the present work. Interested readers are referred to the aforementioned literature.

The general solution of (2.1), defined in the complex domain cut along the interval $[1, \infty)$ of the real axis, is given by (see $[1,15.5 .3,15.5 .4]$ )

$$
\begin{equation*}
\omega(z)=\mathcal{C}_{1} F(\mathrm{a}, \mathrm{~b} ; \mathrm{c} ; z)+\mathcal{C}_{2} z^{1-\mathrm{c}} F(\mathrm{a}-\mathrm{c}+1, \mathrm{~b}-\mathrm{c}+1 ; 2-\mathrm{c} ; z), \tag{2.3}
\end{equation*}
$$

for arbitrary complex constants $\mathcal{C}_{1}, \mathcal{C}_{2}$. Here the hypergeometric function $F(\mathrm{a}, \mathrm{b} ; \mathrm{c} ; z)$ is defined by the Gauss series (see [1, 15.1.1])

$$
\begin{equation*}
F(\mathrm{a}, \mathrm{~b} ; \mathrm{c} ; z)=\sum_{k=0}^{\infty} \frac{(\mathrm{a})_{k}(\mathrm{~b})_{k}}{(\mathrm{c})_{k}} \frac{z^{k}}{k!}, \tag{2.4}
\end{equation*}
$$

in the disk $|z|<1$ and by analytic continuation in the whole of complex plain cut along the interval $[1, \infty)$ of the real axis. We also use the notation $(\mathrm{a})_{k}=\mathrm{a}(\mathrm{a}+1) \cdots(\mathrm{a}+k)$ and $(\mathrm{a})_{0}=1$. Obviously, there holds

$$
F(\mathrm{a}, \mathrm{~b} ; \mathrm{c} ; z)=F(\mathrm{~b}, \mathrm{a} ; \mathrm{c} ; z) .
$$

The hypergeometric series (2.4) is absolutely convergent if $|z|<1$. The convergence also extends over the circle $|z|=1$, if $\mathrm{c}-\mathrm{a}-\mathrm{b}>0$, while the series converges at all points of the unit circle except the point $z=1$, when $\mathrm{c}-\mathrm{a}-\mathrm{b}=0$.

In the sequel, we will give explicit expressions of $F(\mathrm{a}, \mathrm{b} ; \mathrm{c} ; z)$, for all the other possible values of $z$, namely the analytic continuation of the series (2.4) into the domain $\{z \in \mathbb{C}:|z|>1, z \notin(1, \infty)\}$. To this end, we assume $|z|>1, z \notin(1, \infty)$ and distinguish the following four cases.

Case I: If none of the numbers $\mathrm{a}, \mathrm{c}-\mathrm{b}, \mathrm{a}-\mathrm{b}$ is equal to a nonpositive integer $m=0,-1,-2, \ldots$, then we have (see [1, 15.3.7])

$$
\begin{align*}
F(\mathrm{a}, \mathrm{~b} ; \mathrm{c} ; z) & =\frac{\Gamma(\mathrm{c}) \Gamma(\mathrm{b}-\mathrm{a})}{\Gamma(\mathrm{b}) \Gamma(\mathrm{c}-\mathrm{a})}(-z)^{-\mathrm{a}} F\left(\mathrm{a}, \mathrm{a}-\mathrm{c}+1 ; \mathrm{a}-\mathrm{b}+1 ; \frac{1}{z}\right)  \tag{2.5}\\
& +\frac{\Gamma(\mathrm{c}) \Gamma(\mathrm{a}-\mathrm{b})}{\Gamma(\mathrm{a}) \Gamma(\mathrm{c}-\mathrm{b})}(-z)^{-\mathrm{b}} F\left(\mathrm{~b}, \mathrm{~b}-\mathrm{c}+1 ; \mathrm{b}-\mathrm{a}+1 ; \frac{1}{z}\right) .
\end{align*}
$$

Case II: If $\mathrm{a}=\mathrm{b} \neq-m$, for each $m=0,-1,-2, \ldots$ and $\mathrm{c}-\mathrm{a} \neq l$ for all $l=1,2, \ldots$ we have (see [1, 15.3.13])
$F(\mathrm{a}, \mathrm{a} ; \mathrm{c} ; z)=\frac{\Gamma(\mathrm{c})(-z)^{-\mathrm{a}}}{\Gamma(\mathrm{a}) \Gamma(\mathrm{c}-\mathrm{a})} \sum_{k=0}^{\infty} \frac{(\mathrm{a})_{k}(1-\mathrm{c}+\mathrm{a})_{k}}{(k!)^{2}} z^{-k}[\ln (-z)+2 \Psi(k+1)-\Psi(\mathrm{a}+k)-\Psi(\mathrm{c}-\mathrm{a}-k)]$.
Here $\Psi$ stands for the logarithmic derivative of the Gamma function, that is $\Psi(z)=\Gamma^{\prime}(z) / \Gamma(z)$.
Case III: Let us now consider the case where $\mathrm{b}-\mathrm{a}=m, m=1,2, \ldots$, and $\mathrm{a} \neq-k$, for $k=0,1,2, \ldots$. If $\mathrm{c}-\mathrm{a} \neq l$ for all $l=1,2, \ldots$ we have (see [1, 15.3.14])

$$
\begin{aligned}
F(\mathrm{a}, \mathrm{a}+m ; \mathrm{c} ; z)= & \frac{\Gamma(\mathrm{c})(-z)^{-\mathrm{a}-m}}{\Gamma(\mathrm{a}+m) \Gamma(\mathrm{c}-\mathrm{a})} \sum_{k=0}^{\infty} \frac{(\mathrm{a})_{k+m}(1-\mathrm{c}+\mathrm{a})_{k+m}}{(k+m)!k!} z^{-k}[\ln (-z)+\Psi(1+m+k)+\Psi(1+k) \\
& -\Psi(\mathrm{a}+m+k)-\Psi(\mathrm{c}-\mathrm{a}-m-k)]+(-z)^{-\mathrm{a}} \frac{\Gamma(\mathrm{c})}{\Gamma(\mathrm{a}+m)} \sum_{k=0}^{m-1} \frac{\Gamma(m-k)(\mathrm{a})_{k}}{k!\Gamma(\mathrm{c}-\mathrm{a}-k)} z^{-k}(2.7)
\end{aligned}
$$

On the other hand, if $\mathrm{c}-\mathrm{a}=l$, where $l=1,2, \ldots$ such that $l>m$, we have (see (19) in $[23$, Sec. 2.1.4])

$$
\begin{align*}
F(\mathrm{a}, \mathrm{a}+m ; \mathrm{a}+l ; z) & =\frac{\Gamma(\mathrm{a}+l)}{\Gamma(\mathrm{a}+m)}(-z)^{-\mathrm{a}}\left[(-1)^{l}(-z)^{-m} \sum_{k=l-m}^{\infty} \frac{(\mathrm{a})_{k+m}(k+m-l)!}{(k+m)!k!} z^{-k}\right. \\
& +\sum_{k=0}^{m-1} \frac{\Gamma(2 m-k-l)!(\mathrm{a})_{k}}{(l-k-1)!k!} z^{-k}+\frac{(-z)^{-m}}{(l-1)!} \sum_{k=0}^{l-m-1} \frac{(\mathrm{a})_{k+m}(1-l)_{k+m}}{(k+m)!k!} z^{-k}[\ln (-z) \\
& +\Psi(1+m+k)+\Psi(1+k)-\Psi(\mathrm{a}+m+k)-\Psi(l-m-k)]] \tag{2.8}
\end{align*}
$$

Case IV: If at least one of the numbers a, $\mathrm{c}-\mathrm{b}$ equals to a nonpositive integer, then $F(\mathrm{a}, \mathrm{b} ; \mathrm{c} ; z)$ becomes an elementary function of $z$. More precisely, if $\mathrm{a}=-m$ with $m=0,1,2, \ldots$ then the hypergeometric series in (2.4) reduces to the polynomial (see [1, 15.4.1])

$$
\begin{equation*}
F(-m, \mathrm{~b} ; \mathrm{c} ; z)=\sum_{k=0}^{m} \frac{(-m)_{k}(\mathrm{~b})_{k}}{(\mathrm{c})_{k}} \frac{z^{k}}{k!} \tag{2.9}
\end{equation*}
$$

On the other hand, if $\mathrm{c}-\mathrm{b}=-l$, with $l=0,1,2, \ldots$, then $F(\mathrm{a}, \mathrm{b} ; \mathrm{c} ; z)$ is written in the form (see [1, 15.3.3])

$$
\begin{equation*}
F(\mathrm{a}, \mathrm{~b} ; \mathrm{c} ; z)=(1-z)^{-\mathrm{a}-l} F(\mathrm{c}-\mathrm{a},-l ; \mathrm{c} ; z), \tag{2.10}
\end{equation*}
$$

where the hypergeometric function in the right hand side is a polynomial of degree $l$, according to (2.9).
We conclude this section with the following differentiation formula (see [1, 15.2.1])

$$
\begin{equation*}
\frac{d}{d z} F(\mathrm{a}, \mathrm{~b} ; \mathrm{c} ; z)=\frac{\mathrm{ab}}{\mathrm{c}} F(\mathrm{a}+1, \mathrm{~b}+1 ; \mathrm{c}+1 ; z), \tag{2.11}
\end{equation*}
$$

which will be also useful for our analysis in the next chapters.

### 2.2 Extension problems related to the fractional Laplacians

An important feature of the fractional Laplacian $(-\Delta)^{s}$ in the whole space, is its nonlocal character, which can be realized as the boundary operator of a suitable extension in the half space $\mathbb{R}^{n} \times(0,+\infty)$. More precisely, Caffarelli and Silvestre [15] considered the following extended problem

$$
\begin{cases}\operatorname{div}\left(y^{1-2 s} \nabla u(x, y)\right)=0, & x \in \mathbb{R}^{n}, y>0 \\ u(x, 0)=f(x), & x \in \mathbb{R}^{n}\end{cases}
$$

Then it was shown that

$$
(-\Delta)^{s} f(x)=C_{s} \lim _{y \rightarrow 0^{+}} y^{1-2 s} u_{y}(x, y)
$$

where $C_{s}>0$ is a constant depending only on $s$. The fact that this constant does not depend on the dimension $n$, is proved in [15, Section 3.2] and its precise value

$$
\begin{equation*}
C_{s}=-\frac{2^{2 s-1} \Gamma(s)}{\Gamma(1-s)} \tag{2.12}
\end{equation*}
$$

appears in several references, for instance in [13], [47].
Regarding the operators $A_{s},(-\Delta)^{s}$, which are defined on bounded domains (cf. Section 1.3), several authors, motivated by the work in [15], have considered equivalent definitions by means of an extra auxiliary variable. In the next two paragraphs we will present the associated extension problems for these two operators.

### 2.2.1 An extension problem associated with the Dirichlet fractional Laplacian

The Dirichlet Laplacian $(-\Delta)^{s}$ in $\Omega$, as defined in the introduction, is plainly the fractional Laplacian $(-\Delta)^{s}$ in the whole space of the functions supported in $\Omega$. Then following [15], the fractional Laplacian $(-\Delta)^{s}$ is connected with the extended problem

$$
\begin{cases}\operatorname{div}\left(y^{1-2 s} \nabla u\right)=0, & \text { in } \mathbb{R}^{n} \times(0, \infty),  \tag{2.13}\\ u(x, 0)=f(x), & x \in \mathbb{R}^{n}\end{cases}
$$

In particular, the extension function $u$ is related to the fractional Laplacian of the original function $f$ through the pointwise formula

$$
\begin{equation*}
(-\Delta)^{s} f(x)=C_{s} \lim _{y \rightarrow 0^{+}} y^{1-2 s} u_{y}(x, y), \quad \forall x \in \mathbb{R}^{n} \tag{2.14}
\end{equation*}
$$

where the constant $C_{s}$ is given in (2.12).

### 2.2.2 An extension problem associated with the spectral fractional Laplacian

Associated to the bounded domain $\Omega$, let us consider the cylinder $\mathcal{C}_{\Omega}=\Omega \times(0, \infty) \subset \mathbb{R}_{+}^{n+1}$ and denote the lateral boundary of the cylinder by $\partial_{L} \mathcal{C}_{\Omega}=\partial \Omega \times[0, \infty)$. Now, for a function $f \in C_{0}^{\infty}(\Omega)$, we define the so-called $2 s$-harmonic extension $u$ to the cylinder $\mathcal{C}_{\Omega}$ as the unique solution of the problem

$$
\begin{cases}\operatorname{div}\left(y^{1-2 s} \nabla u\right)=0, & \text { in } \mathcal{C}_{\Omega},  \tag{2.15}\\ u=0, & \text { on } \partial_{L} \mathcal{C}_{\Omega}, \\ u(x, 0)=f(x), & x \in \Omega,\end{cases}
$$

with $\int_{\mathcal{C}_{\Omega}} y^{1-2 s}|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} y<\infty$. Then the extension function $u$ is related to the spectral Laplacian of the original function $f$ through the pointwise formula (see [14], [16], [25], [47])

$$
\begin{equation*}
\left(A_{s} f\right)(x)=C_{s} \lim _{y \rightarrow 0^{+}} y^{1-2 s} u_{y}(x, y), \quad \forall x \in \Omega, \tag{2.16}
\end{equation*}
$$

where the constant $C_{s}$ is given by (2.12).

## Chapter 3

## Sharp interpolation between Hardy and trace Hardy inequalities

### 3.1 The weighted trace Hardy inequality

We begin by fixing some notation that will be used throughout. Recall that $x=\left(x^{\prime}, x_{n}\right) \in \mathbb{R}^{n}$, with $x^{\prime} \in \mathbb{R}^{n-1}$ and $x_{n} \in \mathbb{R}$. We denote by $B_{r}^{\prime}$ the ball with radius $r$ in $\mathbb{R}^{n-1}$, that is $B_{r}^{\prime}=\left\{x^{\prime} \in \mathbb{R}^{n-1}:\left|x^{\prime}\right|<r\right\}$. Moreover $\int_{\partial B_{r}^{\prime}} u \mathrm{~d} \sigma\left(x^{\prime}\right)$ stands for the integral of the function $u$, with respect to the $(n-2)-$ dimensional Lebesgue measure over $\partial B_{r}^{\prime}=\left\{x^{\prime} \in \mathbb{R}^{n-1}:\left|x^{\prime}\right|=r\right\}$. We also denote by $\omega_{n}$ the ( $n-2$ )- dimensional volume of the unit sphere $\partial B_{1}^{\prime}=\left\{x^{\prime} \in \mathbb{R}^{n-1}:\left|x^{\prime}\right|=1\right\}$, namely $\omega_{n}=2 \pi^{(n-1) / 2} / \Gamma((n-1) / 2)$.

Next we will give the proof of Proposition I. For the reader's convenience we restate it here.
Proposition 1. Let $\alpha \in(-1,1)$ and $n+\alpha-2>0$. Then for all $u \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ there holds

$$
\begin{equation*}
H(n, \alpha) \int_{\partial \mathbb{R}_{+}^{n}} \frac{u^{2}\left(x^{\prime}, 0\right)}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime} \leq \int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x \tag{3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
H(n, \alpha)=(1-\alpha) \frac{\Gamma^{2}\left(\frac{n-\alpha}{4}\right) \Gamma\left(\frac{\alpha+1}{2}\right)}{\Gamma\left(\frac{3-\alpha}{2}\right) \Gamma^{2}\left(\frac{n+\alpha-2}{4}\right)} . \tag{3.2}
\end{equation*}
$$

The constant $H(n, \alpha)$ is the best possible.
The definition of the best constant for inequality (3.1) is understood as follows. For any $u \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$, $u \not \equiv 0$ we define the quotient

$$
I[u]=\frac{\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x}{\int_{\partial \mathbb{R}_{+}^{n}} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}}
$$

Then the best constant $c$ such that the following inequality holds

$$
c \int_{\partial \mathbb{R}_{+}^{n}} \frac{u^{2}\left(x^{\prime}, 0\right)}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime} \leq \int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x, \quad \forall u \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)
$$

is the value

$$
\begin{equation*}
c=\inf _{\substack{u \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right) \\ u \neq 0}} I[u] . \tag{3.3}
\end{equation*}
$$

Before proceed, let us explain informally the idea behind the proof of Proposition 1. Assuming that a positive smooth minimizer $u$ for the problem (3.3) does exist, then satisfies the Euler-Lagrange equations

$$
\left\{\begin{array}{l}
\operatorname{div}\left(x_{n}^{\alpha} \nabla u\right)=0, \text { in } \mathbb{R}_{+}^{n}  \tag{3.4}\\
\lim _{x_{n} \rightarrow 0^{+}} \frac{x_{n}^{\alpha}}{u\left(x^{\prime}, x_{n}\right)} \frac{\partial u\left(x^{\prime}, x_{n}\right)}{\partial x_{n}}=-\frac{c}{\left|x^{\prime}\right|^{1-\alpha}}
\end{array}\right.
$$

Looking at the special structure of this problem we deduce the invariance under the transformation

$$
u\left(x^{\prime}, x_{n}\right) \rightarrow \lambda^{-\gamma} u\left(\lambda\left|x^{\prime}\right|, \lambda x_{n}\right), \quad \gamma, \lambda \in \mathbb{R}, x^{\prime} \in \mathbb{R}^{n-1}, x_{n} \geq 0
$$

Setting $\lambda=\left|x^{\prime}\right|^{-1}$ we are led naturally to search for solutions having the form

$$
\begin{equation*}
u\left(x^{\prime}, x_{n}\right)=\left|x^{\prime}\right|^{-\gamma} G\left(\frac{x_{n}}{\left|x^{\prime}\right|}\right) \tag{3.5}
\end{equation*}
$$

for some smooth function $G:[0, \infty) \rightarrow \mathbb{R}$.
Substituting the functions given in (3.5) to the problem (3.4), we have a dimension reduction of the problem from $n$ to 1 dimension: we have to find the solutions of the following boundary values problem

$$
\left\{\begin{array}{l}
t\left(1+t^{2}\right) G^{\prime \prime}(t)+\left[(2 \gamma-n+4) t^{2}+\alpha\right] G^{\prime}(t)+\gamma(\gamma-n+3) t G(t)=0, t>0  \tag{3.6a}\\
G(0)=1 \\
\lim _{t \rightarrow \infty} t^{\gamma} G(t) \in \mathbb{R}
\end{array}\right.
$$

Notice that in $\left\{\left(x^{\prime}, x_{n}\right): x^{\prime}=0, x_{n}>0\right\}, u\left(x^{\prime}, x_{n}\right)$ is well defined due to the condition (3.6c). Note also that in the specific case $n=4, \alpha=0, \gamma=1$, the problem (3.6) can be solved explicitly and we have $G(t)=1-\frac{2}{\pi} \arctan (t)$.

For the general case, using the change of variables $z=-t^{2}$ and defining the new unknown so that $\omega(z)=G(t)$, we have

$$
\frac{d G}{d t}=-2 t \frac{d \omega}{d z}, \frac{d^{2} G}{d t^{2}}=-2 \frac{d \omega}{d z}+4 t^{2} \frac{d^{2} \omega}{d z^{2}} .
$$

Then equation (3.6a) becomes

$$
\begin{equation*}
z(1-z) \omega^{\prime \prime}+\left[\frac{\alpha+1}{2}-\frac{2 \gamma-n+5}{2} z\right] \omega^{\prime}-\frac{\gamma}{2} \frac{\gamma-n+3}{2} \omega=0, \quad-\infty<z<0 . \tag{3.7}
\end{equation*}
$$

Equation (3.7) belongs to the class of hypergeometric equations and the general solution can be expressed in terms of hypergeometric functions (see (2.3)). After some calculations we obtain

$$
c(n, \alpha, \gamma):=-\lim _{t \rightarrow 0^{+}} t^{\alpha} G^{\prime}(t)=\frac{2 \Gamma\left(\frac{\alpha+1}{2}\right) \Gamma\left(\frac{\gamma}{2}-\frac{\alpha-1}{2}\right) \Gamma\left(\frac{n-1}{2}-\frac{\gamma}{2}\right)}{\Gamma\left(\frac{1-\alpha}{2}\right) \Gamma\left(\frac{\gamma}{2}\right) \Gamma\left(\frac{n+\alpha-2}{2}-\frac{\gamma}{2}\right)}
$$

hence

$$
\lim _{x_{n} \rightarrow 0^{+}} \frac{x_{n}^{\alpha}}{u\left(x^{\prime}, x_{n}\right)} \frac{\partial u\left(x^{\prime}, x_{n}\right)}{\partial x_{n}}=-c(n, \alpha, \gamma) \frac{1}{\left|x^{\prime}\right|^{1-\alpha}}
$$

By a standard analysis we get that the constant $c=c(n, \alpha, \gamma)$ attains its maximum value $c=H(n, \alpha)$, for $\gamma=\frac{\alpha+n-2}{2}$.

However the function $\phi(x)=\left|x^{\prime}\right|^{-\frac{\alpha+n-2}{2}} G\left(\frac{x_{n}}{\left|x^{\prime}\right|}\right)$ does not even belong in $D^{1,2}\left(\mathbb{R}_{+}^{n}\right)$, since it has not the right summability property. Nevertheless, using the transformation

$$
u(x)=v(x) \phi(x)
$$

we get inequality (3.1) with the proper constant:

$$
\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x-H(n, \alpha) \int_{\partial \mathbb{R}_{+}^{n}} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}=\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha} \phi^{2}(x)|\nabla v(x)|^{2} \mathrm{~d} x \geq 0
$$

Then, the optimality of the constant that appears in (3.1) can be demonstrated by sequences obtained on truncating functions of the type

$$
u(x)=|x|^{-\frac{\alpha+n-2}{2}} G\left(\frac{x_{n}}{\left|x^{\prime}\right|}\right) .
$$

Let us now proceed with the proof Proposition 1. As already mentioned, the main ingredient in the proof is the consideration of the function

$$
\begin{equation*}
\phi\left(x^{\prime}, x_{n}\right)=\left|x^{\prime}\right|^{-\frac{n+\alpha-2}{2}} G\left(\frac{x_{n}}{\left|x^{\prime}\right|}\right), \quad x^{\prime} \in \mathbb{R}^{n-1}, x_{n} \geq 0,\left(x^{\prime}, x_{n}\right) \neq(0,0) \tag{3.8}
\end{equation*}
$$

where the function $G:[0, \infty) \rightarrow \mathbb{R}$ is the solution of the following boundary values problem

$$
\left\{\begin{array}{l}
\left(t+t^{3}\right) G^{\prime \prime}(t)+\left[(\alpha+2) t^{2}+\alpha\right] G^{\prime}(t)+\frac{4-n+\alpha}{2} \frac{n+\alpha-2}{2} t G(t)=0, t>0  \tag{3.9a}\\
G(0)=1 \\
\lim _{t \rightarrow \infty} t^{\frac{n+\alpha-2}{2}} G(t) \in \mathbb{R}
\end{array}\right.
$$

Note that in $\left\{\left(x^{\prime}, x_{n}\right): x^{\prime}=0, x_{n}>0\right\}, \phi\left(x^{\prime}, x_{n}\right)$ is well defined due to the condition (3.9c). For later use, notice also that multiplying by $t^{\alpha-1}$ equation (3.9a) can be written in divergence form

$$
\begin{equation*}
\left(t^{\alpha}\left(1+t^{2}\right) G^{\prime}(t)\right)^{\prime}+\frac{4-n+\alpha}{2} \frac{n+\alpha-2}{2} t^{\alpha} G(t)=0 . \tag{3.10}
\end{equation*}
$$

In the following Lemma we collect some properties of $G$ that will be used later on. In order to state these properties, let us abbreviate, for any functions $f, g: \mathcal{D} \rightarrow \mathbb{R}$,

$$
f \sim g \text { in } \mathcal{D} \Longleftrightarrow c_{1} g(z) \leq f(z) \leq c_{2} g(z), \forall z \in \mathcal{D}, \quad \text { for some constants } c_{1}, c_{2}>0 \text { independent of } y
$$

Lemma 1. Let $\alpha \in(-1,1) n+\alpha-2>0$. Then the boundary value problem (3.9) has a positive decreasing solution $G$ with the following properties.
(i) $\lim _{t \rightarrow 0^{+}} t^{\alpha} G^{\prime}(t)=-H(n, \alpha)$, where $H(n, \alpha)$ is given in (3.2).
(ii) For $t>0$ we have

$$
\begin{aligned}
G & \sim\left(1+t^{2}\right)^{-\frac{n-2+\alpha}{4}} \\
G^{\prime} & \sim t^{-\alpha}\left(1+t^{2}\right)^{-\frac{n-\alpha}{4}}
\end{aligned}
$$

(iii) There holds $t G^{\prime}+\frac{n+\alpha-2}{2} G=O\left(t^{-\frac{n+\alpha+2}{2}}\right)$, as $t \rightarrow \infty$.

Proof. Notice first that in the specific case $n=4, \alpha=0$ the problem (3.9) can be solved explicitly and we have $G(t)=1-\frac{2}{\pi} \arctan (t)$.

For the general case, using the change of variables $z=-t^{2}$ and defining the new unknown so that $\omega(z)=G(t)$, we have

$$
\frac{d G}{d t}=-2 t \frac{d \omega}{d z}, \frac{d^{2} G}{d t^{2}}=-2 \frac{d \omega}{d z}+4 t^{2} \frac{d^{2} \omega}{d z^{2}}
$$

Then problem (3.9) becomes

$$
\left\{\begin{array}{l}
z(1-z) \omega^{\prime \prime}+\left[\frac{\alpha+1}{2}-\frac{\alpha+3}{2} z\right] \omega^{\prime}-\frac{4-n+\alpha}{4} \frac{n+\alpha-2}{4} \omega=0,-\infty<z<0  \tag{3.11a}\\
\omega(0)=1 \\
\lim _{z \rightarrow-\infty}(-z)^{\frac{n+\alpha-2}{4}} \omega(z) \in \mathbb{R}
\end{array}\right.
$$

Equation (3.11a) is of the from (2.1) and according to (2.3), the general solution is given by

$$
\begin{equation*}
\omega(z)=C_{1} F\left(\frac{4-n+\alpha}{4}, \frac{n+\alpha-2}{4} ; \frac{\alpha+1}{2} ; z\right)+C_{2}(-z)^{\frac{1-\alpha}{2}} F\left(\frac{6-n-\alpha}{4}, \frac{n-\alpha}{4} ; \frac{3-\alpha}{2} ; z\right), \tag{3.12}
\end{equation*}
$$

for any $z \in \mathbb{C} \backslash[1, \infty)$. Here, in order to simplify the subsequent presentation, we have incorporated the complex exponential $e^{i \pi(1-\alpha) / 2}$ in the constant $\mathcal{C}_{2}$, appearing in (2.3).

Next we proceed with the evaluation of the constants $C_{1}, C_{2}$. Condition (3.11b) implies that $C_{1}=1$. The constant $C_{2}$ will be evaluated by the condition at $\infty$, that is (3.11c). To this aim, we distinguish between the cases $n \neq 3$ and $n=3$.

Case I: Let us consider first the case where $n \neq 3$. Then, substituting the hypergeometric functions appearing in (3.12), by their expression given in (2.5) and next multiplying by $(-z)^{(n+\alpha-2) / 4}$, we arrive at

$$
\begin{align*}
(-z)^{\frac{n+\alpha-2}{4}} \omega(z)= & (-z)^{\frac{n+\alpha-2}{4}} F\left(\frac{4-n+\alpha}{4}, \frac{n+\alpha-2}{4} ; \frac{\alpha+1}{2} ; z\right) \\
& +C_{2}(-z)^{\frac{n-\alpha}{4}} F\left(\frac{6-n-\alpha}{4}, \frac{n-\alpha}{4} ; \frac{3-\alpha}{2} ; z\right) \\
= & (-z)^{\frac{n-3}{2}}\left[\frac{\Gamma\left(\frac{\alpha+1}{2}\right) \Gamma\left(\frac{n-3}{2}\right)}{\Gamma^{2}\left(\frac{n+\alpha-2}{4}\right)}+C_{2} \frac{\Gamma\left(\frac{3-\alpha}{2}\right) \Gamma\left(\frac{n-3}{2}\right)}{\Gamma^{2}\left(\frac{n-\alpha}{4}\right)}\right] F\left(\frac{4-n+\alpha}{4}, \frac{6-n-\alpha}{4} ; \frac{5-n}{2} ; \frac{1}{z}\right) \\
& +\left[\frac{\Gamma\left(\frac{\alpha+1}{2}\right) \Gamma\left(\frac{3-n}{2}\right)}{\Gamma^{2}\left(\frac{4-n+\alpha}{4}\right)}+C_{2} \frac{\Gamma\left(\frac{3-\alpha}{2}\right) \Gamma\left(\frac{3-n}{2}\right)}{\Gamma^{2}\left(\frac{6-n-\alpha}{4}\right)}\right] F\left(\frac{n+\alpha-2}{4}, \frac{n-\alpha}{4} ; \frac{n-1}{2} ; \frac{1}{z}\right) . \tag{3.13}
\end{align*}
$$

For $n>3$, condition (3.11c) yields

$$
\begin{equation*}
C_{2}=-\frac{\Gamma^{2}\left(\frac{n-\alpha}{4}\right) \Gamma\left(\frac{\alpha+1}{2}\right)}{\Gamma\left(\frac{3-\alpha}{2}\right) \Gamma^{2}\left(\frac{n+\alpha-2}{4}\right)}, \tag{3.14}
\end{equation*}
$$

whence the part (iii) follows. For $n=2, \alpha>0$, the value of $C_{2}$ given in (3.14), leads again to the asymptotics (iii). With this choice of $C_{2}$ we have

$$
\begin{equation*}
\omega(z)=O\left((-z)^{\frac{2-n-\alpha}{4}}\right), \text { as } z \rightarrow-\infty . \tag{3.15}
\end{equation*}
$$

Case II: If $n=3$, then formula (2.6) gives the analytic continuation of the hypergeometric functions $F\left(\frac{\alpha+1}{4}, \frac{\alpha+1}{4} ; \frac{\alpha+1}{2} ; z\right), \quad F\left(\frac{3-\alpha}{4}, \frac{3-\alpha}{4} ; \frac{3-\alpha}{2} ; z\right), \quad$ appearing in (3.12). Let us abbreviate $a_{1}=(\alpha+1) / 4$, $a_{2}=(3-\alpha) / 4, \quad c_{1}=(\alpha+1) / 2, \quad c_{2}=(3-\alpha) / 2$. Substituting the hypergeometric functions appearing in (3.12), by their expression given in (2.6) and next multiplying by $(-z)^{(1+\alpha) / 4}$, we arrive at

$$
\begin{align*}
(-z)^{(1+\alpha) / 4} \omega(z) & =\left[\frac{\Gamma\left(c_{1}\right)}{\Gamma\left(a_{1}\right) \Gamma\left(c_{1}-a_{1}\right)}+\frac{C_{2} \Gamma\left(c_{2}\right)}{\Gamma\left(a_{2}\right) \Gamma\left(c_{2}-a_{2}\right)}\right] \sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k}\left(a_{2}\right)_{k}}{(k!)^{2}} z^{-k}[\ln (-z)+2 \Psi(k+1)] \\
& -\frac{\Gamma\left(c_{1}\right)}{\Gamma\left(a_{1}\right) \Gamma\left(c_{1}-a_{1}\right)} \sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k}\left(a_{2}\right)_{k}}{(k!)^{2}} z^{-k}\left[\Psi\left(a_{1}+k\right)+\Psi\left(c_{1}-a_{1}-k\right)\right] \\
& -\frac{C_{2} \Gamma\left(c_{2}\right)}{\Gamma\left(a_{2}\right) \Gamma\left(c_{2}-a_{2}\right)} \sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k}\left(a_{2}\right)_{k}}{(k!)^{2}} z^{-k}\left[\Psi\left(a_{2}+k\right)+\Psi\left(c_{2}-a_{2}-k\right)\right] . \tag{3.16}
\end{align*}
$$

Then (3.16) jointly with (3.11c), yield (3.14), with $n=3$ there. For this value of $C_{2}$, (3.35) implies (3.15).
Having determined completely the function $\omega$, we are in position to compute the limit $H(n, \alpha):=$ $-\lim _{t \rightarrow 0^{+}} t^{\alpha} G^{\prime}(t)=\lim _{z \rightarrow 0^{-}} 2(-z)^{\frac{\alpha+1}{2}} \omega^{\prime}(z)$. Using the differentiation formula (2.11), we obtain

$$
\begin{aligned}
\omega^{\prime}(z)= & \frac{(4-n+\alpha)(n+\alpha-2)}{8(\alpha+1)} F\left(\frac{8-n+\alpha}{4}, \frac{n+\alpha+2}{4} ; \frac{\alpha+3}{2} ; z\right) \\
& -\frac{C_{2}(1-\alpha)}{2}(-z)^{-\frac{\alpha+1}{2}} F\left(\frac{6-n-\alpha}{4}, \frac{n-\alpha}{4} ; \frac{3-\alpha}{2} ; z\right) \\
& +C_{2}(-z)^{\frac{1-\alpha}{2}} \frac{(6-n-\alpha)(n-\alpha)}{8(3-\alpha)} F\left(\frac{10-n+\alpha}{4}, \frac{n-\alpha+4}{4} ; \frac{5-\alpha}{2} ; z\right),|z|<1 .
\end{aligned}
$$

We then have

$$
H(n, \alpha)=\lim _{z \rightarrow 0^{-}} 2(-z)^{\frac{\alpha+1}{2}} \omega^{\prime}(z)=(1-\alpha) \frac{\Gamma^{2}\left(\frac{n-\alpha}{4}\right) \Gamma\left(\frac{\alpha+1}{2}\right)}{\Gamma\left(\frac{3-\alpha}{2}\right) \Gamma^{2}\left(\frac{n+\alpha-2}{4}\right)} .
$$

This completes the proof of part (i) of the Lemma.
Let us show now the positivity and monotonicity of $G$. We consider first the case where $4-n+\alpha<0$. The positivity of $G$ follows from the fact that if there exist $t_{0}>0$ such that $G\left(t_{0}\right)=0$, then since $\lim _{t \rightarrow \infty} G(t)=0$, there exists $t_{m}>t_{0}$ where $G$ attains local non negative maximum or local nonpositive minimum, which contradicts the ode (3.9a). Therefore $G$ is positive and the same argument shows that $G$ is decreasing.

Let now $4-n+\alpha \geq 0$. The substitution $f(t)=\left(1+t^{2}\right)^{\frac{n-2+\alpha}{4}} G(t)$ transforms problem (3.9) to

$$
\left\{\begin{array}{l}
t\left(1+t^{2}\right)^{2} f^{\prime \prime}(t)+\left[\alpha+(4-n) t^{2}\right]\left(1+t^{2}\right) f^{\prime}(t)-\frac{(n+\alpha-2)^{2}}{4} t f(t)=0, t>0  \tag{3.17a}\\
f(0)=1 \\
\lim _{t \rightarrow \infty} f(t) \in \mathbb{R}_{+}
\end{array}\right.
$$

Note that the positivity of the above limit at $\infty$, follows directly from the explicit expression of $G(t)=\omega(z)$ (cf. (3.13), (3.16)). Now we can apply a minimum principle argument to this problem, to get the non negativity of $f$. Indeed, if there exists $t_{0}>0$ such that $f\left(t_{0}\right)<0$, then since $f(0)=1, \lim _{t \rightarrow \infty} f(t)>0$, there exists $t_{m}>t_{0}$ where $f$ attains local negative minimum, which contradicts the ode (3.17a). It follows that $f$ is non negative, hence $G$ is non negative. Then (3.10) together with the negativity of $G^{\prime}$ in a neighbourhood of the origin (cf. part (i)) yield the monotonicity and positivity of $G$.

The part (ii) of the lemma follows by the conditions (3.9b) and (3.15) together with the positivity of $G$.

By the asymptotics of $G$ we obtain the following uniform asymptotics for $\phi$ on bounded domains

$$
\begin{equation*}
\phi \sim|x|^{-\frac{n+\alpha-2}{2}} \text { in } \mathbb{R}_{+}^{n} . \tag{3.18}
\end{equation*}
$$

Utilizing (3.8) we have that $\nabla \phi \cdot x+\frac{n-2+\alpha}{2} \phi=0$. This immediately yields $|\nabla \phi| \geq c|x|^{-\frac{n+\alpha}{2}}$ in $\mathbb{R}_{+}^{n}$. Moreover straightforward calculations show that $\phi$ is a positive solution of the corresponding Euler Lagrange equations

$$
\left\{\begin{array}{l}
\operatorname{div}\left(x_{n}^{\alpha} \nabla \phi\right)=0, \text { in } \mathbb{R}_{+}^{n},  \tag{3.19}\\
\lim _{x_{n} \rightarrow 0^{+}} \frac{x_{n}^{\alpha}}{\phi\left(x^{\prime}, x_{n}\right)} \frac{\partial \phi\left(x^{\prime}, x_{n}\right)}{\partial x_{n}}=-H(n, \alpha) \frac{1}{\left|x^{\prime}\right|^{1-\alpha}} .
\end{array}\right.
$$

We are now ready to proceed with the

Proof of Proposition 1. By a standard approximation argument we can suppose $u \in C_{0}^{\infty}\left(\mathbb{R}^{n} \backslash\{0\}\right)$. Following the approach in [25] (see also [26]), we expand the square and integrate by parts, to get

$$
\begin{aligned}
& \int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|\nabla u-\frac{\nabla \phi}{\phi} u\right|^{2} \mathrm{~d} x=\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x+\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}|\nabla \phi|^{2}\left(\frac{u}{\phi}\right)^{2} \mathrm{~d} x-\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha} \nabla u^{2} \cdot \frac{\nabla \phi}{\phi} \mathrm{~d} x= \\
& \int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x+\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}|\nabla \phi|^{2}\left(\frac{u}{\phi}\right)^{2} \mathrm{~d} x+\int_{\mathbb{R}_{+}^{n}} u^{2} \operatorname{div}\left(x_{n}^{\alpha} \frac{\nabla \phi}{\phi}\right) \mathrm{d} x+\int_{\partial \mathbb{R}_{+}^{n}} \lim _{n} \rightarrow 0^{+} \\
& x_{n}^{\alpha} u^{2} \\
& \phi \\
& \int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x-H(n, \alpha) \int_{\left.\partial \mathbb{R}_{+}^{n}, x_{n}\right)}^{\partial x_{n}} \frac{u^{2}}{} \frac{\mathrm{~d} x^{\prime}}{}= \\
& \left|x^{\prime}\right|^{1-\alpha} \\
& \mathrm{d} x^{\prime} .
\end{aligned}
$$

In the last equation we used equations (3.19). Notice that on supp $u, \phi$ does not vanish, so the function $\frac{u}{\phi}$ is well defined. Actually $u / \phi \in C_{0}^{\infty}\left(\overline{\mathbb{R}_{+}^{n}} \backslash\{0\}\right)$. Then the result follows immediately.

It remains to verify the optimality of the constant $H(n, \alpha)$. To this end, let us denote by $D^{1,2}\left(\mathbb{R}_{+}^{n}, x_{n}^{\alpha} \mathrm{d} x\right)$ the completion of $C_{0}^{\infty}\left(\overline{\mathbb{R}_{+}^{n}}\right)$ with respect to the norm $\|u\|_{D^{1,2}\left(\mathbb{R}_{+}^{n}, x_{n}^{\alpha} \mathrm{d} x\right)}=\left(\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x\right)^{1 / 2}$. We then define for a function $u \in D^{1,2}\left(\mathbb{R}_{+}^{n}, x_{n}^{\alpha} \mathrm{d} x\right)$ the quotient

$$
Q[u]:=\frac{\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x}{\int_{\partial \mathbb{R}_{+}^{n}} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}}=\frac{Q_{1}[u]}{Q_{2}[u]} .
$$

We will show that there exist functions $u_{\epsilon} \in D^{1,2}\left(\mathbb{R}_{+}^{n}, x_{n}^{\alpha} \mathrm{d} x\right)$ such that $\lim _{\epsilon \rightarrow 0^{+}} Q\left[u_{\epsilon}\right]=H(n, \alpha)$.
We fix $\delta>0$ and let us denote by $\mathrm{C}_{\delta}$ the cylinder $\mathrm{C}_{\delta}=\left\{\left(x^{\prime}, x_{n}\right) \in \mathbb{R}^{n}:\left|x^{\prime}\right|<\delta,\left|x_{n}\right|<\delta\right\}$. Let also $\eta \in C_{0}^{1}\left(\mathrm{C}_{2 \delta}\right)$, such that $\eta \equiv 1$ in $\mathrm{C}_{\delta}$. We then define the function

$$
u_{\epsilon}\left(x^{\prime}, x_{n}\right)= \begin{cases}\eta(x) \phi\left(x^{\prime}, x_{n}\right), & x_{n} \geq \epsilon \\ \eta(x) \phi\left(x^{\prime}, \epsilon\right), & 0 \leq x_{n} \leq \epsilon\end{cases}
$$

We firstly estimate the denominator $Q_{2}\left[u_{\epsilon}\right]$ :

$$
\begin{align*}
Q_{2}\left[u_{\epsilon}\right] & =\int_{B_{\delta}^{\prime}} \frac{\eta^{2}\left(x^{\prime}, 0\right) \phi^{2}\left(x^{\prime}, \epsilon\right)}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}+\int_{B_{2 \delta}^{\prime} \backslash B_{\delta}^{\prime}} \frac{\eta^{2}\left(x^{\prime}, 0\right) \phi^{2}\left(x^{\prime}, \epsilon\right)}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}=\int_{0}^{\delta} \int_{\partial B_{r}^{\prime}} \frac{\phi^{2}\left(x^{\prime}, \epsilon\right)}{r^{1-\alpha}} \mathrm{d} \sigma\left(x^{\prime}\right) \mathrm{d} r+O(1) \\
& =\omega_{n} \int_{0}^{\delta} G^{2}\left(\frac{\epsilon}{r}\right) \frac{1}{r} \mathrm{~d} r+O(1)=\omega_{n} \int_{\epsilon / \delta}^{\infty} G^{2}(s) \frac{1}{s} \mathrm{~d} s+O(1), \text { as } \epsilon \rightarrow 0 . \tag{3.20}
\end{align*}
$$

As regards the numerator $Q_{1}\left[u_{\epsilon}\right]$, taking into account that $\eta \equiv 1$ in $\mathrm{C}_{\delta}$ it follows that

$$
\begin{align*}
Q_{1}\left[u_{\epsilon}\right] & =\int_{\left\{0 \leq x_{n} \leq \epsilon\right\}} x_{n}^{\alpha}\left|\nabla\left(\eta(x) \phi\left(x^{\prime}, \epsilon\right)\right)\right|^{2} \mathrm{~d} x+\int_{\left\{\epsilon \leq x_{n} \leq \delta\right\}} x_{n}^{\alpha}|\nabla(\eta \phi)|^{2} \mathrm{~d} x \\
& =\int_{\left\{\epsilon \leq x_{n} \leq \delta\right\}} x_{n}^{\alpha}|\nabla(\eta \phi)|^{2} \mathrm{~d} x+O(1)=\int_{\mathrm{C}_{\delta} \cap\left\{\epsilon \leq x_{n} \leq \delta\right\}} x_{n}^{\alpha}|\nabla \phi|^{2} \mathrm{~d} x+O(1), \tag{3.21}
\end{align*}
$$

as $\epsilon \rightarrow 0$. In view of (3.8), the integral term in the right hand side equals to

$$
\begin{align*}
& \int_{\mathrm{C}_{\delta} \cap\left\{\epsilon \leq x_{n} \leq \delta\right\}} x_{n}^{\alpha}|\nabla \phi|^{2} \mathrm{~d} x=\int_{\epsilon}^{\delta} \int_{0}^{\delta} \int_{\partial B_{r}^{\prime}} x_{n}^{\alpha}|\nabla \phi|^{2} \mathrm{~d} \sigma\left(x^{\prime}\right) \mathrm{d} r \mathrm{~d} x_{n}=\int_{\epsilon}^{\delta} \int_{0}^{\delta} \int_{\partial B_{1}^{\prime}} x_{n}^{\alpha} r^{n-2}|\nabla \phi|^{2} \mathrm{~d} \sigma\left(x^{\prime}\right) \mathrm{d} r \mathrm{~d} x_{n} \\
& \omega_{n} \int_{\epsilon}^{\delta} \int_{0}^{\delta} \frac{x_{n}^{\alpha}}{r^{\alpha+2}}\left(\frac{(\alpha+n-2)^{2}}{4} G^{2}\left(\frac{x_{n}}{r}\right)+\left(1+\frac{x_{n}^{2}}{r^{2}}\right) G^{\prime 2}\left(\frac{x_{n}}{r}\right)+(\alpha+n-2) \frac{x_{n}}{r} G\left(\frac{x_{n}}{r}\right) G^{\prime}\left(\frac{x_{n}}{r}\right)\right) \mathrm{d} r \mathrm{~d} x_{n} \\
& =\omega_{n} \int_{\epsilon} \int_{x_{n} / \delta}^{\delta} \frac{s^{\alpha}}{x_{n}}\left(\frac{(\alpha+n-2)^{2}}{4} G^{2}(s)+\left(1+s^{2}\right) G^{\prime 2}(s)+(\alpha+n-2) s G(s) G^{\prime}(s)\right) \mathrm{d} s \mathrm{~d} x_{n} . \tag{3.22}
\end{align*}
$$

In the last equality we used the change of variable $r=x_{n} / s$. Making now partial integration we have

$$
\int_{x_{n} / \delta}^{\infty} s^{\alpha+1} G(s) G^{\prime}(s) \mathrm{d} s=\frac{1}{2} \int_{x_{n} / \delta}^{\infty} s^{\alpha+1}\left(G^{2}(s)\right)^{\prime} \mathrm{d} s=-\frac{(\alpha+1)}{2} \int_{x_{n} / \delta}^{\infty} s^{\alpha} G^{2}(s) \mathrm{d} s+\frac{1}{2}\left[s^{\alpha+1} G^{2}(s)\right]_{s=\frac{x_{n}}{\delta}}^{\infty},
$$

which by virtue of (3.9c), yields

$$
\int_{\epsilon}^{\delta} \int_{x_{n} / \delta}^{\infty} s^{\alpha+1} G(s) G^{\prime}(s) \mathrm{d} s \mathrm{~d} x_{n}=-\frac{(\alpha+1)}{2} \int_{\epsilon}^{\delta} \int_{x_{n} / \delta}^{\infty} s^{\alpha} G^{2}(s) \mathrm{d} s \mathrm{~d} x_{n}+O(1), \text { as } \epsilon \rightarrow 0 .
$$

Substitute this estimate to (3.22), hence (3.21) becomes

$$
\begin{equation*}
Q_{1}\left[u_{\epsilon}\right]=\omega_{n} \int_{\epsilon}^{\delta} \frac{1}{x_{n}} \int_{x_{n} / \delta}^{\infty} s^{\alpha}\left(1+s^{2}\right) G^{2}(s)-\frac{\alpha+n-2}{2} \frac{\alpha-n+4}{2} s^{\alpha} G^{2}(s) \mathrm{d} s \mathrm{~d} x_{n}+O(1), \text { as } \epsilon \rightarrow 0 \tag{3.23}
\end{equation*}
$$

Next we make again integration by parts in the $s$ variable and then we use equation (3.10). Then (3.23) becomes

$$
\begin{aligned}
Q_{1}\left[u_{\epsilon}\right]= & -\omega_{n} \int_{\epsilon}^{\delta} \frac{1}{x_{n}} \int_{x_{n} / \delta}^{\infty}\left(s^{\alpha}\left(1+s^{2}\right) G^{\prime}(s)\right)^{\prime} G(s)+\frac{\alpha+n-2}{2} \frac{\alpha-n+4}{2} s^{\alpha} G^{2}(s) \mathrm{d} s \mathrm{~d} x_{n} \\
& -\omega_{n} \int_{\epsilon}^{\delta} \frac{1}{x_{n}}\left(\frac{x_{n}}{\delta}\right)^{\alpha}\left(1+\left(\frac{x_{n}}{\delta}\right)^{2}\right) G^{\prime}\left(\frac{x_{n}}{\delta}\right) G\left(\frac{x_{n}}{\delta}\right) \mathrm{d} x_{n}+O(1) \\
= & -\omega_{n} \int_{\epsilon}^{\delta} \frac{1}{x_{n}}\left(\frac{x_{n}}{\delta}\right)^{\alpha}\left(1+\left(\frac{x_{n}}{\delta}\right)^{2}\right) G^{\prime}\left(\frac{x_{n}}{\delta}\right) G\left(\frac{x_{n}}{\delta}\right) \mathrm{d} x_{n}+O(1), \text { as } \epsilon \rightarrow 0 .
\end{aligned}
$$

We make now the change of variable $s=\frac{x_{n}}{\delta}$, to concude

$$
\begin{equation*}
Q_{1}\left[u_{\epsilon}\right]=-\omega_{n} \int_{\epsilon / \delta}^{1} s^{\alpha-1}\left(1+s^{2}\right) G^{\prime}(s) G(s) \mathrm{d} s+O(1), \text { as } \epsilon \rightarrow 0 \tag{3.24}
\end{equation*}
$$

Finally, gathering estimates (3.20) and (3.24) and taking into account (3.9b) and Lemma 1(i) we obtain

$$
\lim _{\epsilon \rightarrow 0} Q\left[u_{\epsilon}\right]=\lim _{\epsilon \rightarrow 0} \frac{-\omega_{n} \int_{\epsilon / \delta}^{1} s^{\alpha-1}\left(1+s^{2}\right) G^{\prime}(s) G(s) \mathrm{d} s+O(1)}{\omega_{n} \int_{\epsilon / \delta}^{\infty} G^{2}(s) \frac{1}{s} \mathrm{~d} s+O(1)}=\lim _{t \rightarrow 0} \frac{-t^{\alpha}\left(1+t^{2}\right) G^{\prime}(t)}{G(t)}=H(n, \alpha)
$$

### 3.2 Sharp interpolation of weighted Hardy and trace Hardy inequality

In this Section we will give the proof of Theorem I, which we restate here.
Theorem 1. Let $\alpha \in(-1,1), 2-\alpha \leq b<n$. Then for all $u \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ the following inequality holds

$$
\begin{equation*}
K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n}} \frac{u^{2}\left(x^{\prime}, 0\right)}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}+\frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n}} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x \leq \int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x \tag{3.25}
\end{equation*}
$$

where

$$
\begin{equation*}
K(n, \alpha, b)=(1-\alpha) \frac{\Gamma\left(\frac{n-2 \alpha-b+2}{4}\right) \Gamma\left(\frac{n+b-2}{4}\right) \Gamma\left(\frac{\alpha+1}{2}\right)}{\Gamma\left(\frac{3-\alpha}{2}\right) \Gamma\left(\frac{n-b}{4}\right) \Gamma\left(\frac{n+2 \alpha+b-4}{4}\right)} . \tag{3.26}
\end{equation*}
$$

The constant $K(n, \alpha, b)$ is optimal.
To this aim we consider the function

$$
\begin{equation*}
\psi(x)=|x|^{\frac{2-\alpha-b}{2}}\left|x^{\prime}\right|^{\frac{b-n}{2}} B\left(\frac{x_{n}}{\left|x^{\prime}\right|}\right), x^{\prime} \in \mathbb{R}^{n-1}, x_{n} \geq 0,\left(x^{\prime}, x_{n}\right) \neq(0,0) \tag{3.27}
\end{equation*}
$$

where $B:[0, \infty) \rightarrow \mathbb{R}$ is the solution of the following boundary values problem

$$
\left\{\begin{array}{l}
\left(t+t^{3}\right) B^{\prime \prime}(t)+\left[(4-b) t^{2}+\alpha\right] B^{\prime}(t)+\frac{6-n-b}{2} \frac{n-b}{2} t B(t)=0, t>0  \tag{3.28a}\\
B(0)=1 \\
\lim _{t \rightarrow \infty} t^{\frac{n-b}{2}} B(t) \in \mathbb{R}
\end{array}\right.
$$

Note that the function $\psi\left(x^{\prime}, x_{n}\right)$ is well defined in the set $\left\{\left(x^{\prime}, x_{n}\right): x^{\prime}=0, x_{n}>0\right\}$, due to the condition (3.28c).

For later use, notice also that multiplying by $t^{\alpha-1}\left(1+t^{2}\right)^{\frac{2-\alpha-b}{2}}$ equation (3.28a) can be written in divergence form

$$
\begin{equation*}
\left(t^{\alpha}\left(1+t^{2}\right)^{\frac{4-\alpha-b}{2}} B^{\prime}(t)\right)^{\prime}+\frac{6-n-b}{2} \frac{n-b}{2} t^{\alpha}\left(1+t^{2}\right)^{\frac{2-b-\alpha}{2}} B(t)=0 . \tag{3.29}
\end{equation*}
$$

In the following Lemma we collect the basic properties of $B$ that will be used later on.
Lemma 2. Let $\alpha \in(-1,1), 2-\alpha \leq b<n$. Then the boundary values problem (3.28) has a positive decreasing solution $B$ with the following properties.
(i) $-\lim _{t \rightarrow 0^{+}} t^{\alpha} B^{\prime}(t)=K(n, \alpha, b)$, where $K(n, \alpha, b)$ is given in (3.26).
(ii) For all $t>0$,

$$
\begin{aligned}
B & \sim\left(1+t^{2}\right)^{\frac{b-n}{4}} \\
B^{\prime} & \sim-t^{-\alpha}\left(1+t^{2}\right)^{\frac{2 \alpha+b-n-2}{4}}
\end{aligned}
$$

(iii) There holds $t B^{\prime}+\frac{n-b}{2} B=O\left(t^{\frac{b-n-4}{2}}\right)$, as $t \rightarrow \infty$.

Proof. Throughout the proof, for the sake of convenience, we abbreviate

$$
\begin{aligned}
& a_{1}=\frac{6-n-b}{4}, \quad b_{1}=\frac{n-b}{4}, \quad c_{1}=\frac{\alpha+1}{2}, \quad a_{2}=a_{1}-c_{1}+1=\frac{8-n-2 \alpha-b}{4}, \\
& b_{2}=\quad b_{1}-c_{1}+1=\frac{2+n-2 \alpha-b}{4}, \quad c_{2}=2-c_{1}=\frac{3-\alpha}{2} .
\end{aligned}
$$

It is straightforward to verify that both of the sets of parameters $\left\{a_{1}, b_{1}, c_{1}\right\},\left\{a_{2}, b_{2}, c_{2}\right\}$, satisfy the conditions (2.2). Therefore, we can apply the theory, that is presented in Section 2.1, wherever is needed.

Our first concern is to find an explicit expression of $B$. Notice that in the specific case $n=4, \alpha=0$, $b=2$ the problem (3.28) can be solved explicitly and we have $B(t)=1-\frac{2}{\pi} \arctan (t)$.

Moreover, the case where $\alpha=0$ has been studied in Proposition 1.
For the other cases, we study the ode (3.28a) in the context of complex variables, using the transformation $z=-t^{2}$, which maps the regular singular points $\pm i, 0, \infty$ to $1,0, \infty$, respectively. Setting $\omega(z)=B(t)$, problem (3.28) is transformed to the problem

$$
\left\{\begin{array}{l}
z(1-z) \frac{d^{2} \omega}{d z^{2}}+\left[c_{1}-\left(a_{1}+b_{1}+1\right) z\right] \frac{d \omega}{d z}-a_{1} b_{1} \omega(z)=0,-\infty<z<0  \tag{3.30a}\\
\omega(0)=1 \\
\lim _{z \rightarrow-\infty}(-z)^{b_{1}} \omega(z) \in \mathbb{R}
\end{array}\right.
$$

Equation (3.30a) belongs to the class of hypergeometric equations and according to (2.3), the general solution is given by

$$
\begin{equation*}
\omega(z)=C_{1} F\left(a_{1}, b_{1} ; c_{1} ; z\right)+C_{2}(-z)^{1-c_{1}} F\left(a_{2}, b_{2} ; c_{2} ; z\right), \quad z \in \mathbb{C} \backslash(1,+\infty), C_{1}, C_{2} \in \mathbb{C} . \tag{3.31}
\end{equation*}
$$

Here, in order to simplify the subsequent presentation, we have incorporated the complex exponential $e^{i \pi\left(1-c_{1}\right)}$ in the constant $\mathcal{C}_{2}$, appearing in (2.3). Let us also remark, for the sake of completeness, that the point $z=1$ is excluded from (3.31), if $b=2-\alpha$, but this does not affect the subsequent analysis.

Next we proceed with the evaluation of the constants $C_{1}, C_{2}$. Applying condition (3.30b) to (3.31), noting that $F\left(a_{1}, b_{1} ; c_{2} ; 0\right)=F\left(a_{2}, b_{2} ; c_{2} ; 0\right)=1$, we obtain $C_{1}=1$.

The constant $C_{2}$ will be evaluated by the condition at $\infty$, that is (3.30c). We then need an expression for $\omega(z)$, when $|z|>1$. To this end, we will distinguish four cases for $n, \alpha, b$, corresponding to the formulas (2.5) - (2.10), that give the explicit expression for the hypergeometric functions in (3.31). In all cases, we will show that

$$
\begin{equation*}
C_{2}=-\frac{\Gamma\left(c_{1}\right) \Gamma\left(b_{2}\right) \Gamma\left(c_{2}-a_{2}\right)}{\Gamma\left(c_{2}\right) \Gamma\left(b_{1}\right) \Gamma\left(c_{1}-a_{1}\right)}=-\frac{\Gamma\left(\frac{\alpha+1}{2}\right) \Gamma\left(\frac{n-2 \alpha-b+2}{4}\right) \Gamma\left(\frac{n+b-2}{4}\right)}{\Gamma\left(\frac{3-\alpha}{2}\right) \Gamma\left(\frac{n-b}{4}\right) \Gamma\left(\frac{n+2 \alpha+b-4}{4}\right)}, \tag{3.32}
\end{equation*}
$$

as well as the following asymptotics

$$
\begin{equation*}
\omega(z)=O\left((-z)^{\frac{b-n}{4}}\right), \text { as } z \rightarrow-\infty \tag{3.33}
\end{equation*}
$$

In order to prove the claims (3.32), (3.33), we assume that $|z|>1, z \notin(1, \infty)$ and distinguish the following cases.

Case I: Assume that none of the numbers $a_{1}, a_{2}, c_{1}-b_{1}, c_{2}-b_{2}, a_{1}-b_{1}=a_{2}-b_{2}=\frac{3-n}{2}$, is equal to a nonpositive integer. Then, substituting the expressions of $F\left(a_{1}, b_{1} ; c_{1} ; z\right), F\left(a_{2}, b_{2} ; c_{2} ; z\right)$, which are given by (2.5), into (3.31) and next multiplying by $(-z)^{b_{1}}$, we arrive at

$$
\begin{align*}
(-z)^{b_{1}} \omega(z) & =(-z)^{\frac{n-3}{2}}\left[\frac{\Gamma\left(c_{1}\right) \Gamma\left(b_{1}-a_{1}\right)}{\Gamma\left(b_{1}\right) \Gamma\left(c_{1}-a_{1}\right)}+C_{2} \frac{\Gamma\left(c_{2}\right) \Gamma\left(b_{2}-a_{2}\right)}{\Gamma\left(b_{2}\right) \Gamma\left(c_{2}-a_{2}\right)}\right] F\left(a_{1}, a_{2} ; \frac{5-n}{2} ; \frac{1}{z}\right) \\
& +\left[\frac{\Gamma\left(c_{1}\right) \Gamma\left(a_{1}-b_{1}\right)}{\Gamma\left(a_{1}\right) \Gamma\left(c_{1}-b_{1}\right)}+C_{2} \frac{\Gamma\left(c_{2}\right) \Gamma\left(a_{2}-b_{2}\right)}{\Gamma\left(a_{2}\right) \Gamma\left(c_{2}-b_{2}\right)}\right] F\left(b_{1}, b_{2} ; \frac{n-1}{2} ; \frac{1}{z}\right) . \tag{3.34}
\end{align*}
$$

For $n>3$, we combine (3.34) with (3.30c) to deduce (3.32). Then, the part (iii) follows immediately, using the differentiation formula (2.11). Similarly for $n=2, \alpha>0$, the value of $C_{2}$ in (3.32) leads again to the asymptotics (iii). Thereafter, (3.33) results upon a substitution of this value of $C_{2}$ in (3.34).

Case II: Next we proceed with the case where $a_{1}-b_{1}=a_{2}-b_{2}=0$, that is $n=3$. In this case the numbers $a_{1}, a_{2}, c_{1}-b_{1}, c_{2}-b_{2}$ are positive non integers. Then, the explicit expression for the functions $F\left(a_{1}, a_{1} ; c_{1} ; z\right)$ and $F\left(a_{2}, a_{2} ; c_{2} ; z\right)$ appearing in (3.31), is given by (2.6). Substituting (2.6) into (3.31) and then multiplying by $(-z)^{b_{1}}$, taking into account the relations $a_{2}=1-c_{1}+a_{1}$ and $a_{1}=1-c_{2}+a_{2}$, we arrive at

$$
\begin{align*}
(-z)^{b_{1}} \omega(z) & =\left[\frac{\Gamma\left(c_{1}\right)}{\Gamma\left(a_{1}\right) \Gamma\left(c_{1}-a_{1}\right)}+\frac{C_{2} \Gamma\left(c_{2}\right)}{\Gamma\left(a_{2}\right) \Gamma\left(c_{2}-a_{2}\right)}\right] \sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k}\left(a_{2}\right)_{k}}{(k!)^{2}} z^{-k}[\ln (-z)+2 \Psi(k+1)] \\
& -\frac{\Gamma\left(c_{1}\right)}{\Gamma\left(a_{1}\right) \Gamma\left(c_{1}-a_{1}\right)} \sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k}\left(a_{2}\right)_{k}}{(k!)^{2}} z^{-k}\left[\Psi\left(a_{1}+k\right)+\Psi\left(c_{1}-a_{1}-k\right)\right] \\
& -\frac{C_{2} \Gamma\left(c_{2}\right)}{\Gamma\left(a_{2}\right) \Gamma\left(c_{2}-a_{2}\right)} \sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k}\left(a_{2}\right)_{k}}{(k!)^{2}} z^{-k}\left[\Psi\left(a_{2}+k\right)+\Psi\left(c_{2}-a_{2}-k\right)\right] . \tag{3.35}
\end{align*}
$$

Then (3.35) jointly with (3.30c), yield (3.32), with $n=3$ there. For this value of $C_{2}$, (3.35) implies (3.33).
Case III: Now consider the case that none of the numbers $a_{1}, a_{2}, c_{1}-b_{1}, c_{2}-b_{2}$ is equal to a nonpositive integer and $b_{1}-a_{1}=m$ i.e. $n=2 m+3$, where $m=1,2, \ldots$ Since $a_{1}-b_{1}=a_{2}-b_{2}$, we also have $b_{2}-a_{2}=m$.

We first assume that the numbers $c_{1}-a_{1}, c_{2}-a_{2}$ are not equal to a positive integer. Then, the explicit expression for the functions $F\left(a_{1}, a_{1}+m ; c_{1} ; z\right)$ and $F\left(a_{2}, a_{2}+m ; c_{2} ; z\right)$ appearing in (3.31), is given in (2.7). Therefore, we substitute (2.7) into (3.31) and then multiply by $(-z)^{b_{1}}$, to arrive at

$$
\begin{aligned}
& (-z)^{b_{1}} \omega(z)=\left[\frac{\Gamma\left(c_{1}\right)}{\Gamma\left(a_{1}+m\right) \Gamma\left(c_{1}-a_{1}\right)}+\frac{C_{2} \Gamma\left(c_{2}\right)}{\Gamma\left(a_{2}+m\right) \Gamma\left(c_{2}-a_{2}\right)}\right]\left[\ln (-z) \sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k+m}\left(a_{2}\right)_{k+m}}{k!(k+m)!} z^{-k}\right. \\
& \left.+(-z)^{m} \sum_{k=0}^{m-1} \frac{\Gamma(m-k)\left(a_{1}\right)_{k}\left(a_{2}\right)_{k}}{k!}(-z)^{-k}+\sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k+m}\left(a_{2}\right)_{k+m}}{k!(k+m)!}(\Psi(1+m+k)+\Psi(1+k)) z^{-k}\right] \\
& -\frac{\Gamma\left(c_{1}\right)}{\Gamma\left(a_{1}+m\right) \Gamma\left(c_{1}-a_{1}\right)} \sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k+m}\left(a_{2}\right)_{k+m}}{k!(k+m)!} z^{-k}\left[\Psi\left(a_{1}+m+k\right)+\Psi\left(c_{1}-a_{1}-m-k\right)\right] \\
& -\frac{C_{2} \Gamma\left(c_{2}\right)}{\Gamma\left(a_{2}+m\right) \Gamma\left(c_{2}-a_{2}\right)} \sum_{k=0}^{\infty} \frac{\left(a_{1}\right)_{k+m}\left(a_{2}\right)_{k+m}}{k!(k+m)!} z^{-k}\left[\Psi\left(a_{2}+m+k\right)+\Psi\left(c_{2}-a_{2}-m-k\right)\right] .
\end{aligned}
$$

Due to (3.30c), the coefficient, in the brackets, of the first summand in the right hand side equals to zero. A direct calculation leads to (3.32) again. Then, (3.33) results upon a substitution of this value of $C_{2}$, in the above formula.

If at least one of the numbers $c_{1}-a_{1}, c_{2}-a_{2}$ is equal to an integer $l=1,2, \ldots$, then we can use the formula (2.8) to get the expression of $F\left(a_{1}, a_{1}+m ; a_{1}+l ; z\right)$ or $F\left(a_{2}, a_{2}+m ; a_{2}+l ; z\right)$, respectively. Arguing as above, we derive again (3.32) and (3.33).

Case IV: We conclude with the case where at least one of the numbers $a_{1}, a_{2}, c_{1}-b_{1}, c_{2}-b_{2}$ is equal to a nonpositive integer.

Note first that if one of the numbers $a_{1}, a_{2}$ is a nonpositive integer $-m$ with $m=0,1,2, \ldots$, then the first or second respectively hypergeometric function in (3.31) reduces to a polynomial of degree $m$ (see
(2.9)). On the other hand, if one of the numbers $c_{1}-b_{1}=\frac{2-n+2 \alpha+b}{4}, c_{2}-b_{2}=\frac{4-n+b}{4}$ is a nonpositive integer $-l$ with $l=0,1,2, \ldots$, then the first or second respectively hypergeometric function in (3.31) is of the form $(1-z)^{\beta} p_{l}(z)$, where $p_{l}$ is a polynomial of degree $l$ and $\beta=\frac{\alpha+b-2}{2}$ (see (2.10)). Again these two hypergeometric functions cannot be both of this form.

We will consider only the case where $a_{1}=-m$ for some $m=0,1,2, \ldots$, while none of the two numbers $c_{1}-b_{1}, c_{2}-b_{2}$ is a nonpositive integer. The argumentation for the other cases is quite similar.

The expressions of the first and second hypergeometric function in (3.31) are given by formulas (2.9), (2.5), respectively . Substituting (2.5), (2.9) into (3.31) and then multiplying by $(-z)^{b_{1}}$, we arrive at

$$
\begin{align*}
(-z)^{b_{1}} \omega(z) & =(-z)^{\frac{n-3}{2}}\left[\frac{\left(b_{1}\right)_{m}}{\left(c_{1}\right)_{m}}+C_{2} \frac{\Gamma\left(c_{2}\right) \Gamma\left(b_{2}-a_{2}\right)}{\Gamma\left(b_{2}\right) \Gamma\left(c_{2}-a_{2}\right)}\right] F\left(a_{2},-m ; \frac{5-n}{2} ; \frac{1}{z}\right) \\
& +C_{2} \frac{\Gamma\left(c_{2}\right) \Gamma\left(a_{2}-b_{2}\right)}{\Gamma\left(a_{2}\right) \Gamma\left(c_{2}-b_{2}\right)} F\left(b_{2}, b_{1} ; \frac{n-1}{2} ; \frac{1}{z}\right) . \tag{3.36}
\end{align*}
$$

Here we also used (2.9), to express the function $F\left(a_{2}, a_{2}-c_{2}+1 ; a_{2}-b_{2}+1 ; \frac{1}{z}\right)=F\left(a_{2},-m ; a_{2}-b_{2}+1 ; \frac{1}{z}\right)$. For $n>3$, condition (3.30c) yields (3.32), thereafter (3.33) results upon a substitution of this value of $C_{2}$, in (3.36). Then, the part (iii) follows immediately, using the differentiation formula (2.11). Similarly for $n=2, \alpha>0$, the value of $C_{2}$ in (3.32) leads again to the asymptotics (iii) and (3.33).

The proof of (3.32), (3.33), is now completed. At this point we have completely determined the solution $\omega$ for all possible values of $n, \alpha, b$, subject of course to the restrictions of the Lemma.

We are now in position to compute the limit $K(n, \alpha, b):=-\lim _{t \rightarrow 0^{+}} t^{\alpha} B^{\prime}(t)=2 \lim _{z \rightarrow 0^{-}}(-z)^{\frac{\alpha+1}{2}} \omega^{\prime}(z)$. To this aim, we differentiate (3.31), using the differentiation formula (2.11), to obtain

$$
\begin{aligned}
\omega^{\prime}(z) & =\frac{a_{1} b_{1}}{c_{1}} F\left(a_{1}+1, b_{1}+1 ; c_{1}+1 ; z\right)-C_{2} \frac{1-\alpha}{2}(-z)^{-\frac{\alpha+1}{2}} F\left(a_{2}, b_{2} ; c_{2} ; z\right) \\
& -C_{2} \frac{a_{2} b_{2}}{c_{2}}(-z)^{\frac{1-\alpha}{2}} F\left(a_{2}+1, b_{2}+1 ; c_{2}+1 ; z\right)
\end{aligned}
$$

Taking into account the explicit value of $C_{2}$ we obtain

$$
K(n, \alpha, b)=2 \lim _{z \rightarrow 0^{-}}(-z)^{\frac{\alpha+1}{2}} \omega^{\prime}(z)=(1-\alpha) \frac{\Gamma\left(\frac{n-2 \alpha-b+2}{4}\right) \Gamma\left(\frac{n+b-2}{4}\right) \Gamma\left(\frac{\alpha+1}{2}\right)}{\Gamma\left(\frac{3-\alpha}{2}\right) \Gamma\left(\frac{n-b}{4}\right) \Gamma\left(\frac{n+2 \alpha+b-4}{4}\right)} .
$$

This completes the proof of part (i).
Let us show now the positivity and monotonicity of $B$. We first assume that $6-n-b<0$. Then the positivity of $B$ follows from the fact that if there exist $t_{0}>0$ such that $B\left(t_{0}\right)=0$, then since $\lim _{t \rightarrow \infty} B(t)=0$, there exists $t_{m}>t_{0}$ where $B$ attains local non negative maximum or local nonpositive minimum, which contradicts the ode (3.28a). Therefore $B$ is positive and the same argument shows that $B$ is decreasing.

If $6-n-b \geq 0$, then we make the substitution $f(t)=\left(1+t^{2}\right)^{\frac{n-b}{4}} B(t)$ which transforms problem (3.28) to

$$
\left\{\begin{array}{l}
t\left(1+t^{2}\right)^{2} f^{\prime \prime}(t)+\left[\alpha+(4-n) t^{2}\right]\left(1+t^{2}\right) f^{\prime}(t)+\frac{(n-b)(4-n-2 \alpha-b)}{4} t f(t)=0, \quad t>0  \tag{3.37a}\\
f(0)=1 \\
\lim _{t \rightarrow \infty} f(t) \in \mathbb{R}_{+}
\end{array}\right.
$$

Note that the positivity of the above limit at $\infty$, follows directly from the explicit expression of $B(t)=\omega(z)$ (cf. (3.34), (3.35)). Now we can apply a minimum principle argument to this problem, to get the non negativity of $f$. Indeed, if there exists $t_{0}>0$ such that $f\left(t_{0}\right)<0$, then since $f(0)=1, \lim _{t \rightarrow \infty} f(t) \geq 0$,
there exists $t_{m}>t_{0}$ where $f$ attains local negative minimum, which contradicts the ode (3.37a). It follows that $f$ is non negative, hence $B$ is non negative. Then (3.29) together with the negativity of $B^{\prime}$ in a neighbourhood of the origin (cf. part (i)) yield the monotonicity and positivity of $B$.

The asymptotics for $B$ follow by conditions (3.28b) and (3.28c) together with the positivity of $B$. As regards the asymptotics for $B^{\prime}$, we differentiate the expression (3.31) using the differentiation formula (2.11).

Finally, part (iii) follows immediately using the explicit expression of $B(t)=\omega\left(-t^{2}\right), t>1$.
By mean of the asymptotics of $B$ we obtain the following uniform asymptotics for $\psi$.
Lemma 3. Let the function $\psi$ defined in (3.27). Then there holds

$$
\begin{equation*}
\psi \sim|x|^{-\frac{n+\alpha-2}{2}}, \text { in } \mathbb{R}_{+}^{n} \tag{3.38}
\end{equation*}
$$

Moreover, for $\alpha \in(-1,0]$, there holds

$$
|\nabla \psi| \sim|x|^{-\frac{n+\alpha}{2}}, \text { in } \mathbb{R}_{+}^{n} \text {. }
$$

If $\alpha \in(0,1)$, then there holds

$$
|\nabla \psi| \sim|x|^{-\frac{n-\alpha}{2}} x_{n}^{-\alpha}, \text { in } \mathbb{R}_{+}^{n} .
$$

Proof. The asymptotics for $\psi$ follows immediately by the asymptotics of $B$.
As regards the asymptotic behaviour of $|\nabla \psi|$, let us first note that utilizing (3.27) we obtain $\nabla \psi \cdot x+$ $\frac{n-2+\alpha}{2} \psi=0$. This immediately yields $|\nabla \psi| \geq c|x|^{-\frac{n+\alpha}{2}}$ in $\mathbb{R}_{+}^{n}$. In particular $|\nabla \psi|$ is strictly positive.

Retaining the abbreviations $\gamma=\frac{2-\alpha-b}{2}, k=\frac{n-b}{2}$ we have

$$
\begin{aligned}
|\nabla \psi|^{2} & =\gamma(\gamma-2 k)|x|^{2 \gamma-2}\left|x^{\prime}\right|^{-2 k} B^{2}(t)+|x|^{2 \gamma}\left|x^{\prime}\right|^{-2 k-2} B^{\prime 2}(t)+|x|^{2 \gamma}\left|x^{\prime}\right|^{-2 k-2}\left[k B(t)+t B^{\prime}(t)\right]^{2} \\
& =T_{1}+T_{2}+T_{3}, \quad \text { where } t=x_{n} /\left|x^{\prime}\right|
\end{aligned}
$$

The asymptotic of $B$ yields immediately $T_{1} \sim|x|^{-(n+\alpha)}$. Similarly, the asymptotic of $B^{\prime}$ yields immediately $T_{2} \sim|x|^{\alpha-n} x_{n}^{-2 \alpha}$. Regarding the term $T_{3}$, instead of using separately the asymptotic of $B$ and $B^{\prime}$ we have to use the part (iii) of Lemma 2. Then we have $T_{3} \sim|x|^{-(n+\alpha)}$. The result follows combining the estimates for the terms $T_{1}, T_{2}, T_{3}$.

An immediate calculation shows that $\psi$ satisfies the Euler Lagrange equations

$$
\begin{cases}\operatorname{div}\left(x_{n}^{\alpha} \nabla \psi\right)+\frac{(\alpha+b-2)^{2}}{} \frac{x_{n}^{\alpha} \psi}{|x|^{2}}=0, & \text { in } \mathbb{R}_{+}^{n},  \tag{3.39}\\ \lim _{x_{n} \rightarrow 0^{+}} x_{n}^{\alpha} \frac{\partial \psi\left(x^{\prime}, x_{n}\right)}{\partial x_{n}}=-K(n, \alpha, b) \frac{\psi}{\left|x^{\prime}\right|^{1-\alpha}}, & \text { on } \partial \mathbb{R}_{+}^{n} \backslash\{0\}\end{cases}
$$

We are now ready to proceed with the
Proof of Theorem 1. By approximation it suffices to prove (3.25) for all $u \in C_{0}^{\infty}\left(\mathbb{R}^{n} \backslash\{0\}\right)$. Then following the approach in [25], we expand the square and integrate by parts, to get

$$
\begin{align*}
& \int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|\nabla u-\frac{\nabla \psi}{\psi} u\right|^{2} \mathrm{~d} x=\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x+\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}|\nabla \psi|^{2}\left(\frac{u}{\psi}\right)^{2} \mathrm{~d} x-\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha} \nabla u^{2} \cdot \frac{\nabla \psi}{\psi} \mathrm{~d} x= \\
& \int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x+\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}|\nabla \psi|^{2}\left(\frac{u}{\psi}\right)^{2} \mathrm{~d} x+\int_{\mathbb{R}_{+}^{n}} u^{2} \operatorname{div}\left(x_{n}^{\alpha} \frac{\nabla \psi}{\psi}\right) \mathrm{d} x+\int_{\partial \mathbb{R}_{+}^{n}} \lim _{n} \rightarrow \frac{x_{n}^{\alpha} u^{2}}{\psi} \frac{\partial \psi\left(x^{\prime}, x_{n}\right)}{\partial x_{n}} \mathrm{~d} x^{\prime} \\
& =\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x-K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n}} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}-\frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n}} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x . \tag{3.40}
\end{align*}
$$

In the last equation we used equations (3.39). Notice that on supp $u, \psi$ does not vanish, so the function $u / \psi$ is well defined. Actually $u / \psi \in C_{0}^{\infty}\left(\overline{\mathbb{R}_{+}^{n}} \backslash\{0\}\right)$.

It remains to verify the optimality of the constant $K(n, \alpha, b)$. To this end, we define for a function $u \in D^{1,2}\left(\mathbb{R}_{+}^{n}, x_{n}^{\alpha} \mathrm{d} x\right)$ the quotient

$$
Q[u]:=\frac{\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x-\frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n}} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x}{\int_{\partial \mathbb{R}_{+}^{n}} \frac{u^{2}}{\left|x^{1}\right|^{1-\alpha}} \mathrm{d} x^{\prime}}=\frac{Q_{1}[u]}{Q_{2}[u]} .
$$

We will show that there exist functions $u_{\epsilon} \in D^{1,2}\left(\mathbb{R}_{+}^{n}, x_{n}^{\alpha} \mathrm{d} x\right)$ such that $\lim _{\epsilon \rightarrow 0^{+}} Q\left[u_{\epsilon}\right]=K(n, \alpha, b)$.
Let $\delta>0$ and $\eta \in C_{0}^{1}\left(\mathrm{C}_{2 \delta}\right)$, such that $\eta \equiv 1$ in $\mathrm{C}_{\delta}$. We define

$$
u_{\epsilon}\left(x^{\prime}, x_{n}\right)= \begin{cases}\eta(x) \psi\left(x^{\prime}, x_{n}\right), & x_{n} \geq \epsilon \\ \eta(x) \psi\left(x^{\prime}, \epsilon\right), & 0 \leq x_{n} \leq \epsilon\end{cases}
$$

In the sequel we will make some computations to derive an estimate of $Q\left[u_{\epsilon}\right]$. To this aim we abbreviate $k=\frac{n-b}{2}, \gamma=\frac{2-\alpha-b}{2}$. We start with the denominator $Q_{2}\left[u_{\epsilon}\right]$.

$$
\begin{align*}
Q_{2}\left[u_{\epsilon}\right] & =\int_{B_{\delta}^{\prime}} \frac{\eta^{2}\left(x^{\prime}, 0\right) \psi^{2}\left(x^{\prime}, \epsilon\right)}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}+\int_{B_{2 \delta}^{\prime} \backslash B_{\delta}^{\prime}} \frac{\eta^{2}\left(x^{\prime}, 0\right) \psi^{2}\left(x^{\prime}, \epsilon\right)}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}=\int_{0}^{\delta} \int_{\partial B_{r}^{\prime}} \frac{\psi^{2}\left(x^{\prime}, \epsilon\right)}{r^{1-\alpha}} \mathrm{d} \sigma\left(x^{\prime}\right) \mathrm{d} r+O(1) \\
& =\omega_{n} \int_{0}^{\delta}\left(1+\frac{\epsilon^{2}}{r^{2}}\right)^{\gamma} B^{2}\left(\frac{\epsilon}{r}\right) \frac{1}{r} \mathrm{~d} r+O(1)=\omega_{n} \int_{\epsilon / \delta}^{\infty}\left(1+s^{2}\right)^{\gamma} B^{2}(s) \frac{1}{s} \mathrm{~d} s+O(1), \tag{3.41}
\end{align*}
$$

as $\epsilon \rightarrow 0$. As regards the numerator $Q_{1}\left[u_{\epsilon}\right]$, taking into account the specific structure of $u_{\epsilon}$ we obtain

$$
\begin{align*}
Q_{1}\left[u_{\epsilon}\right] & =\int_{\left\{0 \leq x_{n} \leq \epsilon,\left|x^{\prime}\right|<2 \delta\right\}} x_{n}^{\alpha}\left|\nabla u_{\epsilon}\right|^{2}-\gamma^{2} \frac{x_{n}^{\alpha} u_{\epsilon}^{2}}{|x|^{2}} \mathrm{~d} x+\int_{\left\{\epsilon \leq x_{n} \leq \delta,\left|x^{\prime}\right|<2 \delta\right\}} x_{n}^{\alpha}\left|\nabla u_{\epsilon}\right|^{2}-\gamma^{2} \frac{x_{n}^{\alpha} u_{\epsilon}^{2}}{|x|^{2}} \mathrm{~d} x \\
& =\int_{\left\{\epsilon \leq x_{n} \leq \delta,\left|x^{\prime}\right|<\delta\right\}} x_{n}^{\alpha}|\nabla \psi|^{2}-\gamma^{2} \frac{x_{n}^{\alpha} \psi^{2}}{|x|^{2}} \mathrm{~d} x+O(1) \text { as } \epsilon \rightarrow 0 . \tag{3.42}
\end{align*}
$$

Here we used Lemma 3 together with the estimate

$$
\begin{aligned}
& \int_{0}^{\epsilon} \int_{\left|x^{\prime}\right| \leq \delta} \frac{x_{n}^{\alpha}}{\left(\left|x^{\prime}\right|^{2}+\epsilon^{2}\right)^{\frac{n+\alpha}{2}}} \mathrm{~d} x^{\prime} \mathrm{d} x_{n}=\left(\int_{0}^{\epsilon} x_{n}^{\alpha} \mathrm{d} x_{n}\right)\left(\int_{0}^{\delta} \int_{\partial B_{r}^{\prime}} \frac{1}{\left(\left|x^{\prime}\right|^{2}+\epsilon^{2}\right)^{\frac{n+\alpha}{2}}} \mathrm{~d} \sigma\left(x^{\prime}\right) \mathrm{d} r\right) \leq \\
& \frac{\epsilon^{\alpha+1}}{\alpha+1} 2^{\frac{n+\alpha}{2}} \omega_{n} \int_{0}^{\delta} \frac{1}{(r+\epsilon)^{2+\alpha}} \mathrm{d} r=\frac{\epsilon^{\alpha+1}}{(\alpha+1)^{2}}\left(\frac{1}{\epsilon^{\alpha+1}}-\frac{1}{(\delta+\epsilon)^{\alpha+1}}\right)=O(1), \text { as } \epsilon \rightarrow 0 .
\end{aligned}
$$

In view of (3.27), the integral term in the right hand side of (3.42) equals to

$$
\begin{align*}
& \quad \int_{\left\{\epsilon \leq x_{n} \leq \delta,\left|x^{\prime}\right|<\delta\right\}} x_{n}^{\alpha}|\nabla \psi|^{2}-\gamma^{2} \frac{x_{n}^{\alpha} \psi^{2}}{|x|^{2}} \mathrm{~d} x=\int_{\epsilon}^{\delta} \int_{0}^{\delta} \int_{\partial B_{r}^{\prime}} x_{n}^{\alpha}\left(|\nabla \psi|^{2}-\gamma^{2} \frac{\psi^{2}}{|x|^{2}}\right) \mathrm{d} \sigma\left(x^{\prime}\right) \mathrm{d} r \mathrm{~d} x_{n}=\omega_{n} \int_{\epsilon}^{\delta} \int_{0}^{\delta} \frac{x_{n}^{\alpha}}{r^{\alpha+2}} \times \\
& \times\left(1+\frac{x_{n}^{2}}{r^{2}}\right)^{\gamma}\left(\left(k-2 \gamma\left(1+\frac{x_{n}}{r}\right)^{-1}\right) k B^{2}\left(\frac{x_{n}}{r}\right)+\left(1+\frac{x_{n}^{2}}{r^{2}}\right) B^{\prime 2}\left(\frac{x_{n}}{r}\right)+2 k \frac{x_{n}}{r} B\left(\frac{x_{n}}{r}\right) B^{\prime}\left(\frac{x_{n}}{r}\right)\right) \mathrm{d} r \mathrm{~d} x_{n} \\
& =\omega_{n} \int_{\epsilon}^{\delta} \frac{1}{x_{n}} \int_{x_{n} / \delta}^{\infty} s^{\alpha}\left(1+s^{2}\right)^{\gamma}\left(k^{2} B^{2}(s)-2 \gamma k\left(1+s^{2}\right)^{-1} B^{2}(s)+\left(1+s^{2}\right) B^{\prime 2}(s)+2 k s B(s) B^{\prime}(s)\right) \mathrm{d} s \mathrm{~d} x_{n} . \tag{3.43}
\end{align*}
$$

In the last equality we used the change of variable $r=x_{n} / s$. Note that the inner integral is finite since the integrand is of order $O\left(s^{-n}\right)$, as $s \rightarrow \infty$. This can be seen grouping the terms and taking into account part (iii) of Lemma 2.

Let us first consider the case where $n \neq 3$. To compute the inner integral containing the factors $B B^{\prime}$, we make partial integration and take into account (3.33) to obtain

$$
\begin{align*}
& \int_{x_{n} / \delta}^{\infty} s^{\alpha+1}\left(1+s^{2}\right)^{\gamma} B(s) B^{\prime}(s) \mathrm{d} s=\frac{1}{2} \int_{x_{n} / \delta}^{\infty} s^{\alpha+1}\left(1+s^{2}\right)^{\gamma}\left(B^{2}(s)\right)^{\prime} \mathrm{d} s \\
& =-\frac{(\alpha+1)}{2} \int_{x_{n} / \delta}^{\infty} s^{\alpha}\left(1+s^{2}\right)^{\gamma} B^{2}(s) \mathrm{d} s-\gamma \int_{x_{n} / \delta}^{\infty} s^{\alpha+2}\left(1+s^{2}\right)^{\gamma-1} B^{2}(s) \mathrm{d} s \\
& -\frac{1}{2}\left[s^{\alpha+1}\left(1+s^{2}\right)^{\gamma} B^{2}(s)\right]_{s=\frac{x_{n}}{\delta}}, \tag{3.44}
\end{align*}
$$

As regards the inner integral in (3.43) containing the factor $B^{\prime 2}$, an integration by parts together with (3.29), (3.33) yields

$$
\begin{align*}
& \int_{x_{n} / \delta}^{\infty} s^{\alpha}\left(1+s^{2}\right)^{\gamma+1} B^{\prime 2}(s) \mathrm{d} s=-\int_{x_{n} / \delta}^{\infty}\left(s^{\alpha}\left(1+s^{2}\right)^{\gamma+1} B^{\prime}(s)\right)^{\prime} B(s) \mathrm{d} s+\left[s^{\alpha}\left(1+s^{2}\right)^{\gamma+1} B^{\prime}(s) B(s)\right]_{s=\frac{x_{n}}{\delta}}^{\infty} \\
& =\frac{6-n-b}{2} \frac{n-b}{2} \int_{x_{n} / \delta}^{\infty} s^{\alpha}\left(1+s^{2}\right)^{\gamma} B^{2}(s) \mathrm{d} s-\left[s^{\alpha}\left(1+s^{2}\right)^{\gamma+1} B^{\prime}(s) B(s)\right]_{s=\frac{x_{n}}{\delta}} . \tag{3.45}
\end{align*}
$$

Substitute now the estimates (3.44), (3.45) to (3.43) to get

$$
Q_{1}\left[u_{\epsilon}\right]=-\omega_{n} \int_{\epsilon}^{\delta} \frac{1}{x_{n}}\left[s^{\alpha}\left(1+s^{2}\right)^{\gamma} B(s)\left[B^{\prime}(s)+s\left(s B^{\prime}(s)+k B(s)\right)\right]_{s=\frac{x_{n}}{\delta}} \mathrm{~d} x_{n}+O(1) \text {, as } \epsilon \rightarrow 0\right.
$$

and then we make the change of variable $t=\frac{x_{n}}{\delta}$, to conclude

$$
\begin{equation*}
Q_{1}\left[u_{\epsilon}\right]=-\omega_{n} \int_{\epsilon / \delta}^{1} t^{\alpha-1}\left(1+t^{2}\right)^{\gamma} B(t)\left[B^{\prime}(t)+t\left(t B^{\prime}(t)+k B(t)\right)\right] \mathrm{d} t+O(1), \text { as } \epsilon \rightarrow 0 \tag{3.46}
\end{equation*}
$$

In the case where $n=3$, the integrands in the left hand side of (3.44), (3.45) are not summable in the neighbourhood of $\infty$. To overcome this problem we may use the same procedure to derive estimates (3.44) - (3.45) with $\int_{x_{n} / \delta}^{R} \mathrm{~d} s$ instead of $\int_{x_{n} / \delta}^{\infty} \mathrm{d} s$ and then we let $R \rightarrow \infty$, obtaining again (3.46). Notice also that taking the limit $R \rightarrow \infty$, we have to use the part (iii) of Lemma 2 to show that $\lim _{R \rightarrow \infty}\left(R^{\alpha}\left(1+R^{2}\right)^{\gamma} B(R)\left[B^{\prime}(R)+R\left(R B^{\prime}(R)+k B(R)\right)\right]\right)=0$.

Finally, gathering estimates (3.41) and (3.46), then using L'Hôpital's rule and taking into account (3.28b) and Lemma 2(i) we obtain

$$
\begin{aligned}
\lim _{\epsilon \rightarrow 0} Q\left[u_{\epsilon}\right] & =\lim _{\epsilon \rightarrow 0} \frac{-\omega_{n} \int_{\epsilon / \delta}^{1} s^{\alpha-1}\left(1+s^{2}\right)^{\gamma} B(s)\left[B^{\prime}(s)+s\left(s B^{\prime}(s)+k B(s)\right)\right] \mathrm{d} s+O(1)}{\omega_{n} \int_{\epsilon / \delta}^{\infty}\left(1+s^{2}\right)^{\gamma} B^{2}(s) \frac{1}{s} \mathrm{~d} s+O(1)} \\
& =\lim _{t \rightarrow 0} \frac{-t^{\alpha}\left(1+t^{2}\right) B^{\prime}(t)}{B(t)}-k t^{\alpha+1}=K(n, \alpha, b) .
\end{aligned}
$$

### 3.3 On the non improvement in $\mathbb{R}_{+}^{n}$

Here we will show that (3.25) cannot be improved in the sense that there are no constant $C>0$, nontrivial potential $V \geq 0$ and exponent $p>0$ such that the following inequality holds
$C\left(\int_{\mathbb{R}_{+}^{n}} V(x)|u(x)|^{p} \mathrm{~d} x\right)^{2 / p} \leq \int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x-K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n}} \frac{u^{2}\left(x^{\prime}, 0\right)}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}-\frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n}} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x$,
for all $u \in D^{1,2}\left(\mathbb{R}_{+}^{n}, x_{n}^{\alpha} \mathrm{d} x\right)$. It is sufficient to show that there exist functions $u_{\varepsilon} \in D^{1,2}\left(\mathbb{R}_{+}^{n}, x_{n}^{\alpha} \mathrm{d} x\right)$, such that

$$
\left.\frac{\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|\nabla u_{\varepsilon}\right|^{2} \mathrm{~d} x-K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n}} \frac{u_{\varepsilon}^{2}\left(x^{\prime}, 0\right)}{\left.\left|x^{\prime}\right|\right|^{1-\alpha}}}{} \mathrm{d} x^{\prime}-\frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n}} \frac{x_{n}^{\alpha} u_{\varepsilon}^{2}}{|x|^{2}} \mathrm{~d} x\right] 0, \text { as } \varepsilon \rightarrow 0
$$

To this aim we define for any $\varepsilon>0$ the function

$$
u_{\varepsilon}(x)= \begin{cases}\psi(x)|x|^{\varepsilon / 2}, & |x| \leq 1 \\ \psi(x)|x|^{-\varepsilon / 2}, & |x| \geq 1\end{cases}
$$

where $\psi$ is defined in (3.27). Now we make integration by parts in the domains $\mathbb{R}_{+}^{n} \cap B_{1}, \mathbb{R}_{+}^{n} \cap\left(B_{R} \backslash B_{1}\right)$, where $R>1$, then send $R \rightarrow \infty$ taking into account that $\nabla u_{\varepsilon}(x) \cdot x=\frac{2-n-\alpha-\varepsilon}{2} u_{\varepsilon}(x)$, the relations (3.38), (3.39) together with the estimate

$$
\int_{\mathbb{R}_{+}^{n} \cap \partial B_{R}} x_{n}^{\alpha} u_{\varepsilon}\left(\nabla u_{\varepsilon}(x) \cdot \frac{x}{|x|}\right) \mathrm{d} \sigma=\frac{2-n-\alpha-\varepsilon}{2 R} \int_{\mathbb{R}_{+}^{n} \cap \partial B_{R}} x_{n}^{\alpha} u_{\varepsilon}^{2} \mathrm{~d} \sigma(x) \leq c(n, \alpha) R^{-\varepsilon} \xrightarrow{R \rightarrow \infty} 0,
$$

to obtain

$$
\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|\nabla u_{\varepsilon}\right|^{2} \mathrm{~d} x=K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n}} \frac{u_{\varepsilon}^{2}\left(x^{\prime}, 0\right)}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}+\left[\frac{(\alpha+b-2)^{2}}{4}-\frac{\varepsilon^{2}}{2}\right] \int_{\mathbb{R}_{+}^{n}} \frac{x_{n}^{\alpha} u_{\varepsilon}^{2}}{|x|^{2}} \mathrm{~d} x+\varepsilon \int_{\partial B_{1} \cap \mathbb{R}_{+}^{n}} x_{n}^{\alpha} \psi^{2} \mathrm{~d} \sigma
$$

Here $\mathrm{d} \sigma$ stands for the $(n-1)$-dimensional Lebesgue measure over the corresponding spheres $\partial B_{R}=$ $\left\{x \in \mathbb{R}^{n}:|x|=R\right\}$ or $\partial B_{1}=\left\{x \in \mathbb{R}^{n}:|x|=1\right\}$. Then, letting $\varepsilon \rightarrow 0$, we get

$$
\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|\nabla u_{\varepsilon}\right|^{2} \mathrm{~d} x-K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n}} \frac{u_{\varepsilon}^{2}\left(x^{\prime}, 0\right)}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}-\frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n}} \frac{x_{n}^{\alpha} u_{\varepsilon}^{2}}{|x|^{2}} \mathrm{~d} x \longrightarrow 0
$$

## Chapter 4

## Improving interpolated Hardy and trace Hardy inequalities on bounded domains

This chapter is devoted to establish improvements of (1.14), by adding several types of remainder terms. In particular we will give the proofs of Theorems II-V and then we will derive certain extensions of these results.

Retaining the notation introduced in the previous chapter, let us fix some extra notation, that will be used in the proofs. We denote by $B_{r}$ the ball with radius $r$ in $\mathbb{R}^{n}$, that is $B_{r}=\left\{x \in \mathbb{R}^{n}:|x|<r\right\}$ and we abbreviate $B_{r}^{+}=B_{r} \cap \mathbb{R}_{+}^{n}$. Let us also define the spherical surfaces $\partial B_{r}, \mathbb{S}_{+}^{n-1}$, by

$$
\begin{aligned}
\partial B_{r} & =\left\{x \in \mathbb{R}^{n}:|x|=r\right\} \\
\mathbb{S}_{+}^{n-1} & =\left\{\theta=\left(\theta^{\prime}, \theta_{n}\right), \theta^{\prime} \in \mathbb{R}^{n-1}, \theta_{n}>0:|\theta|=1\right\}
\end{aligned}
$$

Moreover, $\int_{\partial B_{r} \cap \mathbb{R}_{+}^{n}} u \mathrm{~d} \sigma(x), \int_{\mathbb{S}_{+}^{n-1}} u \mathrm{~d} \sigma$ denotes the $(n-1)$-dimensional Lebesgue integration of the function $u$ over $\partial B_{r} \cap \mathbb{R}_{+}^{n}$ and $\mathbb{S}_{+}^{n-1}$, respectively.

Moreover, for any point $\theta \in \mathbb{S}_{+}^{n-1}$ we set $\varphi=\varphi(\theta)=\arccos \theta_{n}, \varphi \in[0, \pi / 2]$. Notice that $\cos \varphi$ equals to the distance from the point $\theta$ to $\partial \mathbb{R}_{+}^{n}$.

### 4.1 Sobolev remainder term

We start with Theorem II :
Theorem 2. Let $\alpha \in(-1,1), 2-\alpha \leq b<n$ and $U$ be a bounded domain in $\mathbb{R}^{n}$. Then there exists $a$ constant $c>0$, depending only on $n$ and $\alpha$, such that

$$
\begin{align*}
K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}+ & \frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x+c\left(\int_{\mathbb{R}_{+}^{n} \cap U} X^{\frac{2 n-2+\alpha}{n-2+\alpha}}|u|^{\frac{2 n}{n-2+\alpha}} \mathrm{d} x\right)^{\frac{n-2+\alpha}{n}} \\
& \leq \int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x, \quad \forall u \in C_{0}^{\infty}(U) \tag{4.1}
\end{align*}
$$

where $X=X(|x| / d), X(\vartheta)=(1-\ln \vartheta)^{-1}, 0<\vartheta \leq 1, d=\sup _{x \in \mathbb{R}_{+}^{n} \cap U}|x|$. Moreover the exponent $\frac{2 n-2+\alpha}{n-2+\alpha}$ of the weight function cannot be improved.
proof of Theorem 2. By standard approximation, it suffices to prove the result for $u \in C_{0}^{\infty}(U \backslash\{0\})$. Indeed, let $\epsilon>0$, and consider the functions $u_{\epsilon}=u \eta_{\epsilon}$, where $u \in C_{0}^{\infty}(U), \eta_{\epsilon} \in C_{0}^{\infty}\left(\mathbb{R}^{n} \backslash\{0\}\right), \eta_{\epsilon}(x)=1$, for $|x| \geq 1$ and $\left|\nabla \eta_{\epsilon}\right| \leq c / \epsilon$. Then, by the Lebesgue dominated theorem, we have

$$
\begin{equation*}
\int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u_{\epsilon}^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime} \rightarrow \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime} \quad \text { and } \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} u_{\epsilon}^{2}}{|x|^{2}} \mathrm{~d} x \rightarrow \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} u^{2} \mathrm{~d} x}{|x|^{2}} \text {, as } \epsilon \rightarrow 0 \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\mathbb{R}_{+}^{n} \cap U} X^{\frac{2 n-2+\alpha}{n-2+\alpha}}\left|u_{\epsilon}\right|^{\frac{2 n}{n-2+\alpha}} \mathrm{d} x \rightarrow \int_{\mathbb{R}_{+}^{n} \cap U} X^{\frac{2 n-2+\alpha}{n-2+\alpha}}|u|^{\frac{2 n}{n-2+\alpha}} \mathrm{d} x, \text { as } \epsilon \rightarrow 0 . \tag{4.3}
\end{equation*}
$$

Similarly we have

$$
\int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha} \eta_{\epsilon}^{2}|\nabla u|^{2} \mathrm{~d} x \rightarrow \int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x, \text { as } \epsilon \rightarrow 0 .
$$

Moreover, taking into account $\left|\nabla \eta_{\epsilon}\right| \leq c / \epsilon$, we get

$$
\int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}\left|\nabla \eta_{\epsilon}\right|^{2} u^{2} \mathrm{~d} x \leq c \epsilon^{n-2+\alpha} \rightarrow 0, \text { as } \epsilon \rightarrow 0
$$

hence

$$
\begin{equation*}
\int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}\left|\nabla u_{\epsilon}\right|^{2} \mathrm{~d} x \rightarrow \int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x, \text { as } \epsilon \rightarrow 0 . \tag{4.4}
\end{equation*}
$$

Gathering (4.2), (4.3), (4.4) we conclude that it suffices to prove the result for $u \in C_{0}^{\infty}(U \backslash\{0\})$.
As in the proof of Theorem 1, we expand the square and integrate by parts to obtain

$$
\begin{aligned}
& \int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}\left|\nabla u-\frac{\nabla \psi}{\psi} u\right|^{2} \mathrm{~d} x=\int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x+x_{n}^{\alpha}|\nabla \psi|^{2}\left(\frac{u}{\psi}\right)^{2} \mathrm{~d} x-x_{n}^{\alpha} \nabla u^{2} \cdot \frac{\nabla \psi}{\psi} \mathrm{~d} x= \\
& \int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x+\int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla \psi|^{2}\left(\frac{u}{\psi}\right)^{2} \mathrm{~d} x+\int_{\mathbb{R}_{+}^{n} \cap U} u^{2} d i v\left(x_{n}^{\alpha} \frac{\nabla \psi}{\psi}\right) \mathrm{d} x \\
& +\int_{\partial \mathbb{R}_{+}^{n} \cap U} \lim _{x_{n} \rightarrow 0^{+}} x_{n}^{\alpha} \frac{\partial \psi\left(x^{\prime}, x_{n}\right)}{\partial x_{n}} \frac{u^{2}}{\psi} \mathrm{~d} x^{\prime}=\int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x-K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime} \\
& -\frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x .
\end{aligned}
$$

In the last equation we used equations (3.39). Notice also that on supp $u$, the function $\psi$ is uniformly bounded by some positive constant hence the function $u / \psi$ is well defined. Actually $u / \psi \in C_{0}^{\infty}\left(\overline{\mathbb{R}_{+}^{n}} \cap U \backslash\right.$ \{0\}).

We have arrived at the following equality
$K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}+\frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x+\int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}\left|\nabla \frac{u}{\psi}\right|^{2} \psi^{2} \mathrm{~d} x=\int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x$.

The third term in the left hand side yields the correction term in (4.1). More precisely, we have to show that there exists a positive constant $C=C(\alpha, n)$ such that for all $u \in C_{0}^{\infty}(U \backslash\{0\})$ there holds

$$
\begin{equation*}
C\left(\int_{\mathbb{R}_{+}^{n} \cap U} X^{\frac{2 n-2+\alpha}{n-2+\alpha}}|u|^{\frac{2 n}{n-2+\alpha}} \mathrm{d} x\right)^{\frac{n-2+\alpha}{n}} \leq \int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}\left|\nabla \frac{u}{\psi}\right|^{2} \psi^{2} \mathrm{~d} x \tag{4.6}
\end{equation*}
$$

Note that $U \subseteq B$, where we denote by $B$ the ball $B=\left\{x \in \mathbb{R}^{n}:|x| \leq d\right\}$. Moreover, taking into account that $\psi \sim|x|^{-\frac{n-2+\alpha}{2}}$ in $\mathbb{R}_{+}^{n}(\mathrm{cf}$. (3.38)) and making the substitution $u=v \psi$, we conclude that (4.6) will follow after establishing the following inequality

$$
\begin{equation*}
c\left(\int_{\mathbb{R}_{+}^{n} \cap B} \frac{X^{\frac{2 n-2+\alpha}{n-2+\alpha}}|v|^{\frac{2 n}{n-2+\alpha}}}{|x|^{n}} \mathrm{~d} x\right)^{\frac{n-2+\alpha}{n}} \leq \int_{\mathbb{R}_{+}^{n} \cap B} \frac{x_{n}^{\alpha}|\nabla v|^{2}}{|x|^{n-2+\alpha}} \mathrm{d} x, \quad \forall v \in C_{0}^{\infty}(B) \tag{4.7}
\end{equation*}
$$

for some constant $c=c(n, \alpha)>0$. Thus it is sufficient to prove inequality (4.7). To this aim we consider the minimization problem

$$
c_{n, \alpha}=\inf _{\substack{v \in C_{0}^{\infty}(B) \\ v \neq 0}} I[v], \text { where } I[v]=\frac{\int_{\mathbb{R}_{+}^{n} \cap B} \frac{x_{n}^{\alpha}}{|x|^{n-2+\alpha}}|\nabla v|^{2} \mathrm{~d} x}{\left(\int_{\mathbb{R}_{+}^{n} \cap B} \frac{X^{\frac{2 n-2+\alpha}{n-2+\alpha}}\left(\frac{|x|}{d}\right)}{|x|^{n}}|v|^{\frac{2 n}{n-2+\alpha}} \mathrm{d} x\right)^{\frac{n-2+\alpha}{n}}}=\frac{I_{1}[v]}{I_{2}[v]}
$$

Inspired by an idea in [3], we will relate the constant $c_{n, \alpha}$ with the weighted Sobolev constant $S_{n, \alpha}$, depending only on $n$ and $\alpha$, which is defined by

We express the numerator of the quotient $Q[v]$ in terms of polar coordinates, writing $v(x)=v(r, \theta)$, where

$$
r=|x|, \quad \theta=\frac{x}{|x|} \in \mathbb{S}_{+}^{n-1}
$$

Then we make the change of $r$-variable, setting

$$
t=r^{2-n-\alpha} \quad \text { and } \quad v(r, \theta)=h(t, \theta)
$$

thus

$$
\mathrm{d} r=-\frac{r^{n-1+\alpha}}{(n-2+\alpha)} \mathrm{d} t, \quad v_{r}=-\frac{(n-2+\alpha)}{r^{n-1+\alpha}} h_{t}, \quad r=t^{-\frac{1}{(n-2+\alpha)}}
$$

Therefore we have

$$
\begin{align*}
& Q_{1}[v]=\int_{\mathbb{R}_{+}^{n} \cap B_{1}} x_{n}^{\alpha}|\nabla v(x)|^{2} \mathrm{~d} x=\int_{0}^{1} \int_{\partial B_{r} \cap \mathbb{R}_{+}^{n}} x_{n}^{\alpha}|\nabla v(x)|^{2} \mathrm{~d} \sigma(x) \mathrm{d} r=\int_{0}^{1} \int_{\mathbb{S}_{+}^{n-1}} r^{n-1+\alpha} \cos ^{\alpha} \varphi|\nabla v|^{2} \mathrm{~d} \sigma \mathrm{~d} r \\
& =\int_{0}^{1} \int_{\mathbb{S}_{+}^{n-1}} r^{n-1+\alpha} \cos ^{\alpha} \varphi\left(v_{r}^{2}+\frac{1}{r^{2}}\left|\nabla_{\theta} v\right|^{2}\right) \mathrm{d} \sigma \mathrm{~d} r \\
& =\int_{0}^{1} \int_{\mathbb{S}_{+}^{n-1}} r^{n-1+\alpha} \cos ^{\alpha} \varphi\left(\frac{(n-2+\alpha)^{2}}{r^{2(n-1+\alpha)}} h_{t}^{2}+\frac{1}{r^{2}}\left|\nabla_{\theta} h\right|^{2}\right) \mathrm{d} \sigma \mathrm{~d} r \\
& =\frac{1}{(n-2+\alpha)} \int_{1}^{\infty} \int_{\mathbb{S}_{+}^{n-1}}^{\infty} r^{2(n-1+\alpha)} \cos ^{\alpha} \varphi\left(\frac{(n-2+\alpha)^{2}}{r^{2(n-1+\alpha)}} h_{t}^{2}+\frac{1}{r^{2}}\left|\nabla_{\theta} h\right|^{2}\right) \mathrm{d} \sigma \mathrm{~d} t \\
& =(n-2+\alpha) \int_{1}^{\infty} \int_{\mathbb{S}_{+}^{n-1}} \cos ^{\alpha} \varphi\left(h_{t}^{2}+(n-2+\alpha)^{-2} r^{2(n-2+\alpha)}\left|\nabla_{\theta} h\right|^{2}\right) \mathrm{d} \sigma \mathrm{~d} t \\
& =(n-2+\alpha) \int_{1}^{\infty} \int_{\mathbb{S}_{+}^{n-1}} \cos ^{\alpha} \varphi\left(h_{t}^{2}+(n-2+\alpha)^{-2} t^{-2}\left|\nabla_{\theta} h\right|^{2}\right) \mathrm{d} \sigma \mathrm{~d} t . \tag{4.9}
\end{align*}
$$

Similarly, transforming the denominator $Q_{2}[v]$, we have

$$
\begin{aligned}
Q_{2}[v] & =\left(\int_{\mathbb{R}_{+}^{n} \cap B_{1}}|v(x)|^{\frac{2 n}{n-2+\alpha}} \mathrm{d} x\right)^{\frac{n-2+\alpha}{n}}=\left(\int_{0}^{1} \int_{\partial B_{r} \cap \mathbb{R}_{+}^{n}} \left\lvert\, v(x)^{\frac{2 n}{n-2+\alpha}} \mathrm{d} \sigma(x) \mathrm{d} r\right.\right)^{\frac{n-2+\alpha}{n}} \\
& =\left(\int_{0}^{1} \int_{\mathbb{S}_{+}^{n-1}} r^{n-1}|v|^{\frac{2 n}{n-2+\alpha}} \mathrm{d} \sigma \mathrm{~d} r\right)^{\frac{n-2+\alpha}{n}} \\
& =\frac{1}{(n-2+\alpha)^{\frac{n-2+\alpha}{n}}}\left(\int_{1}^{\infty} \int_{\mathbb{S}_{+}^{n-1}}^{\infty} t^{\frac{2 n-2+\alpha}{n-2+\alpha}}|h|^{\frac{2 n}{n-2+\alpha}} \mathrm{d} \sigma \mathrm{~d} t\right)^{\frac{n-2+\alpha}{n}}
\end{aligned}
$$

Thereforewe have

$$
\begin{equation*}
(n-2+\alpha)^{\frac{2-2 n-\alpha}{n}} S_{n, \alpha}=\inf _{\substack{\left.h \in C^{\infty}((1,) \infty) \times \mathbb{S}_{+}^{n-1}\right) \\ h(1, \theta)=0}} \frac{\int_{1}^{\infty} \int_{\mathbb{S}_{+}^{n-1}} \cos ^{\alpha} \varphi\left(h_{t}^{2}+((n-2+\alpha) t)^{-2}\left|\nabla_{\theta} h\right|^{2}\right) \mathrm{d} \sigma \mathrm{~d} t}{\left(\int_{1}^{\infty} \int_{-}^{n-1} t^{-\frac{2 n-2+\alpha}{n-2+\alpha}}|h|^{\frac{2 n}{n-2+\alpha}} \mathrm{d} \sigma \mathrm{~d} t\right)^{\frac{n-2+\alpha}{n}}} \tag{4.10}
\end{equation*}
$$

Similarly, we transform the quotient $I[v]$ in terms of polar coordinates and then we make the change of
$r$-variable, setting

$$
t=\frac{1}{X(r / d)}=1-\ln \left(\frac{r}{d}\right), \quad v(r, \theta)=w(t, \theta), \quad \text { thus } \quad \mathrm{d} r=-r \mathrm{~d} t \quad \text { and } \quad v_{r}=-\frac{1}{r} w_{t} .
$$

Then for any $v \in C_{0}^{\infty}\left(B_{d}\right)$, we have

$$
\begin{aligned}
I_{1}[v] & =\int_{\mathbb{R}_{+}^{n} \cap B} \frac{x_{n}^{\alpha}|\nabla v|^{2}}{|x|^{n-2+\alpha}} \mathrm{d} x=\int_{0}^{d} \int_{\partial B_{r} \cap \mathbb{R}_{+}^{n}} \frac{x_{n}^{\alpha}|\nabla v(x)|^{2}}{r^{n-2+\alpha}} \mathrm{d} \sigma(x) \mathrm{d} r=\int_{0}^{d} \int_{\mathbb{S}_{+}^{n-1}} r \cos ^{\alpha} \varphi|\nabla v|^{2} \mathrm{~d} \sigma \mathrm{~d} r \\
& =\int_{0}^{d} \int_{\mathbb{S}_{+}^{n-1}} r \cos ^{\alpha} \varphi\left(v_{r}^{2}+\frac{1}{r^{2}}\left|\nabla_{\theta} v\right|^{2}\right) \mathrm{d} \sigma \mathrm{~d} r \\
& =\int_{0}^{d} \int_{\mathbb{S}_{+}^{n-1}} r \cos ^{\alpha} \varphi\left(\frac{1}{r^{2}} w_{t}^{2}+\frac{1}{r^{2}}\left|\nabla_{\theta} w\right|^{2}\right) \mathrm{d} \sigma \mathrm{~d} r \\
& =\int_{1}^{\infty} \int_{\mathbb{S}_{+}^{n-1}} \cos ^{\alpha} \varphi\left(w_{t}^{2}+\left|\nabla_{\theta} w\right|^{2}\right) \mathrm{d} \sigma \mathrm{~d} t
\end{aligned}
$$

Similarly for the denominator we have

$$
\begin{aligned}
I_{2}[v] & =\left(\int_{\mathbb{R}_{+}^{n} \cap B} \frac{X^{\frac{2 n-2+\alpha}{n-2+\alpha}}|v(x)|^{\frac{2 n}{n-2+\alpha}}}{|x|^{n}} \mathrm{~d} x\right)^{\frac{n-2+\alpha}{n}}=\left(\int_{0}^{d} \int_{\partial B_{r} \cap \mathbb{R}_{+}^{n}} \frac{X^{\frac{2 n-2+\alpha}{n-2+\alpha}}|v(x)|^{\frac{2 n}{n-2+\alpha}}}{r^{n}} \mathrm{~d} \sigma(x) \mathrm{d} r\right)^{\frac{n-2+\alpha}{n}} \\
& =\left(\int_{0}^{d} \int_{\mathbb{S}_{+}^{n-1}} \frac{X^{\frac{2 n-2+\alpha}{n-2+\alpha}}(r)|v|^{\frac{2 n}{n-2+\alpha}}}{r} \mathrm{~d} \sigma \mathrm{~d} r\right)^{\frac{n-2+\alpha}{n}} \\
& =\left(\int_{1}^{\infty} \int_{\mathbb{S}_{+}^{n-1}} t^{-\frac{2 n-2+\alpha}{n-2+\alpha}}|w|^{\frac{2 n}{n-2+\alpha}} \mathrm{d} \sigma \mathrm{~d} t\right)^{\frac{n-2+\alpha}{n}}
\end{aligned}
$$

Therefore we have

$$
c_{n, \alpha}=\inf _{\substack{w \in C \infty(1 n) \times)^{(1), ~}(1,-1) \\ w(1, \theta)=0}} \frac{\int_{1}^{\infty} \int_{\mathbb{S}_{+}^{n-1}} \cos ^{\alpha} \varphi\left(w_{t}^{2}+\left|\nabla_{\theta} w\right|^{2}\right) \mathrm{d} \sigma \mathrm{~d} t}{\left(\int_{1}^{\infty} \int_{\mathbb{S}_{+}^{n-1}} t^{-\frac{2 n-2+\alpha}{n-2+\alpha}}|w|^{\frac{2 n}{n-2+\alpha}} \mathrm{d} \sigma \mathrm{~d} t\right)^{\frac{n-2+\alpha}{n}}} .
$$

Then an immediate comparison yields

$$
c_{n, \alpha} \geq \tau_{n, \alpha} S_{n, \alpha}>0, \text { where } \tau_{n, \alpha}= \begin{cases}(n-2+\alpha)^{\frac{2-2 n-\alpha}{n}}, & n+\alpha \geq 3 \\ (n-2+\alpha)^{\frac{2-\alpha}{n}}, & 2<n+\alpha<3\end{cases}
$$

and the proof of the desired inequality is complete.
Next, to complete the proof of the Theorem, we will verify that the weight function $X^{\frac{2 n-2+\alpha}{n-2+\alpha}}$ cannot be replaced by a smaller power of $X$. More precisely, abbreviating $q:=\frac{2 n}{n-2+\alpha}, p:=\frac{2 n-2+\alpha}{n-2+\alpha}$, we will show that there are no constants $0<\epsilon<p, c>0$, such that the following inequality is valid

$$
\begin{aligned}
K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime} & +\frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x+c\left(\int_{\mathbb{R}_{+}^{n} \cap U} X^{p-\epsilon}|u|^{q} \mathrm{~d} x\right)^{2 / q} \\
& \leq \int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x, \quad \forall u \in C_{0}^{\infty}(U) .
\end{aligned}
$$

Note also that it suffices to prove the claim, only for the case $0<\epsilon<p-1$, since $X^{p-\epsilon_{0}}(\vartheta)>X^{p-\epsilon}(\vartheta)$, $\forall \epsilon_{0}>\epsilon, \vartheta \in(0,1]$.

The result will follow after showing that there exists a sequence $\left\{u_{l}\right\}_{l=0}^{\infty} \subset C_{0}^{\infty}(U)$, such that

$$
\frac{\int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}\left|\nabla u_{l}\right|^{2} \mathrm{~d} x-K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u_{l}^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}-\frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} u_{l}^{2}}{|x|^{2}} \mathrm{~d} x}{\left(\int_{\mathbb{R}_{+}^{n} \cap U} X^{p-\epsilon}\left|u_{l}\right|^{q} \mathrm{~d} x\right)^{2 / q}} \xrightarrow{m \rightarrow \infty} 0 .
$$

Notice that $U$ contains a ball $B_{r}$ centered at the origin, and without loss of generality we can assume that $r=1$. Furthermore, noting that $\psi \sim|x|^{-\frac{n+\alpha-2}{2}}$, in $\mathbb{R}_{+}^{n}$ (see (3.38)) and making the change of variable $u_{l}=v_{l} \psi$, it is sufficient to show that there exists a sequence $\left\{v_{l}\right\} \subset C_{0}^{\infty}(U \backslash\{0\})$ such that (cf. (4.5), (4.6))

$$
\begin{equation*}
J\left[v_{l}\right]:=\frac{N\left[v_{l}\right]}{D\left[v_{l}\right]}:=\frac{\int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{x}^{\alpha}\left|\nabla v_{1}\right|^{2}}{|x|^{n-2+\alpha}} \mathrm{d} x}{\left(\int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{X^{p-\epsilon}\left|v_{l}\right|^{q}}{|x|^{n}} \mathrm{~d} x\right)^{2 / q}} \longrightarrow 0, \text { as } l \rightarrow \infty . \tag{4.11}
\end{equation*}
$$

Let us recall the notation $B_{r}^{+}=B_{r} \cap \mathbb{R}_{+}^{n}$, abbreviate $V(x)=\frac{X^{p-\epsilon}}{|x|^{n}}, \quad w(x)=\frac{x_{n}^{\alpha}}{|x|^{n+\alpha-2}}$ and define the space $D_{0}^{1,2}\left(B_{1}, w(x) \mathrm{d} x\right)$ as the completion of $C_{0}^{\infty}\left(\overline{\mathbb{R}_{+}^{n}} \cap B_{1}^{+}\right)$with respect to the norm $\|v\|=$ $\left(\int_{B_{1}^{+}}|\nabla v|^{2} w(x) \mathrm{d} x\right)^{1 / 2}$. Then, by a standard approximation, it suffices to fix a sequence $\left\{v_{l}\right\} \subset D_{0}^{1,2}\left(B_{1}, w(x) \mathrm{d} x\right)$ with $\int_{B_{1}^{+}} V(x)\left|v_{l}\right|^{q} \mathrm{~d} x<\infty$, such that $J\left[v_{l}\right] \rightarrow 0$, as $l \rightarrow \infty$.

To this end, we choose $\delta$ such that $0<\epsilon<\delta<p-1$, which eventually will be sent to $\epsilon$, we set $R_{m}=e^{1-m}$ so that

$$
\frac{1}{m} \leq X(|x|) \leq 1 \Leftrightarrow R_{m} \leq|x| \leq 1, \quad m=1,2,3, \ldots
$$

and define the functions $f_{m}$ as follows

$$
f_{m}(x)=\left\{\begin{array}{ll}
X^{\frac{\delta}{q}-\frac{1}{2}}(|x|), & R_{m} \leq|x| \leq 1,  \tag{4.12}\\
m^{\frac{3}{2}-\frac{\delta}{q}} X(|x|), & |x| \leq R_{m},
\end{array} \quad \text { hence } \nabla f_{m}(x)= \begin{cases}\left(\frac{\delta}{q}-\frac{1}{2}\right) X^{\frac{\delta}{q}+\frac{1}{2}}(|x|) \frac{x}{|x|^{2}}, & R_{m}<|x| \leq 1 \\
m^{\frac{3}{2}-\frac{\delta}{q}} X^{2}(|x|) \frac{x}{|x|^{2}}, & 0<|x|<R_{m}\end{cases}\right.
$$

Then, we have

$$
D^{q / 2}\left[f_{m}\right]=\int_{B_{1}^{+} \backslash B_{R_{m}}^{+}} \frac{X^{\delta-\epsilon+1}}{|x|^{n}} \mathrm{~d} x+m^{3 q / 2-\delta} \int_{B_{R_{m}}^{+}} \frac{X^{p-\epsilon+q}}{|x|^{n}} \mathrm{~d} x=: D_{1}(m)+D_{2}(m)
$$

and

$$
N\left[f_{m}\right]=\left(\frac{\delta}{q}-\frac{1}{2}\right)^{2} \int_{B_{1}^{+} \backslash B_{R_{m}}^{+}} \frac{x_{n}^{\alpha} X^{\frac{2 \delta}{q}+1}(|x|)}{|x|^{n+\alpha}} \mathrm{d} x+m^{3-\frac{2 \delta}{q}} \int_{B_{R_{m}}^{+}} \frac{x_{n}^{\alpha} X^{4}(|x|)}{|x|^{n+\alpha}} \mathrm{d} x=: N_{1}(m)+N_{2}(m)
$$

We will next estimate the terms $D_{1}, D_{2}, N_{1}, N_{2}$, using polar coordinates . More precisely, making the change of variable

$$
t=X(r), \quad \text { thus } \quad \mathrm{d} t=\frac{X^{2}(r)}{r} \mathrm{~d} r
$$

and setting $\mathcal{C}_{n, \alpha}=\int_{\mathbb{S}_{+}^{n-1}} x_{n}^{\alpha} \mathrm{d} \sigma(x), \gamma_{n}=\int_{\mathbb{S}_{+}^{n-1}} 1 \mathrm{~d} \sigma(x)$, we have

$$
\begin{aligned}
D_{1}(m) & =\int_{\mathbb{S}_{+}^{n-1}} 1 \mathrm{~d} \sigma \int_{R_{m}}^{1} \frac{X^{\delta-\epsilon+1}(r)}{r} \mathrm{~d} r=\gamma_{n} \int_{1 / m}^{1} t^{\delta-\epsilon-1} \mathrm{~d} t=\frac{\gamma_{n}\left(1-m^{\epsilon-\delta}\right)}{\delta-\epsilon} \\
D_{2}(m) & =m^{3 q / 2-\delta} \int_{\mathbb{S}_{+}^{n-1}} 1 \mathrm{~d} \sigma \int_{0}^{R_{m}} \frac{X^{p-\epsilon+q}(r)}{r} \mathrm{~d} r=\gamma_{n} m^{3 q / 2-\delta} \int_{0}^{1 / m} t^{p-\epsilon+q-2} \mathrm{~d} t=\frac{\gamma_{n} m^{\epsilon-\delta}}{3(p-1)-\epsilon} \\
N_{1}(m) & =\left(\frac{\delta}{q}-\frac{1}{2}\right)^{2} \int_{\mathbb{S}_{+}^{n-1}} x_{n}^{\alpha} \mathrm{d} \sigma(x) \int_{R_{m}}^{1} \frac{X^{\frac{2 \delta}{q}+1}(r)}{r} \mathrm{~d} r=\mathcal{C}_{n, \alpha}\left(\frac{\delta}{q}-\frac{1}{2}\right)^{2} \int_{1 / m}^{1} t^{\frac{2 \delta}{q}-1} \mathrm{~d} t \\
& =\mathcal{C}_{n, \alpha}\left(\frac{\delta}{q}-\frac{1}{2}\right)^{2} \frac{q\left(1-m^{-2 \delta / q}\right)}{2 \delta}=\mathcal{C}_{n, \alpha}(\delta+1-p)^{2} \frac{1-m^{-2 \delta / q}}{2 q \delta} \\
N_{2}(m) & =m^{3-\frac{2 \delta}{q}} \int_{\mathbb{S}_{+}^{n-1}}^{R_{m}} x_{n}^{\alpha} \mathrm{d} \sigma(x) \int_{0} \frac{X^{4}(r)}{r} \mathrm{~d} r=\mathcal{C}_{n, \alpha} m^{3-\frac{2 \delta}{q}} \int_{0}^{1 / m} t^{2} \mathrm{~d} t=\frac{\mathcal{C}_{n, \alpha} m^{-2 \delta / q}}{3}
\end{aligned}
$$

We conclude that

$$
J\left[f_{m}\right]=\frac{\mathcal{C}_{n, \alpha}}{\gamma_{n}^{2 / q}} \frac{(\delta+1-p)^{2} \frac{1-m^{-2 \delta / q}}{2 q \delta}+\frac{m^{-2 \delta / q}}{3}}{\left(\frac{1-m^{\epsilon-\delta}}{\delta-\epsilon}+\frac{m^{\epsilon-\delta}}{3(p-1)-\epsilon}\right)^{2 / q}}
$$

We then take a sequence $\delta_{l} \searrow \epsilon$ and choose $m_{l}$ sufficiently large so that $m_{l}^{\epsilon-\delta_{l}}<1 / 2$. It follows that $J\left[f_{m_{l}}\right] \rightarrow 0$, as $l \rightarrow \infty$.

Given now a function $\eta \in C_{0}^{\infty}(U)$, which is constant, not zero, in a neighbourhood of the origin, it is straightforward to verify that the sequence $v_{l}=f_{m_{l}} \eta$, satisfies $J\left[v_{l}\right] \rightarrow 0$, as $l \rightarrow \infty$, that is the condition (4.11).

### 4.2 Infinite improvement

We proceed now with the proof of Theorem IV.
Theorem 3. Let $\alpha \in(-1,1)$, and $2-\alpha \leq b<n$. Then for all $u \in C_{0}^{\infty}(U)$ there holds

$$
\begin{align*}
K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}+\frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x & +\frac{1}{4} \sum_{i=1}^{\infty} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} X_{1}^{2} \cdots X_{i}^{2}}{|x|^{2}} u^{2} \mathrm{~d} x \\
& \leq \int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x \tag{4.13}
\end{align*}
$$

Here the constant $K(n, \alpha, b)$ is given in (1.11) and $X_{i}=X_{i}(|x| / d)$, with $d=\sup _{x \in \mathbb{R}_{+}^{n} \cap U}|x|$. For fixed $b$, the constants $\frac{1}{4}$ are optimal, that is for $k=1,2, \ldots$ there holds

$$
\frac{1}{4}=\inf _{u \in C_{0}^{\infty}(U)} \frac{\int_{U^{+}} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x-K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}-\frac{(\alpha+b-2)^{2}}{4} \int_{U^{+}} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x-\frac{1}{4} \sum_{i=1}^{k-1} \int_{U^{+}} \frac{x_{n}^{\alpha} X_{1}^{2} \ldots X_{i}^{2}}{|x|^{2}} u^{2} \mathrm{~d} x}{\int_{U^{+}} \frac{x_{n}^{\alpha} X_{1}^{2} X_{2}^{2} \cdots X_{k}^{2}}{|x|^{2}} u^{2} \mathrm{~d} x} .
$$

Moreover, for each $i=1,2, \ldots$, the logarithmic correction $X_{i}^{2}$ cannot be replaced by a smaller power of $X_{i}$.

Proof of Theorem 3. For the reader's convenience, we divide the proof in three parts. Firstly we will establish inequality (4.13), next we will verify the optimality of the coefficients $1 / 4$ of the remainder terms and finally we will prove the optimality of the powers of the logarithmic weights.

An essential role, in all three parts of the proof, will play the function $\psi_{k}$, defined by

$$
\begin{equation*}
\psi_{k}(x)=\psi(x) X_{1}^{-1 / 2}(r) X_{2}^{-1 / 2}(r) \cdots X_{k}^{-1 / 2}(r)=\psi(x) P(r), \quad r=|x|, \tag{4.14}
\end{equation*}
$$

where the function $\psi$ is defined in (3.27). It can be shown that $\psi_{k}$ satisfies the problem

$$
\left\{\begin{array}{l}
\operatorname{div}\left(x_{n}^{\alpha} \nabla \psi_{k}\right)+\frac{(\alpha+b-2)^{2}}{4} \frac{x_{n}^{\alpha} \psi_{k}}{|x|^{2}}+\frac{x_{n}^{\alpha} \psi_{k}}{4|x|^{2}} \sum_{i=1}^{k} X_{1}^{2} \cdots X_{i}^{2}=0, \quad \text { in } \mathbb{R}_{+}^{n} \cap U,  \tag{4.15a}\\
-\lim _{x_{n} \rightarrow 0^{+}} \frac{x_{n}^{\alpha} \partial \psi_{k}\left(x^{\prime}, x_{n}\right)}{\partial x_{n}}=K(n, \alpha, b) \frac{\psi_{k}\left(x^{\prime}, 0\right)}{\left|x^{\prime}\right|^{1-\alpha}}, \quad \text { on } \partial \mathbb{R}_{+}^{n} \cap U \backslash\{0\} .
\end{array}\right.
$$

Indeed, the boundary condition (4.15b) is directly checked, whereas to prove (4.15a), we will use the relation

$$
\begin{equation*}
X_{i}^{\prime}(r)=\frac{1}{r} X_{1}(r) \cdots X_{i-1}(r) X_{i}^{2}(r), i=1, \ldots, k \tag{4.16}
\end{equation*}
$$

hence

$$
\nabla P(r)=\frac{P^{\prime}(r)}{r} x=-\frac{1}{2 r^{2}} P(r)\left(\sum_{j=1}^{k} X_{1} X_{2} \cdots X_{j}\right) x
$$

Then we have $\nabla \psi_{k}=P(r) \nabla \psi-\frac{1}{2 r^{2}} \psi P(r)\left(\sum_{j=1}^{k} X_{1} X_{2} \cdots X_{j}\right) x$ hence

$$
\begin{aligned}
& \quad \Delta \psi_{k}=P(r) \Delta \psi-\frac{1}{r^{2}} P(r)\left(\sum_{j=1}^{k} X_{1} X_{2} \cdots X_{j}\right) \nabla \psi \cdot x-\frac{1}{2 r^{2}} \psi P(r)\left(\sum_{j=1}^{k}\left(\sum_{l=1}^{j} X_{1}^{2} X_{2}^{2} \cdots X_{l}^{2} X_{l+1} \cdots X_{j}\right)\right) \\
& \\
& \quad+\frac{1}{4 r^{2}} \psi P(r)\left(\sum_{j=1}^{k} X_{1} X_{2} \cdots X_{j}\right)^{2}+\frac{1}{r^{2}} \psi P(r)\left(\sum_{j=1}^{k} X_{1} X_{2} \cdots X_{j}\right)-\frac{n}{2 r^{2}} \psi P(r)\left(\sum_{j=1}^{k} X_{1} X_{2} \cdots X_{j}\right) \\
& = \\
& =P(r) \Delta \psi-\frac{P(r)}{r^{2}}\left[\left(\sum_{j=1}^{k} X_{1} X_{2} \cdots X_{j}\right)\left(\nabla \psi \cdot \mathbf{x}+\frac{n-2}{2} \psi\right)+\frac{1}{4} \psi \sum_{j=1}^{k} X_{1}^{2} X_{2}^{2} \cdots X_{j}^{2}\right] \\
&
\end{aligned}
$$

In the last equation we used that $\nabla \psi \cdot x+\frac{n+\alpha-2}{2} \psi=0$. Then it follows that

$$
\begin{aligned}
& \operatorname{div}\left(x_{n}^{\alpha} \nabla \psi_{k}\right)+\frac{(\alpha+b-2)^{2}}{4} \frac{x_{n}^{\alpha} \psi_{k}}{|x|^{2}}+\frac{x_{n}^{\alpha} \psi_{k}}{4|x|^{2}} \sum_{i=1}^{k} X_{1}^{2} \cdots X_{i}^{2} \\
& =x_{n}^{\alpha} P(r) \Delta \psi-\frac{\alpha}{r} x_{n}^{\alpha} \psi P^{\prime}(r)+\alpha x_{n}^{\alpha-1} \psi \frac{\partial P}{\partial x_{n}}+\alpha x_{n}^{\alpha-1} P(r) \frac{\partial \psi}{\partial x_{n}}+\frac{(\alpha+b-2)^{2}}{4} \frac{x_{n}^{\alpha} \psi}{|x|^{2}} P(r) \\
& =P(r)\left(x_{n}^{\alpha} \Delta \psi+\alpha x_{n}^{\alpha-1} \frac{\partial \psi}{\partial x_{n}}+\frac{(\alpha+b-2)^{2}}{4} \frac{x_{n}^{\alpha} \psi}{|x|^{2}}\right)-\frac{\alpha}{r} x_{n}^{\alpha} \psi P^{\prime}(r)+\frac{\alpha}{r} x_{n}^{\alpha} \psi P^{\prime}(r)=0 .
\end{aligned}
$$

Part I: Derivation of the estimate (4.13). By standard approximation, it suffices to prove the result for $u \in C_{0}^{\infty}(U \backslash\{0\})$. Indeed, let $\epsilon>0, \mathrm{C}_{\epsilon}=\left\{x \in \mathbb{R}^{n}: \epsilon<|x|<1-\epsilon\right\}$ and consider the functions $u_{\epsilon}=u \eta_{\epsilon}$, where $u \in C_{0}^{\infty}(U), \eta_{\epsilon} \in C_{0}^{\infty}(U \backslash\{0\}), \eta_{\epsilon} \equiv 1$ in $\mathrm{C}_{\epsilon}$ and $\left|\nabla \eta_{\epsilon}\right| \leq c / \epsilon$. Then, by the Lebesgue dominated theorem, we have

$$
\begin{equation*}
\int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u_{\epsilon}^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime} \rightarrow \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime} \text { and } \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} u_{\epsilon}^{2}}{|x|^{2}} \mathrm{~d} x \rightarrow \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} u^{2} \mathrm{~d} x}{|x|^{2}} \text {, as } \epsilon \rightarrow 0 \tag{4.17}
\end{equation*}
$$

and for $i=1,2, \ldots$

$$
\begin{equation*}
\int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} X_{1}^{2} \cdots X_{i}^{2}}{|x|^{2}} u_{\epsilon}^{2} \mathrm{~d} x \rightarrow \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} X_{1}^{2} \cdots X_{i}^{2}}{|x|^{2}} u^{2} \mathrm{~d} x, \text { as } \epsilon \rightarrow 0 . \tag{4.18}
\end{equation*}
$$

Similarly we have

$$
\int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha} \eta_{\epsilon}^{2}|\nabla u|^{2} \mathrm{~d} x \rightarrow \int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x, \text { as } \epsilon \rightarrow 0 .
$$

Moreover, taking into account $\left|\nabla \eta_{\epsilon}\right| \leq c / \epsilon$, we get

$$
\int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}\left|\nabla \eta_{\epsilon}\right|^{2} u^{2} \mathrm{~d} x \leq c \epsilon^{n-2+\alpha} \rightarrow 0, \text { as } \epsilon \rightarrow 0,
$$

hence

$$
\begin{equation*}
\int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}\left|\nabla u_{\epsilon}\right|^{2} \mathrm{~d} x \rightarrow \int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x, \text { as } \epsilon \rightarrow 0 . \tag{4.19}
\end{equation*}
$$

Gathering (4.17), (4.18), (4.19) we conclude that it suffices to prove the result for $u \in C_{0}^{\infty}(U \backslash\{0\})$.
Thus, in the sequel we suppose that $u \in C_{0}^{\infty}(U \backslash\{0\})$. As in the proof of Theorem 1 , we expand the square and integrate by parts to obtain

$$
\begin{align*}
& \int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}\left|\nabla u-\frac{\nabla \psi_{k}}{\psi_{k}} u\right|^{2} \mathrm{~d} x=\int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x+x_{n}^{\alpha}\left|\nabla \psi_{k}\right|^{2}\left(\frac{u}{\psi_{k}}\right)^{2} \mathrm{~d} x-x_{n}^{\alpha} \nabla u^{2} \cdot \frac{\nabla \psi_{k}}{\psi_{k}} \mathrm{~d} x= \\
& \int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x+\int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}\left|\nabla \psi_{k}\right|^{2}\left(\frac{u}{\psi_{k}}\right)^{2} \mathrm{~d} x+\int_{\mathbb{R}_{+}^{n} \cap U} u^{2} d i v\left(x_{n}^{\alpha} \frac{\nabla \psi_{k}}{\psi_{k}}\right) \mathrm{d} x \\
& +\int_{\partial \mathbb{R}_{+}^{n} \cap U} \lim _{x_{n} \rightarrow 0^{+}} x_{n}^{\alpha} \frac{\partial \psi_{k}\left(x^{\prime}, x_{n}\right)}{\partial x_{n}} \frac{u^{2}}{\psi_{k}} \mathrm{~d} x^{\prime}=\int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x-K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime} \\
& -\frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x-\frac{1}{4} \sum_{i=1_{\mathbb{R}_{+}^{n} \cap U}^{k}} x_{n}^{\alpha} \frac{X_{1}^{2} \cdots X_{i}^{2} u^{2}}{|x|^{2}} \mathrm{~d} x . \tag{4.20}
\end{align*}
$$

In the last equation we used equations (4.15). Notice also that on supp $u$, the function $u / \psi_{k}$ is well defined. Actually $u / \psi_{k} \in C_{0}^{\infty}\left(\overline{\mathbb{R}_{+}^{n}} \cap U \backslash\{0\}\right)$. We then conclude that

$$
K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}+\frac{(\alpha+b-2)^{2}}{4} \int_{U^{+}} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x+\frac{1}{4} \sum_{i=1}^{k} \int_{U^{+}} \frac{x_{n}^{\alpha} X_{1}^{2} \cdots X_{i}^{2} u^{2}}{|x|^{2}} \mathrm{~d} x \leq \int_{U^{+}} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x
$$

for all $u \in C_{0}^{\infty}(U \backslash\{0\})$, therefore by approximation, for all $u \in C_{0}^{\infty}(U)$. Then taking the limit $k \rightarrow \infty$ we obtain inequality (4.13).

Part II: Optimality of the constants $\frac{1}{4}$. Next we will verify the optimality of the constants $\frac{1}{4}$, appearing in (4.13). To this aim, we fix $k \in \mathbb{N}$ and set $\varepsilon=\left(\varepsilon_{0}, \varepsilon_{1}, \ldots, \varepsilon_{k}\right)$, where $\varepsilon_{0}>0, \varepsilon_{1}>0, \ldots, \varepsilon_{k}>0$. Then it is sufficient to show that there exist functions $u_{\varepsilon} \in C_{0}^{\infty}(U \backslash\{0\})$ such that

Setting $u_{\varepsilon}=\psi_{k} v_{\varepsilon}$ and utilizing equation (4.20) we have

$$
\begin{align*}
& \left.\frac{\int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}\left|\nabla u_{\varepsilon}\right|^{2} \mathrm{~d} x-K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u_{\varepsilon}^{2}}{\left.\left|x^{\prime}\right|\right|^{1}-\alpha} \mathrm{d} x^{\prime}-\frac{(\alpha+b-2)^{2}}{4}}{\partial \mathbb{R}_{+}^{n} \cap U} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} u_{\varepsilon}^{2}}{|x|^{2}} \mathrm{~d} x-\left.\frac{1}{4} \sum_{i=1}^{k-1} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} X_{1}^{2} \cdots X_{k}^{2} u_{\varepsilon}^{2}}{|x|^{2}} \mathrm{~d} x \quad X_{1}^{2} \ldots X_{i}^{2} u_{\varepsilon}^{2} \mathrm{dx}\right|^{2} \mathrm{~d} x\right] \\
& =\frac{\int_{\mathbb{R}_{+}^{n} \cap U}^{\int_{\mathbb{R}_{+}^{n} \cap U}} x_{n}^{\alpha} \psi_{k}^{2}\left|\nabla v_{\varepsilon}\right|^{2} \mathrm{~d} x}{x_{n}^{\alpha} X_{1}^{2} \cdots X_{1}^{2} \psi_{k}^{2} v_{\varepsilon}^{2}}|x|^{2} \mathrm{~d} x \quad \frac{1}{4} . \tag{4.21}
\end{align*}
$$

Hence it is sufficient to show that there exist functions $v_{\varepsilon} \in C_{0}^{\infty}(U \backslash\{0\})$ such that

$$
\begin{equation*}
\frac{\int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha} \psi_{k}^{2}\left|\nabla v_{\varepsilon}\right|^{2} \mathrm{~d} x}{\int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} X_{1}^{2} \cdots X_{k}^{2} \psi_{k}^{2} v_{\varepsilon}^{2}}{|x|^{2}} \mathrm{~d} x} \stackrel{\varepsilon}{\longrightarrow} 0 \tag{4.22}
\end{equation*}
$$

Note that there exists a ball $B_{r} \subset U$ for some $r>0$ and without loss of generality we may assume that $r=1$. We then fix some $0<\delta<1 / 2$ and we consider the functions $v_{\varepsilon}(x)=r^{\varepsilon_{0}} X_{1}^{\varepsilon_{1}} \cdots X_{k}^{\varepsilon_{k}} \eta(x), r=|x|$, where $\eta \in C_{0}^{\infty}\left(B_{2 \delta}\right)$ with $\eta \equiv 1$ in $B_{\delta}$. In the sequel we will show that $v_{\varepsilon}$ satisfy condition (4.22).

First, we estimate the denominator in (4.22). Since there exist constants $c_{1}>0, c_{2}>0$ (see (3.38)) such that

$$
\begin{equation*}
c_{1}|x|^{-\frac{n-2+\alpha}{2}} \leq \psi(x) \leq c_{2}|x|^{-\frac{n-2+\alpha}{2}}, \text { in } \mathbb{R}_{+}^{n} \cap U \tag{4.23}
\end{equation*}
$$

we calculate

$$
\begin{aligned}
& \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} X_{1}^{2} \cdots X_{k}^{2} \psi_{k}^{2} v_{\varepsilon}^{2}}{|x|^{2}} \mathrm{~d} x=\int_{\mathbb{R}_{+}^{n} \cap B_{2 \delta}} \frac{x_{n}^{\alpha} X_{1}^{1+2 \varepsilon_{1}} \cdots X_{k}^{1+2 \varepsilon_{k}} \psi^{2} \eta^{2}}{|x|^{2-2 \varepsilon_{0}}} \mathrm{~d} x \geq c_{1}^{2} \int_{\mathbb{R}_{+}^{n} \cap B_{\delta}} \frac{x_{n}^{\alpha} X_{1}^{1+2 \varepsilon_{1}} \cdots X_{k}^{1+2 \varepsilon_{k}}}{|x|^{n+\alpha-2 \varepsilon_{0}}} \mathrm{~d} x \\
& +\int_{\mathbb{R}_{+}^{n} \cap\left\{B_{2 \delta} \backslash B_{\delta}\right\}} \frac{x_{n}^{\alpha} X_{1}^{1+2 \varepsilon_{1}} \cdots X_{k}^{1+2 \varepsilon_{k}} \psi^{2} \eta^{2}}{|x|^{2-2 \varepsilon_{0}}} \mathrm{~d} x=C(n, \alpha) \int_{0}^{\delta} \frac{X_{1}^{1+2 \varepsilon_{1}}(r) \cdots X_{k}^{1+2 \varepsilon_{k}}(r)}{r^{1-2 \varepsilon_{0}}} \mathrm{~d} r+O_{\varepsilon}(1)
\end{aligned}
$$

Next we take successively the limits $\varepsilon_{0}, \ldots, \varepsilon_{k} \rightarrow 0$, and then utilize the relation (4.16) to obtain

$$
\begin{align*}
\lim _{\varepsilon_{k} \rightarrow 0} \cdots \lim _{\varepsilon_{1} \rightarrow 0} \lim _{\varepsilon_{0} \rightarrow 0} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} X_{1}^{2} \cdots X_{k}^{2} \psi_{k}^{2} v_{\varepsilon}^{2}}{|x|^{2}} \mathrm{~d} x & \geq C(n, \alpha) \lim _{\varepsilon_{k} \rightarrow 0} \int_{0}^{\delta} \frac{X_{1}(r) \cdots X_{k-1}(r) X_{k}^{1+2 \varepsilon_{k}}(r)}{r} \mathrm{~d} r+O(1) \\
& =C(n, \alpha) \lim _{\varepsilon_{k} \rightarrow 0} \frac{1}{2 \varepsilon_{k}} X_{k}^{2 \varepsilon_{k}}(\delta)+O(1)=\infty \tag{4.24}
\end{align*}
$$

Next we will estimate the numerator in (4.22). We use (4.23) and then polar coordinates to get

$$
\begin{aligned}
& \int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha} \psi_{k}^{2}\left|\nabla v_{\varepsilon}\right|^{2} \mathrm{~d} x=\int_{\mathbb{R}_{+}^{n} \cap B_{\delta}} x_{n}^{\alpha} \psi_{k}^{2}\left|\nabla v_{\varepsilon}\right|^{2} \mathrm{~d} x+\int_{\mathbb{R}_{+}^{n} \cap\left\{B_{\delta} \backslash B_{2 \delta}\right\}} x_{n}^{\alpha} \psi_{k}^{2}\left|\nabla v_{\varepsilon}\right|^{2} \mathrm{~d} x \\
& =\int_{\mathbb{R}_{+}^{n} \cap B_{\delta}} x_{n}^{\alpha} \psi_{k}^{2}\left|\nabla\left(|x|^{\varepsilon_{0}} X_{1}^{\varepsilon_{1}} \cdots X_{k}^{\varepsilon_{k}}\right)\right|^{2} \mathrm{~d} x+O(1) \leq c_{2}^{2} \int_{\mathbb{R}_{+}^{n} \cap B_{\delta}} \frac{x_{n}^{\alpha} X_{1}^{-1} \cdots X_{k}^{-1}}{|x|^{n+\alpha-2}}\left|\nabla\left(|x|^{\varepsilon_{0}} X_{1}^{\varepsilon_{1}} \cdots X_{k}^{\varepsilon_{k}}\right)\right|^{2} \mathrm{~d} x \\
& \\
& +O(1)=c(n, \alpha) \int_{0}^{\delta} r X_{1}^{-1} \cdots X_{k}^{-1}\left[\frac{d}{d r}\left(r^{\varepsilon_{0}} X_{1}^{\varepsilon_{1}}(r) \cdots X_{k}^{\varepsilon_{k}}(r)\right)\right]^{2} \mathrm{~d} r+O(1) \\
& =c(n, \alpha) \int_{0}^{\delta} r^{2 \varepsilon_{0}-1} X_{1}^{2 \varepsilon_{1}-1} \cdots X_{k}^{2 \varepsilon_{k}-1}\left(\varepsilon_{0}+\sum_{i=1}^{k} \varepsilon_{i} X_{1}(r) \cdots X_{i}(r)\right)^{2} \mathrm{~d} r+O(1)
\end{aligned}
$$

$$
\begin{align*}
& =c(n, \alpha) \varepsilon_{0}^{2} \int_{0}^{\delta} r^{2 \varepsilon_{0}-1} X_{1}^{2 \varepsilon_{1}-1} \cdots X_{k}^{2 \varepsilon_{k}-1} \mathrm{~d} r \\
& +c(n, \alpha) \sum_{i=1}^{k} \varepsilon_{i}^{2} \int_{0}^{\delta} r^{2 \varepsilon_{0}-1} X_{1}^{2 \varepsilon_{1}+1} \cdots X_{i}^{2 \varepsilon_{i}+1} X_{i+1}^{2 \varepsilon_{i+1}-1} \cdots X_{k}^{2 \varepsilon_{k}-1} \mathrm{~d} r \\
& +2 c(n, \alpha) \varepsilon_{0} \sum_{i=1}^{k} \varepsilon_{i} \int_{0}^{\delta} r^{2 \varepsilon_{0}-1} X_{1}^{2 \varepsilon_{1}} \cdots X_{i}^{2 \varepsilon_{i}} X_{i+1}^{2 \varepsilon_{i+1}-1} \cdots X_{k}^{2 \varepsilon_{k}-1} \mathrm{~d} r \\
& +2 c(n, \alpha) \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \varepsilon_{i} \varepsilon_{j} \int_{0}^{\delta} r^{2 \varepsilon_{0}-1} X_{1}^{2 \varepsilon_{1}+1} \cdots X_{i}^{2 \varepsilon_{i}+1} X_{i+1}^{2 \varepsilon_{i+1}} \cdots X_{j}^{2 \varepsilon_{j}} X_{j+1}^{2 \varepsilon_{j+1}-1} \cdots X_{k}^{2 \varepsilon_{k}-1} \mathrm{~d} r+O(1) \\
& =c(n, \alpha)\left(I_{1}+I_{2}+I_{3}+I_{4}\right)+O(1) \tag{4.25}
\end{align*}
$$

Next, we estimate the limit of $I_{1}, I_{3}$, as $\varepsilon_{0} \rightarrow 0$. To this end, we integrate by parts to get

$$
\begin{aligned}
I_{1} & =\varepsilon_{0}^{2} \int_{0}^{\delta} r^{2 \varepsilon_{0}-1} X_{1}^{2 \varepsilon_{1}-1} \cdots X_{k}^{2 \varepsilon_{k}-1} \mathrm{~d} r \frac{\varepsilon_{0}}{2} \int_{0}^{\delta}\left(r^{2 \varepsilon_{0}}\right)^{\prime} X_{1}^{2 \varepsilon_{1}-1} \cdots X_{k}^{2 \varepsilon_{k}-1} \mathrm{~d} r= \\
& =\frac{\varepsilon_{0}}{2} \sum_{i=1}^{k}\left(1-2 \varepsilon_{i}\right) \int_{0}^{\delta} r^{2 \varepsilon_{0}-1} X_{1}^{2 \varepsilon_{1}} \cdots X_{i}^{2 \varepsilon_{i}} X_{i+1}^{2 \varepsilon_{i+1}-1} \cdots X_{k}^{2 \varepsilon_{k}-1} \mathrm{~d} r+O(1) .
\end{aligned}
$$

To estimate the first term in the right hand side we integrate by parts once again, to get for $i=1, \ldots, k-1$

$$
\begin{align*}
& \varepsilon_{0} \int_{0}^{\delta} r^{2 \varepsilon_{0}-1} X_{1}^{2 \varepsilon_{1}} \cdots X_{i}^{2 \varepsilon_{i}} X_{i+1}^{2 \varepsilon_{i+1}-1} \cdots X_{k}^{2 \varepsilon_{k}-1} \mathrm{~d} r=\frac{1}{2} \int_{0}^{\delta}\left(r^{2 \varepsilon_{0}}\right)^{\prime} X_{1}^{2 \varepsilon_{1}} \cdots X_{i}^{2 \varepsilon_{i}} X_{i+1}^{2 \varepsilon_{i+1}-1} \cdots X_{k}^{2 \varepsilon_{k}-1} \mathrm{~d} r= \\
& -\sum_{j=1}^{i} \varepsilon_{j} \int_{0}^{\delta} r^{2 \varepsilon_{0}-1} X_{1}^{2 \varepsilon_{1}+1} \cdots X_{j}^{2 \varepsilon_{j}+1} X_{j+1}^{2 \varepsilon_{j+1}} \cdots X_{i}^{2 \varepsilon_{i}} X_{i+1}^{2 \varepsilon_{i+1}-1} \cdots X_{k}^{2 \varepsilon_{k}-1} \mathrm{~d} r \\
& +\sum_{j=i+1}^{k}\left(\frac{1}{2}-\varepsilon_{j}\right) \int_{0}^{\delta} r^{2 \varepsilon_{0}-1} X_{1}^{2 \varepsilon_{1}+1} \cdots X_{i}^{2 \varepsilon_{i}+1} X_{i+1}^{2 \varepsilon_{i+1}} \cdots X_{j}^{2 \varepsilon_{j}} X_{j+1}^{2 \varepsilon_{j+1}-1} \cdots X_{k}^{2 \varepsilon_{k}-1} \mathrm{~d} r+O(1) . \tag{4.26}
\end{align*}
$$

Thus

$$
\begin{align*}
I_{1} & =\sum_{i=1}^{k} \sum_{j=1}^{i} \varepsilon_{j}\left(\varepsilon_{i}-\frac{1}{2}\right) B_{j i}+\sum_{i=1}^{k-1} \sum_{j=i+1}^{k}\left(\frac{1}{2}-\varepsilon_{i}\right)\left(\frac{1}{2}-\varepsilon_{j}\right) B_{i j}+O(1) \\
& =2 \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \varepsilon_{i} \varepsilon_{j} B_{i j}+\sum_{i=1}^{k} \varepsilon_{i}^{2} B_{i i}-\frac{1}{2} \sum_{i=1}^{k} \varepsilon_{i} B_{i i}-\sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \varepsilon_{i} B_{i j}+\frac{1}{2} \sum_{i=1}^{k-1} \sum_{j=i+1}^{k}\left(\frac{1}{2}-\varepsilon_{j}\right) B_{i j}+O(1), \tag{4.27}
\end{align*}
$$

where we abbreviate for $j \leq i$

$$
B_{j i}=\int_{0}^{\delta} r^{2 \varepsilon_{0}-1} X_{1}^{2 \varepsilon_{1}+1} \cdots X_{j}^{2 \varepsilon_{j}+1} X_{j+1}^{2 \varepsilon_{j+1}} \cdots X_{i}^{2 \varepsilon_{i}} X_{i+1}^{2 \varepsilon_{i+1}-1} \cdots X_{k}^{2 \varepsilon_{k}-1} \mathrm{~d} r
$$

In particular, we set $B_{i i}=\int_{0}^{\delta} r^{2 \varepsilon_{0}-1} X_{1}^{2 \varepsilon_{1}+1} \cdots X_{i}^{2 \varepsilon_{i}+1} X_{i+1}^{2 \varepsilon_{i+1}-1} \cdots X_{k}^{2 \varepsilon_{k}-1} \mathrm{~d} r$. Note that $B_{j i}=B_{j i}\left(\varepsilon_{0}, \ldots, \varepsilon_{k}\right)$. Moreover by (4.26) we have

$$
\begin{align*}
I_{3} & =2 \varepsilon_{0} \sum_{i=1}^{k} \varepsilon_{i} \int_{0}^{\delta} r^{2 \varepsilon_{0}-1} X_{1}^{2 \varepsilon_{1}} \cdots X_{i}^{2 \varepsilon_{i}} X_{i+1}^{2 \varepsilon_{i+1}-1} \cdots X_{k}^{2 \varepsilon_{k}-1} \mathrm{~d} r \\
& =-2 \sum_{i=1}^{k} \sum_{j=1}^{i} \varepsilon_{i} \varepsilon_{j} B_{j i}+2 \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \varepsilon_{i}\left(\frac{1}{2}-\varepsilon_{j}\right) B_{i j}+O(1) \\
& =-4 \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \varepsilon_{i} \varepsilon_{j} B_{i j}-2 \sum_{i=1}^{k} \varepsilon_{i}^{2} B_{i i}+\sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \varepsilon_{i} B_{i j}+O(1) . \tag{4.28}
\end{align*}
$$

Using the same notation we write

$$
\begin{equation*}
I_{2}=\sum_{i=1}^{k} \varepsilon_{i}^{2} \int_{0}^{\delta} r^{2 \varepsilon_{0}-1} X_{1}^{2 \varepsilon_{1}+1} \cdots X_{i}^{2 \varepsilon_{i}+1} X_{i+1}^{2 \varepsilon_{i+1}-1} \cdots X_{k}^{2 \varepsilon_{k}-1} \mathrm{~d} r=\sum_{i=1}^{k} \varepsilon_{i}^{2} B_{i i} \tag{4.29}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{4}=2 \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \varepsilon_{i} \varepsilon_{j} \int_{0}^{\delta} r^{2 \varepsilon_{0}-1} X_{1}^{2 \varepsilon_{1}+1} \cdots X_{i}^{2 \varepsilon_{i}+1} X_{i+1}^{2 \varepsilon_{i+1}} \cdots X_{j}^{2 \varepsilon_{j}} X_{j+1}^{2 \varepsilon_{j+1}-1} \cdots X_{k}^{2 \varepsilon_{k}-1} \mathrm{~d} r=2 \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \varepsilon_{i} \varepsilon_{j} B_{i j} . \tag{4.30}
\end{equation*}
$$

Then we combine estimates (4.25), (4.27), (4.28), (4.29), (4.30) to estimate, after a simplification, the numerator in (4.22) :

$$
\begin{equation*}
\int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha} \psi_{k}^{2}\left|\nabla v_{\varepsilon}\right|^{2} \mathrm{~d} x \leq \frac{c(n, \alpha)}{2}\left[\sum_{i=1}^{k-1} \sum_{j=i+1}^{k}\left(\frac{1}{2}-\varepsilon_{j}\right) B_{i j}-\sum_{i=1}^{k} \varepsilon_{i} B_{i i}\right]+O(1) . \tag{4.31}
\end{equation*}
$$

It is clear now that the first term in the right hand side has a limit as $\varepsilon_{0} \rightarrow 0$, which is computed by setting $\varepsilon_{0}=0$ in the terms $B_{i j}$.

Next, with $\varepsilon_{0}=0$, we will take the limit $\varepsilon_{11} \rightarrow 0$. We then have to estimate the limit of the terms $B_{1 j}, j=2, \ldots, k$ as well as $\varepsilon_{1} B_{1}$, when $\varepsilon_{1} \rightarrow 0$, that cannot be computed immediately by setting $\varepsilon_{1}=0$. To this aim we integrate by parts to get

$$
\begin{aligned}
\varepsilon_{1} B_{11} & =\varepsilon_{1} \int_{0}^{\delta} r^{-1} X_{1}^{2 \varepsilon_{1}+1} X_{2}^{2 \varepsilon_{2}-1} \cdots X_{k}^{2 \varepsilon_{k}-1} \mathrm{~d} r=\frac{1}{2} \int_{0}^{\delta}\left(X_{1}^{2 \varepsilon_{1}}\right)^{\prime} X_{2}^{2 \varepsilon_{2}-1} \cdots X_{k}^{2 \varepsilon_{k}-1} \mathrm{~d} r \\
& =\sum_{i=2}^{k}\left(\frac{1}{2}-\varepsilon_{i}\right) \int_{0}^{\delta} r^{-1} X_{1}^{2 \varepsilon_{1}+1} X_{2}^{2 \varepsilon_{2}} \cdots X_{i}^{2 \varepsilon_{i}} X_{i+1}^{2 \varepsilon_{i+1}-1} \cdots X_{k}^{2 \varepsilon_{k}-1} \mathrm{~d} r+O(1) \\
& =\sum_{i=2}^{k}\left(\frac{1}{2}-\varepsilon_{i}\right) B_{1 i}+O(1) .
\end{aligned}
$$

We then have

$$
\begin{aligned}
\sum_{i=1}^{k-1} \sum_{j=i+1}^{k}\left(\frac{1}{2}-\varepsilon_{j}\right) B_{i j}-\sum_{i=1}^{k} \varepsilon_{i} B_{i i} & =\sum_{i=2}^{k-1} \sum_{j=i+1}^{k}\left(\frac{1}{2}-\varepsilon_{j}\right) B_{i j}-\sum_{i=2}^{k} \varepsilon_{i} B_{i i}+\sum_{j=2}^{k}\left(\frac{1}{2}-\varepsilon_{j}\right) B_{1 j}-\varepsilon_{1} B_{11} \\
& =\sum_{i=2}^{k-1} \sum_{j=i+1}^{k}\left(\frac{1}{2}-\varepsilon_{j}\right) B_{i j}-\sum_{i=2}^{k} \varepsilon_{i} B_{i i}+O(1)
\end{aligned}
$$

Now we can take the limit as $\varepsilon_{1} \rightarrow 0$ by setting $\varepsilon_{1}=0$. We repeat the same argument, taking successively the limits $\varepsilon_{2} \rightarrow 0, \ldots, \varepsilon_{k} \rightarrow 0$ to conclude that

$$
\begin{equation*}
\sum_{i=1}^{k-1} \sum_{j=i+1}^{k}\left(\frac{1}{2}-\varepsilon_{j}\right) B_{i j}-\sum_{i=1}^{k} \varepsilon_{i} B_{i i}=O(1) . \tag{4.32}
\end{equation*}
$$

Then (4.22) follows combining (4.24), (4.31), (4.32).
Part III: Optimality of the exponent of the weight function. To complete the proof of the Theorem, it remains to verify that the weight functions in the correction terms cannot be replaced by smaller powers of $X_{i}$. More precisely, for each $k=1,2, \ldots$, we will show that there are no constants $0<\epsilon<2, c>0$, such that the following inequality is valid

$$
\begin{aligned}
K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime} & +\frac{(\alpha+b-2)^{2}}{4} \int_{U^{+}} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x+\frac{1}{4} \sum_{i=1}^{k-1} \int_{U^{+}} \frac{x_{n}^{\alpha} X_{1}^{2} \cdots X_{i}^{2}}{|x|^{2}} u^{2} \mathrm{~d} x \\
& +c \int_{U^{+}} \frac{x_{n}^{\alpha} X_{1}^{2} \cdots X_{k-1}^{2} X_{k}^{2-\epsilon}}{|x|^{2}} u^{2} \mathrm{~d} x \leq \int_{U^{+}} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x, \quad \forall u \in C_{0}^{\infty}(U) .
\end{aligned}
$$

Here, the summation $\sum_{i=1}^{k-1}$ denotes zero if $k=1$. Note also that it suffices to prove the claim, only for the case $0<\epsilon<1$, since $X_{k}^{2-\epsilon_{0}}>X_{k}^{2-\epsilon}, \forall \epsilon_{0}>\epsilon$.

The result will follow after showing that there exists a sequence $\left\{u_{m}\right\} \subset C_{0}^{\infty}(U)$, such that

$$
\frac{\int_{U^{+}} x_{n}^{\alpha}\left|\nabla u_{m}\right|^{2} \mathrm{~d} x-K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u_{m}^{2}}{\left|x^{\prime}\right|^{-\alpha-\alpha}} \mathrm{d} x^{\prime}-\frac{(\alpha+b-2)^{2}}{4} \int_{U^{+}} \frac{x_{n}^{\alpha} u_{m}^{2}}{|x|^{2}} \mathrm{~d} x-\frac{1}{4} \sum_{i=1}^{k-1} \int_{U^{+}} \frac{x_{n}^{\alpha} X_{1}^{2} \cdots X_{i}^{2} u_{m}^{2}}{|x|^{2}} \mathrm{~d} x}{\int_{U^{+}} \frac{x_{n}^{\alpha} X_{1}^{2} \cdots X_{k-1}^{2} X_{k}^{2-\epsilon} u_{m}^{2}}{|x|^{2}} \mathrm{~d} x} \xrightarrow[m \rightarrow \infty]{\longrightarrow} 0
$$

Let now $v \in C_{0}^{\infty}(U \backslash\{0\})$. Making the substitution $u=v \psi_{k-1}$, we infer by (4.20), that the numerator of the above quotient is equal to $\int_{U^{+}} x_{n}^{\alpha}|\nabla v|^{2} \psi_{k-1}^{2} \mathrm{~d} x$. Then in view of (3.38), that is $\psi \sim|x|^{\frac{2-n-\alpha}{2}}$ in $\mathbb{R}_{+}^{n}$, it suffices to fix a sequence $\left\{v_{m}\right\} \subset C_{0}^{\infty}(U \backslash\{0\})$ such that

$$
\begin{equation*}
I\left[v_{m}\right]=\frac{N\left[v_{m}\right]}{D\left[v_{m}\right]}:=\frac{\int_{U^{+}} \frac{x_{n}^{\alpha} X_{1}^{-1} \cdots X_{k-1}^{-1}\left|\nabla v_{m}\right|^{2}}{\mid x n^{n+\alpha-2}} \mathrm{~d} x}{\int_{U^{+}} \frac{x_{n}^{\alpha} X_{1} \cdots X_{k-1} X_{k}^{2-\epsilon} v_{m}^{2}}{|x|^{n+\alpha}} \mathrm{d} x} \longrightarrow 0, \text { as } m \rightarrow \infty \tag{4.33}
\end{equation*}
$$

In order to construct an appropriate sequence satisfying the condition (4.33), we need to introduce some notation. We abbreviate $V(x)=\frac{x_{n}^{\alpha} X_{1} \cdots X_{k-1} X_{k}^{2-\epsilon}}{\mid x n^{n+\alpha}}, w(x)=\frac{x_{n}^{\alpha} X_{1}^{-1} \cdots X_{k-1}^{-1}}{|x|^{n+\alpha-2}}$ and define the space $D_{0}^{1,2}(U \backslash$ $\{0\}, w(x) \mathrm{d} x)$ as the completion of $C_{0}^{\infty}(U \backslash\{0\})$ with respect to the norm $\|u\|=\left(\int_{U^{+}}|\nabla u|^{2} w(x) \mathrm{d} x\right)^{1 / 2}$. By a standard approximation, it suffices to fix a sequence $\left\{v_{m}\right\} \subset D_{0}^{1,2}(U \backslash\{0\}, w(x) \mathrm{d} x)$ with $\int_{U^{+}} V(x) v_{m}^{2}(x) \mathrm{d} x$ $<\infty$, such that $I\left[v_{m}\right] \rightarrow 0$, as $m \rightarrow \infty$.

To this aim, we choose $\delta$ such that $0<\epsilon<\delta<1$, which eventually will be sent to $\epsilon$. Furthermore, we define recursively $R_{1}(m)=e^{1-m}, R_{i+1}(m)=R_{i}\left(e^{m-1}\right), i=1,2, \ldots, k$, to obtain finally the parameter $R_{m}:=R_{k+1}(m)$. It can be easily seen that

$$
\frac{1}{m} \leq X_{k}(|x|) \leq 1 \Leftrightarrow R_{m} \leq|x| \leq 1
$$

We then consider the functions $f_{m}$, defined by

$$
f_{m}(x)= \begin{cases}X_{k}^{\frac{\delta-1}{2}}(|x|), & R_{m} \leq|x| \leq 1 \\ m^{\frac{3-\delta}{2}} X_{k}(|x|), & |x| \leq R_{m}\end{cases}
$$

whence

$$
\nabla f_{m}(x)=\left\{\begin{array}{l}
\frac{\delta-1}{2} X_{1} \cdots X_{k-1} X_{k}^{\frac{\delta+1}{2}}(|x|) \frac{x}{|x|^{2}}, R_{m} \leq|x| \leq 1 \\
m^{\frac{3-\delta}{2}} X_{1} \cdots X_{k-1} X_{k}^{2}(|x|) \frac{x}{|x|^{2}},|x| \leq R_{m}
\end{array}\right.
$$

We then have

$$
\begin{aligned}
N\left[f_{m}\right] & =\left(\frac{\delta-1}{2}\right)^{2} \int_{U^{+} \backslash B_{R_{m}}} \frac{x_{n}^{\alpha} X_{1} \cdots X_{k-1} X_{k}^{\delta+1}}{|x|^{n+\alpha}} \mathrm{d} x+m^{3-\delta} \int_{B_{R_{m}}^{+}} \frac{x_{n}^{\alpha} X_{1} \cdots X_{k-1} X_{k}^{4}}{|x|^{n+\alpha}} \mathrm{d} x \\
& =T_{1}(m)+T_{2}(m)
\end{aligned}
$$

and

$$
\begin{aligned}
D\left[f_{m}\right] & =\int_{U^{+} \backslash B_{R_{m}}} \frac{x_{n}^{\alpha} X_{1} \cdots X_{k-1} X_{k}^{1+\delta-\epsilon}}{|x|^{n+\alpha}} \mathrm{d} x+m^{3-\delta} \int_{B_{R_{m}}^{+}} \frac{x_{n}^{\alpha} X_{1} \cdots X_{k-1} X_{k}^{4-\epsilon}}{|x|^{n+\alpha}} \mathrm{d} x \\
& =T_{3}(m)+T_{4}(m) .
\end{aligned}
$$

Next we will estimate the terms $T_{1}, T_{2}, T_{3}, T_{4}$, using polar coordinates as well as (4.16) when differentiating $f_{m}$. More precisely, we have

$$
\begin{aligned}
T_{1}(m) & =\left(\frac{\delta-1}{2}\right)^{2} \int_{\mathbb{S}_{+}^{n-1}} y_{n}^{\alpha} \mathrm{d} \sigma(y) \int_{R_{m}}^{1} X_{k}^{\delta-1} \frac{X_{1} \cdots X_{k-1} X_{k}^{2}(r)}{r} \mathrm{~d} r \\
& =\mathcal{C}_{n, \alpha}\left(\frac{\delta-1}{2}\right)^{2} \int_{1 / m}^{1} t^{\delta-1} \mathrm{~d} t=\mathcal{C}_{n, \alpha} \frac{(\delta-1)^{2}}{4 \delta}\left(1-m^{-\delta}\right)
\end{aligned}
$$

and

$$
T_{2}(m)=m^{3-\delta} \int_{\mathbb{S}_{+}^{n-1}} y_{n}^{\alpha} \mathrm{d} \sigma(y) \int_{0}^{R_{m}} X_{k}^{2} \frac{X_{1} \cdots X_{k-1} X_{k}^{2}(r)}{r} \mathrm{~d} r=\mathcal{C}_{n, \alpha} m^{3-\delta} \int_{0}^{1 / m} t^{2} \mathrm{~d} t=\mathcal{C}_{n, \alpha} \frac{m^{-\delta}}{3}
$$

Similarly we get

$$
T_{3}(m)=\int_{\mathbb{S}_{+}^{n-1}} y_{n}^{\alpha} \mathrm{d} \sigma(y) \int_{R_{m}}^{1} X_{k}^{\delta-\varepsilon-1} \frac{X_{1} \cdots X_{k-1} X_{k}^{2}(r)}{r} \mathrm{~d} r=\mathcal{C}_{n, \alpha} \int_{1 / m}^{1} t^{\delta-\varepsilon-1} \mathrm{~d} t=\mathcal{C}_{n, \alpha} \frac{1-m^{\varepsilon-\delta}}{\delta-\varepsilon}
$$

and

$$
\begin{aligned}
T_{4}(m) & =m^{3-\delta} \int_{\mathbb{S}_{+}^{n-1}} y_{n}^{\alpha} \mathrm{d} \sigma(y) \int_{0}^{R_{m}} X_{k}^{2-\varepsilon} \frac{X_{1} \cdots X_{k-1} X_{k}^{2}(r)}{r} \mathrm{~d} r \\
& =\mathcal{C}_{n, \alpha} m^{3-\delta} \int_{0}^{1 / m} t^{2-\varepsilon} \mathrm{d} t=\mathcal{C}_{n, \alpha} \frac{m^{\varepsilon-\delta}}{3-\varepsilon}
\end{aligned}
$$

Here $\mathcal{C}_{n, \alpha}=\int_{\mathbb{S}_{+}^{n-1}} x_{n}^{\alpha} \mathrm{d} \sigma(x)$, where $\mathrm{d} \sigma(x)$ stands for the $(n-1)-$ dimensional Lebesgue measure on the upper half sphere $\mathbb{S}_{+}^{n-1}=\left\{x \in \mathbb{R}_{+}^{n}:|x|=1\right\}$. Therefore, we obtain

$$
N\left[f_{m}\right]=\mathcal{C}_{n, \alpha}\left(\frac{(\delta-1)^{2}}{4 \delta}\left(1-m^{-\delta}\right)+\frac{m^{-\delta}}{3}\right) \quad \text { and } \quad D\left[f_{m}\right]=\mathcal{C}_{n, \alpha}\left(\frac{1-m^{\epsilon-\delta}}{\delta-\epsilon}+\frac{m^{\epsilon-\delta}}{3-\epsilon}\right)
$$

We then take a sequence $\delta_{i} \searrow \epsilon$ and choose $m_{i}$ sufficiently large so that $m_{i}^{\epsilon-\delta_{i}}<1 / 2$. It follows that $I\left[f_{m_{i}}\right] \rightarrow 0$, as $i \rightarrow \infty$.

Given now a function $\eta \in C_{0}^{\infty}(U)$, which is constant, not zero, in a neighbourhood of the origin, it is straightforward to verify that the sequence $v_{i}=f_{m_{i}} \eta$, satisfies $I\left[v_{i}\right] \rightarrow 0$, as $i \rightarrow \infty$, that is the condition (4.33).

We proceed with the proof of Theorem V, which we restate here.
Theorem 4. Let $\alpha \in(-1,1), 2-\alpha \leq b<n$ and $U$ be a bounded domain in $\mathbb{R}^{n}$. Then there exists a constant $c>0$, depending only on $n$ and $\alpha$, such that

$$
\begin{align*}
& K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}+\frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x+\frac{1}{4} \sum_{i=1_{\mathbb{R}_{+}^{n} \cap U}^{k}} \int_{\mathbb{R}_{+}} \frac{x_{n}^{\alpha} X_{1}^{2} \cdots X_{i}^{2}}{|x|^{2}} u^{2} \mathrm{~d} x \\
& +c\left(\int_{\mathbb{R}_{+}^{n} \cap U}\left(X_{1} \cdots X_{k} X_{k+1}\right)^{\frac{2 n-2+\alpha}{n-2+\alpha}}|u|^{\frac{2 n}{n-2+\alpha}} \mathrm{d} x\right)^{\frac{n-2+\alpha}{n}} \leq \int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x, \quad \forall u \in C_{0}^{\infty}(U) . \tag{4.34}
\end{align*}
$$

Here the constant $K(n, \alpha, b)$ is given in (1.11) and $X_{i}=X_{i}(|x| / d)$, with $d=\sup _{x \in \mathbb{R}_{+}^{n} \cap U}|x|$. Moreover, the logarithmic correction $\left(X_{1} \cdots X_{k+1}\right)^{(2 n-2+\alpha) /(n-2+\alpha)}$ cannot be replaced by smaller powers of $X_{1}, \cdots, X_{k+1}$.

Proof. By equation (4.20) we have

$$
\begin{aligned}
\int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x & -K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}-\frac{(\alpha+b-2)^{2}}{4} \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x \\
& -\frac{1}{4} \sum_{i=1}^{k} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} X_{1}^{2} \cdots X_{i}^{2} u^{2}}{|x|^{2}} \mathrm{~d} x=\int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha} \psi_{k}^{2}\left|\nabla\left(u / \psi_{k}\right)\right|^{2} \mathrm{~d} x,
\end{aligned}
$$

where $\psi_{k}$ is defined in (4.14). The term in the right hand side yields the expected Sobolev type remainder term in (4.34). More precisely, we have to show that there exists a constant $C>0$, depending only on $n$ and $\alpha$, such that for all $u \in C_{0}^{\infty}(U \backslash\{0\})$ there holds

$$
\begin{equation*}
C\left(\int_{\mathbb{R}_{+}^{r} \cap U}\left(X_{1} \cdots X_{k} X_{k+1}\right)^{\frac{2 n-2+\alpha}{n-2+\alpha}}|u|^{\frac{2 n}{n-2+\alpha}} \mathrm{d} x\right)^{\frac{n-2+\alpha}{n}} \leq \int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha} \psi_{k}^{2}\left|\nabla\left(u / \psi_{k}\right)\right|^{2} \mathrm{~d} x . \tag{4.35}
\end{equation*}
$$

Now, taking into account that $\psi \sim|x|^{-\frac{n-2+\alpha}{2}}$ in $\mathbb{R}_{+}^{n}$ (cf. (3.38)) and making the substitution $u=\psi_{k} v$, we conclude that the validity of (4.35) follows by the existence of a positive constant $c=c(n, \alpha)$ such that
the following inequality is valid

$$
\begin{equation*}
c\left(\int_{\mathbb{R}_{+}^{n} \cap U} \frac{X_{1} \cdots X_{k} X_{k+1}^{\frac{2 n-2+\alpha}{n-2+\alpha}}}{|x|^{n}}|v|^{\frac{2 n}{n-2+\alpha}} \mathrm{d} x\right)^{\frac{n-2+\alpha}{n}} \leq \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} X_{1}^{-1} \cdots X_{k}^{-1}}{|x|^{n-2+\alpha}}|\nabla v|^{2} \mathrm{~d} x, \quad \forall v \in C_{0}^{\infty}(U) \cdot( \tag{4.36}
\end{equation*}
$$

Note that $U \subseteq B$, where we denote by $B$ the ball $B=\left\{x \in \mathbb{R}^{n}:|x| \leq d\right\}$. Therefore, (4.36) will follow on its turn after showing the existence of a positive constant $C=C(n, \alpha)$, independent of $d$, such that for all $v \in C_{0}^{\infty}(B)$, there holds

$$
c\left(\int_{\mathbb{R}_{+}^{n} \cap B} \frac{X_{1} \cdots X_{k} X_{k+1}^{\frac{2 n-2+\alpha}{n-2+\alpha}}}{|x|^{n}}|v|^{\frac{2 n}{n-2+\alpha}} \mathrm{d} x\right)^{\frac{n-2+\alpha}{n}} \leq \int_{\mathbb{R}_{+}^{n} \cap B} \frac{x_{n}^{\alpha} X_{1}^{-1} \cdots X_{k}^{-1}}{|x|^{n-2+\alpha}}|\nabla v|^{2} \mathrm{~d} x .
$$

To this aim we consider the minimization problem
$c_{n, \alpha}=\inf _{\substack{v \in C_{0}(B) \\ v \mid \neq 0}} I[v]$, where $I[v]=\frac{\int_{\mathbb{R}_{+}^{n} \cap B} \frac{x_{n}^{\alpha} X_{1}^{-1}\left(\frac{|x|}{d}\right) \cdots X_{k}^{-1}\left(\frac{|x|}{d}\right)}{|x| n-2+\alpha}|\nabla v|^{2} \mathrm{~d} x}{\left(\int_{\mathbb{R}_{+}^{n} \cap B} \frac{X_{1}\left(\frac{|x|}{d}\right) \cdots X_{k}\left(\frac{|x|}{d}\right) X_{k+1}^{\frac{2 n-2+\alpha}{n-2+\alpha}}\left(\frac{|x|}{d}\right)}{|x|^{n}}|v|^{\frac{2 n}{n-2+\alpha}} \mathrm{d} x\right)^{\frac{n-2+\alpha}{n}}}=\frac{I_{1}[v]}{I_{2}[v]}$.
We will compare the constant $c_{n, \alpha}$ with the weighted Sobolev constant $S_{n, \alpha}$ defined by

$$
S_{n, \alpha}=\inf _{\substack{v \in C_{0}^{\infty}\left(B_{1}\right) \\ v \mid \neq 0}} Q[v], \text { where } Q[v]=\frac{\int_{\mathbb{R}_{+}^{n} \cap B_{1}} x_{n}^{\alpha}|\nabla v|^{2} \mathrm{~d} x}{\left(\int_{\mathbb{R}_{+}^{n} \cap B_{1}}|v|^{\frac{2 n}{n-2+\alpha}} \mathrm{d} x\right)^{\frac{n-2+\alpha}{n}}}=\frac{Q_{1}[v]}{Q_{2}[v]} .
$$

We express the numerator of the quotient $Q[v]$ in terms of polar coordinates, writing $v(x)=v(r, \theta)$, where

$$
r=|x|, \quad \theta=\frac{x}{|x|} \in \mathbb{S}_{+}^{n-1}
$$

Then we make the change of $r$-variable, setting

$$
t=r^{2-n-\alpha} \quad \text { and } \quad v(r, \theta)=h(t, \theta)
$$

to obtain (cf. (4.8),(4.10))

$$
(n-2+\alpha)^{\frac{2-2 n-\alpha}{n}} S_{n, \alpha}=\inf _{\substack{\left.h \in C^{\infty}(11, \infty) \times \mathbb{S}_{+}^{n-1}\right) \\ h(1, \theta)=0}} \frac{\int_{1}^{\infty} \int_{\mathbb{S}_{+}^{n-1}} \cos ^{\alpha} \varphi\left(h_{t}^{2}+(n-2+\alpha)^{-2} t^{-2}\left|\nabla_{\theta} h\right|^{2}\right) \mathrm{d} \sigma \mathrm{~d} t}{\left(\int_{1}^{\infty} \int_{\mathbb{S}_{+}^{n-1}}^{\infty} t^{-\frac{2 n-2+\alpha}{n-2+\alpha}}|h|^{\frac{2 n}{n-2+\alpha}} \mathrm{d} \sigma \mathrm{~d} t\right)^{\frac{n-2+\alpha}{n}}} .
$$

Next we express the quotient $I$ in terms of polar coordinates and then we make the change of variable in the $r$ variable setting

$$
v(r, \theta)=w(t, \theta), t=\frac{1}{X_{k+1}\left(\frac{r}{d}\right)}, \quad \text { thus } \quad \frac{\mathrm{d} t}{\mathrm{~d} r}=\frac{X_{1}\left(\frac{r}{d}\right) \cdots X_{k}\left(\frac{r}{d}\right)}{r}(\text { cf. (4.16)). }
$$

We also define recursively

$$
R_{1}(t)=e^{1-t}, R_{i+1}(t)=R_{i}\left(e^{t-1}\right), i=1,2, \ldots, k-1, \quad \text { so that } \quad X_{1}\left(\frac{r}{d}\right)=R_{1}(t), \ldots, X_{k}\left(\frac{r}{d}\right)=R_{k}(t)
$$

Therefore, we have

$$
\begin{aligned}
I_{1}[v] & =\int_{\mathbb{R}_{+}^{n} \cap B} \frac{x_{n}^{\alpha} X_{1}^{-1}\left(\frac{|x|}{d}\right) \cdots X_{k}^{-1}\left(\frac{|x|}{d}\right)}{|x|^{n-2+\alpha}}|\nabla v(x)|^{2} \mathrm{~d} x \\
& =\int_{0}^{d} \int_{\partial B_{r} \cap \mathbb{R}_{+}^{n}} \frac{x_{n}^{\alpha} X_{1}^{-1}\left(\frac{r}{d}\right) \cdots X_{k}^{-1}\left(\frac{r}{d}\right)}{r^{n-2+\alpha}}|\nabla v(x)|^{2} \mathrm{~d} \sigma(x) \mathrm{d} r \\
& =\int_{0}^{d} \int_{\mathbb{S}_{+}^{n-1}} r \cos ^{\alpha} \varphi X_{1}^{-1}\left(\frac{r}{d}\right) \cdots X_{k}^{-1}\left(\frac{r}{d}\right)\left(v_{r}^{2}+\frac{1}{r^{2}}\left|\nabla_{\theta} v\right|^{2}\right) \mathrm{d} \sigma \mathrm{~d} r \\
& =\int_{0}^{d} \int_{\mathbb{S}_{+}^{n-1}} \cos ^{\alpha} \varphi \frac{X_{1}\left(\frac{r}{d}\right) \cdots X_{k}\left(\frac{r}{d}\right)}{r}\left(w_{t}^{2}+\left(X_{1}^{-2}\left(\frac{r}{d}\right) \cdots X_{k}\left(\frac{r}{d}\right)\right)^{-2}\left|\nabla_{\theta} w\right|^{2}\right) \mathrm{d} \sigma \mathrm{~d} r \\
& =\int_{1}^{\infty} \int_{\mathbb{S}_{+}^{n-1}} \cos ^{\alpha} \varphi\left(w_{t}^{2}+\left(R_{1}(t) \cdots R_{k}(t)\right)^{-2}\left|\nabla_{\theta} w\right|^{2}\right) \mathrm{d} \sigma \mathrm{~d} t .
\end{aligned}
$$

Similarly for the denominator we have

$$
\begin{aligned}
I_{2}[v] & =\left(\int_{\mathbb{R}_{+}^{n} \cap B} \frac{X_{1}\left(\frac{|x|}{d}\right) \cdots X_{k}\left(\frac{|x|}{d}\right) X_{k+1}^{\frac{2 n-2+\alpha}{n-2+\alpha}}\left(\frac{|x|}{d}\right)}{|x|^{n}}|v|^{\frac{2 n}{n-2+\alpha}} \mathrm{d} x\right)^{\frac{n-2+\alpha}{n}} \\
& =\left(\int_{0}^{d} \int_{\partial B_{r} \cap \mathbb{R}_{+}^{n}} \frac{X_{1}\left(\frac{r}{d}\right) \cdots X_{k}\left(\frac{r}{d}\right) X_{k+1}^{\frac{2 n-2+\alpha}{n+\alpha}}\left(\frac{r}{d}\right)}{r^{n}}|v(x)|^{\frac{2 n}{n-2+\alpha}} \mathrm{d} \sigma(x) \mathrm{d} r\right)^{\frac{n-2+\alpha}{n}} \\
& =\left(\int_{0}^{d} \int_{\mathbb{S}_{+}^{n-1}} \frac{X_{1}\left(\frac{r}{d}\right) \cdots X_{k}\left(\frac{r}{d}\right) X_{k+1}^{\frac{2 n-2+\alpha}{n-2+\alpha}}\left(\frac{r}{d}\right)}{r}|v|^{\frac{2 n}{n-2+\alpha}} \mathrm{d} \sigma \mathrm{~d} r\right)^{\frac{n-2+\alpha}{n}} \\
& =\left(\int_{1}^{\infty} \int_{\mathbb{S}_{+}^{n-1}}^{\infty} t^{-\frac{2 n-2+\alpha}{n-2+\alpha}}|w|^{\frac{2 n}{n-2+\alpha}} \mathrm{d} \sigma \mathrm{~d} t\right)^{\frac{n-2+\alpha}{n}}
\end{aligned}
$$

Therefore we have

$$
c_{n, \alpha}=\inf _{\substack{\left.w \in C^{\infty}(11, \infty) \times \mathbb{S}_{+}^{n-1}\right) \\ w(1, \theta)=0}} \frac{\int_{1}^{\infty} \int_{\mathbb{S}_{+}^{n-1}} \cos ^{\alpha} \varphi\left(w_{t}^{2}+\left(R_{1}(t) \cdots R_{k}(t)\right)^{-2}\left|\nabla_{\theta} w\right|^{2}\right) \mathrm{d} \sigma \mathrm{~d} t}{\left(\int_{1}^{\infty} \int_{\mathbb{S}_{+}^{n-1}} t^{-\frac{2 n-2+\alpha}{n-2+\alpha}}|w|^{\frac{2 n}{n-2+\alpha}} \mathrm{d} \sigma \mathrm{~d} t\right)^{\frac{n-2+\alpha}{n}}} .
$$

Then an immediate comparison, noting that $R_{1}<1, \ldots, R_{k}<1$, yields

$$
c_{n, \alpha} \geq \tau_{n, \alpha} S_{n, \alpha}>0, \text { where } \tau_{n, \alpha}= \begin{cases}(n-2+\alpha)^{\frac{2-2 n-\alpha}{n}}, & n+\alpha \geq 3 \\ (n-2+\alpha)^{\frac{2-\alpha}{n}}, & 2<n+\alpha<3\end{cases}
$$

and the proof of the desired inequality is complete.
The optimality of the exponent $p=(2 n-2+\alpha) /(n-2+\alpha)$ of the weight $\left(X_{1} \cdots X_{k} X_{k+1}\right)^{p}$, can be deduced in a way quite similar to that presented in Theorem 2, using the functions (cf. (4.12))

$$
f_{m}(x)= \begin{cases}X_{k}^{\frac{\delta+1-p}{2(p-1)}}(|x|), & R_{m} \leq|x| \leq 1 \\ m^{\frac{3 p-3-\delta}{2(p-1)}} X_{k}(|x|), & |x| \leq R_{m}, \quad m \in \mathbb{N}, \delta<1,\end{cases}
$$

so we may refrain from giving details here.
Remark. The optimality of the exponent $p:=\frac{2 n-2+\alpha}{n-2+\alpha}$ of the logarithmic weights in Theorem 4 can be also deduced by the optimality of the exponent of the weight $\left(X_{1} \cdots X_{k+1}\right)^{2}$, appearing in Theorem 3, jointly with Hölder inequality, as follows.

Notice first, that it suffices to prove the optimality of the power of $X_{k+1}$, that is the term $X_{k+1}^{p}$ cannot be replaced by $X_{k+1}^{p-\epsilon}$, for any $p>\epsilon>0$. Indeed, after having shown this, the optimality of the exponent $p$ of the terms $X_{i}, i=1, \ldots, k$, results upon the estimate $X_{k+1}^{p-\epsilon} X_{i}^{p} \leq X_{k+1}^{p} X_{i}^{p-\epsilon}$, since $X_{k+1} \geq X_{i}$.

In order to verify the optimality of the power of $X_{k+1}$, let us abbreviate

$$
\begin{aligned}
I_{k}[u]:=\int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x & -K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}-\frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x \\
& -\frac{1}{4} \sum_{i=1}^{k} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} X_{1}^{2} \cdots X_{i}^{2}}{|x|^{2}} u^{2} \mathrm{~d} x,
\end{aligned}
$$

and suppose, towards contradiction, that there exists a constant $c>0$, such that the following inequality holds

$$
\begin{equation*}
c\left(\int_{\mathbb{R}_{+}^{n} \cap U}\left(X_{1} \cdots X_{k}\right)^{p} X_{k+1}^{p-\epsilon}|u|^{\frac{2 n}{n-2+\alpha}} \mathrm{d} x\right)^{\frac{n-2+\alpha}{n}} \leq I_{k}[u], \quad \forall u \in C_{0}^{\infty}(U) \tag{4.37}
\end{equation*}
$$

In the left hand side, we will employ the Hölder's inequality with conjugate exponents $q=\frac{n}{2-\alpha}, q^{\prime}=\frac{n}{n-2+\alpha}$. More precisely, we choose $0<\delta<1$ and noting that $p=q^{\prime}+1$ we get

$$
\begin{align*}
& \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha}\left(X_{1} \cdots X_{k}\right)^{2} X_{k+1}^{2-\epsilon(1-\delta) / q^{\prime}}}{|x|^{2}} u^{2} \mathrm{~d} x=\int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha}\left(X_{1} \cdots X_{k}\right)^{\frac{1}{q}} X_{k+1}^{\frac{1}{q}+\frac{\epsilon \delta}{q^{\prime}}}}{|x|^{2}}\left(X_{1} \cdots X_{k}\right)^{1+\frac{1}{q^{\prime}}} X_{k+1}^{1+\frac{1}{q^{\prime}}-\frac{\epsilon}{q^{\prime}}} u^{2} \mathrm{~d} x \\
& \leq\left(\int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha q}\left(X_{1} \cdots X_{k}\right) X_{k+1}^{1+\epsilon \delta q / q^{\prime}}}{|x|^{2 q}} \mathrm{~d} x\right)^{1 / q}\left(\int_{\mathbb{R}_{+}^{n} \cap U}\left(X_{1} \cdots X_{k}\right)^{p} X_{k+1}^{p-\epsilon}|u|^{\frac{2 n}{n-2+\alpha}} \mathrm{d} x\right)^{1 / q^{\prime}} \tag{4.38}
\end{align*}
$$

Combining (4.37), (4.38), we infer the existence of a positive constant $C$ such that

$$
C \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha}\left(X_{1} \cdots X_{k}\right)^{2} X_{k+1}^{2-\epsilon(1-\delta) / q^{\prime}}}{|x|^{2}} u^{2} \mathrm{~d} x \leq I_{k}[u], \quad \forall u \in C_{0}^{\infty}(U) .
$$

This inequality contradicts to Theorem 3, where it is stated that the weight $\left(X_{1} \cdots X_{k+1}\right)^{2}$ in the inequality

$$
\frac{1}{4} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha}\left(X_{1} \cdots X_{k+1}\right)^{2}}{|x|^{2}} u^{2} \mathrm{~d} x \leq I_{k}[u],
$$

cannot be replaced by powers of $X_{1}, \cdots, X_{k+1}$ with exponents being smaller than 2.

### 4.3 Weighted Hardy inequalities

In this section we establish some weighted Hardy inequalities that will be used later on. In fact, we will derive more general results that are of independent interest.
Lemma 4. Let $n \geq 2, R>0$ and let $A, B, \Gamma$, be real numbers such that $A+1>0, B+n-1>$ $0, A+B+n-\Gamma>0$. Then, the following inequality holds

$$
\frac{(B+n-1)\left(A+B+n-\Gamma^{+}\right)}{(A+B+n)} \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B}|v|}{|x|^{\Gamma}} \mathrm{d} x \leq \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+1}|\nabla v|}{|x|^{\Gamma}} \mathrm{d} x, \quad \forall v \in C_{0}^{1}\left(B_{R}\right),
$$

where $\Gamma^{+}=\max \{\Gamma, 0\}$.
Proof. It suffices to prove the inequality only for $R=1$, as it is scaling invariant. Integration by parts in $x^{\prime}$ variables yields

$$
\begin{aligned}
& (B+1) \int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B}}{|x|^{\Gamma}}|v| \mathrm{d} x=\int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A}|v|}{|x|^{\Gamma}}\left(\nabla\left|x^{\prime}\right| \cdot \nabla\left|x^{\prime}\right|^{B+1}\right) \mathrm{d} x \\
& =(2-n) \int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B}}{|x|^{\Gamma}}|v| \mathrm{d} x+\Gamma \int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2}}{|x|^{\Gamma+2}}|v| \mathrm{d} x-\int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+1}}{|x|^{\Gamma}}\left(\nabla\left|x^{\prime}\right| \cdot \nabla_{x^{\prime}}|v|\right) \mathrm{d} x .
\end{aligned}
$$

There isn't boundary term on $\left\{x_{n}=0\right\}$ due to the presence of the integrand $x^{\prime} \cdot \mathbf{0}=0$. We then have

$$
\begin{equation*}
(B+n-1) \int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B}}{|x|^{\Gamma}}|v| \mathrm{d} x \leq \Gamma \int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2}|v|}{|x|^{\Gamma+2}} \mathrm{~d} x+\int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+1}|\nabla v|}{|x|^{\Gamma}} \mathrm{d} x . \tag{4.39}
\end{equation*}
$$

If $\Gamma \leq 0$, then the result follows immediately. Consider now the case $\Gamma>0$. We will estimate the first term of the right hand side. Define the vector field

$$
\mathbf{F}=\frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2}}{|x|^{\Gamma+2}}\left(x^{\prime}, x_{n}\right)
$$

Then we have

$$
|\mathbf{F}|=\frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2}}{|x|^{\Gamma+1}} \leq \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+1}}{|x|^{\Gamma}}
$$

and

$$
\begin{aligned}
\operatorname{div} \mathbf{F}= & \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2}}{|x|^{\Gamma+2}} \operatorname{div}\left(x^{\prime}, x_{n}\right)+\nabla\left(\frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2}}{|x|^{\Gamma+2}}\right) \cdot\left(x^{\prime}, x_{n}\right)=n \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2}}{|x|^{\Gamma+2}} \\
& +\left(\frac{x_{n}^{A}\left|x^{\prime}\right|^{B}}{|x|^{\Gamma+2}}\left[(B+2)-(\Gamma+2)\left|x^{\prime}\right|^{2}|x|^{-2}\right] x^{\prime}, \frac{x_{n}^{A-1}\left|x^{\prime}\right|^{B+2}}{|x|^{\Gamma+2}}\left(A-(\Gamma+2) x_{n}^{2}|x|^{-2}\right)\right) \cdot\left(x^{\prime}, x_{n}\right) \\
= & (A+B+n+2) \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2}}{|x|^{\Gamma+2}}-(\Gamma+2) \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2}}{|x|^{\Gamma+2}}=(A+B+n-\Gamma) \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2}}{|x|^{\Gamma+2}} .
\end{aligned}
$$

Next we use the inequality

$$
\int_{\mathbb{R}_{+}^{n} \cap B_{1}} d i v \mathbf{F}|v| \mathrm{d} x=-\int_{\mathbb{R}_{+}^{n} \cap B_{1}} \mathbf{F} \cdot \nabla|v| \mathrm{d} x \leq \int_{\mathbb{R}_{+}^{n} \cap B_{1}}|\mathbf{F}||\nabla v| \mathrm{d} x .
$$

There isn't boundary term on $\{t=0\}$ due to the presence of the integrand $\left(x^{\prime}, x_{n}\right) \cdot(\mathbf{0},-1)=0$ and the assumptions on $A, B, \Gamma$. We then get

$$
(A+B+n-\Gamma) \int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2}}{|x|^{\Gamma+2}}|v| \mathrm{d} x \leq \int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+1}}{|x|^{\Gamma}}|\nabla v| \mathrm{d} x .
$$

The result follows combining this estimate with inequality (4.39).
The following Lemma, is a non-trivial substitute of Lemma 4, in the case where $A+B+n=\Gamma$.
Lemma 5. Let $n \geq 2, R>0$ and $A, B$ be real numbers such that $A+1>0, B+n-1>0$. Then there holds the following inequality

$$
\begin{aligned}
& \frac{B+n-1}{A+B+n+1} \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B} X^{2}}{|x|^{A+B+n}}|v| \mathrm{d} x+\frac{2}{A+B+n+1} \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2} X^{3}}{|x|^{A+B+n+2}}|v| \mathrm{d} x \\
& \leq \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+1} X}{|x|^{A+B+n}}|\nabla v| \mathrm{d} x, \quad \forall v \in C_{0}^{1}\left(B_{R}\right),
\end{aligned}
$$

where $X=X(|x| / R), X(\vartheta)=(1-\ln \vartheta)^{-1}, 0<\vartheta \leq 1$.
Proof. We can assume that $R=1$, since the inequality is scaling invariant. Moreover, to simplify the notation we abbreviate $\Gamma=A+B+n$. Integration by parts in $x^{\prime}$ variables yields

$$
\begin{aligned}
& (B+1) \int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B} X^{2}}{|x|^{\Gamma}}|v| \mathrm{d} x+2 \int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2} X^{3}}{|x|^{\Gamma+2}}|v| \mathrm{d} x=\int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A}}{|x|^{\Gamma}|v|\left(\nabla\left|x^{\prime}\right| \cdot \nabla_{x^{\prime}}\left(X^{2}\left|x^{\prime}\right|^{B+1}\right)\right) \mathrm{d} x} \\
& =(2-n) \int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B} X^{2}}{|x|^{\Gamma}}|v| \mathrm{d} x+\Gamma \int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2} X^{2}}{|x|^{\Gamma+2}}|v| \mathrm{d} x-\int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+1} X^{2}}{|x|^{\Gamma}}\left(\nabla\left|x^{\prime}\right| \cdot \nabla_{x^{\prime}}|v|\right) \mathrm{d} x,
\end{aligned}
$$

hence

$$
\begin{align*}
& (B+n-1) \int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B} X^{2}}{|x|^{\Gamma}}|v| \mathrm{d} x+2 \int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2} X^{3}}{|x|^{\Gamma+2}}|v| \mathrm{d} x \\
& \leq \Gamma \int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2} X^{2}}{|x|^{\Gamma+2}}|v| \mathrm{d} x+\int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+1} X}{|x|^{\Gamma}}|\nabla v| \mathrm{d} x . \tag{4.40}
\end{align*}
$$

We will estimate the first term of the right hand side. Define the vector field

$$
\mathbf{F}=\frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2} X}{|x|^{\Gamma+2}}\left(x^{\prime}, x_{n}\right)
$$

Then we have

$$
|\mathbf{F}|=\frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2} X}{|x|^{\Gamma+1}} \leq \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+1} X}{|x|^{\Gamma}}
$$

and

$$
\begin{aligned}
& \operatorname{div} \mathbf{F}=\frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2} X}{|x|^{\Gamma+2}} \operatorname{div}\left(x^{\prime}, x_{n}\right)+\nabla\left(\frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2} X}{|x|^{\Gamma+2}}\right) \cdot\left(x^{\prime}, x_{n}\right)=n \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2} X}{|x|^{\Gamma+2}} \\
& +\left(\frac{x_{n}^{A}\left|x^{\prime}\right|^{B} X}{|x|^{\Gamma+2}}\left[(B+2)+\frac{\left|x^{\prime}\right|^{2} X}{|x|^{2}}-(\Gamma+2) \frac{\left|x^{\prime}\right|^{2}}{|x|^{2}}\right] x^{\prime}, \frac{x_{n}^{A-1}\left|x^{\prime}\right|^{B+2} X}{|x|^{\Gamma+2}}\left[A+\frac{x_{n}^{2} X}{|x|^{2}}-(\Gamma+2) \frac{x_{n}^{2}}{|x|^{2}}\right]\right) \cdot\left(x^{\prime}, x_{n}\right) \\
& =(A+B+n+2) \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2} X}{|x|^{\Gamma+2}}-(\Gamma+2) \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2} X}{|x|^{\Gamma+2}}+\frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2} X^{2}}{|x|^{\Gamma+2}} \\
& =(A+B+n-\Gamma) \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2} X}{|x|^{\Gamma+2}}+\frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2} X^{2}}{|x|^{\Gamma+2}}=\frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2} X^{2}}{|x|^{\Gamma+2}} .
\end{aligned}
$$

Next we apply the inequality

$$
\int_{\mathbb{R}_{+}^{n} \cap B_{1}} d i v \mathbf{F}|v| \mathrm{d} x=-\int_{\mathbb{R}_{+}^{n} \cap B_{1}} \mathbf{F} \cdot \nabla|v| \mathrm{d} x \leq \int_{\mathbb{R}_{+}^{n} \cap B_{1}}|\mathbf{F}||\nabla v| \mathrm{d} x,
$$

to get

$$
\int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2} X^{2}}{|x|^{\Gamma+2}}|v| \mathrm{d} x \leq \int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+1} X}{|x|^{\Gamma}}|\nabla v| \mathrm{d} x .
$$

The result follows combining this estimate with inequality (4.40).
Actually, a similar argumentation to the proof of Lemma 5, leads to the following generalization.
Lemma 6. Let $n \geq 2, R>0$ and $A, B$, $\gamma$ be real numbers such that $A+1>0, B+n-1>0, \gamma>1$. Then there holds the following inequality

$$
\begin{aligned}
& \frac{(B+n-1)(\gamma-1)}{A+B+n+\gamma-1} \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B} X^{\gamma}}{|x|^{A+B+n}}|v| \mathrm{d} x+\frac{\gamma(\gamma-1)}{A+B+n+\gamma-1} \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2} X^{\gamma+1}}{|x|^{A+B+n+2}}|v| \mathrm{d} x \\
& \leq \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+1} X^{\gamma-1}}{|x|^{A+B+n}}|\nabla v| \mathrm{d} x, \quad \forall v \in C_{0}^{1}\left(B_{R}\right),
\end{aligned}
$$

where $X=X(|x| / R), X(\vartheta)=(1-\ln \vartheta)^{-1}, 0<\vartheta \leq 1$.
We pass now to the corresponding $L^{2}$ estimates.
Lemma 7. Let $n \geq 2, R>0$ and $A, B$ be real numbers such that $A+1>0, B+n-1>0$. Then there holds the following inequality

$$
\begin{aligned}
& \frac{(B+n-1)^{2}}{4(A+B+n+1)^{2}} \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B} X^{2}}{|x|^{A+B+n}} u^{2} \mathrm{~d} x+\frac{B+n-1}{(A+B+n+1)^{2}} \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2} X^{3}}{|x|^{A+B+n+2}} u^{2} \mathrm{~d} x \\
& \leq \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2}}{|x|^{A+B+n}}|\nabla u|^{2} \mathrm{~d} x, \quad \forall u \in C_{0}^{1}\left(B_{R}\right),
\end{aligned}
$$

where $X=X(|x| / R), X(\vartheta)=(1-\ln \vartheta)^{-1}, 0<\vartheta \leq 1$.

Proof. We apply Lemma 5 to $v=u^{2}$, to get

$$
\begin{aligned}
& \frac{B+n-1}{A+B+n+1} \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B} X^{2}}{|x|^{A+B+n}} u^{2} \mathrm{~d} x+\frac{2}{A+B+n+1} \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2} X^{3}}{|x|^{A+B+n+2}} u^{2} \mathrm{~d} x \\
& \leq \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{2 x_{n}^{A}\left|x^{\prime}\right|^{B+1} X}{|x|^{A+B+n}}|u||\nabla u| \mathrm{d} x \\
& \leq \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{\epsilon x_{n}^{A}\left|x^{\prime}\right|^{B} X^{2}}{|x|^{A+B+n}} u^{2} \mathrm{~d} x+\int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2}}{\epsilon|x|^{A+B+n}}|\nabla u|^{2} \mathrm{~d} x .
\end{aligned}
$$

In the last inequality we employed the Cauchy's inequality

$$
\begin{equation*}
a b \leq \epsilon a^{2}+\frac{b^{2}}{4 \epsilon}, \quad a>0, b>0, \epsilon>0 \tag{4.41}
\end{equation*}
$$

The result follows setting $\epsilon=\frac{B+n-1}{2(A+B+n+1)}$.
Lemma 8. Let $n \geq 2, R>0$ and $A, B$ be real numbers such that $A+1>0, B+n-1>0$. Then there holds the following inequality

$$
\begin{aligned}
& \frac{A+1}{A+B+n+1} \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B} X^{2}}{|x|^{A+B+n}}|v| \mathrm{d} x+\frac{2}{A+B+n+1} \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{A+2}\left|x^{\prime}\right|^{B} X^{3}}{|x|^{A+B+n+2}}|v| \mathrm{d} x \\
& \leq \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{A+1}\left|x^{\prime}\right|^{B} X}{|x|^{A+B+n}}|\nabla v| \mathrm{d} x, \quad \forall v \in C_{0}^{1}\left(B_{R}\right),
\end{aligned}
$$

where $X=X(|x| / R), X(\vartheta)=(1-\ln \vartheta)^{-1}, 0<\vartheta \leq 1$.
Proof. We can assume that $R=1$, since the inequality is invariant under scaling. For convenience in calculations we set $\Gamma=A+B+n$. Integration by parts in the $x_{n}$ variable yields

$$
\begin{aligned}
& (A+1) \int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B} X^{2}}{|x|^{\Gamma}}|v| \mathrm{d} x=-2 \int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A+2}\left|x^{\prime}\right|^{B} X^{3}}{|x|^{\Gamma+2}}|v| \mathrm{d} x \\
& +(A+B+n) \int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A+2}\left|x^{\prime}\right|^{B} X^{2}}{|x|^{\Gamma+2}}|v| \mathrm{d} x-\int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A+1}\left|x^{\prime}\right|^{B} X^{2}}{|x|^{\Gamma}}|v|_{x_{n}} \mathrm{~d} x,
\end{aligned}
$$

hence

$$
\begin{align*}
& (A+1) \int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B} X^{2}}{|x|^{\Gamma}}|v| \mathrm{d} x+2 \int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A+2}\left|x^{\prime}\right|^{B} X^{3}}{|x|^{\Gamma+2}}|v| \mathrm{d} x \\
& \leq(A+B+n) \int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A+2}\left|x^{\prime}\right|^{B} X^{2}}{|x|^{\Gamma+2}}|v| \mathrm{d} x+\int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A+1}\left|x^{\prime}\right|^{B} X^{2}}{|x|^{\Gamma}}|\nabla v| \mathrm{d} x . \tag{4.42}
\end{align*}
$$

We will estimate the first term of the right hand side. Define the vector field

$$
\mathbf{F}=\frac{x_{n}^{A+2}\left|x^{\prime}\right|^{B} X}{|x|^{\Gamma+2}}\left(x^{\prime}, x_{n}\right)
$$

Then we have

$$
|\mathbf{F}|=\frac{x_{n}^{A+2}\left|x^{\prime}\right|^{B} X}{|x|^{\Gamma+1}} \leq \frac{x_{n}^{A+1}\left|x^{\prime}\right|^{B} X}{|x|^{\Gamma}}
$$

and

$$
\begin{aligned}
& \operatorname{div} \mathbf{F}=\frac{x_{n}^{A+2}\left|x^{\prime}\right|^{B} X}{|x|^{\Gamma+2}} \operatorname{div}\left(x^{\prime}, x_{n}\right)+\nabla\left(\frac{x_{n}^{A+2}\left|x^{\prime}\right|^{B} X}{|x|^{\Gamma+2}}\right) \cdot\left(x^{\prime}, x_{n}\right)=\frac{n x_{n}^{A+2}\left|x^{\prime}\right|^{B} X}{|x|^{\Gamma+2}} \\
& +\left(\frac{x_{n}^{A+2}\left|x^{\prime}\right|^{B-2} X}{|x|^{\Gamma+2}}\left[B+\frac{\left|x^{\prime}\right|^{2} X}{|x|^{2}}-(\Gamma+2) \frac{\left|x^{\prime}\right|^{2}}{|x|^{2}}\right] x^{\prime}, \frac{x_{n}^{A+1}\left|x^{\prime}\right|^{B} X}{|x|^{\Gamma+2}}\left[A+2+\frac{x_{n}^{2} X}{|x|^{2}}-(\Gamma+2) \frac{x_{n}^{2}}{|x|^{2}}\right]\right) \cdot\left(x^{\prime}, x_{n}\right) \\
& =(A+B+n+2) \frac{x_{n}^{A+2}\left|x^{\prime}\right|^{B} X}{|x|^{\Gamma+2}}-(\Gamma+2) \frac{x_{n}^{A+2}\left|x^{\prime}\right|^{B} X}{|x|^{\Gamma+2}}+\frac{x_{n}^{A+2}\left|x^{\prime}\right|^{B} X^{2}}{|x|^{\Gamma+2}} \\
& =(A+B+n-\Gamma) \frac{x_{n}^{A+2}\left|x^{\prime}\right|^{B} X}{|x|^{\Gamma+2}}+\frac{x_{n}^{A}\left|x^{\prime}\right|^{B+2} X^{2}}{|x|^{\Gamma+2}}=\frac{x_{n}^{A+2}\left|x^{\prime}\right|^{B} X^{2}}{|x|^{\Gamma+2}} .
\end{aligned}
$$

Next we apply the inequality

$$
\int_{\mathbb{R}_{+}^{n} \cap B_{1}} d i v \mathbf{F}|v| \mathrm{d} x=-\int_{\mathbb{R}_{+}^{n} \cap B_{1}} \mathbf{F} \cdot \nabla|v| \mathrm{d} x \leq \int_{\mathbb{R}_{+}^{n} \cap B_{1}}|\mathbf{F}||\nabla v| \mathrm{d} x,
$$

to get

$$
\int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A+2}\left|x^{\prime}\right|^{B} X^{2}}{|x|^{\Gamma+2}}|v| \mathrm{d} x \leq \int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{A+1}\left|x^{\prime}\right|^{B} X}{|x|^{\Gamma}}|\nabla v| \mathrm{d} x .
$$

The result follows combining this estimate with inequality (4.42).
Lemma 9. Let $n \geq 2, R>0$ and $A, B$ be real numbers such that $A+1>0, B+n-1>0$. Then there holds the following inequality

$$
\frac{1}{4}\left(\frac{A+1}{A+B+n+1}\right)^{2} \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B} X^{2}}{|x|^{A+B+n}} u^{2} \mathrm{~d} x \leq \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{A+2}\left|x^{\prime}\right|^{B}}{|x|^{A+B+n}}|\nabla u|^{2} \mathrm{~d} x, \quad \forall u \in C_{0}^{1}\left(B_{R}\right),
$$

where $X=X(|x| / R), X(\vartheta)=(1-\ln \vartheta)^{-1}, 0<\vartheta \leq 1$.
Proof. We apply Lemma 8 to $v=u^{2}$ and then we employ Cauchy's inequality (4.41), to get

$$
\begin{aligned}
& \frac{A+1}{A+B+n+1} \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B} X^{2}}{|x|^{A+B+n}} u^{2} \mathrm{~d} x \leq \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{2 x_{n}^{A+1}\left|x^{\prime}\right|^{B} X}{|x|^{A+B+n}}|\nabla u \| u| \mathrm{d} x, \\
& \leq \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{B} X^{2}}{\epsilon|x|^{A+B+n}} u^{2} \mathrm{~d} x+\int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{\epsilon x_{n}^{A+2}\left|x^{\prime}\right|^{B}}{|x|^{A+B+n}}|\nabla u|^{2} \mathrm{~d} x .
\end{aligned}
$$

The result follows setting $\epsilon=2 \frac{A+B+n+1}{A+1}$.

Lemma 10. Let $n \geq 2, R>0$ and $A$ be a real number such that $A+1>0$. Then, there holds

$$
\frac{1}{8}\left(\frac{A+1}{2 A+n+3}\right)^{2} \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{A} X^{2}}{|x|^{2 A+n}} u^{2} \mathrm{~d} x \leq \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{A+2}\left|x^{\prime}\right|^{A+2}}{|x|^{2 A+n+2}}|\nabla u|^{2} \mathrm{~d} x, \quad \forall u \in C_{0}^{1}\left(B_{R}\right),
$$

where $X=X(|x| / R), X(\vartheta)=(1-\ln \vartheta)^{-1}, 0<\vartheta \leq 1$.
Proof. We apply Lemma 9 with $B=A+2$ there, to get

$$
\begin{equation*}
\frac{1}{4}\left(\frac{A+1}{2 A+n+3}\right)^{2} \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{A}\left|x^{\prime}\right|^{A+2} X^{2}}{|x|^{2 A+n+2}} u^{2} \mathrm{~d} x \leq \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{A+2}\left|x^{\prime}\right|^{A+2}}{|x|^{2 A+n+2}}|\nabla u|^{2} \mathrm{~d} x \tag{4.43}
\end{equation*}
$$

and similarly, we apply Lemma 7 with $A=B+2$ there, to obtain

$$
\begin{equation*}
\frac{(B+n-1)^{2}}{4(2 B+n+3)^{2}} \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{B+2}\left|x^{\prime}\right|^{B} X^{2}}{|x|^{2 B+n+2}} u^{2} \mathrm{~d} x \leq \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{B+2}\left|x^{\prime}\right|^{B+2}}{|x|^{2 B+n+2}}|\nabla u|^{2} \mathrm{~d} x \tag{4.44}
\end{equation*}
$$

The result follows, setting $B=A$ in (4.44), and then adding (4.44) to (4.43).

### 4.4 Hardy type remainder terms

Next we proceed with the proof of Theorem III, which we restate here:
Theorem 5. Let $\alpha \in(-1,1), 2-\alpha \leq b<n$ and $U$ be a bounded domain in $\mathbb{R}^{n}$. Then there exists $a$ constant $C>0$, depending only on $n, \alpha$, such that for all $u \in C_{0}^{\infty}(U)$ there holds
$K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}+\frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x+C \int_{\mathbb{R}_{+}^{n} \cap U} \frac{X^{2}}{|x|^{2-\alpha}} u^{2} \mathrm{~d} x \leq \int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x$,
where $X=X(|x| / d), X(\vartheta)=(1-\ln \vartheta)^{-1}, 0<\vartheta \leq 1, d=\sup _{x \in \mathbb{R}_{+}^{n} \cap U}|x|$. The exponent 2 of the weight function cannot be improved.

Proof of Theorem 5. As in the proof of Theorem 2, we arrive at the following estimate

$$
\begin{equation*}
K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}+\frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x+\int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}\left|\nabla \frac{u}{\psi}\right|^{2} \psi^{2} \mathrm{~d} x=\int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x, \tag{4.46}
\end{equation*}
$$

valid for all $u \in C_{0}^{\infty}(U \backslash\{0\})$. The third term in the left hand side, yields the correction term in (4.45). Therefore, it remains to show that there exists a positive constant $C=C(n, \alpha)$ such that for all $u \in$ $C_{0}^{\infty}(U \backslash\{0\})$ there holds

$$
\begin{equation*}
C \int_{\mathbb{R}_{+}^{n} \cap U} \frac{X^{2} u^{2}}{|x|^{2-\alpha}} \mathrm{d} x \leq \int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}\left|\nabla \frac{u}{\psi}\right|^{2} \psi^{2} \mathrm{~d} x . \tag{4.47}
\end{equation*}
$$

Note that $U \subseteq B_{R}$, with $R=d$. Moreover, taking into account (3.38) and setting $u=v \psi$, we conclude that (4.47) will follow on its turn, after establishing the following inequality

$$
\begin{equation*}
C \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{X^{2} v^{2}}{|x|^{n}} \mathrm{~d} x \leq \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{\alpha}|\nabla v|^{2}}{|x|^{\alpha+n-2}} \mathrm{~d} x, v \in C_{0}^{\infty}(U \backslash\{0\}), \tag{4.48}
\end{equation*}
$$

for some positive constant $C=C(n, \alpha)$, independent of $R$. Now (4.48) follows by Lemma 10 with $A=0$ there. For $-1<\alpha<0$, inequality (4.48) also follows by Lemma 7 with $A=B=0$.

Next, to complete the proof of the Theorem, we will verify that the weight function $X^{2}$ cannot be replaced by a smaller power of $X$. More precisely, we will show that there are no constants $0<\epsilon<2$, $c>0$, such that the following inequality is valid

$$
\begin{aligned}
K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime} & +\frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x+c \int_{\mathbb{R}_{+}^{n} \cap U} \frac{X^{2-\epsilon}}{|x|^{2-\alpha}} u^{2} \mathrm{~d} x \\
& \leq \int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x, \quad \forall u \in C_{0}^{\infty}(U)
\end{aligned}
$$

Note also that it suffices to prove the claim, only for the case $0<\epsilon<1$, since $X^{2-\epsilon_{0}}(\vartheta)>X^{2-\epsilon}(\vartheta)$, $\forall \epsilon_{0}>\epsilon, \vartheta \in(0,1]$.

The result will follow after showing that there exists a sequence $\left\{u_{l}\right\}_{l=0}^{\infty} \subset C_{0}^{\infty}(U)$, such that

Notice that $U$ contains a ball $B_{r}$ centered at the origin, and without loss of generality we can assume that $r=1$. Furthermore, noting that $\psi \sim|x|^{-\frac{n+\alpha-2}{2}}$, in $\mathbb{R}_{+}^{n}$ (see (3.38)) and making the change of variable $u_{l}=v_{l} \psi$, it is sufficient to show that there exists a sequence $\left\{v_{l}\right\} \subset C_{0}^{\infty}(U \backslash\{0\})$ such that (cf. (4.46), (4.48))

$$
\begin{equation*}
J\left[v_{l}\right]:=\frac{N\left[v_{l}\right]}{D\left[v_{l}\right]}:=\frac{\int_{+}^{n} \cap B_{1} \frac{x_{n}^{\alpha}\left|\nabla v_{l}\right|^{2}}{|x|^{n-2+\alpha}} \mathrm{d} x}{\int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{X^{2-\epsilon} v_{1}^{2}}{|x|^{n}} \mathrm{~d} x} \longrightarrow 0, \text { as } l \rightarrow \infty . \tag{4.49}
\end{equation*}
$$

Let us recall the notation $B_{r}^{+}=B_{r} \cap \mathbb{R}_{+}^{n}$, abbreviate $V(x)=\frac{X^{2-\epsilon}}{|x|^{n}}, w(x)=\frac{x_{n}^{\alpha}}{|x|^{n+\alpha-2}}$ and define the space $D_{0}^{1,2}\left(B_{1}, w(x) \mathrm{d} x\right)$ as the completion of $C_{0}^{\infty}\left(\overline{\mathbb{R}_{+}^{n}} \cap B_{1}\right)$ with respect to the norm $\|v\|=\left(\int_{B_{1}^{+}}|\nabla v|^{2} w(x) \mathrm{d} x\right)^{1 / 2}$. Then, by a standard approximation, it suffices to fix a sequence $\left\{v_{l}\right\} \subset D_{0}^{1,2}\left(B_{1}, w(x) \mathrm{d} x\right)$ with $\int_{B_{1}^{+}} V(x) v_{l}^{2} \mathrm{~d} x$ $<\infty$, such that $J\left[v_{l}\right] \rightarrow 0$, as $l \rightarrow \infty$.

To this end, we choose $\delta$ such that $0<\epsilon<\delta<1$, which eventually will be sent to $\epsilon$, we set $R_{m}=e^{1-m}$ so that

$$
\frac{1}{m} \leq X(|x|) \leq 1 \Leftrightarrow R_{m} \leq|x| \leq 1, \quad m=1,2,3, \ldots
$$

and define the functions $f_{m}$ as follows

$$
f_{m}(x)=\left\{\begin{array}{ll}
X^{\frac{\delta-1}{2}}(|x|), & R_{m} \leq|x| \leq 1, \\
m^{\frac{3-\delta}{2}} X(|x|), & |x| \leq R_{m},
\end{array} \text { hence } \nabla f_{m}(x)= \begin{cases}\left(\frac{\delta-1}{2}\right) X^{\frac{\delta+1}{2}}(|x|) \frac{x}{|x|^{2}}, & R_{m}<|x| \leq 1 \\
m^{\frac{3-\delta}{2}} X^{2}(|x|) \frac{x}{|x|^{2}}, & 0<|x|<R_{m}\end{cases}\right.
$$

Then, we have

$$
D\left[f_{m}\right]=\int_{B_{1}^{+} \backslash B_{R_{m}}^{+}} \frac{X^{\delta-\epsilon+1}}{|x|^{n}} \mathrm{~d} x+m^{3-\delta} \int_{B_{R_{m}}^{+}} \frac{X^{4-\epsilon}}{|x|^{n}} \mathrm{~d} x=: D_{1}(m)+D_{2}(m)
$$

and

$$
N\left[f_{m}\right]=\left(\frac{\delta-1}{2}\right)^{2} \int_{B_{1}^{+} \backslash B_{R_{m}}^{+}} \frac{x_{n}^{\alpha} X^{\delta+1}(|x|)}{|x|^{n+\alpha}} \mathrm{d} x+m^{3-\delta} \int_{B_{R_{m}}^{+}} \frac{x_{n}^{\alpha} X^{4}(|x|)}{|x|^{n+\alpha}} \mathrm{d} x=: N_{1}(m)+N_{2}(m) .
$$

We will next estimate the terms $D_{1}, D_{2}, N_{1}, N_{2}$, using polar coordinates. More precisely, making the change of variable

$$
t=X(r), \text { thus } \mathrm{d} t=\frac{X^{2}(r)}{r} \mathrm{~d} r
$$

and setting $\mathcal{C}_{n, \alpha}=\int_{\mathbb{S}_{+}^{n-1}} x_{n}^{\alpha} \mathrm{d} \sigma(x), \gamma_{n}=\int_{\mathbb{S}_{+}^{n-1}} 1 \mathrm{~d} \sigma(x)$, we have

$$
\begin{aligned}
D_{1}(m) & =\int_{\mathbb{S}_{+}^{n-1}} 1 \mathrm{~d} \sigma \int_{R_{m}}^{1} \frac{X^{\delta-\epsilon+1}(r)}{r} \mathrm{~d} r=\gamma_{n} \int_{1 / m}^{1} t^{\delta-\epsilon-1} \mathrm{~d} t=\frac{\gamma_{n}\left(1-m^{\epsilon-\delta}\right)}{\delta-\epsilon}, \\
D_{2}(m) & =m^{3-\delta} \int_{\mathbb{S}_{+}^{n-1}} 1 \mathrm{~d} \sigma \int_{0}^{R_{m}} \frac{X^{4-\epsilon}(r)}{r} \mathrm{~d} r=\gamma_{n} m^{3-\delta} \int_{0}^{1 / m} t^{2-\epsilon} \mathrm{d} t=\frac{\gamma_{n} m^{\epsilon-\delta}}{3-\epsilon}, \\
N_{1}(m) & =\left(\frac{\delta-1}{2}\right)^{2} \int_{\mathbb{S}_{+}^{n-1}} x_{n}^{\alpha} \mathrm{d} \sigma(x) \int_{R_{m}}^{1} \frac{X^{\delta+1}(r)}{r} \mathrm{~d} r=\mathcal{C}_{n, \alpha}\left(\frac{\delta-1}{2}\right)^{2} \int_{1 / m}^{1} t^{2 \delta-1} \mathrm{~d} t \\
& =\mathcal{C}_{n, \alpha}\left(\frac{\delta-1}{2}\right)^{2} \frac{\left(1-m^{-\delta}\right)}{\delta}=\mathcal{C}_{n, \alpha}(\delta-1)^{2} \frac{1-m^{-\delta}}{4 \delta}, \\
N_{2}(m) & =m^{3-\delta} \int_{\mathbb{S}_{+}^{n-1}} x_{n}^{\alpha} \mathrm{d} \sigma(x) \int_{0}^{R_{m}} \frac{X^{4}(r)}{r} \mathrm{~d} r=\mathcal{C}_{n, \alpha} m^{3-\delta} \int_{0}^{1 / m} t^{2} \mathrm{~d} t=\frac{\mathcal{C}_{n, \alpha} m^{-\delta}}{3} .
\end{aligned}
$$

We conclude that

$$
J\left[f_{m}\right]=\frac{\mathcal{C}_{n, \alpha}}{\gamma_{n}} \frac{(\delta-1)^{2} \frac{1-m^{-\delta}}{4 \delta}+\frac{m^{-\delta}}{3}}{\frac{1-m^{\epsilon-\delta}}{\delta-\epsilon}+\frac{m^{\epsilon-\delta}}{3-\epsilon}} .
$$

We then take a sequence $\delta_{l} \searrow \epsilon$ and choose $m_{l}$ sufficiently large so that $m_{l}^{\epsilon-\delta_{l}}<1 / 2$. It follows that $J\left[f_{m_{l}}\right] \rightarrow 0$, as $l \rightarrow \infty$.

Given now a function $\eta \in C_{0}^{\infty}(U)$, which is constant, not zero, in a neighbourhood of the origin, it is straightforward to verify that the sequence $v_{l}=f_{m_{l}} \eta$, satisfies $J\left[v_{l}\right] \rightarrow 0$, as $l \rightarrow \infty$, that is the condition (4.49).

### 4.5 Inequalities with more general weights

In this section we generalize the results obtained in the previous sections. We start with the following extension of Proposition I.

Theorem 6. Let $n \geq 3$ and $\alpha$, $\beta$ real numbers such that $\alpha \in(-1,1)$ and $\alpha+\beta+n-2>0$. Then for all $u \in W^{1,2}\left(\mathbb{R}_{+}^{n}, x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} \mathrm{d} x\right)$ there holds

$$
\begin{equation*}
H(n, \alpha, \beta) \int_{\partial \mathbb{R}_{+}^{n}} \frac{u^{2}\left(x^{\prime}, 0\right)}{\left|x^{\prime}\right|^{1-\alpha-\beta}} \mathrm{d} x^{\prime} \leq \int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}|\nabla u|^{2} \mathrm{~d} x \tag{4.50}
\end{equation*}
$$

where

$$
H(n, \alpha, \beta)=(1-\alpha) \frac{\Gamma^{2}\left(\frac{n-\alpha+\beta}{4}\right) \Gamma\left(\frac{\alpha+1}{2}\right)}{\Gamma\left(\frac{3-\alpha}{2}\right) \Gamma^{2}\left(\frac{\alpha+\beta+n-2}{4}\right)}
$$

The constant $H(n, \alpha, \beta)$ is sharp.
The main ingredient in the proof of these Theorems is the consideration of the solution $\phi$ for the corresponding Euler Lagrange equations

$$
\left\{\begin{array}{l}
\operatorname{div}\left(\left.x_{n}^{\alpha}\left|x^{\prime}\right|\right|^{\beta} \nabla \phi\right)=0, \text { in } \mathbb{R}_{+}^{n},  \tag{4.51}\\
\lim _{x_{n} \rightarrow 0} \frac{x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}}{\phi\left(x^{\prime}, x_{n}\right)} \frac{\partial \phi\left(x^{\prime}, x_{n}\right)}{\partial x_{n}}=-H(n, \alpha, \beta) \frac{1}{\left|x^{\prime}\right|^{1-\alpha-\beta}} .
\end{array}\right.
$$

To this aim we study the following boundary value problem

$$
\begin{equation*}
\left(s+s^{3}\right) g^{\prime \prime}(s)+\left[(\alpha+2) s^{2}+\alpha\right] g^{\prime}(s)+\frac{\alpha-\beta+4-n}{2} \frac{\alpha+\beta+n-2}{2} s g(s)=0, \tag{4.52}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
g(0)=1 \tag{4.53}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{s \rightarrow \infty} s^{\frac{n-2+\alpha+\beta}{2}} g(s) \text { exists. } \tag{4.54}
\end{equation*}
$$

For later use, notice that multiplying by $s^{\alpha-1}$ equation (4.52) can be written in divergence form

$$
\begin{equation*}
\left(s^{\alpha}\left(1+s^{2}\right) g^{\prime}(s)\right)^{\prime}+\frac{\alpha-\beta+4-n}{2} \frac{\alpha+\beta+n-2}{2} s^{\alpha} g(s)=0 . \tag{4.55}
\end{equation*}
$$

Using the change of variables $z=-s^{2}$ and defining the new unknown so that $\omega(z)=g(s)$, we have

$$
\frac{\mathrm{d} g}{\mathrm{~d} s}-2 s \omega^{\prime}, \frac{d^{2} g}{d s^{2}}=-2 \frac{d \omega}{d z}+4 s^{2} \frac{d^{2} \omega}{d z^{2}}
$$

Then equation (4.52) becomes

$$
\begin{equation*}
z(1-z) \omega^{\prime \prime}+\left[\frac{\alpha+1}{2}-\frac{\alpha+3}{2} z\right] \omega^{\prime}-\frac{\alpha-\beta+4-n}{4} \frac{\alpha+\beta+n-2}{4} \omega=0 . \tag{4.56}
\end{equation*}
$$

Equation (4.56) belongs to the class of hypergeometric equations and the general solution can be expressed in terms of hypergeometric functions (see [1, section 15]) in the neighborhood of the singular point $\mathrm{z}=0$ :

$$
\begin{aligned}
\omega(z)= & c_{1} F\left(\frac{\alpha-\beta+4-n}{4}, \frac{\alpha+\beta+n-2}{4}, \frac{\alpha+1}{2} ; z\right) \\
& +c_{2} z^{\frac{1-\alpha}{2}} F\left(\frac{6-n-\alpha}{4}, \frac{n-\alpha}{4}, \frac{3-\alpha}{2} ; z\right),
\end{aligned}
$$

hence

$$
\begin{aligned}
g(s)= & c_{1} F\left(\frac{\alpha-\beta+4-n}{4}, \frac{\alpha+\beta+n-2}{4}, \frac{\alpha+1}{2} ;-s^{2}\right) \\
& +c_{2} s^{1-\alpha} e^{\frac{i \pi(1-\alpha)}{2}} F\left(\frac{6-n-\alpha}{4}, \frac{n-\alpha}{4}, \frac{3-\alpha}{2} ;-s^{2}\right) .
\end{aligned}
$$

Condition (4.53) implies that $c_{1}=1$. The constant $c_{2}$ will be evaluated by the condition (4.54). To this aim we will use formula 15.3.7 in [1] to arrive at

$$
\begin{aligned}
g(s) & =\frac{\Gamma\left(\frac{\alpha+1}{2}\right) \Gamma\left(\frac{n-3+\beta}{2}\right)}{\Gamma^{2}\left(\frac{n-2+\alpha+\beta}{4}\right)} s^{\frac{n-4-\alpha+\beta}{2}} F\left(\frac{\alpha+4-n-\beta}{4}, \frac{6-n-\alpha-\beta}{4}, \frac{5-n-\beta}{2} ;-\frac{1}{s^{2}}\right) \\
& +\frac{\Gamma\left(\frac{\alpha+1}{2}\right) \Gamma\left(\frac{3-n-\beta}{2}\right)}{\Gamma^{2}\left(\frac{\alpha+4-n-\beta}{4}\right)} s^{\frac{2-n-\alpha-\beta}{2}} F\left(\frac{\alpha+n-2+\beta}{4}, \frac{n-\alpha+\beta}{4}, \frac{n+\beta-1}{2} ;-\frac{1}{s^{2}}\right) \\
& +c_{2} \frac{\Gamma\left(\frac{3-\alpha}{2}\right) \Gamma\left(\frac{n-3+\beta}{2}\right)}{\Gamma^{2}\left(\frac{n-\alpha+\beta}{4}\right)} e^{\frac{i \pi(1-\alpha-\beta)}{2}} s^{\frac{\beta-\alpha+n-4}{2}} F\left(\frac{6-n-\alpha-\beta}{4}, \frac{\alpha-\beta-n+4}{4}, \frac{5-n-\beta}{2} ;-\frac{1}{s^{2}}\right) \\
& +c_{2} \frac{\Gamma\left(\frac{3-\alpha}{2}\right) \Gamma\left(\frac{3-n-\beta}{2}\right)}{\Gamma\left(\frac{6-n-\alpha}{4}\right) \Gamma\left(\frac{6-n-\alpha-\beta}{4}\right)} e^{\frac{i \pi(1-\alpha-\beta)}{2}} s^{\frac{2-\alpha-\beta-n}{2}} F\left(\frac{n-\alpha+\beta}{4}, \frac{\alpha+\beta+n-2}{4}, \frac{n+\beta-1}{2} ;-\frac{1}{s^{2}}\right) .
\end{aligned}
$$

Then condition (4.54) yields

$$
c_{2}=-e^{-\frac{i \pi(1-\alpha-\beta)}{2}} \frac{\Gamma^{2}\left(\frac{n-\alpha+\beta}{4}\right) \Gamma\left(\frac{\alpha+1}{2}\right)}{\Gamma\left(\frac{3-\alpha}{2}\right) \Gamma^{2}\left(\frac{\alpha+\beta+n-2}{4}\right)} .
$$

With this choice of $c_{2}$ we have

$$
\begin{equation*}
g(s)=O\left(s^{\frac{2-n-\alpha-\beta}{2}}\right), \text { as } s \rightarrow \infty, \tag{4.57}
\end{equation*}
$$

and in particular

$$
\begin{equation*}
\lim _{s \rightarrow \infty} s^{\frac{\alpha+\beta}{2}} g(s)=0 . \tag{4.58}
\end{equation*}
$$

Next we compute the limit

$$
H(n, \alpha, \beta):=\lim _{s \rightarrow 0^{+}}-s^{\alpha} g^{\prime}(s) .
$$

Using the differentiation formula 15.2 .1 in [1] we obtain

$$
\begin{aligned}
g^{\prime}(s)= & -2 s \frac{(\alpha-\beta+4-n)(\alpha+\beta+n-2)}{8(\alpha+1)} F\left(\frac{\alpha-\beta+8-n}{4}, \frac{\alpha+\beta+n+2}{4}, \frac{\alpha+3}{2} ;-s^{2}\right)+ \\
& -(1-\alpha) c_{2} s^{-\alpha} e^{\frac{i \pi(1-\alpha)}{2}} F\left(\frac{6-n-\alpha}{4}, \frac{n-\alpha}{4}, \frac{3-\alpha}{2} ;-s^{2}\right)+ \\
& -2 c_{2} s^{2-\alpha} \frac{(6-n-\alpha)(n-\alpha)}{8(3-\alpha)} e^{\frac{i \pi(1-\alpha)}{2}} F\left(\frac{10-n+\alpha}{4}, \frac{n-\alpha}{4}, \frac{3-\alpha}{2} ;-s^{2}\right) .
\end{aligned}
$$

We then have

$$
\begin{equation*}
H(n, \alpha, \beta)=\lim _{s \rightarrow 0^{+}}-s^{\alpha} g^{\prime}(s)=(1-\alpha) \frac{\Gamma^{2}\left(\frac{n-\alpha+\beta}{4}\right) \Gamma\left(\frac{\alpha+1}{2}\right)}{\Gamma\left(\frac{3-\alpha}{2}\right) \Gamma^{2}\left(\frac{\alpha+\beta+n-2}{4}\right)} . \tag{4.59}
\end{equation*}
$$

Set now

$$
\begin{equation*}
\phi\left(x^{\prime}, x_{n}\right)=\left|x^{\prime}\right|^{-\frac{n-2+\alpha+\beta}{2}} g\left(\frac{x_{n}}{\left|x^{\prime}\right|}\right), x^{\prime} \in \mathbb{R}^{n-1}, x_{n} \geq 0,\left(x^{\prime}, x_{n}\right) \neq(0,0) \tag{4.60}
\end{equation*}
$$

Note that in $\left\{\left(x^{\prime}, x_{n}\right): x^{\prime}=0, x_{n}>0\right\}, \phi\left(x^{\prime}, x_{n}\right)$ is well defined due to the condition (4.54). Then $\phi$ satisfies equations (4.51). Indeed the boundary condition in (4.51) is a consequence of (4.53) and (4.59), while $\operatorname{div}\left(x_{n}^{\alpha}\left|x^{\prime}\right|{ }^{\beta} \nabla \phi\right)=0$ is equivalent to (4.52), with $s=\frac{x_{n}}{\left|x^{\prime}\right|}$. Moreover, gathering conditions (4.53) and (4.57) we obtain

$$
g(s) \sim\left(1+s^{2}\right)^{-\frac{n-2+\alpha+\beta}{4}}, s>0
$$

thus

$$
\begin{equation*}
\phi \sim|x|^{-\frac{n-2+\alpha+\beta}{2}} \text { in } \mathbb{R}_{+}^{n} . \tag{4.61}
\end{equation*}
$$

Proof of Theorem 6. By a standard density argument it suffices to prove the result for $u \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$. Moreover, by approximation we can suppose $u \in C_{0}^{\infty}\left(\mathbb{R}^{n} \backslash\{0\}\right)$. Indeed, let $\epsilon>0, \mathrm{C}_{\epsilon}=\left\{\left(x^{\prime}, x_{n}\right) \in \mathbb{R}^{n}\right.$ : $\left.\left|x^{\prime}\right|<\epsilon,\left|x_{n}\right|<\epsilon\right\}$ and consider the functions $u_{\epsilon}=u \eta_{\epsilon}$, where $u \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right), \eta_{\epsilon} \in C_{0}^{\infty}\left(\mathbb{R}^{n} \backslash\{0\}\right), \eta_{\epsilon} \equiv 1$ in supp $u \backslash \mathrm{C}_{\epsilon}$ and $\left|\nabla \eta_{\epsilon}\right| \leq c / \epsilon$. Then we have

$$
\int_{\partial \mathbb{R}_{+}^{n}} \frac{u_{\epsilon}^{2}}{\left|x^{\prime}\right|^{1-\alpha-\beta}} \mathrm{d} x^{\prime} \rightarrow \int_{\partial \mathbb{R}_{+}^{n}} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha-\beta}} \mathrm{d} x^{\prime}, \text { as } \epsilon \rightarrow 0,
$$

by the Lebesgue dominated theorem and similarly

$$
\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} \eta_{\epsilon}^{2}|\nabla u|^{2} \mathrm{~d} x \rightarrow \int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}|\nabla u|^{2} \mathrm{~d} x, \text { as } \epsilon \rightarrow 0 .
$$

Moreover we have

$$
\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}\left|\nabla \eta_{\epsilon}\right|^{2}|u|^{2} \mathrm{~d} x \leq c \epsilon^{\alpha+\beta+n-2} \rightarrow 0, \text { as } \epsilon \rightarrow 0,
$$

hence

$$
\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}\left|\nabla u_{\epsilon}\right|^{2} \mathrm{~d} x \rightarrow \int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}|\nabla u|^{2} \mathrm{~d} x, \text { as } \epsilon \rightarrow 0
$$

Following the approach in [25] (see also [26]), we expand the square and integrate by parts, to get

$$
\begin{align*}
& \int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}\left|\nabla u-\frac{\nabla \phi}{\phi} u\right|^{2} \mathrm{~d} x= \\
& \int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}|\nabla u|^{2} \mathrm{~d} x+\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}|\nabla \phi|^{2}\left(\frac{u}{\phi}\right)^{2} \mathrm{~d} x-\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} \nabla u^{2} \cdot \frac{\nabla \phi}{\phi} \mathrm{~d} x= \\
& \int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}|\nabla u|^{2} \mathrm{~d} x+\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}|\nabla \phi|^{2}\left(\frac{u}{\phi}\right)^{2} \mathrm{~d} x+\int_{\mathbb{R}_{+}^{n}} u^{2} d i v\left(x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} \frac{\nabla \phi}{\phi}\right) \mathrm{d} x \\
& +\int_{\partial \mathbb{R}_{+}^{n}} \lim _{x_{n} \rightarrow 0} \frac{x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} u^{2}}{\phi} \frac{\partial \phi\left(x^{\prime}, x_{n}\right)}{\partial x_{n}} \mathrm{~d} x^{\prime}= \\
& \int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}|\nabla u|^{2} \mathrm{~d} x-H(n, \alpha, \beta) \int_{\partial \mathbb{R}_{+}^{n}} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha-\beta}} \mathrm{d} x^{\prime} . \tag{4.62}
\end{align*}
$$

In the last equation we used equations (4.51). Notice that on supp $u, \phi$ does not vanish, so the function $v=\frac{u}{\phi}$ is well defined. Actually $v \in C_{0}^{\infty}\left(\mathbb{R}^{n} \backslash\{0\}\right)$. Then equation (4.62) is equivalent to

$$
\begin{equation*}
H(n, \alpha, \beta) \int_{\partial \mathbb{R}_{+}^{n}} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha-\beta}} \mathrm{d} x^{\prime}+\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}\left|\nabla \frac{u}{\phi}\right|^{2} \phi^{2} \mathrm{~d} x=\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}|\nabla u|^{2} \mathrm{~d} x \tag{4.63}
\end{equation*}
$$

and the result follows immediately.
In order to verify the optimality of the constant $H(n, \alpha, \beta)$ we define for a function $u \in W^{1,2}\left(\mathbb{R}_{+}^{n}\right)$ the quotient

$$
\begin{equation*}
Q[u]:=\frac{\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}|\nabla u|^{2} \mathrm{~d} x}{\int_{\partial \mathbb{R}_{+}^{n}} \frac{u^{2}}{\left.\left|x^{\prime}\right|\right|^{-\alpha-\beta}} \mathrm{d} x^{\prime}}=\frac{Q_{1}[u]}{Q_{2}[u]} . \tag{4.64}
\end{equation*}
$$

We will show that there exist functions $u_{\epsilon} \in W^{1,2}\left(\mathbb{R}_{+}^{n}\right)$ such that

$$
\lim _{\epsilon \rightarrow 0^{+}} Q\left[u_{\epsilon}\right]=H(n, \alpha, \beta) .
$$

Let $\delta>0$, and $\eta \in C_{0}^{1}\left(\mathrm{C}_{2 \delta}\right)$, such that $\eta \equiv 1$ in $\mathrm{C}_{\delta}$. We define

$$
u_{\epsilon}\left(x^{\prime}, x_{n}\right)= \begin{cases}\eta(x) \phi\left(x^{\prime}, x_{n}\right), & x_{n} \geq \epsilon \\ \eta(x) \phi\left(x^{\prime}, \epsilon\right), & 0 \leq x_{n} \leq \epsilon\end{cases}
$$

We firstly estimate the denominator $Q_{2}\left[u_{\epsilon}\right]$. To this aim we set $B_{r}^{\prime}=\left\{x^{\prime} \in \mathbb{R}^{n-1}:\left|x^{\prime}\right|<1\right\}$. Then we have

$$
\begin{align*}
Q_{2}\left[u_{\epsilon}\right] & =\int_{B_{\delta}^{\prime}} \frac{\eta^{2}\left(x^{\prime}, 0\right) \phi^{2}\left(x^{\prime}, \epsilon\right)}{\left|x^{\prime}\right|^{1-\alpha-\beta}} \mathrm{d} x^{\prime}+\int_{B_{2 \delta}^{\prime} \backslash B_{\delta}^{\prime}} \frac{\eta^{2}\left(x^{\prime}, 0\right) \phi^{2}\left(x^{\prime}, \epsilon\right)}{\left|x^{\prime}\right|^{1-\alpha-\beta}} \mathrm{d} x^{\prime}=\int_{0}^{\delta} \int_{B_{r}^{\prime}} \frac{\phi^{2}\left(x^{\prime}, \epsilon\right)}{r^{1-\alpha-\beta}} \mathrm{d} \sigma\left(x^{\prime}\right) \mathrm{d} r+O(1) \\
& =\int_{0}^{\delta} g^{2}\left(\frac{\epsilon}{r}\right) \frac{1}{r} \mathrm{~d} r+O(1)=\int_{\epsilon / \delta}^{\infty} g^{2}(s) \frac{1}{s} \mathrm{~d} s+O(1) \tag{4.65}
\end{align*}
$$

as $\epsilon \rightarrow 0$. As regards the numerator $Q_{1}\left[u_{\epsilon}\right]$, taking into account that $\eta \equiv 1$ in $\mathrm{C}_{\delta}$ it follows that

$$
\begin{align*}
Q_{1}\left[u_{\epsilon}\right] & =\int_{\left\{0 \leq x_{n} \leq \epsilon\right\}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}\left|\nabla\left(\eta(x) \phi\left(x^{\prime}, \epsilon\right)\right)\right|^{2} \mathrm{~d} x+\int_{\left\{\epsilon \leq x_{n} \leq \delta\right\}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}|\nabla(\eta \phi)|^{2} \mathrm{~d} x \\
& =\int_{\left\{\epsilon \leq x_{n} \leq \delta\right\}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}|\nabla(\eta \phi)|^{2} \mathrm{~d} x+O(1) \\
& =\int_{\mathrm{C}_{\delta} \cap\left\{\epsilon \leq x_{n} \leq \delta\right\}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}|\nabla \phi|^{2} \mathrm{~d} x+O(1), \tag{4.66}
\end{align*}
$$

as $\epsilon \rightarrow 0$. In view of (4.60), we have

$$
\begin{align*}
& \int_{\mathrm{C}_{\delta} \cap\left\{\epsilon \leq x_{n} \leq \delta\right\}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}|\nabla \phi|^{2} \mathrm{~d} x=\int_{\epsilon}^{\delta} \int_{0}^{\delta} \int_{\partial B_{r}^{\prime}} \eta^{2}\left(x^{\prime}\right) \frac{x_{n}^{\alpha}}{r^{\alpha+n}}\left(\frac{(\alpha+n-2)^{2}}{4} g^{2}\left(\frac{x_{n}}{r}\right)\right. \\
& \left.+\frac{x_{n}^{2}}{r^{2}} g^{\prime 2}\left(\frac{x_{n}}{r}\right)+\frac{\alpha+n-2}{r} x_{n} g\left(\frac{x_{n}}{r}\right) g^{\prime}\left(\frac{x_{n}}{r}\right)+g^{\prime 2}\left(\frac{x_{n}}{r}\right)\right) \mathrm{d} \sigma\left(x^{\prime}\right) \mathrm{d} r \mathrm{~d} x_{n}= \\
& \int_{\epsilon}^{\delta} \int_{0}^{\delta} \frac{x_{n}^{\alpha}}{r^{\alpha+2}}\left(\frac{(\alpha+n-2)^{2}}{4} g^{2}\left(\frac{x_{n}}{r}\right)+\frac{x_{n}^{2}}{r^{2}} g^{\prime 2}\left(\frac{x_{n}}{r}\right)+(\alpha+n-2) \frac{x_{n}}{r} g\left(\frac{x_{n}}{r}\right) g^{\prime}\left(\frac{x_{n}}{r}\right)+g^{\prime 2}\left(\frac{x_{n}}{r}\right)\right) \mathrm{d} r \mathrm{~d} x_{n}= \\
& \int_{\epsilon}^{\delta} \int_{x_{n} / \delta}^{\infty} \frac{s^{\alpha}}{x_{n}}\left(\frac{(\alpha+n-2)^{2}}{4} g^{2}(s)+\left(1+s^{2}\right) g^{\prime 2}(s)+(\alpha+n-2) s g(s) g^{\prime}(s)\right) \mathrm{d} s \mathrm{~d} x_{n} \tag{4.67}
\end{align*}
$$

In the last equality we used the change of variable $r=x_{n} / s$. Making now partial integration we have

$$
\begin{aligned}
& (\alpha+n-2) \int_{x_{n} / \delta}^{\infty} s^{\alpha+1} g(s) g^{\prime}(s) \mathrm{d} s=\frac{\alpha+n-2}{2} \int_{x_{n} / \delta}^{\infty} s^{\alpha+1}\left(g^{2}(s)\right)^{\prime} \mathrm{d} s= \\
& -\frac{(\alpha+1)(\alpha+n-2)}{2} \int_{x_{n} / \delta}^{\infty} s^{\alpha} g^{2}(s) \mathrm{d} s+\frac{a+n-2}{2}\left[s^{\alpha+1} g^{2}(s)\right]_{s=\frac{x_{n}}{\delta}}^{\infty},
\end{aligned}
$$

which by virtue of (4.57), yields

$$
\begin{gathered}
(\alpha+n-2) \int_{\epsilon}^{\delta} \int_{x_{n} / \delta}^{\infty} s^{\alpha+1} g(s) g^{\prime}(s) \mathrm{d} s \mathrm{~d} x_{n}=-\frac{(\alpha+1)(\alpha+n-2)}{2} \int_{\epsilon}^{\delta} \int_{x_{n} / \delta}^{\infty} s^{\alpha} g^{2}(s) \mathrm{d} s \\
\text { mathrmdx } x_{n}+O(1),
\end{gathered}
$$

as $\epsilon \rightarrow 0$. Substitute this estimate to (4.67), hence (4.66) becomes

$$
\begin{equation*}
Q_{1}\left[u_{\epsilon}\right]=\int_{\epsilon}^{\delta} \frac{1}{x_{n}} \int_{x_{n} / \delta}^{\infty} s^{\alpha}\left(1+s^{2}\right) g^{\prime 2}(s)-\frac{\alpha+\beta+n-2}{2} \frac{\alpha-\beta-n+4}{2} s^{\alpha} g^{2}(s) \mathrm{d} s \mathrm{~d} x_{n}+O(1) \tag{4.68}
\end{equation*}
$$

as $\epsilon \rightarrow 0$. Next we make again integration by parts in the $s$ variable and then we use equation (4.55). Then (4.68) yields

$$
\begin{aligned}
Q_{1}\left[u_{\epsilon}\right]= & -\int_{\epsilon}^{\delta} \frac{1}{x_{n}} \int_{x_{n} / \delta}^{\infty}\left(s^{\alpha}\left(1+s^{2}\right) g^{\prime}(s)\right)^{\prime} g(s)+\frac{\alpha+\beta+n-2}{2} \frac{\alpha-\beta-n+4}{2} s^{\alpha} g^{2}(s) \mathrm{d} s \mathrm{~d} x_{n} \\
& -\int_{\epsilon}^{\delta} \frac{1}{x_{n}}\left(\frac{x_{n}}{\delta}\right)^{\alpha}\left(1+\left(\frac{x_{n}}{\delta}\right)^{2}\right) g^{\prime}\left(\frac{x_{n}}{\delta}\right) g\left(\frac{x_{n}}{\delta}\right) \mathrm{d} x_{n}+O(1) \\
= & -\int_{\epsilon}^{\delta} \frac{1}{x_{n}}\left(\frac{x_{n}}{\delta}\right)^{\alpha}\left(1+\left(\frac{x_{n}}{\delta}\right)^{2}\right) g^{\prime}\left(\frac{x_{n}}{\delta}\right) g\left(\frac{x_{n}}{\delta}\right) \mathrm{d} x_{n}+O(1),
\end{aligned}
$$

as $\epsilon \rightarrow 0$. We make now the change of variable $s=\frac{x_{n}}{\delta}$, to concude

$$
\begin{equation*}
Q_{1}\left[u_{\epsilon}\right]=-\int_{\epsilon / \delta}^{1} s^{\alpha-1}\left(1+s^{2}\right) g^{\prime}(s) g(s) \mathrm{d} s+O(1) \tag{4.69}
\end{equation*}
$$

as $\epsilon \rightarrow 0$. Finally, gathering estimates (4.65) and (4.69) and taking into account (4.59) and (4.53) we obtain

$$
\lim _{\epsilon \rightarrow 0} Q\left[u_{\epsilon}\right]=\lim _{\epsilon \rightarrow 0} \frac{-\int_{\epsilon / \delta}^{1} s^{\alpha-1}\left(1+s^{2}\right) g^{\prime}(s) g(s) \mathrm{d} s+O(1)}{\int_{\epsilon / \delta}^{\infty} g^{2}(s) \frac{1}{s} \mathrm{~d} s+O(1)}=\lim _{t \rightarrow 0} \frac{-t^{\alpha}\left(1+t^{2}\right) g^{\prime}(t)}{g(t)}=H(n, \alpha, \beta)
$$

Theorem 7. Let $\alpha$, $\beta$ real numbers such that $\alpha \in(-1,1)$ and $\alpha+\beta+n-2>0$. Then for all $u \in C_{0}^{\infty}(U)$ there holds

$$
\begin{equation*}
H(n, \alpha, \beta) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2} \mathrm{~d} x^{\prime}}{\left|x^{\prime}\right|^{1-\alpha-\beta}}+\frac{1}{4} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} X^{2} u^{2}}{|x|^{2}} \mathrm{~d} x \leq \int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}|\nabla u|^{2} \mathrm{~d} x, \tag{4.70}
\end{equation*}
$$

where $X=X(|x| / d)$. The constant $\frac{1}{4}$ is optimal.
Proof of Theorem 7. By a standard density argument it suffices to prove the result for $u \in C_{0}^{\infty}\left(B_{1}\right)$. Moreover, by approximation we can suppose $u \in C_{0}^{\infty}\left(B_{1} \backslash\{0\}\right)$. Indeed, let $\epsilon>0, \mathrm{C}_{\epsilon}=\left\{x \in \mathbb{R}^{n}: \epsilon<\right.$ $|x|<1-\epsilon\}$ and consider the functions $u_{\epsilon}=u \eta_{\epsilon}$, where $u \in C_{0}^{\infty}\left(B_{1}\right), \eta_{\epsilon} \in C_{0}^{\infty}\left(B_{1} \backslash\{0\}\right), \eta_{\epsilon} \equiv 1$ in $\mathrm{C}_{\epsilon}$ and $\left|\nabla \eta_{\epsilon}\right| \leq c / \epsilon$. Then, by the Lebesgue dominated theorem, we have

$$
\begin{equation*}
\int_{\partial \mathbb{R}_{+}^{n} \cap B_{1}} \frac{u_{\epsilon}^{2}}{\left|x^{\prime}\right|^{1-\alpha-\beta}} \mathrm{d} x^{\prime} \rightarrow \int_{\partial \mathbb{R}_{+}^{n} \cap B_{1}} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha-\beta}} \mathrm{d} x^{\prime}, \text { as } \epsilon \rightarrow 0 \tag{4.71}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} X^{2}}{|x|^{2}} u_{\epsilon}^{2} \mathrm{~d} x \rightarrow \int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} X^{2}}{|x|^{2}} u^{2} \mathrm{~d} x, \text { as } \epsilon \rightarrow 0 . \tag{4.72}
\end{equation*}
$$

Similarly we have

$$
\int_{\mathbb{R}_{+}^{n} \cap B_{1}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} \eta_{\epsilon}^{2}|\nabla u|^{2} \mathrm{~d} x \rightarrow \int_{\mathbb{R}_{+}^{n} \cap B_{1}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}|\nabla u|^{2} \mathrm{~d} x, \text { as } \epsilon \rightarrow 0 .
$$

Moreover, taking into account $\left|\nabla \eta_{\epsilon}\right| \leq c / \epsilon$, we get

$$
\int_{\mathbb{R}_{+}^{n} \cap B_{1}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}\left|\nabla \eta_{\epsilon}\right|^{2}|u|^{2} \mathrm{~d} x \leq c(n, \alpha, \beta) \epsilon^{n-2+\alpha+\beta} \rightarrow 0, \text { as } \epsilon \rightarrow 0,
$$

hence

$$
\begin{equation*}
\int_{\mathbb{R}_{+}^{n} \cap B_{1}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}\left|\nabla u_{\epsilon}\right|^{2} \mathrm{~d} x \rightarrow \int_{\mathbb{R}_{+}^{n} \cap B_{1}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}|\nabla u|^{2} \mathrm{~d} x, \text { as } \epsilon \rightarrow 0 . \tag{4.73}
\end{equation*}
$$

Gathering (4.71), (4.72), (4.73) we conclude that it suffices to prove the result for $u \in C_{0}^{\infty}\left(B_{1} \backslash\{0\}\right)$.
Thus, in the sequel we suppose that $u \in C_{0}^{\infty}\left(B_{1} \backslash\{0\}\right)$. We define the function

$$
\psi(x)=\phi(x) X^{-1 / 2}(r), r=|x| .
$$

We will show that $\psi$ satisfies the equations

$$
\begin{cases}\operatorname{div}\left(x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} \nabla \psi\right)+\frac{x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} X^{2} \psi}{4|x|^{2}}=0, & \text { in } \mathbb{R}_{+}^{n} \cap B_{1}  \tag{4.74}\\ \lim _{x_{n} \rightarrow 0} \frac{x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}}{\psi\left(x^{\prime}, x_{n}\right)} \frac{\partial \psi\left(x^{\prime}, x_{n}\right)}{\partial x_{n}}=-H(n, \alpha, \beta) \frac{1}{\left|x^{\prime}\right|^{1-\alpha-\beta}}\end{cases}
$$

Indeed, we have

$$
\nabla \psi=X^{-1 / 2}(r) \nabla \phi-\frac{1}{2 r^{2}} \phi X^{1 / 2}(r) x
$$

hence

$$
\begin{aligned}
\Delta \psi & =X^{-1 / 2} \Delta \phi-\frac{X^{1 / 2}}{r^{2}} \nabla \phi \cdot x-\left[\frac{1}{4 r^{2}} X^{3 / 2}+\frac{n-2}{2 r^{2}} X^{1 / 2}\right] \phi \\
& =X^{-1 / 2} \Delta \phi-\frac{X^{1 / 2}}{r^{2}}\left(\nabla \phi \cdot x+\frac{n-2}{2} \phi\right)-\frac{1}{4 r^{2}} X^{3 / 2} \phi
\end{aligned}
$$

Then it follows that

$$
\begin{aligned}
& \operatorname{div}\left(x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} \nabla \psi\right)+\frac{x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} X^{2} \psi}{4 r^{2}}=x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} \Delta \psi+\alpha x_{n}^{\alpha-1}\left|x^{\prime}\right|^{\beta} \psi_{x_{n}}+\beta x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta-2} \nabla_{\mathbf{x}^{\prime}} \psi \cdot \mathbf{x}^{\prime}+\frac{x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} X^{2} \psi}{4 r^{2}} \\
& =x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} X^{-1 / 2} \Delta \phi-x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} \frac{X^{1 / 2}}{r^{2}}\left(\nabla \phi \cdot x+\frac{n-2}{2} \phi\right)-\frac{x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}}{4 r^{2}} X^{3 / 2} \phi+\alpha x_{n}^{\alpha-1}\left|x^{\prime}\right|^{\beta} \phi_{x_{n}} X^{-1 / 2} \phi X^{1 / 2} \\
& -\frac{\alpha x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}}{2 r^{2}}+\beta x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta-1} X^{-1 / 2} \nabla_{\mathbf{x}^{\prime}} \phi \cdot \mathbf{x}^{\prime}-\frac{\beta x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} X^{1 / 2}}{2 r^{2}} \phi+\frac{x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} X^{3 / 2} \phi}{4 r^{2}} \\
& =X^{-\frac{1}{2}}\left(x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} \Delta \phi+\alpha x_{n}^{\alpha-1}\left|x^{\prime}\right|^{\beta} \phi_{x_{n}}-\beta x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta-2} \nabla_{\mathbf{x}^{\prime}} \phi \cdot \mathbf{x}^{\prime}\right)-\frac{x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} X^{1 / 2}}{r^{2}}\left(\nabla \phi \cdot x+\frac{n-2+\alpha+\beta}{2} \phi\right)=0 .
\end{aligned}
$$

In the last equation we used that $\operatorname{div}\left(x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} \nabla \phi\right)=0$ as well as $\nabla \phi \cdot x+\frac{n-2+\alpha+\beta}{2} \phi=0$. The latter can be directly shown utilizing (4.60).

Following the approach in [27], we expand the square and integrate by parts to obtain

$$
\begin{align*}
& \int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}\left|\nabla u-\frac{\nabla \phi}{\phi} u\right|^{2} \mathrm{~d} x= \\
& \int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}|\nabla u|^{2} \mathrm{~d} x+\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}|\nabla \phi|^{2}\left(\frac{u}{\phi}\right)^{2} \mathrm{~d} x-\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} \nabla u^{2} \cdot \frac{\nabla \phi}{\phi} \mathrm{~d} x= \\
& \int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}|\nabla u|^{2} \mathrm{~d} x+\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}|\nabla \phi|^{2}\left(\frac{u}{\phi}\right)^{2} \mathrm{~d} x+\int_{\mathbb{R}_{+}^{n}} u^{2} d i v\left(x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} \frac{\nabla \phi}{\phi}\right) \mathrm{d} x \\
& +\int_{\partial \mathbb{R}_{+}^{n}} \lim _{x_{n} \rightarrow 0} \frac{x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} u^{2}}{\phi} \frac{\partial \phi\left(x^{\prime}, x_{n}\right)}{\partial x_{n}} \mathrm{~d} x^{\prime}= \\
& \int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}|\nabla u|^{2} \mathrm{~d} x-H(n, \alpha, \beta) \int_{\partial \mathbb{R}_{+}^{n}} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha-\beta}} \mathrm{d} x^{\prime}-\int_{\mathbb{R}_{+}^{n}} \frac{x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} X^{2}(|x|) u^{2}}{|x|^{2}} \mathrm{~d} x . \tag{4.75}
\end{align*}
$$

In the last equation we used equations (4.74). Then inequality (4.70) follows directly.
Next we will verify the optimality of the constant $\frac{1}{4}$. Let $\varepsilon>0, \varepsilon_{1}>0$. Then it is sufficient to show that there exist functions $u_{\varepsilon, \varepsilon_{1}} \in W_{0}^{1,2}\left(B_{1}, x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} \mathrm{d} x\right)$ such that

$$
\frac{\int_{\mathbb{R}_{+}^{n} \cap B_{1}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}\left|\nabla u_{\varepsilon, \varepsilon_{1}}\right|^{2} \mathrm{~d} x-H(n, \alpha, \beta) \int_{\partial \mathbb{R}_{+}^{n} \cap B_{1}} \frac{u_{\varepsilon_{, \varepsilon}}^{2}}{\left.\left|x^{\prime}\right|\right|^{-\alpha-\beta}} \mathrm{d} x^{\prime}}{\int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{\alpha}\left|x^{\prime}\right| \beta^{\beta} X^{2}(|x|) u_{\varepsilon, \varepsilon_{1}}^{2}}{|x|^{2}} \mathrm{~d} x} \stackrel{\varepsilon, \varepsilon_{1 \rightarrow 0}}{\longrightarrow} \frac{1}{4} .
$$

Setting $u_{\varepsilon, \varepsilon_{1}}=\psi v_{\varepsilon, \varepsilon_{1}}$ and utilizing equation (4.75) we have

$$
\frac{\int_{\mathbb{R}_{+}^{n} \cap B_{1}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta}\left|\nabla u_{\varepsilon, \varepsilon_{1}}\right|^{2} \mathrm{~d} x-H(n, \alpha, \beta) \int_{\partial \mathbb{R}_{+}^{n} \cap B_{1}} \frac{u_{\varepsilon, \varepsilon_{1}}^{2}}{\left|x^{\prime}\right|^{1-\alpha-\beta}} \mathrm{d} x^{\prime}}{\int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{\left.x_{n}^{\alpha}\left|x^{\prime}\right|\right|^{\beta} X^{2}(|x|) u_{\varepsilon, \varepsilon_{1}}^{2}}{|x|^{2}} \mathrm{~d} x}=\frac{\int_{\mathbb{R}_{+\cap B_{1}}^{n}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} \psi^{2}\left|\nabla v_{\varepsilon, \varepsilon_{1}}\right|^{2} \mathrm{~d} x}{\int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{\alpha}\left|x^{\prime}\right| \beta^{\prime} X^{2}(|x|) \psi^{2} v_{\varepsilon, \varepsilon_{1}}^{2}}{|x|^{2}} \mathrm{~d} x}+\frac{1}{4} .
$$

Hence it is sufficient to show that there exist functions $v_{\varepsilon, \varepsilon_{1}}$ such that $\psi v_{\varepsilon, \varepsilon_{1}} \in W_{0}^{1,2}\left(B_{1}, x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} \mathrm{d} x\right)$ and

$$
\begin{equation*}
\frac{\int_{+}^{\mathbb{R}_{+}^{n} \cap B_{1}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} \psi^{2}\left|\nabla v_{\varepsilon, \varepsilon_{1}}\right|^{2} \mathrm{~d} x}{\int_{\mathbb{R}_{+}^{n}} x_{\cap B_{1}} \frac{x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} X^{2}(|x|) \psi^{2} v_{\varepsilon, \varepsilon_{1}}^{2}}{|x|^{2}} \mathrm{~d} x} \xrightarrow{\varepsilon, \varepsilon_{1} \rightarrow 0} 0 . \tag{4.76}
\end{equation*}
$$

Let $0<\delta<1$. We set $v_{\varepsilon, \varepsilon_{1}}(x)=r^{\varepsilon} X^{\varepsilon_{1}} \eta(x), r=|x|$, where $\eta \in C_{0}^{\infty}\left(B_{2 \delta}\right)$ with $\eta \equiv 1$ in $B_{\delta}$. In the sequel we will show that $v_{\varepsilon, \varepsilon_{1}}$ satisfy condition (4.76).

First, we estimate the denominator in (4.76). Since there exist constants $c_{1}, c_{2}$ such that

$$
c_{1}|x|^{-\frac{n-2+\alpha+\beta}{2}} \leq \phi(x) \leq c_{2}|x|^{-\frac{n-2+\alpha+\beta}{2}}, \text { in } \mathbb{R}_{+}^{n} \cap B_{1},
$$

we calculate

$$
\begin{aligned}
\int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} X^{2} \psi^{2} v_{\varepsilon, \varepsilon_{1}}^{2}}{|x|^{2}} \mathrm{~d} x & =\int_{\mathbb{R}_{+}^{n} \cap B_{2 \delta}} \frac{x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} X^{1+2 \varepsilon_{1}} \psi^{2} \eta^{2}}{|x|^{2-2 \varepsilon}} \mathrm{~d} x=c \int_{\mathbb{R}_{+}^{n} \cap B_{\delta}} \frac{x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} X^{1+2 \varepsilon_{1}}}{|x|^{n-2 \varepsilon+\alpha+\beta}} \mathrm{d} x+O_{\varepsilon, \varepsilon_{1}}(1) \\
& =C(n, \alpha, \beta) \int_{0}^{\delta} \frac{X^{1+2 \varepsilon_{1}}(r)}{r^{1-2 \varepsilon}} \mathrm{~d} r+O_{\varepsilon, \varepsilon_{1}}(1) .
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} X^{2}(|x|) \psi^{2} v_{\varepsilon, \varepsilon_{1}}^{2}}{|x|^{2}} \mathrm{~d} x=C \int_{0}^{\delta} \frac{X^{1+2 \varepsilon_{1}}(r)}{r} \mathrm{~d} r+O_{\varepsilon_{1}}(1)=\frac{C}{2 \varepsilon_{1}} X^{2 \varepsilon_{1}}(\delta)+O_{\varepsilon_{1}}(1) \tag{4.77}
\end{equation*}
$$

Concerning the numerator in (4.76), we have

$$
\begin{align*}
& \quad \int_{\mathbb{R}_{+}^{n} \cap B_{1}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} \psi^{2}\left|\nabla v_{\varepsilon, \varepsilon_{1}}\right|^{2} \mathrm{~d} x=\int_{\mathbb{R}_{+}^{n} \cap B_{\delta}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} \psi^{2}\left|\nabla\left(|x|^{\varepsilon} X^{\varepsilon_{1}}\right)\right|^{2} \mathrm{~d} x+O(1) \\
& \leq c_{2} \int_{\mathbb{R}_{+}^{n} \cap B_{\delta}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} \frac{X^{-1}}{|x|^{n-2+\alpha+\beta}}\left|\nabla\left(|x|^{\varepsilon} X^{\varepsilon_{1}}\right)\right|^{2} \mathrm{~d} x+O_{\varepsilon, \varepsilon_{1}}(1) \\
& =c(n, \alpha, \beta) \int_{0}^{\delta} \frac{X^{2 \varepsilon_{1}-1}}{r^{1-2 \varepsilon}}\left(\varepsilon^{2}+\varepsilon_{1}^{2} X^{2}+2 \varepsilon \varepsilon_{1} X\right) \mathrm{d} r+O_{\varepsilon, \varepsilon_{1}}(1)=c(n, \alpha, \beta)\left(I_{1}+I_{2}+I_{3}\right)+O_{\varepsilon, \varepsilon_{1}}(1) . \tag{4.78}
\end{align*}
$$

To estimate the first term $I_{1}$, we integrate by parts to get

$$
\begin{align*}
I_{1} & =\varepsilon^{2} \int_{0}^{\delta} \frac{X^{2 \varepsilon_{1}-1}}{r^{2 \varepsilon-1}} \mathrm{~d} r=\frac{\varepsilon}{2} \int_{0}^{\delta} X^{2 \varepsilon_{1}-1}\left(r^{2 \varepsilon}\right)^{\prime} \mathrm{d} r=-\varepsilon\left(-\frac{1}{2}+\varepsilon_{1}\right) \int_{0}^{\delta} X^{2 \varepsilon_{1}} r^{2 \varepsilon-1} \mathrm{~d} r+O_{\varepsilon, \varepsilon_{1}}(1) \\
& =-\frac{1}{2}\left(-\frac{1}{2}+\varepsilon_{1}\right) \int_{0}^{\delta} X^{2 \varepsilon_{1}}\left(r^{2 \varepsilon}\right)^{\prime} \mathrm{d} r+O_{\varepsilon, \varepsilon_{1}}(1)=\varepsilon_{1}\left(-\frac{1}{2}+\varepsilon_{1}\right) \int_{0}^{\delta} X^{2 \varepsilon_{1}+1} r^{2 \varepsilon-1} \mathrm{~d} r+O_{\varepsilon, \varepsilon_{1}}(1) . \tag{4.79}
\end{align*}
$$

Similarly we have

$$
\begin{equation*}
I_{3}=2 \varepsilon \varepsilon_{1} \int_{0}^{\delta} X^{2 \varepsilon_{1}} r^{2 \varepsilon-1} \mathrm{~d} r=\varepsilon_{1} \int_{0}^{\delta} X^{2 \varepsilon_{1}}\left(r^{2 \varepsilon}\right)^{\prime} \mathrm{d} r=-2 \varepsilon_{1}^{2} \int_{0}^{\delta} X^{2 \varepsilon_{1}+1} r^{2 \varepsilon-1} \mathrm{~d} r+O_{\varepsilon, \varepsilon_{1}}(1) \tag{4.80}
\end{equation*}
$$

Combining (4.78), (4.79), (4.80) we obtain

$$
\int_{\mathbb{R}_{+}^{n} \cap B_{1}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} \psi^{2}\left|\nabla v_{\varepsilon, \varepsilon_{1}}\right|^{2} \mathrm{~d} x=-\frac{c \varepsilon_{1}}{2} \int_{0}^{\delta} X^{2 \varepsilon_{1}+1} r^{2 \varepsilon-1} \mathrm{~d} r+O_{\varepsilon, \varepsilon_{1}}(1),
$$

thus

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{\mathbb{R}_{+}^{n} \cap B_{1}} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} \psi^{2}\left|\nabla v_{\varepsilon, \varepsilon_{1}}\right|^{2} \mathrm{~d} x=-\frac{c}{4} X^{2 \varepsilon_{1}}(\delta)=O_{\varepsilon_{1}}(1) . \tag{4.81}
\end{equation*}
$$

Finally combining (4.77) with (4.81) we conclude that

$$
\lim _{\varepsilon_{1} \rightarrow 0} \lim _{\varepsilon \rightarrow 0} \frac{\int_{+0}^{n} \cap B_{1}}{} x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} \psi^{2}\left|\nabla v_{\varepsilon, \varepsilon_{1}}\right|^{2} \mathrm{~d} x \int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{\alpha}\left|x^{\prime}\right|^{\beta} X^{2}(|x|) \psi^{2} v_{\varepsilon, \varepsilon_{1}}^{2}}{|x|^{2}} \mathrm{~d} x \text {. }
$$

## Chapter 5

## Trace remainder terms

In this chapter, we will give the proof of Theorems VI, VII. Before proceed to the proofs, let us fix some notation which will be used. We recall that $B_{r}^{\prime}=\left\{x^{\prime} \in \mathbb{R}^{n-1}:\left|x^{\prime}\right|<r\right\}$ and we define the sphere $\mathbb{S}^{n-2}=\partial B_{1}^{\prime}=\left\{\theta^{\prime} \in \mathbb{R}^{n-1}:\left|\theta^{\prime}\right|=1\right\}$. Moreover, $\int_{\partial B_{r}^{\prime}} u \mathrm{~d} \sigma\left(x^{\prime}\right)$, and $\int_{\mathbb{S}^{n-2}} u \mathrm{~d} \sigma$ denote the $(n-2)$-dimensional Lebesgue integral of the function $u$, over $\partial B_{r}^{\prime}$ and $\mathbb{S}^{n-2}$ respectively. We also retain the notation that has been introduced in the previous chapters.

We are now ready to start with the proof of Theorem VI which we restate here.
Theorem 8. Let $\alpha \in(-1,1), 2-\alpha \leq b<n$ and $\Omega$ be a bounded domain in $\mathbb{R}^{n-1}$. Then there exists $a$ constant $C>0$, depending only on $n, \alpha$, such that for all $u \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$, with $u\left(x^{\prime}, 0\right)=0$, for $x^{\prime} \notin \Omega$, there holds

$$
\begin{align*}
K(n, \alpha, b) \int_{\Omega} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}+ & \frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n}} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x+C\left(\int_{\Omega} X^{\frac{2 n-3+\alpha}{n-2+\alpha}}|u|^{\frac{2(n-1)}{n-2+\alpha}} \mathrm{d} x^{\prime}\right)^{\frac{n-2+\alpha}{n-1}} \\
& \leq \int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x \tag{5.1}
\end{align*}
$$

where $X=X\left(\left|x^{\prime}\right| / D\right), X(\vartheta)=(1-\ln \vartheta)^{-1}, 0<\vartheta \leq 1, D=\sup _{x^{\prime} \in \Omega}\left|x^{\prime}\right|$. The weight $X^{\frac{2 n-3+\alpha}{n-2+\alpha}}$ cannot be replaced by a smaller power of $X$.
proof of Theorem 8. For the reader's convenience, we divide the proof in two parts. Firstly we will establish inequality (5.1) and next we will prove the optimality of the power of the logarithmic weight $X$. A key role, in both parts of the proof, will play the function $\psi$, defined by (3.27).

Part I: Derivation of the estimate (5.1). By standard approximation, it suffices to prove the result for functions $u$ with the further restriction $u \in C_{0}^{\infty}\left(\mathbb{R}^{n} \backslash\{0\}\right)$ (cf. (4.2), (4.3), (4.4)).

Working as in Theorem 1, we arrive at the following equality

$$
K(n, \alpha, b) \int_{\Omega} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}+\frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n}} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x+\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|\nabla \frac{u}{\psi}\right|^{2} \psi^{2} \mathrm{~d} x=\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x,
$$

valid for any $u \in C_{0}^{\infty}\left(\mathbb{R}^{n} \backslash\{0\}\right)$, with $u\left(x^{\prime}, 0\right)=0$, for $x^{\prime} \notin \Omega$. Therefore it remains to show that for such functions $u$, there exists a positive constant $C=C(n, \alpha)$ such that the following inequality is valid

$$
\begin{equation*}
C\left(\int_{\Omega} X^{\frac{2 n-3+\alpha}{n-2+\alpha}}|u|^{\frac{2(n-1)}{n-2+\alpha}} \mathrm{d} x^{\prime}\right)^{\frac{n-2+\alpha}{n-1}} \leq \int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|\nabla \frac{u}{\psi}\right|^{2} \psi^{2} \mathrm{~d} x . \tag{5.2}
\end{equation*}
$$

Taking into account that $\psi \sim|x|^{-\frac{n-2+\alpha}{2}}$ in $\mathbb{R}_{+}^{n}$ (cf. (3.38)) and making the change of variable $u=v \psi$, we conclude that (5.2) will follow after establishing the following inequality

$$
\begin{equation*}
c\left(\int_{\Omega} \frac{X^{\frac{2 n-3+\alpha}{n-2+\alpha}}\left(\left|x^{\prime}\right| / D\right)}{\left|x^{\prime}\right|^{n-1}}|v|^{\frac{2(n-1)}{n-2+\alpha}} \mathrm{d} x^{\prime}\right)^{\frac{n-2+\alpha}{n-1}} \leq \int_{\mathbb{R}_{+}^{n}} \frac{x_{n}^{\alpha}}{|x|^{n-2+\alpha}}|\nabla v|^{2} \mathrm{~d} x, \quad \forall v \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right), \tag{5.3}
\end{equation*}
$$

with $v\left(x^{\prime}, 0\right)=0$, for $x^{\prime} \notin \Omega$ and $c=c(n, \alpha)>0$.
Note that for such $v$ there exists $R \geq D$, depending on $v$, such that $v \in C_{0}^{\infty}\left(B_{R}\right)$, where we denote by $B_{R}$ the ball $B_{R}=\left\{x \in \mathbb{R}^{n}:|x| \leq R\right\}$. Therefore, (5.3) will follow on its turn after showing the existence of a positive constant $C$ depending only on $n$ and $\alpha$, such that for all $v \in C_{0}^{\infty}\left(B_{R}\right)$, with $v\left(x^{\prime}, 0\right)=0,\left|x^{\prime}\right| \geq D$, where $0<D \leq R$, there holds

$$
\begin{equation*}
C\left(\int_{\partial \mathbb{R}_{+}^{n} \cap B_{R}} \frac{X^{\frac{2 n-3+\alpha}{n-2+\alpha}}\left(\left|x^{\prime}\right| / D\right)}{\left|x^{\prime}\right|^{n-1}}|v|^{\frac{2(n-1)}{n-2+\alpha}} \mathrm{d} x^{\prime}\right)^{\frac{n-2+\alpha}{n-1}} \leq \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{\alpha}}{|x|^{n-2+\alpha}}|\nabla v|^{2} \mathrm{~d} x . \tag{5.4}
\end{equation*}
$$

To this aim, we study the minimization problem

$$
C_{n, \alpha}=\inf _{\substack{\left.v \in C_{0}^{\infty}\left(B_{R}\right) \\ v\right|_{B_{R}^{\prime}} ^{\nexists 0, v\left(x^{\prime}, 0\right)=0,\left|x^{\prime}\right| \geq D}}} I[v], \text { where } I[v]=\frac{\int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{\alpha}}{|x|^{n-2+\alpha}}|\nabla v|^{2} \mathrm{~d} x}{\left(\int_{\left\{\left|x^{\prime}\right| \leq D\right\}} \frac{x^{\frac{2 n-3+\alpha}{n-2+\alpha}\left(| | x^{\prime}| | D\right)}}{\left.\left|x^{\prime}\right|\right|^{n-1}}|v|^{\frac{2(n-1)}{n-2+\alpha}} \mathrm{d} x^{\prime}\right)^{\frac{n-2+\alpha}{n-1}}}=\frac{I_{1}[v]}{I_{2}[v]} .
$$

We will compare the constant $C_{n, \alpha}$ with the weighted trace Sobolev constant $s_{n, \alpha}$, which depends only on $n$ and $\alpha$ and it is defined by

$$
\begin{equation*}
s_{n, \alpha}=\inf _{\substack{\left.v \in C_{0}^{\infty}\left(B_{1}\right) \\ v\right|_{B_{1}^{\prime}} \neq 0}} Q[v], \quad \text { where } \quad Q[v]=\frac{\int_{\mathbb{R}_{+}^{n} \cap B_{1}} x_{n}^{\alpha}|\nabla v|^{2} \mathrm{~d} x}{\left(\int_{\partial \mathbb{R}_{+}^{n} \cap B_{1}}|v|^{\frac{2(n-1)}{n-2+\alpha}} \mathrm{d} x^{\prime}\right)^{\frac{n-2+\alpha}{n-1}}}=\frac{Q_{1}[v]}{Q_{2}[v]} . \tag{5.5}
\end{equation*}
$$

We express the numerator of the quotient $Q[v]$ in terms of polar coordinates, writing $v(x)=v(r, \theta)$, where

$$
r=|x|, \quad \theta=\frac{x}{|x|} \in \mathbb{S}_{+}^{n-1} .
$$

Then we make the change of $r$-variable, setting

$$
t=r^{2-n-\alpha} \quad \text { and } \quad v(r, \theta)=h(t, \theta)
$$

thus

$$
\mathrm{d} r=-\frac{r^{n-1+\alpha}}{n-2+\alpha} \mathrm{d} t, \quad v_{r}=-\frac{n-2+\alpha}{r^{n-1+\alpha}} h_{t}, \quad r=t^{-\frac{1}{n-2+\alpha}} .
$$

After straightforward manipulations we obtain (cf. (4.9))

$$
\begin{equation*}
Q_{1}[v]=(n-2+\alpha) \int_{1}^{\infty} \int_{\mathbb{S}_{+}^{n-1}} \cos ^{\alpha} \varphi\left(h_{t}^{2}+(n-2+\alpha)^{-2} t^{-2}\left|\nabla_{\theta} h\right|^{2}\right) \mathrm{d} \sigma \mathrm{~d} t . \tag{5.6}
\end{equation*}
$$

Next we will express the denominator $Q_{2}[v]$, in terms of polar coordinates in $\mathbb{R}^{n-1}$. We have

$$
\begin{aligned}
Q_{2}[v] & =\left(\int_{B_{1}^{\prime}}\left|v\left(x^{\prime}, 0\right)\right|^{\frac{2(n-1)}{n-2+\alpha}} \mathrm{d} x^{\prime}\right)^{\frac{n-2+\alpha}{n-1}}=\left(\int_{0}^{1} \int_{\partial B_{r}^{\prime}}\left|v\left(x^{\prime}, 0\right)\right|^{\frac{2(n-1)}{n-2+\alpha}} \mathrm{d} \sigma\left(x^{\prime}\right) \mathrm{d} r\right)^{\frac{n-2+\alpha}{n-1}} \\
& =\left(\int_{0}^{1} \int_{\mathbb{S}^{n-2}} r^{n-2}|v|^{\frac{2(n-1)}{n-2+\alpha}} \mathrm{d} \sigma \mathrm{~d} r\right)^{\frac{n-2+\alpha}{n-1}} \\
& =\frac{1}{(n-2+\alpha)^{\frac{n-2+\alpha}{n-1}}}\left(\int_{1}^{\infty} \int_{\mathbb{S}^{n-2}} t^{-\frac{2 n-3+\alpha}{n-2+\alpha}}|h|^{\frac{2(n-1)}{n-2+\alpha}} \mathrm{d} \sigma \mathrm{~d} t\right)^{\frac{n-2+\alpha}{n-1}}
\end{aligned}
$$

Therefore we have

$$
\begin{equation*}
(n-2+\alpha)^{\frac{3-2 n-\alpha}{n-1}} s_{n, \alpha}=\inf _{\substack{\left.h \in C \infty \\(1, \infty) \times s^{n-1}\right) \\ h(1, \theta)=0}} \frac{\int_{1}^{\infty} \int_{\mathbb{S}_{+}^{n-1}} \cos ^{\alpha} \varphi\left(h_{t}^{2}+((n-2+\alpha) t)^{-2}\left|\nabla_{\theta} h\right|^{2}\right) \mathrm{d} \sigma \mathrm{~d} t}{\left(\int_{1}^{\infty} \int_{\mathbb{S}^{n-2}} t^{-\frac{2 n-3+\alpha}{n-2+\alpha}}|h|^{\frac{2(n-1)}{n-2+\alpha}} \mathrm{d} \sigma \mathrm{~d} t\right)^{\frac{n-2+\alpha}{n-1}}} . \tag{5.7}
\end{equation*}
$$

Similarly, we transform the terms of the quotient $I[v]$ by means of polar coordinates and then we make the change of $r$-variable, setting

$$
t=\frac{1}{X(r / D)}=1-\ln \left(\frac{r}{D}\right), \quad v(r, \theta)=w(t, \theta), \quad \text { thus } \quad \mathrm{d} r=-r \mathrm{~d} t \quad \text { and } \quad v_{r}=-\frac{1}{r} w_{t} .
$$

Then for any $v \in C_{0}^{\infty}\left(B_{R}\right)$, we have

$$
\begin{align*}
I_{1}[v] & =\int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{\alpha}|\nabla v|^{2}}{|x|^{n-2+\alpha}} \mathrm{d} x=\int_{0}^{R} \int_{\partial B_{r} \cap \mathbb{R}_{+}^{n}} \frac{x_{n}^{\alpha}|\nabla v(x)|^{2}}{r^{n-2+\alpha}} \mathrm{d} \sigma(x) \mathrm{d} r=\int_{0}^{R} \int_{\mathbb{S}_{+}^{n-1}} r \cos ^{\alpha} \varphi|\nabla v|^{2} \mathrm{~d} \sigma \mathrm{~d} r \\
& =\int_{0}^{R} \int_{\mathbb{S}_{+}^{n-1}} r \cos ^{\alpha} \varphi\left(v_{r}^{2}+\frac{1}{r^{2}}\left|\nabla_{\theta} v\right|^{2}\right) \mathrm{d} \sigma \mathrm{~d} r \\
& =\int_{0}^{R} \int_{\mathbb{S}_{+}^{n-1}} r \cos ^{\alpha} \varphi\left(\frac{1}{r^{2}} w_{t}^{2}+\frac{1}{r^{2}}\left|\nabla_{\theta} w\right|^{2}\right) \mathrm{d} \sigma \mathrm{~d} r \\
& =\int_{1-\ln \left(\frac{R}{D}\right)}^{\infty} \int_{\mathbb{S}_{+}^{n-1}} \cos ^{\alpha} \varphi\left(w_{t}^{2}+\left|\nabla_{\theta} w\right|^{2}\right) \mathrm{d} \sigma \mathrm{~d} t \tag{5.8}
\end{align*}
$$

Similarly for the denominator $I_{2}$, for any $v \in C_{0}^{\infty}\left(B_{R}\right)$, with $v\left(x^{\prime}, 0\right)=0$, if $\left|x^{\prime}\right| \geq D$, we have

$$
\begin{aligned}
I_{2}[v] & =\left(\int_{\left\{\left|x^{\prime}\right| \leq D\right\}} \frac{X^{\frac{2 n-3+\alpha}{n-2+\alpha}}\left(\left|x^{\prime}\right| / D\right)}{\left|x^{\prime}\right|^{n-1}}\left|v\left(x^{\prime}, 0\right)\right|^{\frac{2(n-1)}{n-2+\alpha}} \mathrm{d} x^{\prime}\right)^{\frac{n-2+\alpha}{n-1}} \\
& =\left(\int_{0}^{D} \int_{\partial B_{r}^{\prime}} \frac{X^{\frac{2 n-3+\alpha}{n-2+\alpha}}(r / D)}{r^{n-1}}\left|v\left(x^{\prime}, 0\right)\right|^{\frac{2(n-1)}{n-2+\alpha}} \mathrm{d} \sigma\left(x^{\prime}\right) \mathrm{d} r\right)^{\frac{n-2+\alpha}{n-1}} \\
& =\left(\int_{0}^{D} \int_{\mathbb{S}^{n-2}} \frac{X^{\frac{2 n-3+\alpha}{n-2+\alpha}}(r / D)}{r}|v|^{\frac{2(n-1)}{n-2+\alpha}} \mathrm{d} \sigma \mathrm{~d} r\right)^{\frac{n-2+\alpha}{n-1}} \\
& =\left(\int_{1}^{\infty} \int_{\mathbb{S}^{n-2}} t^{-\frac{2 n-3+\alpha}{n-2+\alpha}}|w|^{\frac{2(n-1)}{n-2+\alpha}} \mathrm{d} \sigma \mathrm{~d} t\right)^{\frac{n-2+\alpha}{n-1}}
\end{aligned}
$$

Therefore, abbreviating $\varrho=1-\ln \left(\frac{R}{D}\right)$, we obtain

$$
\begin{equation*}
C_{n, \alpha}=\inf _{\substack{\left.\left.w \in C \infty(l,, \infty) \times \mathrm{s}_{+}^{n-1}\right) \\ w(1, \theta)=0, w(t,)^{\prime}, 0\right)=0, t \leq 1}} \frac{\int_{\varrho}^{\infty} \int_{\mathbb{S}_{+}^{n-1}} \cos ^{\alpha} \varphi\left(w_{t}^{2}+\left|\nabla_{\theta} w\right|^{2}\right) \mathrm{d} \sigma \mathrm{~d} t}{\left(\int_{1}^{\infty} \int_{\mathbb{S}^{n-2}} t^{-\frac{2 n-3+\alpha}{n-2+\alpha}}|w|^{\frac{2(n-1)}{n-2+\alpha}} \mathrm{d} \sigma \mathrm{~d} t\right)^{\frac{2-2+\alpha}{n-1}}} \tag{5.9}
\end{equation*}
$$

Comparing the quotients in (5.7), (5.9) and noting that $\varrho<1$, we conclude that

$$
C_{n, \alpha} \geq \tau_{n, \alpha} s_{n, \alpha}>0, \quad \text { where } \tau_{n, \alpha}= \begin{cases}(n-2+\alpha)^{\frac{3-2 n-\alpha}{n-1}}, & n+\alpha \geq 3 \\ (n-2+\alpha)^{\frac{1-\alpha}{n-1}}, & 2<n+\alpha<3\end{cases}
$$

This proves (5.4), whereafter (5.1) follows.
Part II: Optimality of the exponent of the weight function. To complete the proof of the theorem, it remains to verify that the weight function $X^{\frac{2 n-3+\alpha}{n-2+\alpha}}$ cannot be replaced by a smaller power of $X$. To simplify the calculations let us abbreviate $q:=\frac{2(n-1)}{n-2+\alpha}, p:=\frac{2 n-3+\alpha}{n-2+\alpha}$. Moreover, we can assume that $\Omega=B_{1}$.

In view of (3.38) and making the change of variable $u_{m}=v_{m} \psi$, it is sufficient to show that for each $0<\epsilon \leq p$ there exists sequence $\left\{v_{m}\right\} \subset C_{0}^{\infty}\left(B_{1} \backslash\{0\}\right)$ such that (cf. (5.2), (5.3), (5.4))

$$
\begin{equation*}
J\left[v_{m}\right]:=\frac{N\left[v_{m}\right]}{D\left[v_{m}\right]}:=\frac{\int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{\alpha}\left|\nabla v_{m}\right|^{2}}{|x| n^{n-2+\alpha}} \mathrm{d} x}{\left(\int_{\partial \mathbb{R}_{+}^{n} \cap B_{1}} \frac{X^{p-\epsilon}\left|v_{m}\right| q}{\left.\left|x^{\prime}\right|\right|^{n-1}} \mathrm{~d} x^{\prime}\right)^{2 / q}} \longrightarrow 0, \text { as } m \rightarrow \infty \tag{5.10}
\end{equation*}
$$

Notice that it suffices to prove the claim, only for the case $0<\epsilon<p-1$, since $X^{p-\epsilon_{0}} \geq X^{p-\epsilon}, \forall \epsilon_{0} \geq \epsilon$.
In order to construct an appropriate sequence satisfying the condition (5.10), we will use a density argument. More precisely, abbreviating $V\left(x^{\prime}\right)=\frac{X^{p-\epsilon}\left(\left|x^{\prime}\right|\right)}{\left|x^{\prime}\right| n-1}, \quad w(x)=\frac{x_{n}^{\alpha}}{|x| n+\alpha-2}$ we define the space $D^{1,2}\left(B_{1}, w(x) \mathrm{d} x\right)$ as the completion of $C_{0}^{\infty}\left(\overline{\mathbb{R}_{+}^{n}} \cap B_{1}\right)$ with respect to the norm $\|v\|=\left(\int_{B_{1}^{+}}|\nabla v|^{2} w(x) \mathrm{d} x\right)^{1 / 2}$.

Then, by a standard approximation, it suffices to fix a sequence $\left\{v_{m}\right\} \subset D^{1,2}\left(B_{1}, w(x) \mathrm{d} x\right)$ with $\int_{\partial \mathbb{R}_{+}^{n} \cap B_{1}} V\left(x^{\prime}\right)\left|v_{m}\right|^{q} \mathrm{~d} x^{\prime}<\infty$, such that $J\left[v_{m}\right] \rightarrow 0$, as $m \rightarrow \infty$.

To this end, we choose $\delta$ such that $0<\epsilon<\delta<p-1$, which eventually will be sent to $\epsilon$, we set $R_{m}=e^{1-m}$ so that

$$
\frac{1}{m} \leq X(|x|) \leq 1 \Leftrightarrow R_{m} \leq|x| \leq 1
$$

and define the functions $f_{m}$ as follows

$$
f_{m}(x)=\left\{\begin{array}{ll}
X^{\frac{\delta}{q}-\frac{1}{2}}(|x|), & R_{m} \leq|x| \leq 1, \\
m^{\frac{3}{2}-\frac{\delta}{q}} X(|x|), & |x| \leq R_{m},
\end{array} \quad \text { hence } \quad \nabla f_{m}(x)= \begin{cases}\left(\frac{\delta}{q}-\frac{1}{2}\right) X^{\frac{\delta}{q}+\frac{1}{2}} \frac{x}{|x|^{2}}, & R_{m} \leq|x| \leq 1, \\
m^{\frac{3}{2}-\frac{\delta}{q}} X^{2} \frac{x}{|x|^{2}}, & |x| \leq R_{m} .\end{cases}\right.
$$

We then have

$$
D^{q / 2}\left[f_{m}\right]=\int_{B_{1}^{\prime} \backslash B_{R_{m}}^{\prime}} \frac{X^{1-\epsilon+\delta}}{\left|x^{\prime}\right|^{n-1}} \mathrm{~d} x^{\prime}+m^{3 q / 2-\delta} \int_{B_{R_{m}}^{\prime}} \frac{X^{p-\epsilon+q}}{\left|x^{\prime}\right|^{n-1}} \mathrm{~d} x^{\prime}=: D_{1}+D_{2}
$$

and

$$
N\left[f_{m}\right]=\left(\frac{\delta}{q}-\frac{1}{2}\right)^{2} \int_{B_{1}^{+} \backslash B_{R_{m}}^{+}} \frac{x_{n}^{\alpha} X^{2 \delta / q+1}}{|x|^{n+\alpha}} \mathrm{d} x+m^{3-2 \delta / q} \int_{B_{R_{m}}^{+}} \frac{x_{n}^{\alpha} X^{4}}{|x|^{n+\alpha}} \mathrm{d} x=: N_{1}+N_{2} .
$$

We will next estimate the terms $D_{1}, D_{2}, N_{1}, N_{2}$, using polar coordinates and taking into account that $X^{\prime}(r)=X^{2}(r) / r$. More precisely, setting $\mathcal{C}_{n, \alpha}=\int_{\mathbb{S}_{+}^{n-1}} x_{n}^{\alpha} \mathrm{d} \sigma(x)$ and $\omega_{n}=\int_{\mathbb{S}^{n-2}} 1 \mathrm{~d} \sigma$, we have

$$
\begin{aligned}
D_{1} & =\int_{\mathbb{S}^{n-2}} 1 \mathrm{~d} \sigma \int_{R_{m}}^{1} \frac{X^{1-\epsilon+\delta}(r)}{r} \mathrm{~d} r=\omega_{n} \int_{1 / m}^{1} t^{\delta-\epsilon-1} \mathrm{~d} t=\frac{\omega_{n}\left(1-m^{\epsilon-\delta}\right)}{\delta-\epsilon}, \\
D_{2} & =m^{3 q / 2-\delta} \int_{\mathbb{S}^{n-2}} 1 \mathrm{~d} \sigma \int_{0}^{R_{m}} \frac{X^{p-\epsilon+q}(r)}{r} \mathrm{~d} r=\omega_{n} m^{3 q / 2-\delta} \int_{0}^{1 / m} t^{p-\epsilon+q-2} \mathrm{~d} t \\
& =\frac{\omega_{n} m^{\epsilon-\delta}}{p+q-\epsilon-1}, \\
N_{1} & =\left(\frac{\delta}{q}-\frac{1}{2}\right)^{2} \int_{\mathbb{S}_{+}^{n-1}} x_{n}^{\alpha} \mathrm{d} \sigma(x) \int_{R_{m}}^{1} \frac{X^{2 \delta / q+1}(r)}{r} \mathrm{~d} r=\mathcal{C}_{n, \alpha}\left(\frac{\delta}{q}-\frac{1}{2}\right)^{2} \int_{1 / m}^{1} t^{2 \delta / q-1} \mathrm{~d} t \\
& =\mathcal{C}_{n, \alpha}\left(\frac{\delta}{q}-\frac{1}{2}\right)^{2} \frac{q\left(1-m^{-2 \delta / q}\right)}{2 \delta}=\mathcal{C}_{n, \alpha}(\delta+1-p)^{2} \frac{1-m^{-2 \delta / q}}{2 q \delta}, \\
N_{2} & =m^{3-2 \delta / q} \int_{\mathbb{S}_{+}^{n-1}} x_{n}^{\alpha} \mathrm{d} \sigma(x) \int_{0}^{R_{m}} \frac{X^{4}(r)}{r} \mathrm{~d} r=\mathcal{C}_{n, \alpha} m^{3-2 \delta / q} \int_{0}^{1 / m} t^{2} \mathrm{~d} t=\frac{\mathcal{C}_{n, \alpha} m^{-2 \delta / q}}{3} .
\end{aligned}
$$

We conclude that

$$
J\left[f_{m}\right]=\frac{\mathcal{C}_{n, \alpha}}{\omega_{n}^{2 / q}} \frac{(\delta+1-p)^{2} \frac{1-m^{-2 \delta / q}}{2 q \delta}+\frac{m^{-2 \delta / q}}{3}}{\left(\frac{1-m^{\epsilon-\delta}}{\delta-\epsilon}+\frac{m^{\epsilon-\delta}}{p+q-\epsilon-1}\right)^{2 / q}} .
$$

We then take a sequence $\delta_{i} \searrow \epsilon$ and choose $m_{i}$ sufficiently large so that $m_{i}^{\epsilon-\delta_{i}}<1 / 2$. It follows that $J\left[f_{m_{i}}\right] \rightarrow 0$, as $i \rightarrow \infty$. Given now a function $\eta \in C_{0}^{\infty}\left(B_{1}\right)$, which is constant, not zero, in a neighbourhood of the origin, it is straightforward to verify that the sequence $v_{i}=f_{m_{i}} \eta$, satisfies $J\left[v_{i}\right] \rightarrow 0$, as $i \rightarrow \infty$, that is the condition (5.10).

Next we proceed with the proof of Theorem VII, which we restate here:
Theorem 9. Let $\alpha \in(-1,1), 2-\alpha \leq b<n$ and $\Omega$ be a bounded domain in $\mathbb{R}^{n-1}$. Then there exists a constant $C>0$, depending only on $n, \alpha$, such that for all $u \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$, with $u\left(x^{\prime}, 0\right)=0$, for $x^{\prime} \notin \Omega$, there holds

$$
\begin{equation*}
K(n, \alpha, b) \int_{\Omega} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}+\frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n}} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x+C \int_{\Omega} \frac{X^{2}}{\left|x^{\prime}\right|^{1-\alpha}} u^{2} \mathrm{~d} x^{\prime} \leq \int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x, \tag{5.11}
\end{equation*}
$$

where $X=X\left(\left|x^{\prime}\right| / D\right), X(\vartheta)=(1-\ln \vartheta)^{-1}, 0<X(\vartheta) \leq 1, D=\sup _{x^{\prime} \in \Omega}\left|x^{\prime}\right|$. The weight $X^{2}$ cannot be replaced by a smaller power of $X$.

Proof of Theorem 9. We divide the proof in two parts. Firstly we will establish inequality (5.11) and next we will prove the optimality of the exponent 2 of the logarithmic weight $X$. A key role, in both parts of the proof, will play the function $\psi$, defined by (3.27).

Part I: Derivation of the estimate (5.11). As in the proof of Theorem 1, we arrive at the following inequality (see (3.40))

$$
\begin{equation*}
K(n, \alpha, b) \int_{\Omega} \frac{u^{2}\left(x^{\prime}, 0\right)}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}+\frac{(b-2+\alpha)^{2}}{4} \int_{\mathbb{R}_{+}^{n}} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x+\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|\nabla \frac{u}{\psi}\right|^{2} \psi^{2} \mathrm{~d} x=\int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x, \tag{5.12}
\end{equation*}
$$

valid for all $u \in C_{0}^{\infty}\left(\mathbb{R}^{n} \backslash\{0\}\right)$, with $u\left(x^{\prime}, 0\right)=0$, for $x^{\prime} \notin \Omega$. The third term in the left hand side yields the correction term in the original inequality. Therefore the result will follow after establishing the following inequality

$$
\begin{equation*}
C \int_{\Omega} \frac{X^{2} u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime} \leq \int_{\mathbb{R}_{+}^{n}} x_{n}^{\alpha}\left|\nabla \frac{u}{\psi}\right|^{2} \psi^{2} \mathrm{~d} x, \quad \forall u \in C_{0}^{\infty}\left(\mathbb{R}^{n} \backslash\{0\}\right), \text { with } u\left(x^{\prime}, 0\right)=0, \text { for } x^{\prime} \notin \Omega . \tag{5.13}
\end{equation*}
$$

for some constant $C>0$, depending only on $n$ and $\alpha$. Then taking into account (3.38), that is $\psi \sim$ $|x|^{-\frac{n-2+\alpha}{2}}$ in $\mathbb{R}_{+}^{n}$, and making the substitution $u=v \psi$, we conclude that (5.13) will follow after showing that there exists a constant $c=c(n, \alpha)>0$, such that the following inequality is valid

$$
\begin{equation*}
c \int_{\Omega} \frac{X^{2} v^{2}}{\left|x^{\prime}\right|^{n-1}} \mathrm{~d} x^{\prime} \leq \int_{\mathbb{R}_{+}^{n}} \frac{x_{n}^{\alpha}|\nabla v|^{2}}{|x|^{\alpha+n-2}} \mathrm{~d} x, \quad \forall v \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right), \text { with } v\left(x^{\prime}, 0\right)=0, \text { for } x^{\prime} \notin \Omega \tag{5.14}
\end{equation*}
$$

Note that for such $v$ there exists $R \geq D$, depending on $v$, such that $v \in C_{0}^{\infty}\left(B_{R}\right)$, where we notate the ball $B_{R}=\left\{x \in \partial \mathbb{R}^{n}:|x| \leq 1\right\}$. Therefore, (5.14) will follow on its turn after showing the existence of a positive constant $C=C(n, \alpha)$, independent of $R$ and $D$, such that for all $v \in C_{0}^{\infty}\left(B_{R}\right)$, with $v\left(x^{\prime}, 0\right)=0,\left|x^{\prime}\right| \geq D$, where $0<D \leq R$, there holds

$$
\begin{equation*}
c \int_{\partial \mathbb{R}_{+}^{n} \cap B_{R}} \frac{X^{2} v^{2}}{\left|x^{\prime}\right|^{n-1}} \mathrm{~d} x^{\prime} \leq \int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{\alpha}|\nabla v|^{2}}{|x|^{\alpha+n-2}} \mathrm{~d} x, \quad v \in C_{0}^{\infty}\left(B_{R}\right) . \tag{5.15}
\end{equation*}
$$

To this aim we study the minimization problem

$$
T_{n, \alpha}=\inf _{\substack{\left.v \in C_{0}^{\infty}\left(B_{R}\right) \\ v\right|_{B_{R}^{\prime}} \neq 0, v\left(x^{\prime}, 0\right)=0,\left|x^{\prime}\right| \geq D}} I[v], \quad \text { where } \quad I[v]:=\frac{\int_{\mathbb{R}_{+}^{n} \cap B_{R}} \frac{x_{n}^{\alpha}|\nabla v|^{2}}{|x|^{n-2+\alpha}} \mathrm{d} x}{\int_{\left\{\left|x^{\prime}\right| \leq D\right\}} \frac{X^{2} v^{2}}{\left|x^{\prime}\right| n-1} \mathrm{~d} x^{\prime}}=\frac{I_{1}[v]}{I_{2}[v]} .
$$

We will compare $T_{n, \alpha}$ with the trace Hardy constant $H(n, \alpha)$ (see Proposition 1) defined by

$$
H(n, \alpha)=\inf _{\substack{v \in C_{0}^{\infty}\left(B_{1}\right) \\ v \neq 0}} Q[v], \quad \text { where } \quad Q[v]:=\frac{\int_{\mathbb{R}_{+}^{n} \cap B_{1}} x_{n}^{\alpha}|\nabla v|^{2} \mathrm{~d} x}{\int_{\partial \mathbb{R}_{+}^{n} \cap B_{1}} \frac{v^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}}=\frac{Q_{1}[v]}{Q_{2}[v]} .
$$

We express the numerator of the quotient $Q[v]$ in terms of polar coordinates, writing $v(x)=v(r, \theta)$, where

$$
r=|x|, \quad \theta=\frac{x}{|x|} \in \mathbb{S}_{+}^{n-1}
$$

Then we make the change of $r$-variable, setting

$$
t=r^{2-n-\alpha} \quad \text { and } \quad v(r, \theta)=h(t, \theta)
$$

thus

$$
\mathrm{d} r=-\frac{r^{n-1+\alpha}}{n-2+\alpha} \mathrm{d} t, \quad v_{r}=-\frac{n-2+\alpha}{r^{n-1+\alpha}} h_{t}, \quad r=t^{-\frac{1}{n-2+\alpha}} .
$$

Straightforward manipulations yield (see (4.9))

$$
Q_{1}[v]=(n-2+\alpha) \int_{1}^{\infty} \int_{\mathbb{S}_{+}^{n-1}} \cos ^{\alpha} \varphi\left(h_{t}^{2}+(n-2+\alpha)^{-2} t^{-2}\left|\nabla_{\theta} h\right|^{2}\right) \mathrm{d} \sigma \mathrm{~d} t .
$$

Similarly, we will transform the denominator $Q_{2}[v]$ in terms of polar coordinates in $\mathbb{R}^{n-1}$. We have

$$
\begin{aligned}
Q_{2}[v] & =\int_{B_{1}^{\prime}} \frac{v^{2}\left(x^{\prime}, 0\right)}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}=\int_{0}^{1} \int_{\partial B_{r}^{\prime}} \frac{v^{2}\left(x^{\prime}, 0\right)}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} \sigma\left(x^{\prime}\right) \mathrm{d} r=\int_{0}^{1} \int_{\mathbb{S}^{n-2}} r^{n-3+\alpha} v^{2} \mathrm{~d} \sigma \mathrm{~d} r \\
& =\frac{1}{n-2+\alpha} \int_{1}^{\infty} \int_{\mathbb{S} n-2} t^{-2} h^{2} \mathrm{~d} \sigma \mathrm{~d} t .
\end{aligned}
$$

We then have

$$
\begin{equation*}
(n+\alpha-2)^{-2} H(n, \alpha)=\inf _{\substack{\left.h \in C^{\infty}(11, \infty) \times \mathrm{s}_{+}^{n-1}\right) \\ h(1, \theta)=0}} \frac{\int_{1}^{\infty} \int_{\mathbb{S}_{+}^{n-1}} \cos ^{\alpha} \varphi\left(h_{t}^{2}+((n+\alpha-2) t)^{-2}\left|\nabla_{\theta} h\right|^{2}\right) \mathrm{d} \sigma \mathrm{~d} t}{\int_{1}^{\infty} \int_{\mathbb{S}^{n-2}} t^{-2} h^{2} \mathrm{~d} \sigma \mathrm{~d} t} \tag{5.16}
\end{equation*}
$$

Next we transform the quotient $I[v]$ in terms of polar coordinates and then we make the change of $r$-variable, setting

$$
t=\frac{1}{X(r / D)}=1-\ln \left(\frac{r}{D}\right), \quad v(r, \theta)=w(t, \theta), \quad \text { thus } \quad \mathrm{d} r=-r \mathrm{~d} t \quad \text { and } \quad v_{r}=-\frac{1}{r} w_{t} .
$$

Then for any $v \in C_{0}^{\infty}\left(B_{R}\right)$, with $v\left(x^{\prime}, 0\right)=0$, if $\left|x^{\prime}\right| \geq D$, we have (see (5.8))

$$
I_{1}[v]=\int_{\varrho}^{\infty} \int_{\mathbb{S}_{+}^{n-1}} \cos ^{\alpha} \varphi\left(w_{t}^{2}+\left|\nabla_{\theta} w\right|^{2}\right) \mathrm{d} \sigma \mathrm{~d} t,
$$

where we abbreviate $\varrho=1-\ln (R / D)$. Similarly for the denominator we have

$$
\begin{aligned}
I_{2}[v] & =\int_{\left\{\left|x^{\prime}\right| \leq D\right\}} \frac{X^{2} v^{2}\left(x^{\prime}, 0\right)}{\left|x^{\prime}\right|^{n-1}} \mathrm{~d} x^{\prime}=\int_{0}^{D} \int_{\partial B_{r}^{\prime}} \frac{X^{2} v^{2}\left(x^{\prime}, 0\right)}{r^{n-1}} \mathrm{~d} \sigma\left(x^{\prime}\right) \mathrm{d} r=\int_{0}^{D} \int_{\mathbb{S}^{n-2}} \frac{X^{2}(r / D) v^{2}}{r} \mathrm{~d} \sigma \mathrm{~d} r \\
& =\int_{1}^{\infty} \int_{\mathbb{S}^{n-2}} t^{-2} w^{2} \mathrm{~d} \sigma \mathrm{~d} t .
\end{aligned}
$$

Therefore we have

$$
\begin{equation*}
T_{n, \alpha}=\inf _{\substack{\left.w \in C^{\infty}(l \rho, \infty) \times \mathbb{S}_{+}^{n-1}\right) \\ w(1, \theta)=0, w\left(t, \theta^{\prime}, 0\right)=0, t \leq 1}}=\frac{\int_{\varrho_{+}}^{\infty} \int_{+}^{n-1} \cos ^{\alpha} \varphi\left(w_{t}^{2}+\left|\nabla_{\theta} w\right|^{2}\right) \mathrm{d} \sigma \mathrm{~d} t}{\int_{1}^{\infty} \int_{\mathbb{S}^{n-2}} t^{-2} w^{2} \mathrm{~d} \sigma \mathrm{~d} t} . \tag{5.17}
\end{equation*}
$$

Comparing the quotients in (5.16), (5.17), noting that $\ln (R / D)>0$, we conclude that

$$
T_{n, \alpha} \geq \kappa_{n, \alpha}(n-2+\alpha)^{-2} H(n, \alpha)>0, \quad \text { where } \quad \kappa_{n, \alpha}= \begin{cases}(n-2+\alpha)^{-2}, & n+\alpha \geq 3 \\ 1, & 2<n+\alpha<3\end{cases}
$$

This proves (5.15), whereafter (5.11) follows.
Part II: Optimality of the weight function $X^{2}$. To complete the proof of the theorem, we have to verify that the weight function $X^{2}$ cannot be replaced by a smaller power of $X$. We can assume that $\Omega=B_{1}$. Let $0<\varepsilon<2$. It is sufficient to show that there exists sequence $\left\{v_{m}\right\} \subset C_{0}^{\infty}\left(B_{1} \backslash\{0\}\right)$ such that (cf. (5.12), (5.13), (5.14))

$$
I\left[v_{m}\right]:=\frac{N\left[v_{m}\right]}{D\left[v_{m}\right]}:=\frac{\int_{\mathbb{R}_{+}^{n} \cap B_{1}} \frac{x_{n}^{\alpha}\left|\nabla v_{m}\right|^{2}}{|x|^{n-2+\alpha}} \mathrm{d} x}{\int_{\partial \mathbb{R}_{+}^{n} \cap B_{1}} \frac{X^{2-\varepsilon} v_{m}^{2}}{\left|x^{\prime}\right|^{n-1}} \mathrm{~d} x^{\prime}} \longrightarrow 0, \text { as } m \rightarrow \infty .
$$

Notice also that it suffices to prove the claim, only for the case $0<\varepsilon<1$, since $X^{2-\varepsilon_{0}} \geq X^{2-\varepsilon}, \forall \varepsilon_{0} \geq \varepsilon$. To this aim we choose $\delta$ such that $\varepsilon<\delta<1$, which will eventually be sent to $\varepsilon$, we set $R_{m}=e^{1-m}$ so that $1 / m=X(|x|) \Leftrightarrow R_{m}=|x|$, and define the functions $f_{m}$ as follows

$$
f_{m}(x)= \begin{cases}X^{\frac{\delta-1}{2}}(|x|), & R_{m} \leq|x| \leq 1, \\ m^{\frac{3-\delta}{2}} X(|x|), & |x| \leq R_{m},\end{cases}
$$

hence

$$
\nabla f_{m}(x)= \begin{cases}\frac{\delta-1}{2} X^{\frac{\delta+1}{2}}(|x|) \frac{x}{\mid x x^{2}}, & R_{m} \leq|x| \leq 1 \\ m^{\frac{3-\delta}{2}} X^{2}(|x|) \frac{x}{|x|^{2}}, & |x| \leq R_{m}\end{cases}
$$

We then have

$$
D\left[f_{m}\right]=\int_{B_{1}^{\prime} \backslash B_{R_{m}}^{\prime}} \frac{X^{2-\varepsilon}\left(\left|x^{\prime}\right|\right) f_{m}^{2}}{\left|x^{\prime}\right|^{n-1}} \mathrm{~d} x^{\prime}+\int_{B_{R_{m}}^{\prime}} \frac{X^{2-\varepsilon}\left(\left|x^{\prime}\right|\right) f_{m}^{2}}{\left|x^{\prime}\right|^{n-1}} \mathrm{~d} x^{\prime}=D_{1}+D_{2}
$$

and

$$
N\left[f_{m}\right]=\int_{B_{1}^{+} \backslash B_{R_{m}}^{+}} \frac{x_{n}^{\alpha}\left|\nabla f_{m}\right|^{2}}{|x|^{n-2+\alpha}} \mathrm{d} x+\int_{B_{R_{m}}^{+}} \frac{x_{n}^{\alpha}\left|\nabla f_{m}\right|^{2}}{|x|^{n-2+\alpha}} \mathrm{d} x=N_{1}+N_{2} .
$$

Next we will estimate the terms $D_{1}, D_{2}, N_{1}, N_{2}$, using polar coordinates and taking into account that $X^{\prime}(r)=X^{2}(r) / r$. More precisely, setting $\omega_{n}=\int_{\mathbb{S}^{n-2}} 1 \mathrm{~d} \sigma$, we have

$$
D_{1}=\int_{B_{1}^{\prime} \backslash B_{R_{m}}^{\prime}} \frac{X^{\delta-\varepsilon+1}}{\left|x^{\prime}\right|^{n-1}} \mathrm{~d} x^{\prime}=\omega_{n} \int_{1 / m}^{1} t^{\delta-\varepsilon-1} \mathrm{~d} t=\omega_{n} \frac{1-m^{\varepsilon-\delta}}{\delta-\varepsilon}
$$

and

$$
D_{2}=m^{3-\delta} \int_{B_{R_{m}}^{\prime}} \frac{X^{4-\epsilon}}{\left|x^{\prime}\right|^{n-1}} \mathrm{~d} x^{\prime}=\omega_{n} m^{3-\delta} \int_{0}^{1 / m} t^{2-\varepsilon} \mathrm{d} t=\omega_{n} \frac{m^{\varepsilon-\delta}}{3-\varepsilon}
$$

Similarly, setting $\mathcal{C}_{n, \alpha}=\int_{\mathbb{S}_{+}^{n-1}} x_{n}^{\alpha} \mathrm{d} \sigma(x)$, we have

$$
N_{1}=\mathcal{C}_{n, \alpha}\left(\frac{\delta-1}{2}\right)^{2} \int_{R_{m}}^{1} \frac{X^{\delta+1}(r)}{r} \mathrm{~d} r=\mathcal{C}_{n, \alpha}\left(\frac{\delta-1}{2}\right)^{2} \int_{1 / m}^{1} t^{\delta-1} \mathrm{~d} t=\mathcal{C}_{n, \alpha} \frac{(\delta-1)^{2}}{4 \delta}\left(1-m^{-\delta}\right)
$$

and

$$
N_{2}=\mathcal{C}_{n, \alpha} m^{3-\delta} \int_{0}^{R_{m}} \frac{X^{4}(r)}{r} \mathrm{~d} r=\mathcal{C}_{n, \alpha} m^{3-\delta} \int_{0}^{1 / m} t^{2} \mathrm{~d} t=\mathcal{C}_{n, \alpha} \frac{m^{-\delta}}{3} .
$$

We then take a sequence $\delta_{i} \searrow \varepsilon$ and choose $m_{i}$ sufficiently large so that $m_{i}^{\varepsilon-\delta_{i}}<1 / 2$. It follows that $I\left[f_{m_{i}}\right] \rightarrow 0$, as $i \rightarrow \infty$. Given now a function $\eta \in C_{0}^{\infty}\left(B_{1}\right)$, which is constant, not zero, in a neighbourhood of the origin, it is straightforward to verify that the sequence $v_{i}=f_{m_{i}} \eta$, satisfies $I\left[v_{i}\right] \rightarrow 0$, as $i \rightarrow \infty$.

Remark. We point out that Theorems VI, VII are valid for functions supported in $\mathbb{R}_{+}^{n}$. However, if we restrict the attention to functions supported on a bounded domain $U$, then a stronger result holds. In particular, if we cut the series in (1.19) at the $k$ term, then the resulted inequality can be improved by adding trace remainder terms:

Let $\alpha \in(-1,1), 2-\alpha \leq b<n$ and $U$ be a bounded domain in $\mathbb{R}^{n}$. Then there exists a constant $c>0$, such that for all $u \in C_{0}^{\infty}(U)$, there holds

$$
\begin{aligned}
& K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}+\frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x+\frac{1}{4} \sum_{i=1}^{k} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} X_{1}^{2}\left(\frac{|x|}{d}\right) \cdots X_{i}^{2}\left(\frac{|x|}{d}\right)}{|x|^{2}} u^{2} \mathrm{~d} x \\
& +c\left(\int_{\partial \mathbb{R}_{+}^{n} \cap U}\left(X_{1}\left(\frac{\left|x^{\prime}\right|}{D}\right) \cdots X_{k}\left(\frac{\left|x^{\prime}\right|}{D}\right) X_{k+1}\left(\frac{\left|x^{\prime}\right|}{D}\right)\right)^{\frac{2 n-3+\alpha}{n-2+\alpha}}|u|^{\frac{2(n-1)}{n-2+\alpha}} \mathrm{d} x^{\prime}\right)^{\frac{n-2+\alpha}{n-1}} \leq \int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x,
\end{aligned}
$$

where the constant $K(n, \alpha, b)$ is given in (1.11), $D=\sup _{x \in \partial \mathbb{R}_{+}^{n} \cap U}|x|$ and $d=\sup _{x \in \mathbb{R}_{+}^{n} \cap U}|x|$. Moreover, the weight $\left(X_{1} \cdots X_{k+1}\right)^{(2 n-3+\alpha) /(n-2+\alpha)}$ cannot be replaced by smaller powers of $X_{1}, \cdots, X_{k+1}$.

Under the same assumptions, there exists a constant $C>0$, such that for all $u \in C_{0}^{\infty}(U)$, there holds

$$
\begin{aligned}
& K(n, \alpha, b) \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{u^{2}}{\left|x^{\prime}\right|^{1-\alpha}} \mathrm{d} x^{\prime}+\frac{(\alpha+b-2)^{2}}{4} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} u^{2}}{|x|^{2}} \mathrm{~d} x+\frac{1}{4} \sum_{i=1}^{k} \int_{\mathbb{R}_{+}^{n} \cap U} \frac{x_{n}^{\alpha} X_{1}^{2}\left(\frac{|x|}{d}\right) \cdots X_{i}^{2}\left(\frac{|x|}{d}\right)}{|x|^{2}} u^{2} \mathrm{~d} x \\
& C \int_{\partial \mathbb{R}_{+}^{n} \cap U} \frac{\left(X_{1}\left(\frac{\left|x^{\prime}\right|}{D}\right) \cdots X_{k}\left(\frac{\left|x^{\prime}\right|}{D}\right) X_{k+1}\left(\frac{\left|x^{\prime}\right|}{D}\right)\right)^{2}}{\left|x^{\prime}\right|^{1-\alpha}} u^{2} \mathrm{~d} x^{\prime} \leq \int_{\mathbb{R}_{+}^{n} \cap U} x_{n}^{\alpha}|\nabla u|^{2} \mathrm{~d} x .
\end{aligned}
$$

Moreover, the logarithmic correction $\left(X_{1} \cdots X_{k+1}\right)^{2}$ cannot be replaced by powers of $X_{1}, \cdots, X_{k+1}$, with exponents smaller than 2 .

We can derive these improvements, following a similar argumentation with the one of the proofs of Theorems VI, VII, but working with the function $\psi_{k}$ (see (4.14)) instead of $\psi$.

## Chapter 6

## Improving Hardy inequalities for fractional Laplacians on bounded domains

Throughout this Chapter we assume that $s \in(0,1)$ and $\Omega$ is a bounded domain in $\mathbb{R}^{n}$ with $n>2 s$. Recall also the fractional Laplacians $A_{s},(-\Delta)^{s}$ which are defined in Section 1.3. In the sequel we will apply the improved trace Hardy inequalities, obtained among others in Chapter 5, to the extended problems (see Section 2.2) associated with these operators, to derive relative refined fractional Hardy inequalities.

### 6.1 Hardy inequalities for the spectral fractional Laplacian

In this section we establish sharp fractional Hardy inequalities with remainder terms, associated with the spectral Laplacian $A_{s}$. More precisely, we will give the proof of Theorems VIII, IX, X .

### 6.1.1 The Hardy inequality for the spectral fractional Laplacian

We start with the proof of Theorem VIII which we restate here, for the reader's convenience.
Theorem 10 (Hardy inequality for the spectral fractional Laplacian $A_{s}$ ). Let $s \in(0,1)$ and $\Omega$ be a bounded domain in $\mathbb{R}^{n}$ with $n>2$ s. Then for all $f \in C_{0}^{\infty}(\Omega)$ there holds

$$
\begin{equation*}
h_{s, n} \int_{\Omega} \frac{f^{2}(x)}{|x|^{2 s}} \mathrm{~d} x \leq\left(A_{s} f, f\right), \quad \text { where } \quad h_{s, n}=2^{2 s} \frac{\Gamma^{2}\left(\frac{n+2 s}{4}\right)}{\Gamma^{2}\left(\frac{n-2 s}{4}\right)} . \tag{6.1}
\end{equation*}
$$

The constant $h_{s, n}$ is sharp if $0 \in \Omega$.
The basic estimate for the proof of Theorem 10 is the weighted trace Hardy inequality (3.1), which we restate here, in the settings of the present chapter: For any $s \in(0,1)$ with $n>2 s$, there holds

$$
\begin{equation*}
H_{n, s} \int_{\mathbb{R}^{n}} \frac{u^{2}(x, 0)}{|x|^{2 s}} \mathrm{~d} x \leq \int_{0}^{\infty} \int_{\mathbb{R}^{n}} y^{1-2 s}|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} y, \quad \forall u \in C_{0}^{\infty}\left(\mathbb{R}^{n+1}\right) \tag{6.2}
\end{equation*}
$$

where the constant

$$
\begin{equation*}
H_{n, s}=\frac{2 s \Gamma^{2}\left(\frac{n+2 s}{4}\right) \Gamma(1-s)}{\Gamma(1+s) \Gamma^{2}\left(\frac{n-2 s}{4}\right)} \tag{6.3}
\end{equation*}
$$

is the best possible. As a direct consequence of the scaling invariance of (6.2), the following inequality is also valid

$$
\begin{equation*}
H_{n, s} \int_{\Omega} \frac{u^{2}(x, 0)}{|x|^{2 s}} \mathrm{~d} x \leq \int_{0}^{\infty} \int_{\Omega} y^{1-2 s}|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} y, \quad \forall u \in C_{0}^{\infty}(\Omega \times \mathbb{R}) \tag{6.4}
\end{equation*}
$$

where the constant $H_{n, s}$ is given in (6.3) and it is optimal if $0 \in \Omega$. With this estimate at hand, we can proceed with the

Proof of Theorem 10 . For any $f \in C_{0}^{\infty}(\Omega)$ we consider the function $u$ which is the unique extension of $f$ in $\Omega \times(0, \infty)$, satisfying the problem (2.15), with $\int_{\mathcal{C}_{\Omega}} y^{1-2 s}|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} y<\infty$. We then have (see [25], [47])

$$
\begin{equation*}
\left(A_{s} f, f\right)=\frac{2^{2 s-1} \Gamma(s)}{\Gamma(1-s)} \int_{0}^{\infty} \int_{\Omega} y^{1-2 s}|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} y \tag{6.5}
\end{equation*}
$$

Then substituting this estimate in (6.4), we obtain the desired inequality (6.1).
It remains to prove the optimality of $h_{s, n}$. Let $\left\{u_{k}\right\}_{k=1}^{\infty}$ be a minimizing sequence for the problem

$$
H_{n, s}=\inf _{\substack{u \in C|(\Omega \times \mathbb{R}) \\ u| \Omega \neq 0}} \frac{\int_{0}^{\infty} \int_{\Omega} y^{1-2 s}|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} y}{\int_{\Omega} \frac{u^{2}(x, 0)}{|x|^{2 s}} \mathrm{~d} x}
$$

that is

$$
\frac{\int_{0}^{\infty} \int_{\Omega} y^{1-2 s}\left|\nabla u_{k}\right|^{2} \mathrm{~d} x \mathrm{~d} y}{\int_{\Omega} \frac{u_{k}^{2}(x, 0)}{|x|^{2 s}} \mathrm{~d} x} \stackrel{k \rightarrow \infty}{\longrightarrow} H_{n, s} .
$$

We set $f_{k}(x)=u_{k}(x, 0)$ and let $\bar{u}_{k}: \mathbb{R}^{n+1} \rightarrow \mathbb{R}$ be the extension of $f_{k}$ satisfying problem (2.15) for $f=f_{k}, u=u_{k}$ there. Then we have

$$
\int_{0}^{\infty} \int_{\Omega} y^{1-2 s}\left|\nabla \bar{u}_{k}\right|^{2} \mathrm{~d} x \mathrm{~d} y \leq \int_{0}^{\infty} \int_{\Omega} y^{1-2 s}\left|\nabla u_{k}\right|^{2} \mathrm{~d} x \mathrm{~d} y
$$

and since $u_{k}=\bar{u}_{k}$ in $\Omega$, we have

$$
\frac{\int_{0}^{\infty} \int_{\Omega} y^{1-2 s}\left|\nabla \bar{u}_{k}\right|^{2} \mathrm{~d} x \mathrm{~d} y}{\int_{\Omega} \frac{\bar{u}_{k}^{2}(x, x)}{|x|^{2 s}} \mathrm{~d} x} \stackrel{k \rightarrow \infty}{\longrightarrow} H_{n, s} .
$$

Finally, in view of (6.5) we get

$$
\frac{\left(A_{s} f_{k}, f_{k}\right)}{\int_{\Omega} \frac{f_{k}^{2}}{|x|^{2 s}} \mathrm{~d} x} \xrightarrow{k \rightarrow \infty} h_{s, n}
$$

### 6.1.2 Hardy-Sobolev inequality for the spectral fractional Laplacian

Let us now proceed to derive the Hardy-Sobolev inequality for the regional Laplacian $A_{s}$. To this aim, we will need the following improvement of (6.4), concerning the extended problem, which is rather of independent interest.

Theorem 11. Let $s \in(0,1)$ and $n>2 s$. Then there exists a positive constant $C=C(n, s)$ such that for all $u \in C_{0}^{\infty}(\Omega \times \mathbb{R})$ there holds

$$
\begin{equation*}
H_{n, s} \int_{\Omega} \frac{u^{2}}{|x|^{2 s}} \mathrm{~d} x+C\left(\int_{\Omega} X^{\frac{2(n-s)}{n-2 s}}|u|^{\frac{2 n}{n-2 s}} \mathrm{~d} x\right)^{\frac{n-2 s}{n}} \leq \int_{0}^{\infty} \int_{\Omega} y^{1-2 s}|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} y \tag{6.6}
\end{equation*}
$$

where $X=X(|x| / D), \quad X(\vartheta)=(1-\ln \vartheta)^{-1}, \quad 0<\vartheta \leq 1, \quad D=\sup _{x \in \Omega}|x|$. The weight $X^{\frac{2(n-s)}{n-2 s}}$ cannot be replaced by a smaller power of $X$.

Theorem 11 is an immediate consequence of Theorem 8 with $b=2-\alpha$ there. We are now ready to prove Theorem IX:

Theorem 12 (Hardy-Sobolev inequality for the spectral fractional Laplacian). Let $s \in(0,1)$ and $\Omega$ be a bounded domain in $\mathbb{R}^{n}$ with $n>2 s$. Then there exists a positive constant $C=C(n, s)$ such that for all $f \in C_{0}^{\infty}(\Omega)$ there holds

$$
h_{s, n} \int_{\Omega} \frac{f^{2}(x)}{|x|^{2 s}} \mathrm{~d} x+C\left(\int_{\Omega} X^{\frac{2(n-s)}{n-2 s}}|f(x)|^{\frac{2 n}{n-2 s}} \mathrm{~d} x\right)^{\frac{n-2 s}{n}} \leq\left(A_{s} f, f\right)
$$

where $X=X(|x| / D), X(\vartheta)=(1-\ln \vartheta)^{-1}, 0<\vartheta \leq 1, D=\sup _{x \in \Omega}|x|$. The exponent $\frac{2(n-s)}{n-2 s}$ of $X$ cannot be replaced by a smaller one.

Proof of Theorem 12. The result follows immediately, applying Theorem 11 to the extension $u$ of $f$ (cf. (2.13)) and substituting the energy of $u$ through the relation (6.5).

### 6.1.3 Improved Hardy inequality for the spectral fractional Laplacian

To establish Theorem X , we will need the following improvement of (6.4), which is an immediate consequence of Theorem 9 , with $b=2-\alpha$ there.

Theorem 13. Let $s \in(0,1)$ and $\Omega$ be a bounded domain in $\mathbb{R}^{n}$ with $n>2 s$. Then there exists a positive constant $C=C(n, s)$ such that for all $u \in C_{0}^{\infty}(\Omega \times \mathbb{R})$ there holds

$$
H_{n, s} \int_{\Omega} \frac{u^{2}}{|x|^{2 s}} \mathrm{~d} x+C \int_{\Omega} \frac{X^{2}}{|x|^{2 s}} u^{2} \mathrm{~d} x \leq \int_{0}^{\infty} \int_{\Omega} y^{1-2 s}|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} y,
$$

where $X=X(|x| / D), X(\vartheta)=(1-\ln \vartheta)^{-1}, \quad 0<\vartheta \leq 1, D=\sup _{x \in \Omega}|x|$. The exponent 2 of $X$ cannot be improved.

Let us now proceed with the proof of Theorem X, which we restate here, for convenience of the reader.
Theorem 14 (Improved Hardy inequality for the spectral fractional Laplacian). Let $s \in(0,1)$ and $\Omega$ be a bounded domain in $\mathbb{R}^{n}$ with $n>2 s$. Then there exists a positive constant $C=C(n, s)$ such that

$$
h_{s, n} \int_{\Omega} \frac{f^{2}(x)}{|x|^{2 s}} \mathrm{~d} x+C \int_{\Omega} f^{2}(x) \frac{X^{2}}{|x|^{2 s}} \mathrm{~d} x \leq\left(A_{s} f, f\right), \quad \forall f \in C_{0}^{\infty}(\Omega)
$$

where $X=X(|x| / D), X(\vartheta)=(1-\ln \vartheta)^{-1}, \quad 0<\vartheta \leq 1, \quad D=\sup _{x \in \Omega}|x|$. The weight $X^{2}$ cannot be replaced by a smaller power of $X$.

Proof of Theorem 14. We apply Theorem 13 to the extension $u$ of $f$ (cf. (2.13)) whence Theorem 14 results upon a substitution of the energy of $u$ through the relation (6.5).

### 6.2 Hardy inequalities for the Dirichlet fractional Laplacian

This section is devoted to establish improvements of the fractional Hardy inequality associated with the Dirichlet Laplacian $(-\Delta)^{s}$, by adding Sobolev and Hardy type correction terms. More precisely, we will give the proof of Theorems XI, XII, XIII.

### 6.2.1 The Hardy inequality for the Dirichlet fractional Laplacian

We first establish the sharp Hardy inequality which is stated in Theorem XI:
Theorem 15 (Hardy inequality for the fractional Laplacian $\left.(-\Delta)^{s}\right)$. Let $s \in(0,1)$ and $\Omega$ be a bounded domain in $\mathbb{R}^{n}$ with $n>2 s$. Then there holds

$$
\begin{equation*}
h_{s, n} \int_{\Omega} \frac{f^{2}(x)}{|x|^{2 s}} \mathrm{~d} x \leq\left((-\Delta)^{s} f, f\right), \quad \forall f \in C_{0}^{\infty}(\Omega) \tag{6.7}
\end{equation*}
$$

The constant $h_{s, n}$ is given by (6.1) and if $0 \in \Omega$, then it is sharp.
Proof of Theorem 15 . Applying standard scaling arguments in (6.2), we see that the same inequality holds when the integral in the right hand side is computed over $\mathbb{R}^{n} \times(0, \infty)$ and the test functions $u \in C_{0}^{\infty}\left(\mathbb{R}^{n+1}\right)$ with $u(x, 0)=0, x \notin \Omega$, that is

$$
\begin{equation*}
H_{n, s} \int_{\Omega} \frac{u^{2}(x, 0)}{|x|^{2 s}} \mathrm{~d} x \leq \int_{0}^{\infty} \int_{\mathbb{R}^{n}} y^{1-2 s}|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} y, \quad \forall u \in C_{0}^{\infty}\left(\mathbb{R}^{n+1}\right) \text { with } u(x, 0)=0, x \notin \Omega . \tag{6.8}
\end{equation*}
$$

We point out that (6.2), (6.8) share the same optimal constant.
We now consider the solution $u=u(x, y)$ of the extended problem (2.13). In this case we have (see [15], [25])

$$
\begin{equation*}
\left((-\Delta)^{s} f, f\right)=\frac{2^{2 s-1} \Gamma(s)}{\Gamma(1-s)} \int_{0}^{\infty} \int_{\mathbb{R}^{n}} y^{1-2 s}|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} y \tag{6.9}
\end{equation*}
$$

Hence, substituting this estimate in (6.8), we obtain (6.7).
It remains to prove the optimality of $h_{s, n}$. Let $\left\{u_{k}\right\}_{k=1}^{\infty}$ be a minimizing sequence for the problem (cf. (6.8))

$$
H_{n, s}=\inf _{\substack{u \in C_{0}^{\infty}\left(\mathbb{R}^{n+1}\right), u(, 0) \in C_{0}(\Omega) \\ u \mid \Omega \neq 0}} \frac{\int_{0}^{\infty} \int_{\mathbb{R}^{n}} y^{1-2 s}|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} y}{\int_{\Omega} \frac{u^{2}(x, 0)}{|x|^{2 s}} \mathrm{~d} x}
$$

that is

$$
\frac{\int_{0}^{\infty} \int_{\mathbb{R}^{n}} y^{1-2 s}\left|\nabla u_{k}\right|^{2} \mathrm{~d} x \mathrm{~d} y}{\int_{\Omega} \frac{u_{k}^{2}(x, 0)}{|x|^{2 s}} \mathrm{~d} x} \stackrel{k \rightarrow \infty}{\longrightarrow} H_{n, s} .
$$

We set $f_{k}(x)=u_{k}(x, 0)$ and let $\bar{u}_{k}: \mathbb{R}^{n+1} \rightarrow \mathbb{R}$ be the extension of $f_{k}$ satisfying problem (2.13) for $f=f_{k}, u=u_{k}$. Then we have

$$
\int_{0}^{\infty} \int_{\mathbb{R}^{n}} y^{1-2 s}\left|\nabla \bar{u}_{k}\right|^{2} \mathrm{~d} x \mathrm{~d} y \leq \int_{0}^{\infty} \int_{\mathbb{R}^{n}} y^{1-2 s}\left|\nabla u_{k}\right|^{2} \mathrm{~d} x \mathrm{~d} y
$$

and since $u_{k}(x, 0)=\bar{u}_{k}(x, 0)$, we have

$$
\frac{\int_{0}^{\infty} \int_{\mathbb{R}^{n}} y^{1-2 s}\left|\nabla \bar{u}_{k}\right|^{2} \mathrm{~d} x \mathrm{~d} y}{\int_{\Omega} \frac{\bar{u}_{k}^{2}(x, 0)}{|x|^{2 s}} \mathrm{~d} x} \stackrel{k \rightarrow \infty}{\longrightarrow} H_{n, s}
$$

Finally, in view of (6.9) we get

$$
\frac{\left((-\Delta)^{s} f_{k}, f_{k}\right)}{\int_{\Omega} \frac{f_{k}^{2}}{|x|^{2 s}} \mathrm{~d} x} \xrightarrow{k \rightarrow \infty} h_{s, n} .
$$

### 6.2.2 Hardy-Sobolev inequality for the Dirichlet fractional Laplacian

The Hardy-Sobolev inequality for the regional Laplacian $(-\Delta)^{s}$, is strongly connected with the following improvement of (6.8), concerning the extended problem, which is rather of independent interest.

Theorem 16. Let $s \in(0,1)$ and $\Omega$ be a bounded domain in $\mathbb{R}^{n}$ with $n>2 s$. Then there exists a positive constant $C=C(n, s)$ such that for all $u \in C_{0}^{\infty}\left(\mathbb{R}^{n+1}\right)$, with $u(x, 0)=0, x \notin \Omega$, there holds

$$
H_{n, s} \int_{\Omega} \frac{u^{2}}{|x|^{2 s}} \mathrm{~d} x+C\left(\int_{\Omega} X^{\frac{2 n-2 s}{n-2 s}}|u|^{\frac{2 n}{n-2 s}} \mathrm{~d} x\right)^{\frac{n-2 s}{n}} \leq \int_{0}^{\infty} \int_{\mathbb{R}^{n}} y^{1-2 s}|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} y
$$

where $X=X(|x| / D), X(\vartheta)=(1-\ln \vartheta)^{-1}, 0<\vartheta \leq 1, D=\sup _{x \in \Omega}|x|$. The exponent $\frac{2 n-2 s}{n-2 s}$ of the weight function cannot be improved.

Theorem 16 is an immediate consequence of Theorem 8 , with $b=2-\alpha$ there. We are now ready to derive the Hardy - Sobolev inequality for the regional Laplacian $(-\Delta)^{s}$, stated in Theorem XII:

Theorem 17. Let $s \in(0,1)$ and $\Omega$ be a bounded domain in $\mathbb{R}^{n}$ with $n>2 s$. Then there exists a positive constant $C=C(n, s)$ such that for all $f \in C_{0}^{\infty}(\Omega)$ there holds

$$
\begin{equation*}
h_{s, n} \int_{\Omega} \frac{f^{2}(x)}{|x|^{2 s}} \mathrm{~d} x+C\left(\int_{\Omega} X^{\frac{2(n-s)}{n-2 s}}|f(x)|^{\frac{2 n}{n-2 s}} \mathrm{~d} x\right)^{\frac{n-2 s}{n}} \leq\left((-\Delta)^{s} f, f\right), \tag{6.10}
\end{equation*}
$$

where $X=X(|x| / D), X(\vartheta)=(1-\ln \vartheta)^{-1}, \quad 0<\vartheta \leq 1, \quad D=\sup _{x \in \Omega}|x|$. Moreover $X^{\frac{2(n-s)}{n-2 s}}$ cannot be replaced by a smaller power of $X$.

Proof of Theorem 17. The Theorem results upon an application of Theorem 16 to the extension $u$ of $f$ (cf. (2.15)) and using the relation (6.9).

### 6.2.3 Improved Hardy inequality for the Dirichlet fractional Laplacian

For the proof of Theorem XIII we will need an improvement of (6.8), which is associated with the extended problem. More precisely, in view of Theorem 9 , with $b=2-\alpha$ there, we have the following result.

Theorem 18. Let $s \in(0,1)$ and $\Omega$ be a bounded domain in $\mathbb{R}^{n}$ with $n>2 s$. Then there exists a positive constant $C=C(n, s)$ such that for all $u \in C_{0}^{\infty}\left(\mathbb{R}^{n+1}\right)$, with $u(x, 0)=0, x \notin \Omega$, there holds

$$
H_{n, s} \int_{\Omega} \frac{u^{2}}{|x|^{2 s}} \mathrm{~d} x+C \int_{\Omega} \frac{X^{2}}{|x|^{2 s}} u^{2} \mathrm{~d} x \leq \int_{0}^{\infty} \int_{\mathbb{R}^{n}} y^{1-2 s}|\nabla u|^{2} \mathrm{~d} x \mathrm{~d} y
$$

where $X=X(|x| / D), X(\vartheta)=(1-\ln \vartheta)^{-1}, 0<\vartheta \leq 1, D=\sup _{x \in \Omega}|x|$.
We conclude with the proof of Theorem XIII:
Theorem 19. Let $s \in(0,1)$ and $\Omega$ be a bounded domain in $\mathbb{R}^{n}$ with $n>2 s$. Then there exists a positive constant $C=C(n, s)$ such that

$$
h_{s, n} \int_{\Omega} \frac{f^{2}(x)}{|x|^{2 s}} \mathrm{~d} x+C \int_{\Omega} f^{2}(x) \frac{X^{2}}{|x|^{2 s}} \mathrm{~d} x \leq\left((-\Delta)^{s} f, f\right), \quad \forall f \in C_{0}^{\infty}(\Omega),
$$

where $X=X(|x| / D), X(\vartheta)=(1-\ln \vartheta)^{-1}, 0<\vartheta \leq 1, D=\sup _{x \in \Omega}|x|$. Moreover $X^{2}$ cannot be replaced by a smaller power of $X$.

Proof of Theorem 19 . We apply Theorem 18 to the extension $u$ of $f$ (cf. (2.15)) whence Theorem 19 results upon a substitution of the energy of $u$ through the relation (6.9).

## Bibliography

[1] M. Abramowitz, I.A. Stegun, Handbook of mathematical functions, with formulas, graphs and mathematical tables, Dover Publicationss, Inc., New York, 1992.
[2] R. A. Adams, J. Fournier, Sobolev Spaces, 2nd edition. Pure and AppliedMathematics 140. Elsevier/Academic Press, Amsterdam 2003.
[3] Adimurthi, S. Filippas, A. Tertikas, On the best constant of Hardy Sobolev inequalities, Nonlinear Anal. (70) (2009), 2826-2833.
[4] A. Alvino, R. Volpicelli, A. Ferone, Sharp Hardy inequalities in the half space with trace remainder term, Nonlinear Anal. (75) (2012), 5466-5472.
[5] J. M. Arrieta, On boundedness of solutions of reaction-diffusion equations with nonlinear boundary conditions, Proc. Amer. Math. Soc. 136 (1) (2008), 151-160.
[6] T. Aubin, Problémes isopérimétriques et espaces de Sobolev, J. Differential Geometry, 11, 4, (1976), 573-598.
[7] P. Baras, J. Goldstein, The heat equation with a singular potential, Trans. Amer. Math. Soc. 294 (1984), 121 - 139.
[8] W. Beckner, Sharp Sobolev inequalities on the sphere and the Moser-Trudinger inequality, Ann. of Math. (2) 138 (1993), no. 1, 213-242.
[9] H. Berestycki, M. J. Esteban, Existence and bifurcation of solutions for an elliptic degenerate problem, J. Differential Equations 134 (1997), no. 1, 1-25.
[10] H. Brezis, Functional analysis, Sobolev spaces and partial differential equations, Universitext. Springer, New York 2011.
[11] H. Brezis, J.L. Vázquez, Blow-up solutions of some nonlinear elliptic problems, Rev. Mat. Univ. Complut. Madrid 2 (10) (1997), 443-469.
[12] X. Cabré, Y. Martel, Existence versus instantaneous blowup for linear heat equations with singular potentials, C. R. Acad. Sci. Paris Ser. IMath. 329, 973-978 (1999).
[13] X. Cabré, Y. Sire, Non-linear equations for fractional Laplacians I: Regularity, maximum principles and Hamiltonian estimates, Ann. I. H. Poincaré 31 (2014), 23-53 (Preprint, arXiv:1012.0867 (2010)).
[14] X. Cabré, J. Tan, Positive solutions of nonlinear problems involving the square root of the Laplacian, Adv. Math. 224 (2010), no. 5, 2052-2093.
[15] L. Caffarelli, L. Silvestre, An extension problem related to the fractional Laplacian, Commun. PDEs. 32 (2007) 1245-1260.
[16] A. Capella, J. Davila, L. Dupaigne, Y. Sire, Regularity of radial extremal solutions for some non-local semilinear equations, Comm. Partial Differential Equations 36 (2011), no. 8, 1353-1384.
[17] C. Cazacu, On Hardy inequalities with singularities on the boundary, C. R. Math. Acad. Sci. Paris 349 (2011), no. 5-6, 273-277.
[18] H. L. Cycon, R. G. Froese, W. Kirsch, and B. Simon, Schrödinger operators with application to quantum mechanics and global geometry, Berlin (1987).
[19] D. Daners, Robin boundary value problems on arbitrary domains, Trans. Amer. Math. Soc. 352 (9) (2000), 4207-4236.
[20] E. B. Davies, A review of Hardy inequalities, The Mazýa anniversary collection Vol. 2, Rostock, 1998. Oper. Theory Adv. Appl. 110, 55-67. Birkhäuser, Basel, 1999.
[21] J. Davila, L. Dupaigne, M. Montenegro, The extremal solution of a boundary reaction problem, Commun. Pure Appl. Anal. 7 (4) (2008) 795-817.
[22] L. Dupaigne, G. Nedev, Semilinear elliptic PDE's with a singular potential, Adv. Differential Equations 7-no. 8, 973-1002 (2002).
[23] A. Erdélyi, W. Magnus, F. Oberhettinger, F. G. Tricomi, Higher transcendal functions, vol.1, McGraw-Hill Book Co., Inc., (1953).
[24] J. F. Escobar, Sharp constant in a Sobolev trace inequality, Indiana Univ. Math. J., 37 (1988), 687-698.
[25] S. Filippas, L. Moschini, A. Tertikas, Sharp Trace Hardy-Sobolev-Mazya inequalities and the Fractional Laplacian, Arch. Rational Mech. Anal. 208 (2013), 109-161.
[26] S. Filippas, L. Moschini, A. Tertikas, Trace Hardy-Sobolev-Maz'ya inequalities for the half fractional Laplacian, Com. Pure Applied Anal. 14(2) (2015), 373-382..
[27] S. Filippas, A. Tertikas, Optimizing improved Hardy inequalities, J. Funct. Anal. 192 (2002), no. 1, 186-233.
[28] S. Filippas, A. Tertikas, J. Tidblom, On the structure of Hardy-Sobolev-Mazya inequalities, J. Eur. Math. Soc. 11 (6) (2009), 1165-1185.
[29] R. L. Frank, E.H. Lieb, R. Seiringer, Hardy-Lieb-Thirring inequalities for fractional Schrödinger operators, J. Amer. Math. Soc. 21 (2008), no. 4, 925-950.
[30] R. L. Frank, R. Seiringer, Non-linear ground state representations and sharp Hardy inequalities, J. Funct. Anal. 255 (2008), 3407-3430.
[31] J. Garcia-Azorero, I. Peral, J. D. Rossi, A convex-concave problem with a nonlinear boundary condition, J. Differential Equations 198 (1) (2004), 91-128.
[32] J. P. Garcia Azorero, A. I. Peral, Hardy inequalities and some critical elliptic and parabolic problems, J. Differential Equations 144 (1998), no. 2, 441-476.
[33] K. T. Gkikas, Existence and nonexistence of energy solutions for linear elliptic equations involving Hardy-type potentials, Indiana Univ.Math. J. 58 no. 5, 2317-2345 (2009).
[34] G. H. Hardy, J. E. Littlewood, G. Pólya, Inequalities, Cambridge Mathematical Library, Cambridge University Press, Cambridge, 1988, Reprint of the 1952 edition.
[35] I. W. Herbst, Spectral theory of the operator $\left(p^{2}+m^{2}\right)^{1 / 2}-Z e^{2} / r$, Comm. Math. Phys. 53 (1977), no. 3, 255-294.
[36] K. Ishige, M. Ishiwata, Heat equation with a singular potential on the boundary and the Kato inequality, J. Anal. Math. 118 (1) (2012), 161-176.
[37] K. Ishige, T. Kawakami, Global solutions of heat equation with a nonlinear boundary condition, Calc. Var. 39 (2010), 429-457.
[38] D. Krejcirik, E. Zuazua, The Hardy inequality and the heat equation in twisted tubes, J. Math. Pures Appl. (2010).
[39] O. A. Ladyžhenskaya, V. A. Solonnikov, N. N. Ural'ceva, Linear and quasilinear equations of parabolic type, Transl. Math. Monographs., vol. 23, Amer. Math. Soc., Providence, RI, (1968).
[40] J.M. Lévy - Leblond, Electron capture by polar molecules, Phys. Rev. 153 (1967), no. 1, 1-4.
[41] V. G. Maz'ya, Sobolev Spaces with Applications to Elliptic Partial Differential Equations, Second, revised and augmented edition. Springer, Heidelberg, (2011).
[42] C. B. Morrey, Multiple integrals in the calculus of variations, Reprint of the 1966 edition. Classics in Mathematics. Springer - Verlag, Berlin 2008.
[43] I. Peral, J. L. Vazquez, On the stability or instability of the singular solution of the semilinear heat equation with exponential reaction term, Arch. Rational Mech. Anal. 129, 201-224 (1995).
[44] A. D. Polyanin, V. F. Zaitsev, Handbook for Exact Solutions for Ordinary Differential Equations, Chapman \& Hall/CRC, 2003.
[45] P. Quittner, P. Souplet, Bounds of global solutions of parabolic problems with nonlinear boundary conditions, Indiana Univ. Math. J. 52 (4) (2003), 875-900.
[46] A. Rodríguez-Bernal, Attractor for parabolic equations with nonlinear boundary conditions, critical exponents and singular initial data, J. Differential Equations 181 (1) (2002), 165-196.
[47] P. R. Stinga, J. L. Torrea, Extension problem and Harnack's inequality for some fractional operators, Comm. Partial Differential Equations 35 (2010), no. 11, 2092-2122.
[48] G. Talenti, Best constant in Sobolev inequality, Ann. Mat. Pura Appl. (4) 110 (1976), 353-372.
[49] J. Yang and X. Yu, Fractional Hardy-Sobolev elliptic problems, arXiv preprint arXiv:1503.00216 (2015)
[50] A. Tertikas, Critical phenomena in linear elliptic problems, J. Funct. Anal. 154 (1998), no. 1, 42-66.
[51] K. Tzirakis, Improving interpolated Hardy and trace Hardy inequalities on bounded domains, Nonlinear Analysis 127 (2015), 17-34.
[52] J. L. Vázquez, E. Zuazua, The Hardy inequality and the asymptotic behaviour of the heat equation with an inverse-square potential, J. Funct. Anal. 173 (2000), no. 1, 103-153.
[53] D. Yafaev, Sharp constants in the Hardy-Rellich inequalities, J. Funct. Anal. 168 (1999), no. 1, 121-144.

