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Design and development of a unified framework for the anonymization,
analysis, visualization and exploration of big data acquired from digital
market places

Abstract

In today's data-driven world, data interchange plays a pivotal role in our daily lives. Every digital
transaction, from the simplest to the most complex, requires data exchanging between the
parties involved. From individuals and small businesses to large corporations, organizations, and
governments all store, process and exchange data. This situation, over time, has led to the
accumulation of large volumes of data, called Big Data. With the emergence of Big Data, it
became apparent that there were numerous opportunities in terms of their analysis and the
information results (insights) of such analyses, which could be highly beneficial to the data
processors’ goals. Of great assistance at improving the outcomes of such analyses was also
identified to be the enrichment and correlation of existing internal datasets with datasets
acquired from external sources. Obtaining third-party datasets used to entail approaching
specific data owners directly; however, with the emergence of digital data market places in

recent years, this situation has begun to change.

Until recently, data exchanges were carried out with little to no regard for privacy or the
protection of personal data. Recent legislative developments, such as the European Union's
GDPR data protection laws, have prompted many data providers and consumers to seek solutions
for both protecting individuals' privacy and assessing the privacy risks of the datasets under their
management. Following these developments, any data disclosure has to employ some form of
data sanitization prior to release, in order to protect the privacy of individuals' sensitive
information. Anonymization of data is an example of such a sanitization process, and it involves
the deduction or transformation of data in a privacy-preserving manner in order to achieve a
certain level of anonymity. One of the most difficult aspects of any anonymization process is
striking a balance between data utility and privacy. Under that scope, risk analysis and
anonymization tools are required in order to increase awareness of the privacy risks, aid in
regulatory compliance, and assist data processors with the anonymization process. Although

there are a few tools reported in literature, they do not offer a wide range of options in terms of



the types of data that can be analyzed, the support of data multidimensionality, and visual

exploration of the risk analysis results.

Aside from data privacy issues regarding the disclosures and exchanges of Big Data, there are also
challenges over their meaningful analysis. Visual analytics is a research area that focuses on
offering efficient and transparent methods of processing, visualizing, and analyzing large volumes
of data so that analysts may better understand them and extract insights that could support data-
driven decision making. In the literature, a variety of Visual analytics applications are available.
Among the most common features of such applications is the ability to create dashboards in
order to support Big Data exploration. Dashboards are a collection of data visualizations and
filtering options designed to assist analysts and provide an interactive way for them to conduct
their analysis. However, most of the currently available solutions fall short when it comes to
dashboard-wide data exploration through drill-down or roll-up analysis. Data drill down refers to
the process by which an analyst can shift from a grouping of data to a more detailed and granular
group of data, whereas roll-up refers to investigating data in progressively less detailed levels.
The applications offering this functionality only provide it in a limited fashion and for specific
charts or graphs, without being able to support propagation of the drilling or rolling actions to

the rest of the dashboard's visualizations.

Our proposed methodology for dealing with the aforementioned issues involves the design and
development of a unified framework of applications aimed at the analysis, visualization, and
exploration of big data while ensuring security and privacy. These applications provide the ability
to analyze the risk of leaking personal data that may pass through a set of data, and also the
ability to anonymize them. Furthermore, they facilitate the visualization and exploration of large
datasets by combining previously owned datasets with those obtained from digital data
marketplaces and displaying them through interactive dashboards. These dashboards can be
adapted to the user's analysis framework requirements and provide data-drilling functionalities
based on the type of data under analysis, thus allowing users to gain new insights that they could

not have gained otherwise.



Zxeblaon Kat avamntuén eviaiov mAalciov avwvuponoinong, availvong,
OTTTLKOTIOLNONG Kat e€EpelvnoNG HEYAAWV dESoEvwV Ta omoia
avtAolUvtot pécw Yndlakwv ayopwv
NepiAnyn
Itn onueplvn emoxn nou Baciletal ota Sedopéva, n avrallayn auvtwy nailel kaBoplotikd polo
otnv kaBnuepwvotnta pag. Kabe Pndlakn cuvaAlayn, and tnv mo armAr €wg TNV TILo EPLTAOKN,
amottel avraAayry 6eSopévwyv UPETOEYD TWV EUMAEKOUEVWY HEPWV. ATIO LOLWTEG KOL HLKPEG
ETUXEIPNOELG £WC MEYANEG ETALPELEG, OPYQAVIOHOUG Kol KuPBepvroelg OAol amoBnkevouv,
enefepyalovtal kot avtaAlaooouv Sedopéva. Auth n TPAYUATIKOTNTO, HE TNV TAPOSO Tou
XpOvou, 08yNoE OTn CUCOWPEUCN TEPAOTIWV OYKWV SebSopévwy, yvwota Kal w¢ Meyala
Agdopéva. Me tnv €hevon twv MeydAwv Acbopévwy, €ylve davepd OTL UTHPXAV TIOAAEG
guKalpieg avadoplkd PE TNV AVAAUCH TOUG Kal OTL Ta AMOTEAECUATA TETOLWY AVAAUCEWV Ba
UmopoloaV va TIAPEXOUV OTOUG EMECEPYNOTEG TWV SESOUEVWVY QUTWV EEALPETIKA WHEALUES
nmAnpodopieg (insights). Emiong, peyain BonBeiwa otn PeATiwon TwWV QANMOTEAECUATWY TETOLWV
QVaAUCEWVY UTMOPEL VO TIPOGPEPEL 0 EUTTAOUTIOUOG KOLL | CUCXETLON TWV UTIAPXOVIWY, LBLOKTNTWY,
ouvoAwv Sedopévwy pe ocuvola Tou TponABav amnod eEwteplkeg MNyEC. H amoktnon ocuvoAwv
6ebopévwyv péow Tpltwy, ATAV KATA Kavova plo Stadikaocio mou amaltolce TNV AUECN
TIPOOEYYLON OUYKEKPLUEVWY KaTOXwv Oedopévwy. Qotoco, ta TeAsutaia xpovia, HE TNV

gudpavion Twv Pnolakwv ayopwv SedopEVwy, AUTH N KATAoTaon EXEL apxioel vor aANAlEL.

1o mpoodato mapeAbov, oL avtoAlayEg SedopEvwy TPAYUATOTOLOUVTOV HUE €AAXLOTN €W
KaBOAOU HEPLUVA VIO TO OOPPNTO 1) TNV TPOCTOCLA TWV TIPOCWTILKWY dedopévwy. Mpoodateg
vopoBetikég e€elifelg, omweg n vopobeoia tng Eupwmaikng Evwong ylo tnv mpootacia Twv
npoowrnikwyv 6edopévwy KMA, wbnoav ToOAAOUG MapOXoUC Kal KOTavaAwTeEG MeydAwv
Aebopévwy va avalntioouv AUCELG TOOO ylO TNV TPOOTACIO TOU AmoppnTou 000 Kal yla TV
afloAdynon tTwv Kb UVwV amoppntou Twv cuvolwv dedopuévwy mou autol dtaxelpilovtal. Meta
oo aUTEG TIG e€elifelg, onoladnmote dnpoactomnoinon dedopévwy Tpenel va epapuolel Kamola
Hopdn mpooapuoyns Twv dedopévwy autwy TpLy amnd tn SnUoclonoinon, WOoTeE va TPOooTaTEVEL
TO AMOPPNTO TWV gvaiocONTwv MANpoPopLWV TWV ATOUWV. H avwvuponoinon dedopévwy eivatl

éva mapadelypa plog tétolag dtadlkaoiag mpooapuoyng Katl mephapupavel tnv adaipeon i tn



petatpornr SeSopévwy, e TPOTo Tou dlatnpel to anoppnto, e€acdaiilovrag £ToL Eva OPLOUEVO
eninedo avwvupiag avtwv. Mia amd tig mo dUokoAeg TTuxeG omolacdnimote Sladikaociog
avwvuponoinong Sedopévwy elval n emiteuén ooppomiag METALU TNG XPNOLWMOTNTAC TWV
6ebopévwyv KoL Tou amoppntou. YMo To mpiopa auto, epyalsia avaluong Kwwduvou Kat
avwvupomnoinong eival amapaitnta mpokelpévou va auvénbel n evalobntomoinon OXETIKA Ue
TOoUuG KvdUvoug amoppntou kabwg kat va BondnBouv oL eneepyaoTég TwV SESOUEVWY QUTWV
TOOO 0Tn CUUUOPPWON TOUG HE TOUC KAVOVIOHOUG 000 Kol otnv idla tnv dadikacia tng
avwvupomnoinong twv dedopévwy autwy. Av Kal ultdpxouv kamola epyaleia otn BAloypadia,
auta ev mpoodEPouv Eva apkeTA eupl paopa emtAoywv 6cov adopd Toug Tumoug dedouévwv
TIOU UIopoUV va avaAUooUV, TNV UTIOoTAPLEN TIOAATAWY SLaoTACEWV SE80UEVWVY KABWG KaL TNV

OTTTLKN £EEPEVUVNON TWV ATTOTEAECUATWY TWV AVAAUCEWV TTOU SlevepyouvTal.

Ekto¢ amd ta I{nTipata amoppntou Twv OeSOPEVWV TIOU UTIAPXOUV OXETIKA ME TIG
dnuoctlomolnoelg kat cuvalhayEg Meyahwv AeSoUéVwY, UTIAPXOUV ETTIONG TIPOKANCELG OXETIKA
HE TNV ouoLaoTIK avaAuon toug. H Omtiky AvaAuon (Visual Analytics) eival évag topéog
€PEUVAG IOV £0TLALEL OTNV TAPOXN ATIOTEAECUATIKWY Kal Stadavwy peBodwv enefepyaoiag,
OTITLKOTIONONG KoL AVAAUONG LEYAAOU OyKou SedoEVWY, ETOL WOTE OL AVOAUTEC VA UITOPOUV Vol
TOUG Katavonoouv KaAUtepa kat va e€dyouv Anpodopieg mou Ba pmopouoav va urtootnpiéouv
™ ANYn amnoddocswv. Itn BPAoypadia, uTApXEL APKETH TOWWAIA edoappoywv OTTIKAG
AvaAuong. AVApEeoa oTa KOLVA XOPAKTNPLOTIKA TwV £PapUOoywV aUTWV UTAPXEL N duvatotnta
Snuoupylag taumAo (dashboards) yla tnv umootnpEn tng e€epevivnong MeydAwv Asdouévwy.
Ta topmAd (dashboards) eivat pia cuAloyr) OMTLIKOTOLOEWV OESOUEVWVY KOl ETIAOYWV
d\tpapioparog, oxedlaopéva yla va fonBouv Toug avaAuTEG e TNV avaAuon Twv dedouévwy
TIAPEXOVTOG TOug €vav Sladpaotikd Tpormo yila tn dte€aywyn autng. QoTtdoo, oL MEPLOCOTEPEC
ano tig Sltabéoiueg AUOELG, ETL TOU TAPOVTOG, UTOAEiovTal 6cov adopd tn eufabuvon (drill-
down) kat yevikeuon (roll-up) twv dedopévwy mou omtikomnotlovvtal oto TapmAo. H epBabuvon
ota debopéva avadépetal otn dtadikaoia Katd tnv omoia évag avaAutng umopel va petaBet
oo po opadornoinon dedopévwy o€ pia 1o AETTToEP opadomnoinon, evw n yevikevon adopad
otn Slepevvnon Twv dedopévwy og otadlakd Alyotepo Aemtopepeg eninmedo. Ol edpappoyEG TTou

TIAPEXOUV OUTAV TN AELTOUPYLKOTNTO TNV TIAPEXOUV HE TIEPLOPLOUEVO TPOTIO KOL UOVO OFE



OUYKeKpLUEVa ypadnpata i ypadoug, xwpic va pmopouv va umootnpifouv tn Siadoon twv

EVEPYELWV TNG EUPABUVONC 1 YEVIKELONG OTLC UTIOAOLTTEG OTITLKOTIOLOELG TOU TOUTTAO.

H mpotewopevn pebodoloyia pog yla TNV OVIIHETWILON TwV MpoavadepBEVTIWY INTNUATWY
neplAapPAvel TOV OXESLAOUO KOL TNV avaAnTtuén €vog eviaiou mAaloiou £dappoywv Tou
OTOXeVUOUV OTNV avAaAuaon, omtikonoinon Kat e€epevvnon peyalwv dedopévwy, Staodalilovrag
TapAAAnAa v aopAAela Kal TNV WOLWTIKOTNTA. AUTEC oL epapUoyEG TtapExouy tn Suvatotnta
ovAaAuong Tou Kwvduvou Slappor ¢ MPoowTikwy SeSopévwy ToU Umopel va dlappeloouv pPEaa
and éva ouvolo dedopévwy, KaBwg kot T SuvatotnTa OVWVUROTOLNCNG Ttoug. EmumAéov,
SLEUKOAUVOUV TNV ATELKOVLON Kal TV e€epelivnon LeYAAwV cuvoAwv edopévwy cuvdualovtag
dLoktnta cuvoAa edopévwy e cUVOAX TTOU amokTOnkav anod ayopég Pndlakwv dedopévwv
KOl OTITLKOTIOLWVTOG Ta HEOW OladpacTikwy TOUMAG. Ta TAUMAOG aQuTA MIopouv va
mpooapuolovtal OTIG AMALTAOEL TOUu TAALolou avaluong Tou Xprnotn Kol Vo TIOPEXOUV
Aettoupyieg epBabuvong n yevikeuong twv dedopévwy pe Baon tov TUTo Twv SeSopévwy unod
OVAAUOT), ETITPETOVTOG £TOL OTOUC XPNOTEC VA EVIOTIIOOUV VEQ yvwon tThv omola dgv katelyav

TPV OVAAUGOUV TA CUYKEKPLUEVA GUVOAQ SESOUEVWV.
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Chapter 1

Introduction

With the arrival of the digital age in the second half of the 20t century, industries, institutions,
and governments all over the world began to adjust many of their long-standing processes in
order to adapt to this new setting. They gradually transitioned from physical and even
handwritten archives to digitally stored archives while automating many of their manual and
time-consuming procedures. In later years, with the advent of the internet, a similar transition
occurred. Transactions and services that were previously conducted in person became digital and
were delivered through websites and applications. As a result of these changes, the volumes of
data collected and stored by the parties involved began to increase dramatically. Because of this
phenomenon, as well as the peculiarities and characteristics surrounding these data, the

scientific community started to refer to these massive amounts of data as Big Data.

With the emergence of Big Data, it became clear that there were numerous opportunities to be
attained from their analysis. Many companies and organizations begun to derive value from Big
Data by applying the findings of their analyses to improve various aspects of their operations,
such as decision making and customer experience while governments started to improve their
efficiency and reduce operating costs. Under this scope, the correlation of data from different
sectors was proven to be highly profitable since it could help with the indication of new aspects
to long-standing problems as well as the identification of profitable groupings that could then be

targeted through agile marketing activities.

Correlation or enrichment of existing internal datasets with datasets obtained from external
sources used to rely on the direct approach and negotiation with specific data owners. This

situation begun to change in recent years, with the emergence of digital data markets. These
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platforms enable their users to become either data providers or consumers on a mostly cloud-
based market. There, the users can offer or seek datasets that meet their analysis needs, and
make transactions in a more formal and direct manner, thus speeding up a process that could
otherwise take considerable time. Because of the ease with which data could be exchanged and
analyzed, many were the governments and institutions who were concerned about the security

and privacy of entities or individuals who were directly or indirectly connected to these data.

Until recently, data owners conducted exchanges with little to no regard for privacy or the
protection of personal data. This led to many legislative initiatives around the world, with one of
the most prominent ones being the European Union's data protection regulation, GDPR [1].
Under this regulation, the exchange or transfer of personal data fell under many restrictions and

within narrow exceptions.

As a result of these developments, any data disclosure within the EU must use some form of data
sanitization prior to release in order to protect individuals' sensitive information and remain
GDPR compliant. Data anonymization is one example of a sanitization process that GDPR
recognizes. Anonymization of data procedures are typically based on the deduction or
generalization of data in a privacy-preserving manner in order to achieve a certain level of

anonymity.

In the literature there are many offerings regarding procedures for making data anonymous.
These procedures are typically described by what are known as privacy models. Privacy models
can differ on their approach to achieving anonymity and are usually intended for specific privacy
threats. K-anonymity, [-diversity, t-closeness as well as differential privacy, are examples of such
models. However, GDPR does not specify the means of making data anonymous, i.e., which
privacy models should be used and in which cases. Furthermore, the regulation implies that the
data owner needs to become aware of the risks of potential privacy breaches in the dataset [2].
This prompted many data owners to seek solutions for both protecting individuals' privacy and
assessing the privacy risks of the datasets under their management. Although there are a few

tools reported in literature, they do not offer a wide range of options in terms of the types of
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data that can be analyzed, the support of data multidimensionality, and visual exploration of the

risk analysis results.

Another crucial aspect of Big Data is their meaningful analysis and the potential value and insights
that can be derived from it. One of the research fields studying the topic of Big Data is that of
Visual analytics. Visual analytics focus on the processing, visualization, and analysis of large
amounts of data. It is a multidisciplinary field that encompasses various disciplines such as human
perception and cognition, analytical reasoning, and interactive data visualization as well as more
technical ones such as data representations and management. All of these disciplines are being
employed through the Visual analytics process in order to aid in the knowledge generation. The
disciplines derived from this process are directly applied to applications aimed at providing
analytics and insights through Big Data analysis. Such applications exist in a variety of types. They
typically provide their functionalities through the use of dashboards, from which users can create

custom visualizations for attributes of the data they want to analyze as well as apply filters.

However, when it comes to dashboard-wide propagation of data drill-down or roll-up actions,
the majority of currently available solutions falls short. Data drill down is the method by which
an analyst may move from a grouping of data to a more specific and granular group of data,
whereas data roll-up is the process of exploring data at successively lower levels of detail [3].
Currently, this functionality is typically provided by single visualizations such as maps and charts
with users having to perform extensive customizations in order for the drill down or roll up

operations they perform to be propagated to the rest of the dashboard's visualizations.

The motivation for this thesis stems from the importance of privacy protection and the need for
data owners and controllers to become aware of the potential privacy risks that their datasets
may pose. This is especially crucial when it comes to datasets that will be exchanged on digital
marketplaces. At the same time, we want to emphasize the necessity of correlating and
enhancing existing datasets with datasets obtained from such data markets, as well as the

potential value and insights that can be extracted from analyzing them.

This thesis discusses a methodology for dealing with the aforementioned issues by providing a

unified framework aimed at the analysis, visualization, and exploration of big data while ensuring
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security and privacy. Specifically, the proposed framework realizes two applications, called
DaRAV and InfoDrill. Through the first application, we aim at providing a solution that can
facilitate de-anonymization risk analysis modules and anonymization functionalities so as to help
data owners analyze the risk of leaking personal data that may pass through a set of data, and
also offer them the ability to anonymize them. With the second application we aim at providing
a solution for the visualization and exploration of large datasets by combining previously owned
datasets with those obtained from digital data marketplaces and displaying them through smart
interactive dashboards. These dashboards will be able to adapt to the user's analysis framework
requirements and provide data drill down and roll up functionalities based on the type of data
under analysis, thus allowing users to gain new insights that they could not have gained without

analyzing those datasets.
The rest of the thesis is organized as follows:

e Chapter 2 — Literature Review: in this chapter we will review related work regarding
data privacy and visual analytics while shading a light on their most known practices.

e Chapter 3 — Methodology: introduction and discussion on the framework, the
applications that the framework comprises and the functionalities they provide.

e Chapter 4 — Evaluation: evaluation of the framework with users and experts from the
field of data analysis as well as our findings.

e Chapter 5 — Conclusions and Future Work: thesis conclusion, reviewing the

contributions of our work and future work.



Chapter 2

Literature Review

This chapter focuses on two important aspects regarding the framework we propose. The first
aspect concerns data privacy and what are the options available for data controllers in order to
anonymize the data under their management. Also, we discuss the issue of data utilization versus
the de-anonymization risks and lastly the tools available for conducting risk analysis and
anonymization procedures as well as their limitations. The second aspect addresses the topic of
visual analytics and how this research field is approaching the issue of Big Data analysis as well

as the processes involved, the applications offered and their limitations.

2.1 Data Privacy

In today's data driven world we, the users, are provided with a wide variety of digital products
and services that we access daily through our computers, handheld devices and even wearables.
Those applications and services are being offered from various parties. From leading technology
companies and organizations to governments and even local businesses, all offer a

comprehensive variety of software that aims at helping our everyday lives.

In order for these parties to provide their digital products and services, they usually have to keep
records of the individuals who are using them. Records that usually contain personal or sensitive

information, information that should and has to be protected.

Many are the occasions though, that such parties need to disclose the records that they possess
to third parties, due to a diversity of different needs that pertain to dependences between the
parties involved. For example, a financial institution or a bank might want to improve its credit

score models. So, for the purpose of gaining previously unknown insights from the data it

5
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possesses, it discloses the financial information of its customers to an analytics firm capable of
analyzing them. Another example might regard data exchange for research purposes, e.g. a
hospital could release clinical data of patients with a particular illness to clinical laboratories in

order to assist them on their effort to address an epidemic.

In order for such a disclosure of records, that include private or sensitive information, to
commence, some form of sanitization to the data needs to take place, in advance. The techniques
used for data privacy preservation today are many. This work will mainly focus on Data

Anonymization, as a technique of achieving the privacy preservation of data.

2.1.1 Anonymity of Data
Data Anonymization is generally considered as the process in which the data about to be
disclosed are either deducted or transformed (usually through generalization) in a privacy

preserving manner, thus achieving a certain, pre-decided, level of anonymity.

Some of the first, and also naive, approaches regarding the anonymization of data, considered
records as anonymized only when the explicit information that could uniquely identify
individuals, like their name, social security number or telephone, were removed. Those
approaches, though, were quickly proven to be inadequate to protect the individuals’ personal
information since they did not take into account Quasi-ldentifiers (Qls). Qls are the attributes of
a record that do not directly identify an individual, but, when combined, could serve as a unique
identifier [4]. Thus, those approaches were susceptible to many re-identification attacks and

practically provided a false sense of security.

One of the most notable de-anonymization incidents was the re-identification of personal data
of state employees in the state of Massachusetts, U.S. by L. Sweeney in 1997 [4]. At that time,
the Group Insurance Commission (GIC) in Massachusetts had collected patient-specific data
needed for purchasing health insurance for state employees. These data, which GIC considered
to be anonymous (since they didn't include explicit identifiers like names or telephone numbers),
were given to researchers as well as sold to the industry. Those records, besides containing the

health data of state employees, also contained their ZIP code, birth date and sex information.
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Those attributes were enough though, as L. Sweeney showed, in order to link those records with

the records of a local voting registration list.

Name

Ethnicity

Address

Visit date

Diagnosis e
registered
Procedure i
Party

Medication aftfifiation

Total charge Date last

voted
Medical Data Voter List

Figure 1 Linking to re-identify data [5]
Hence, by using the ZIP code, birth date and gender as common attributes between the two
datasets, the diagnosis, procedures, and medications records of the GIC dataset could be linked
to particular individuals from the voters list. This highlighted the unavoidable exposure of
sensitive information of the state employees, with one of them even being the then Governor of
Massachusetts. This also meant that the once considered anonymized records of the GIC dataset
were proven to provide only a false sense of security and that the removal of only the individual’s
explicit identifiers was not enough for achieving true anonymity. To aggravate the situation
further, in another study, Sweeney [5] showed that 87% of the U.S. population was uniquely

identifiable by their ZIP code, gender and date of birth information.

Other famous de-anonymization incidents were also those of the AOL search data leakage in
2006, where individuals were identified through their AOL site searches [6] and the identification

of individual Netflix users from the Netflix Prize Dataset by Narayanan and Shmatikov in 2007 [7].

2.1.2 Privacy Models
To preserve the privacy of individuals while disclosing records so as to prevent incidents as the
ones mentioned previously, some form of anonymization needs to be employed to these records

prior to their release. In order for the criteria of an anonymization procedure to be precise and
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for the technique itself to be reproducible, the notion of the Privacy Model was introduced. A
Privacy Model can be considered as an Ex-Ante statement of the privacy guarantees that can be

obtained from a set of records by applying to it one or several anonymization techniques [8].

In the literature there is a great variety of Privacy Models which are applied depending on the
use case and the type of data. Such privacy models are k-anonymity and its extensions (l-diversity

and t-closeness), as well as the alternative paradigm of differential privacy.

2.1.3 K-Anonymity

One of the first privacy models created to address the re-identification problems caused by
linking attacks was k-anonymity. It was proposed by Samarati and Sweeny [9, 4], who defined it
as a model that requires that every record in a table of data is indistinguishable from at least k-1

other records in terms of its Ql attributes, thus resulting in equivalence classes of at least size k.

Non-Sensitive Sensitive Non-Sensitive Sensitive
Zip Code| Age| Nationality Condition Zip Code| Age | Nationality Condition
1 13053 | 28 Russian Heart Disease 1 130%* | < 30 * Heart Disease
2 13068 | 29 | American Heart Disease 2 130*%* | < 30 * Heart Disease
3 13068 | 21 | Japanese Viral Infection 3 130%* | < 30 * Viral Infection
4 13053 | 23 | American || Viral Infection 4 130%* | < 30 * Viral Infection
5 14853 | 50 Indian Cancer 5 1485* | > 40 * Cancer
6 14853 | 55 Russian Heart Disease 6 1485* | > 40 % Heart Disease
7 14850 | 47 | American || Viral Infection 7 1485* | > 40 * Viral Infection
8 14850 | 49 | American || Viral Infection 8 1485* | > 40 * Viral Infection
9 13053 | 31 | American Cancer 9 130%* 3k * Cancer
10 || 13053 | 37 Indian Cancer 10 || 130%* 3% * Cancer
11 13068 | 36 | Japanese Cancer 11 130%** 3x * Cancer
12 || 13068 | 35 | American Cancer 12 || 130** 3% * Cancer

Figure 2 Example of applying 4-anonymity to a table of records [10]

To enforce k-Anonymity, a combination of data generalization and suppression is employed to

meet the model's requirements while still keeping the data useful for the recipients.

Data generalization is a technique that employs generalization relationships based on domain
and value generalization hierarchies (see Figure 3) of Quasi-ldentifying attributes in order to
develop generalization strategies that allow for the substitution of QI attributes values with less

specific ones, resulting in equivalence classes within the dataset [9, 4]. While suppression of data
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is the technique which removes selected data values from the table, as needed, in order to

achieve the privacy models’ constraints [9].

Typically, the aforementioned strategies are used collaboratively in order to achieve the
anonymity requirements while maintaining data integrity. In spite of that, some argue that data
suppression should be regarded as a complementary approach rather than a primary one due to

its implications on data utility [9].

Mo = {not_released} not_released

PT] = {once_married, never_married } once.married never_rTarried

Mg = {married, divorced, widow, single } marrﬁj:how single
DGHMO VGHMO

Figure 3 Example of a domain (DGHwmo) and value (VGHwmo) generalization hierarchy of the

marital status attribute [4]

As shown in Figure 3, k-anonymity is capable of protecting against identity disclosures, since it
ensures the creation of equivalence classes of at least size k. In this way, an attacker cannot
identify an individual precisely. This, combined with the approach's relative conceptual simplicity,
led to widespread adoption over time. It also led to many works in the literature that improved

the original algorithm in terms of complexity and data types that it can handle.

2.1.4 Attacks on k-anonymity

However, as shown by Machanavajjhala, Ashwin, et al. [10] in 2007, k-anonymity’s privacy
protection of a dataset’s records is only limited to identity disclosures since it provides no
protection against attribute disclosures. This problem results in a dataset's k-anonymized records

being exposed to a variety of attacks.

One of those attacks is the Homogeneity Attack [10]. In this type of attack, an attacker with access

to a k-anonymized dataset can deduce the values of sensitive attributes by taking advantage of
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the scenario when those sensitive attributes' values are all the same within an equivalence class
of records. For example, let us consider two individuals Jane and John who are neighbors and live
in the 13045 zip code. One day, John is admitted to the hospital. Jane notices and wants to learn
more about John’s illness. From the 4-anonymized table, as shown in Figure 2, Jane can deduce
that one of the last four records (9 - 12) could be John's since Jane is aware that John is roughly
35 years old and that they both live in the 13045 zip code. Since the condition attribute for all

those records is the same, Jane can confirm that the illness that John has is cancer.

Another attack that was identified was the Background Knowledge Attack [10]. By correlating Ql
attributes with prior knowledge about the individuals, an attacker with access to the k-
anonymized dataset can infer the values of sensitive attributes by narrowing down the possible
values of the attributes. So, continuing with the previous example, let us consider that Jane has
a friend called Jack, who is a 28-year-old male that currently lives in the zip code 13056. Jack was
also admitted to the same hospital as John. From the 4-anonymized table, as shown in Figure 2,
Jane can, again, deduce that one of the first four records (1 - 4) could be Jack's since Jane is aware
that Jack is 28 years old and that he lives in postal code 13056. In this case, though, Jack could be
suffering from either heart disease or a viral infection. Jane is aware that Jack's father and
grandfather have suffered from heart disease, and as a result, she concludes that Jack is very

likely to suffer from heart disease as well.

These attacks highlighted the privacy difficulties that k-anonymity cannot address, which is why
Machanavajjhala, Ashwin, et al. [10] introduced [-diversity, a new and more protective privacy

model as an extension of the k-anonymity model.

10
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2.1.5 L-diversity and other k-anonymity extensions
The purpose of the [-diversity model is to attempt to address the privacy issues that k-anonymity

has against attribute disclosure. Specifically, this privacy model requires a minimum level of

Non-Sensitive Sensitive Non-Sensitive Sensitive
Zip Code| Age| Nationality Condition Zip Code| Age | Nationality Condition
1 13053 | 28 Russian Heart Disease 1 1305* | <40 * Heart Disease
2 13068 | 29 | American Heart Disease 4 1305* | <40 * Viral Infection
3 13068 | 21 Japanese Viral Infection 9 1305* | <40 * Cancer
4 13053 | 23 | American Viral Infection 10 1305* | <40 * Cancer
5 14853 | 50 Indian Cancer 5 1485* | > 40 * Cancer
6 14853 | 55 Russian Heart Disease 6 1485* | > 40 * Heart Disease
7 14850 | 47 | American Viral Infection 7 1485*% | > 40 * Viral Infection
8 14850 | 49 | American || Viral Infection 8 1485*% | > 40 * Viral Infection
9 13053 | 31 | American Cancer 2 1306* | <40 * Heart Disease
10 13053 | 37 Indian Cancer 3 1306* | <40 * Viral Infection
11 || 13068 | 36 | Japanese Cancer 11 || 1306* | <40 * Cancer
12 || 13068 | 35 | American Cancer 12 || 1306* | <40 * Cancer

Figure 4 Example of applying 3-divercity to a table of records [10]

diversity for the sensitive attribute in each of the k-anonymous groups of records (i.e.,
equivalence classes) [10]. In this way, a dataset can maintain its anonymous integrity even when
the data publisher does not know what kind of knowledge is possessed by the adversary /

attacker.

In greater detail, let's consider a g*-block to be a set of tuples in the table records whose non-
sensitive values generalize to a value g*. Then, a g*-block is considered to be compliant to [-
diversity if it has at least | (I > 2) different sensitive values. If this is true, the g*-block is regarded
as “well-represented” [10] by [ sensitive values, and if this is true for the rest of the dataset's g*-
blocks, the dataset is deemed to be [-diverse. The results of such a procedure can be seen in
Figure 4, where the new 3-diverse table has at least 3 different values of the sensitive attribute

“Condition”.

By enforcing a minimum amount of variability for the sensitive attributes in each equivalence
class, [-diversity attempts to reduce the risk of attribute disclosure. However, as the literature
has shown, even the [-diversity model is unable to prevent some attacks with some even arguing

that it is difficult and sometimes even unnecessary to achieve.

11
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N. Li et al. [11] argued that [-diversity, while seeking to increase the number of distinct values
per equivalence class, doesn't take into consideration the fact that the distribution of an attribute
might be skewed. For example, a dataset might have records that contain a sensitive attribute
that indicates the presence or absence of a given disease. Assuming that 99% of the individuals
are negative, in order to enforce 2-diversity, the percentage of positive individuals should
increase to 50%, thus dramatically increasing the probability of an individual being positive on

the resulting equivalence class.

Another issue raised by N. Li et al. [11] was that, while [-diversity ensures that each equivalence
class contains different values of a sensitive attribute, it does not defend against different but
semantically similar sensitive attribute values. For example, if the domain of a sensitive
attribute’s values contains the values “myocardial infarction”, “coronary thrombosis” and
“cardiac arrest” it is simple for an adversary to understand that an individual has a heart related

problem.

After identifying those issues, N. Li et al. [11] offered a new Privacy Model that acted as an
extension to [-diversity called t-closeness. They defined it as the model that ensures each
sensitive attribute of an equivalence class has a distribution distance of no more than a threshold
t with the distribution of the same attribute in the whole dataset. In this way they were able to
take into account the distribution of sensitive attribute values and thus deal with the issues that

were raised.

2.1.6 Differential Privacy

Differential privacy belongs to a different group of privacy models where the model doesn’t focus
on anonymizing the whole dataset nor is affected by the records and attributes of the dataset or
the existence of other datasets that could be used for linkage. This type of model focuses on the
Uninformative Principle [10] according to which the published dataset should not provide new
information to an adversary, thus keeping the differences between their prior and posterior
beliefs minimal. The Differential privacy model is described as an interactive privacy mechanism

for queries submitted to databases that contain individual records.

12
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Dwork [12] in 2006, proposed a mathematical definition of Differential Privacy called e-
differential privacy. Specifically, let us consider a randomized function “K” that takes a dataset as
input and € being a real number. The function is said to be fulfilling the promises of Differential
Privacy if for all datasets D1 and D2 that differ on at most one record, and for all S € Range(K),

where Range(K) is the set of possible outputs of the function, holds true that:

Probability[K(D1) € S] < exp(e) X Probability[K(D2) € S]

The main premise of this model is that the probability of an individual's identity being disclosed
should not be significantly increased because they participated in a statistical database. As a
result, the addition or deletion of a single record from the database has no effect on the outcome
of any analysis and the record of an individual does not alter the results of the anonymization
algorithm or the query performed on the database. In this way, an adversary cannot know if an

individual's information was used for deriving the results published.

2.1.7 Data Utilization and Risk Analysis

Conforming to privacy models comes at the expense of a loss in a dataset's usefulness. The more
private a dataset is, the more distorted it gets, and therefore the less valuable it is for the
recipient. This is the reason why all the privacy models offer parameters to the owner of the
dataset in order to choose the level of security they desire. For example, in the k-anonymity
Privacy Model the user can specify the parameter “k” to the value they desire, with lower values
meaning smaller equivalence classes and thus less secure but more usable datasets. In contrast,
higher “k” values mean larger equivalence classes and thus more secure but less usable datasets
since the algorithm has to increase the use of generalization for the QI attributes’ values and

even reach the point of having to suppress them.

This leads to one of the great challenges in Data Anonymization, which is to strike a balance
between Data Privacy and Data Utilization. This decision usually regards the data owner and their
judgement on choosing the correct privacy models for the data as well as configuring their
parameters to fit the privacy requirements needed. In the literature there is only a limited work

in proposing models on deciding the privacy-utility trade-offs such as [13, 14] since many

13
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parameters like the type of data and value to be extracted from the dataset at hand need to be

taken into account when deciding [2].

In order for a data owner to make an informed decision on those issues, they need to be able to
realize the risk of a potential attack [2]. Usually the de-anonymization attack risks of a dataset
are dependent upon the effort, time, costs, and experience of the attacker, with those who offer
more having higher chances of actually achieving a successful one. So, the owner of the data
should both gather external information that could be leveraged against the privacy of the

released data as well as use tools that could indicate the de-anonymization risks in their datasets.

2.1.8 Risk Analysis Tools and Limitations

For a range of factors, using Risk Analysis Tools before disclosing data could be beneficial. In
general, these tools can detect and highlight de-anonymization threats in datasets, as well as the
extent to which they are de-anonymizable. They can also assist with the anonymization process
by helping determine the necessary anonymization parameters since they can indicate the

distortion required for a dataset to conform with a specific privacy model.

Figure 5 Example of de-anonymization risk analysis performed in the ARX tool [15, 16]

In the literature there are only a few tools that can provide those functionalities. Two of them
are the ARX Data Anonymization Tool [15, 16] and X?R?[17]. The ARX tool is considered to be the
current state-of-the-art tool for conducting anonymization and de-anonymization risk analysis
procedures and it offers a range of privacy models for anonymization like k-anonymity, [-diversity

14
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and differential privacy among others. The X?R? (Explainable Explorative Re-ldentification Risk)
tool [17] is a data anonymization tool that aims at the non-experts. It provides risk analysis on
the data imported and offers ways of addressing those risks by recommending transformations

on the data and it gives real time feedback on the privacy risk reduction and data quality.

However, the main limitation of these tools is that they only deal with the risk analysis of tabular
data, in which one record corresponds to one individual, and do not offer analyses that can deal
with complex, high-dimensional and of specific nature data such as spatiotemporal or transaction
data. This has implications for the owners of such datasets since they are left with limited,

generic, options when it comes to evaluating their datasets against privacy risks and attacks.

15
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2.2 Visual Analytics

With the sharp increase of digital human activity over the past decades, massive sets of data have
been collected and stored by various parties. These volumes of data can be dynamic, ambiguous,
incomplete and even conflicting. Over the course of time, these data also tend to become larger
and larger in size and thus start to pose significant challenges to their owners in terms of their
optimal utilization. Such challenges are primarily located in the data management and analysis
areas where the conventional tools used for storage and analysis are becoming increasingly

cumbersome to use for traditional users like analysts and business people.

When it comes to data analysis, such issues typically arise as a result of the information overload
that comes with dealing with massive amounts of data. Information overload [18] can be
considered as the issue where analysts, or data reviewers in general, are getting “lost” in the data
that are in the process of analyzing. This can result from data that are either unrelated to the
current task in hand or are processed/presented in an ineffective manner. The effects of
information overload, besides the obvious stress that is inflicted upon the analysts themselves,
can also be the cause of wasted opportunities since, in most businesses, success is heavily

dependent on the availability of the right information at the right time.

One of the options that could mitigate these problems seems to be the use of more powerful
tools for conducting data analyses. The issue with this option is that these tools tend to be
oriented to automated data analyses. Such kinds of analyses come with their own set of issues
though. Besides the problem of whether the user is able to understand their results and derive
insights from them, there is also the issue of who has the responsibility of the derived results and
the consequent decisions taken based on them. Specifically, it is important for any data owner,
in the case where a false decision has emerged, to be able to examine the processes that were
responsible for deriving the results that this decision was based upon. In this way, processes can
be changed or improved thus preventing any wrongful decisions in the future. In order to achieve
that though, the processes followed for the creation of the results have to be transparent and
clear to all the stakeholders involved and not only known to the creators of the automated

system or tool.
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Visual Analytics focuses on providing effective and transparent ways of processing and analyzing
those large volumes of data in order to enable the reviewers to understand them and derive
insights more effectively. Specifically, Visual Analytics is a multidisciplinary field that aims at
tackling the aforementioned issues by combining analytical processes with interactive visual
interfaces in order to support data-driven decision making and analytical reasoning. It is a blend
of the analytic processes and algorithms provided by modern computer systems and the
knowledge of human analysts that can lead to detecting the expected results as well as

breakthroughs and discoveries of hidden - or hiding in plain sight — insights [19].

2.2.1 Visual Analytics Affiliated Areas

Visual Analytics is a multidisciplinary field that, at its core, encompasses the fields of Information
and Scientific Visualization, Data Management and Data Analysis. These fields are the pillars of
Visual Analytics since the tools and techniques developed on this scope have been based on the
research findings affiliated with these areas. But, on a broader scope, when someone conducts a
research on the Visual analytics field, one has to also consider other relative fields and principals
like analytical reasoning and human computer interaction as well. The following sections intend
to highlight the important aspects of the aforementioned areas as well as their challenges and

possible solutions.

Human Perception and Cognition

Visual Analytics is based on human perception and cognition. All of the field's applications will
succeed or fail based on whether or not they enable the user to perceive and understand the
information being delivered. Perception, and Visual Perception in particular, as well as Cognition
are concepts and theories that tend to venture out of the scientific scope of Computer Science

and more into the area of Phycology.

In Phycology, Perception is defined as the process of attaining awareness or understanding
sensory information [20]. Visual Perception, as a subpart of Perception, is the ability to interpret

the surrounding environment through the sense of vision. Psychological research on Perception
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of visual information and human cognition focuses mainly on the ways in which individuals

understand what they see in their environment.

o A
A
a" A A A

Figure 6 Examples of the “The Law of Continuity” from the Gestalt Laws (left image) where
the dots can be perceived as continuous lines and of Pre-attentive processing (right image)

where the “pop out” effect can be observed.

Gestalt (German word for 'shape' or 'form') psychology is one of the most influential schools of
thought in Psychology with regards to perception. Gestalt psychologists emphasized that
individuals can perceive entire patterns or configurations and not just individual components or
parts of visual components. One of the theories of that school is The Gestalt Laws of Organization
[20]. The organization of perceptual scenes, according to this theory, is based on rules that can
determine how an individual groups elements into patterns, some of which are proximity,
similarity, closure, symmetry, and continuity (see Figure 6, left image). These rules are used by
designers of visual representations in order to efficiently guide the attention of the users through

the graphical user interface as well as help them focus on elements of importance.

Another psychological theory related to visual perception is that of Pre-attentive Processing [21].
In this theory, information is being accumulated and pre-attentively processed subconsciously
with information of high prominence being selected for further and more complete analysis from
the conscious processing part of the brain. In the context of Visual analytics, this theory can

explain the fact that some elements of visual displays “pop out” and can be easily distinguished
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from others (see Figure 6). Such effects can greatly assist the process of information visualization

since they can support visual search considerably [18].

Perception and visual perception in particular is a very broad field that is pertained by many
theories and disciplines that can help us understand human perception and cognition as well as
greatly assist in the implementation of effective visual information systems. Research on this field
has led to the development of principles and methods that have greatly assisted to the design of
perception-driven interactions between the users and the system, thus enabling the exploration

of large information spaces to be conducted much more effectively.

Analytical Reasoning

Analytical reasoning is the ability of an individual to notice patterns within a set of facts or rules
and utilize these observations in order to derive insights that should hold true. As a science,
analytical reasoning can provide a framework on which Visual Analytics applications and

procedures can be developed with specific focus on the human reasoning aspect.

‘Gather
Information

Re-represent

The
Sense-Making

Produce Loop

Results

Develop
Insight

Figure 7 The analytical reasoning process [22]

As a process, analytical reasoning is pivotal to the field of Visual analytics since one of the main
goals of the technologies developed under this scope is to maximize the ability of an individual
to perceive, understand and finally reach to discoveries and insights from the large volumes of

diverse and dynamic data at hand. To that extent, high-quality human judgment with a limited
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investment of the analysts’ time should be facilitated from such technologies in order for the
analysts to be able to infer insights that can effectively support situation assessment, planning,

and decision making [22].

A scientific field closely related to analytical reasoning is that of sense-making. Research on
sense-making, as explained by Thomas and Cook [22], can provide a theoretical basis for
understanding many of the analytical reasoning tasks that an analyst will require to perform. The

sense-making loop, as shown in Figure 7, follows the processes of:

o Information gathering: The individual gathers the first pieces of information related to
the task at hand.

e Re-representation: The information is re-represented in a form that will aid the analysis.

o Development of Insights: Creation of knowledge insights by manipulating the
representation.

¢ Creation of knowledge result-product: The individual reaches a knowledge product

based on the knowledge insights gathered.

These processes can be either repeated or executed out of order. Instances of such processes
can be found in every aspect of modern-day life as well as in commerce, education and many
other sectors. As an example, let us consider the purchase of a new smartphone. The potential
buyer will first gather information from online shops and retailers. The information collected can
be re-represented by creating a table with columns for each of the attributes that are of
importance. This table could also be manipulated by adding or deleting columns for features of
the smartphone that may arise as being important or unimportant. The potential buyer can then
contemplate this table, delete or highlight rows and eventually formulate a rationalized purchase

decision.

Data Representations, Transformations and Management
Visual analytics is powered by the data that can emerge from a variety of sources. These data
may be of various types, as well as dynamic, ambiguous, incomplete, or even conflicting. Many

are the times that Visual analytics systems have to analyze data that their representations are
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not in the appropriate format to be analyzed. In such cases transformations to appropriate forms

are required in order for an analysis to take place.

Each type of data has multiple perspectives, each of which influences the data's representation
and the subsequent visualization techniques used to visualize the data. Some of the most
important aspects [22] that someone should take into account when dealing with data are the

following:

o Data type: The type of the data at hand. The type can be numeric, textual, audio, images
etc. The majority of those types require some form of transformation prior to their
analysis. These transformations may vary per type and even per different variations of
the type. In the case of textual data, for example, they could range from plain text to
categorical data and even dates. If analysis on plain text should take place, then the
semantic meaning of the data should be evaluated and appropriate transformations to
be formulated so that a meaningful visual analysis could be created.

e Level of structure in the Data: Data can have great variance in structure. Data can be
structured, semi-structured or completely unstructured. The term "unstructured" refers
to data that lack clear patterns that may be utilized for automated selection of the
appropriate representation (for example, plain text data). In general, data structure may
reveal how data are organized and serve as a foundation for building efficient data
representations for later visualizations.

o Geospatial or Temporal characteristics: Data can also have references to space and time.
Geospatial data are data associated with geographical locations or regions. This type of
data could range from single geographical coordinates to ZIP codes, street names,
municipalities, countries or some generic geographical region indicated by a group of
coordinates. Depending on the format, a system should create appropriate
transformations to an acceptable format for analysis. Temporal data, on the other hand,
are usually textual data containing dates, timestamps or some form of time period
description. If a temporal analysis has to be applied to data containing such information,

then the system has to be able to transform these textual data to date formats that could
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be utilized by a temporal analysis visualization. In some cases, temporal data could be
combined with corresponding geospatial data, thus creating a new type of data called
Spatio-temporal data. The analysis of data with references to both space and time is a
challenging research topic since visualization techniques for visualizing geospatial and
temporal data need to be combined in a manner that could help an analyst reach

meaningful insights.

To create a suitable representation of data with potential characteristics such as those listed
above, appropriate transformations must occur both during data ingestion and during data
analysis. Only after such transformations have occurred and appropriate data formats have been

reached and evaluated can the appropriate visualization techniques be chosen.

Another important aspect of data management in Visual Analytics is the storage and querying of
the data. Simple ways of storing data like excel sheets and text files are not adequate enough for
the necessities of modern-day Visual analytics systems. Over the past decades, relational
database management systems (RDBMS) have dominated the market. The reason for their
massive success was that with the use of the widely accepted SQL query language they allowed

the accessing of large volumes of data in a controlled and managed manner.

Over the last two decades, and with the advent of web 2.0, the need for large scale databases
due to large amounts of data, data structure, and application scale led to widespread industry
adoption of NoSQL database solutions [22]. NoSQL (standing for "Not Only SQL") refers to a broad
and increasingly known range of non-relational data management systems in which databases
are not built primarily on tables and do not use SQL for data manipulation [23]. Some of the
advantages of such databases are that they are distributed and capable of facilitating large scale
data storage over a large number of servers which as a result increases the traffic that can be
handled. They can also support parallel processing over multiple servers, while at the same time
offering strong consistency meaning that all clients see the same version of the data. Such
databases can also guarantee high availability with near-zero downtime and even partition
tolerance. However, due to the consequences of the CAP theorem [24], high availability and

partition tolerance cannot be provided concurrently, so a choice between the two is required
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depending on the implementation. Finally, they are also able to deal with data of various
structures and forms much more easily than relational databases thus enabling the support of

the development of new application paradigms.

Data management is vital in Visual Analytics. Data should be examined and visualized based on
their properties in order for the analyst to produce meaningful results. Furthermore, no
application or system can succeed unless data is queried and supplied in a consistent, effective,
and efficient manner, and new technologies in data management and databases can greatly

assist in this regard.

Data visualization, issues and approaches

The ability to effectively present the outcomes of a data analysis is critical for any analyst or
reviewer seeking to get insights from the data at hand. The field of data visualization is concerned
in developing efficient methods of mapping between the actual data and graphic elements that

are easier for humans to perceive and understand.

In the literature there are various methods for visualizing data [25, 26, 27]. These visualizations
are usually either a graph or a table that can be classified in three groups, as static, dynamic or

interactive.
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Figure 8 Examples of visualization techniques, a histogram diagram on the left and a radar
chart on the right

Some of the more widely used visualization techniques are the following:
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e Line chart: The type of graph that can represent the relation of one variable (x-axis) with
another (y-axis) by depicting information as a series of points connected by straight line
segments. This visualization can help with the tracking of changes that happen to the
values of either variables and compare them at the same time.

e Bar chart: Bar charts can represent comparisons among discrete variables or values.
Specifically, each variable or value is displayed as a bar (vertical or horizontal) in the chart
and the height (or length if horizontal) given to the bar represents the value of the
variable. In this way, substantial variance between variables or values can be identified.

o Histogram: This type of graph can indicate the variance in value density of an attribute.
This is achieved by dividing the entire range of values of the attribute to smaller ranges,
called bins. These bins are usually depicted as adjacent, consecutive, non-overlapping and
of equal size bars. The difference between a histogram and a bar chart is that a histogram
can only represent a single attribute on the x-axis and the data should be continuous. On
the other hand, a bar chart can represent more than one attribute and the data
representation can be non-continuous if needed (see Figure 8).

o Scatter plot: This type of graph uses the cartesian coordinate system to represent the
values of variables. Each point on this graph has x and y coordinates that determine its
position on it. For more than two variables to be represented, different coloring on the
points can be used. A scatter plot is used to highlight the direction and linearity of the
dependence between variables. A scatter plot can also be used for the representation of
multidimensional data by adding another dimension. This 3D expansion of the scatter
plot is called regressive cube.

e Pie chart: Pie charts, also called circle graphs, are a circle that is divided to sectors with
each one representing a proportion of the total values of an attribute. Each sector can
represent a different characteristic of an attribute and is usually color coded. Similar
sectors, semantically, usually have similar hues of a color and different ones have
different colors. Each sector also usually has a percentage value displayed over it
describing its proportion compared to the total quantity. From a pie chart an analyst can

perceive the proportions of different characteristics of an attribute.
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Tree map: This type of map is mainly used for displaying hierarchical data. It uses nested
rectangles that reside within the main rectangle in order to represent the branches of a
hierarchical tree. These rectangles vary in size and color depending on the size of the
parameters they represent. This visualization can accurately illustrate the relation
between hierarchical data, usually over a specific time period.

Radar chart: Radar charts, or spider graphs, can represent multivariate data on at least
three variables that are represented by axes that start from the center of the diagram
(see Figure 8). The length of each axis is proportional to the magnitude of the variable for
the data point in relation to the maximum magnitude of the variable across all data points.
A line is created linking the data values for each axis thus giving the plot a radar-like
appearance. This chart is usually used for detecting outliers or clusters of similar
observations.

Box plot: This type of plot is mainly used for visualizing the distribution of numerical data
and skewness. It achieves that by displaying the minimum, first (lower) quartile, median,
third (upper) quartile, and maximum values of an attribute as well as outliers. The first
quartile, median, and third quartile usually form a box in the graph, which is the reason
the plot was named “box”. The minimum and maximum values are depicted as lines that
extend from the box and up to their value. The outliers of the plot are usually displayed

as points on the graph.

The visualization techniques discussed above are just some of the available techniques with
others being: violin charts, donut charts, area charts, bubble charts, flow charts, Gantt charts,
Sankey diagrams and many more, all related to a specific type of data and revealing different

kinds of insights through their visualizations.

When choosing the right visualization techniques to be applied on the data, an analyst or a
developer of a visual analytics application should always take into consideration some of the
most common drawbacks related to some of the techniques mentioned previously. Those
drawbacks almost always arise from the fact that big data visualization and big data in general

have some elements of uncertainty like volume, velocity, variety, veracity and value [28]. In terms
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of visualizing big data, studies have shown that some of the most common problems are the

following [26, 27]:

e Visual noise: This problem usually emerges when visualization approaches are selected
that attempt to present all of the data under study at once. As a result, the screen
becomes cluttered, with the user attempting to comprehend this representation only
being able to perceive one large spot rather than the points that comprise that spot. For
the analysts, this means that they cannot get any useful information or insights.

e Large image perception: Some naive methods to dealing with visual noise were to simply
raise the resolution or size of the screen itself. This approach, however, yields new issues.
In general, humans have a limited ability to perceive large data visualizations. As a result,
shifting the problem of visual noise to a larger screen tends to produce perception issues
since, while the information can be presented, a human analyst will struggle to interpret
it.

¢ Information loss: One method for dealing with both visual noise and large image
perception is to limit the amount of data shown. Although this may successfully address
the aforementioned issues, it may also result in information loss. In particular, if data are
aggregated and filtered in order to exclude records from the dataset that are thought to
be highly related to one another, this may result in an analyst not noticing some valuable
information that could be hidden in them.

¢ High performance requirements: The need to visualize large volumes of data usually
comes at a performance cost. This cost may vary depending on whether the visualizations
are static or dynamic. Modern day computer systems as well as advancements in storage
options have helped address this issue, still some filtering or aggregation is needed for
visualizations that require large volumes of data.

¢ High rate of image change: This issue can occur when data is constantly changing in front
of the screen of analysts without them being able to understand or react to them. Such
visualizations cannot easily be fixed because just a simple decrease on the changing rate
of visual images won't be enough since the limiting factor is mainly the reaction speed of

the individual.
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Visual Analytics greatly depends upon the successful representation of data. In the literature
there are many visualization techniques that aim at visualizing various types of data. When an
analyst or a developer has to make decisions about which visualizations are best suited for the
task at hand, they should take into consideration many factors. These factors range from the type
of the data to the limitations that their great volume might cause to both the analyst trying to

understand them as well as the system trying to generate them.

2.2.2 Visual Analytics Process and Knowledge Generation

The Visual Analytics process has been described by Keim, Daniel, et al. [18] as the process that
combines Visual Analytics methods through human interaction in order to gain knowledge and
insights from the data at hand. This process is in the form of a closed loop where the main nodes

are the data, the visualizations, the models and the knowledge (see Figure 9).
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Figure 9 The Visual Analytics Process [18]

Data can be considered as the starting point of any Visual analytics process. These describe
information that can have several peculiarities as mentioned in previous sections of this chapter
and the goal for every analysis is to reach from raw data to new knowledge and insights. In this
stage of the process, the data, that might be heterogeneous or of different types, need to be
transformed into appropriate forms that can be utilized from both automatic and visual analytics

methods.
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When the data are in the proper format, the analyst can choose to either conduct an automated
data analysis or use visual data exploration in order to get to the desired knowledge. With an
automated data analysis, the analyst can use data mining methods and the KDD process [29] in
order to generate models. These models can range from calculating a single number to detecting
clusters of interesting data. In this stage, visualizations can help the analysts with the fine tuning
of the parameters of the models and judge whether or not the chosen analysis algorithms can
serve their purpose or need to be changed and the model to be altered. The analyst can also use
visual data exploration to generate visualizations, search through data and detect relationships
within them, which can then aid in the formulation of automated analysis models. The desired
results and new knowledge can be obtained (as seen in Figure 9) from either the visual
exploration or the automated data analysis route. Then, based on the analysts' iterative
interaction with the system, this new knowledge can be used as input data to the loop, thus

refining the insights derived from the data.

Based on the aforementioned framework, Sacha et al. [30] introduced the knowledge generation
model for visual analytics, which added individual steps to further describe the overall visual

analytic process.
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Figure 10 Visual Analytics process and the Knowledge generation model [30]
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This approach consists of computer and human parts since the visual analytics process strives to
employ both the human’s ingenuity for the detection of subtle or hidden relationships between

data, and the computers' capacity to deal with large amounts of data.

The computer part, as before, consists of the models, which deal with the analysis of the data
through KDD approaches and data visualization based on the specified data models as well as
visual data exploration. The human part consists of two loops, the exploration and verification
loops, which aim to generate new information and insights, which will then be utilized to

iteratively improve the quality of the final knowledge produced from the entire process.

The exploration loop mainly focuses on the way in which analysts are interacting with a visual
analytics system and specifically how they are creating new models and visualizations through
the data. Specifically, the loop is composed of the Action and Finding processes. In the Action

process, a taxonomy is given that describes the interaction between the analyst and the system:

e Preparation: Actions that are dealing with the data selection and the required
transformations in order for them to fit the scope of the analysis.

¢ Model building: Here, KDD and data mining is used for the creation of models.

e Model usage: Application of the models created from the previous step to the data.

¢ Model-visualization mapping: Mapping of the created models to visualizations.

e Manipulation: Manipulating the created visualizations in order to spot and highlight

interesting data.

The Finding process, after the interactions mentioned above have been performed, is concerned
with the observation of the results by the analyst. At this point, any meaningful observation and
feedback from the system can help the analyst adjust and improve both the models as well as

the visualizations and thus enhance or discover insights.

The verification loop, which has as an objective to lead the exploration loop, can help with the
validation on hypotheses or help create new ones. It consists of two processes, the Insight and
Hypothesis. Hypotheses are the assumptions relative to the problem that is being analyzed and
the aim of the visual analytics process is to either prove or disprove them. Therefore, the
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hypotheses can be considered as the starting point from which the analysts can then use the
exploration loop in order to investigate them. If the exploration loop leads to insights that can
support the hypothesis, then this hypothesis can be considered as valid and as a new addition to
the knowledge derived from the system. If the exploration loop reaches insights that disprove
the hypothesis, then the hypothesis can be adjusted or removed completely and a new one can
take its place at the loop. In this way, the Visual analytics process becomes an iterative process

for knowledge generation.

2.2.3 Data Visualization Applications and Limitations

Data visualization tools and applications come in a variety of forms in the literature. From libraries
in programing languages like R, Python and JavaScript to applications for non-computer scientists
like Excel. Our research will primarily focus on applications that can provide their users with the
ability to analyze and explore data without the need for programming experience, while also

providing powerful calculations and statistical summaries.

Some of the characteristics that are expected from such data visualization applications are the
ability to select attributes and specific statistics for visualization, the ability to create dashboards
that can facilitate those visualizations, and compatibility with storage options. Dashboards, in
particular, are where most of the analysis takes place. They are composed of data visualizations
that can provide an overview of the data as well as filtering techniques for limiting the data under
analysis. Analysts can create and customize visualizations as well as filters, allowing them to
explore the data by focusing on specific aspects of the dataset's attributes. Aside from
customizing dashboard visualizations and filters, another method of allowing data exploration is

to apply drill down or roll up processes to the data.

By interacting with the visualizations and filters provided by the dashboard, an analyst can drill
down from a broad grouping of data to a more detailed and granular grouping of data within the
same dataset, thus stepping down from one level of a data hierarchy to the next. Data roll up can
be considered as the reverse process of drill down, where an analyst can step up from a specific
data hierarchy level to a more general one thus investigating data in progressively less detailed

levels. For example, in the case of geospatial data, one hierarchy could be that of country, county,
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municipality. In this case, a drill down process would be shifting from data involving counties to

data involving municipalities within a county, and vice versa for the roll up process.
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Figure 11 Tableau Desktop

There are numerous applications and tools available on the market and in the literature that can
provide the majority of the above-mentioned functionalities. Tableau [31], though, is one of the

most popular applications of its type, considered as the state of the art in the specific domain.

Tableau is a data visualization software that can be either deployed on the cloud or on-premises
and offers a variety of data visualization capabilities that an analyst can access through
dashboards in order to explore data and discover insights. Tableau can fetch data from various
resources like MongoDB and Elasticsearch [32]. After the data is loaded, users can select
attributes, and the system will automatically select a default data representation based on the
attributes selected. Users can enrich the visualizations by adding new attributes to them. There
is also a section with a gallery of several visualization templates that users can use, with those

that are not available due to the current attribute selection automatically grayed out.

Another well-known software is Power Bl [33]. Power Bl can support the creation of interactive

dashboards and reports based on data from various data sources. After the users have inserted
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the data, they can transform them and then choose the attributes they want to visualize. Like
Tableau, there is a gallery of visualizations the users can choose from, as well as filters they can
apply. Unlike Tableau though, Power Bl is limited to the volume of data it can import (cannot

accept file sizes above 1 GB) which might pose an issue for users with datasets above this size.

One area where both of these software solutions provide options but are generally not intuitive
is in data drill down and roll up processes. They specifically provide this functionality through the
use of various filters and selections that require users to go through the values of various
attributes and select which ones they are interested in investigating as well as having to manually
setup the granularity of data drilling depending on their action. Furthermore, this functionality is
typically limited to a single map or chart, and data drilling actions do not propagate to the rest of
the dashboard's visualizations without extensive customization, potentially limiting the insights

that a user can discover.
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Chapter 3

Methodology

The proposed methodology aims at addressing the open issues analyzed in the previous chapters
and specifically in sections 2.1.8 and 2.2.3. In detail, it provides a unified framework aimed at the
analysis, anonymization, visualization, and exploration of Big Data while ensuring security and
privacy. In this chapter, the proposed framework is detailed, including the pertinent applications
that have been implemented on top of this framework, elaborating on the functionalities that

they provide.

3.1 Framework

The proposed framework addresses two main issues concerning the data exchange cycle
between data owners and digital data marketplaces (as seen in Figure 12). These are the issues
of protecting the privacy of individuals included in datasets about to be traded, as well as the
need to gain new insights through the correlation and analysis of already owned data with data

obtained from such marketplaces.

(1) Trade anonymized data

N
I

&
S
Data Owners Digital Data Marketplaces

(2) Correlate purchased data
with own data

Figure 12 Proposed Framework
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In particular, to protect individuals' privacy, under this framework, data owners must ensure that
the data about to be traded in digital marketplaces is of low risk of being de-anonymized and, if
not, anonymizing it prior to trading. To that end, data owners should conduct de-anonymization
risk analyses in order to analyze the risk of identification of individuals from their sets of data
and, afterwards, anonymize the datasets that were identified as of high risk from these analyses.
In this way, data owners can trade data in a privacy-preserving manner while ensuring their
compliance with data regulations such as GDPR and also contributing to increased trust in such

marketplaces.

Concerning the second issue raised by this framework, data owners who engage in trading
activities with digital data marketplaces typically intend to correlate data from various business
sectors with their own in order to improve several aspects of their businesses. To that end, data
owners should be able to conduct targeted analyses and explore these datasets through the use
of data visualization and visual analytics techniques. Such techniques should include the use of
dashboards that can adapt to the user's analysis framework requirements as well as data drill
down and roll up functionalities that could be applied on combinations of datasets. In this way
users will be able to explore data and gain new insights that they would not have gotten

otherwise.

By addressing the aforementioned issues, as described above, the proposed framework offers a
unified approach to dealing with both the privacy risks of datasets about to be exchanged and
the analysis of datasets obtained from digital data marketplaces. Data trading can thus be done
in a trustworthy and privacy-preserving manner, while also allowing data owners to gain high-

value insights from the analysis of such data.

3.1.1 Framework Realization and Specifications

The presented framework employs two applications that provide the necessary intuitive User
Interfaces (Uls) so that the users are capable of addressing the above mentioned needs. The first
one is a toolkit that provides a complete solution for facilitating de-anonymization risk analysis

as well as anonymization functionalities to assist data owners in analyzing the risk of identifying
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individuals from their sets of data, as well as providing them with the ability to anonymize the

respective datasets.

The second application provides Big Data visualization functionality allowing users to create
targeted analyses on datasets by providing the ability to combine datasets and conduct
concurrent analysis of both datasets through interactive smart dashboards. These dashboards
are able to adapt to the user's analysis framework requirements and provide data drill down and

roll up functionalities based on the type of data being analyzed.

The specifications for both applications that realize this framework were elicited through
guestionnaires as well as numerous focus group meetings with data analysis, marketing, and
technical experts from telecommunications and financial industries in the context of the Horizon
2020 EU project TRUSTS [34]. These specifications were later compiled into task analyses, which

served as the foundation for the design and development of both applications.
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3.2 Deanonymization Risk Analysis Application — DaRAV

3.2.1 Application Description

DaRAV (De-anonymization Risk Analysis through Visualizations) is a toolkit designed and
developed to provide a platform for conducting de-anonymization risk analyses in given datasets
of various data types, as well as creating anonymized versions of these datasets based on the
results of the analyses. It offers a complete solution for accommodating either risk analysis or
anonymization modules, with support for dataset importing, risk analysis or anonymization
process configuration, queueing and parallel execution of such processes, as well as storing and

visualizing risk analysis results.

Supported Datasets

In the context of the present application, the term “dataset” is used for the representation of a
file in the user’s machine. Each dataset has a set of metadata information that go along with it.
Following are the data that need to be filled out by the user while importing the dataset in to the

application:

¢ File location and separator/delimiter
The user can specify the file that they want to import from their local filesystem. The file
has to be in .CSV format. They also have to set the type of delimiter (comma, semicolon
or tab) used in the particular .CSV file.

e Data type
Data type is referring to the type of the data, e.g., tabular, aggregated, location data, etc.
contained in the .CSV file specified.

e Title and short Description
The user can also set a title for the dataset as well as a short description for further
explanation of the data contained in it.

The data and metadata related to the datasets imported to the application are all stored locally,

in the user’s machine which is running the application.
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Risk Analysis Modules

The application utilizes several de-anonymization risk analysis modules in order to compute and
later visualize the risks that a dataset might have at leaking personal data. Specifically, six de-
anonymization risk analysis modules are currently used. These modules consist of algorithms
which were designed to address various types of de-anonymization threats based on the data

type or its peculiarities. The data types supported are:

e Tabular data: data that are structured into rows (records), each of which contains
information about an entity
e Spatiotemporal data: data with records that have references to both space and time
e Textual data: data that have records comprised of textual attributes e.g.: user comments
or reviews
e Data of Financial nature: data that contain information about financial transactions
e Aggregation-based data: data that contain aggregate values, e.g.: sum, count, average,
of an entity
For each of these types, a module can compute a risk analysis based on the parameters that the
user has specified. Each module requires a different set of parameters to be entered into a form
provided by the application when a user wishes to conduct a risk analysis process. The following
are the risk analysis modules provided by the application, the modules/algorithms used for each
one, the data they generate, and how they are visualized. The risk algorithms of these modules
were implemented in the context of the Horizon 2020 EU projects TRUSTS [34] and Safe-DEED
[35].

K-Anonymity

This module can compute a tabular dataset’s compliance to k-anonymity and thus quantify its
risk for de-anonymization. On the risk analysis page of the application, users are given a form in
which they must select which of the dataset's attributes (columns) should be considered as Quasi
Identifiers, as well as the k parameter of the k-anonymity for which they wish to compute the
analysis. Then the k-anonymity module computes the percentage of compliance for each of the

unique combinations of the dataset’s Qls.
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De-anonymization Risk Analysis
Tabular Dataset Risk Analysis Method

Tabular Dataset (Adult Dataset) k-anonymity

Results Chart

Probability of De-Anonymisation (%)
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Figure 13 Results Page — The results of a risk analysis process with k-anonymity (k=2)

In Figure 13, the results of such a process are being visualized in the form of a plot. The x-axis
refers to the number of Qls in a combination and the y-axis refers to the probability of de-
anonymization, given that an adversary possesses the values of k-1 individuals of any of the
combinations of Qls. For example, as seen in the figure, if an adversary possesses information

about the “workingclass”, “occupation”, “education”, “marital-status” and “age” attributes of an

individual (2-1=1), then the adversary has an 32.59% probability of de-anonymizing an individual.

L-Diversity

This module can compute a tabular dataset’s compliance to [-diversity and thus quantify the risk
of an adversary finding out the value of a sensitive attribute. On the risk analysis page of the
application, users are given a form in which they must select which of the dataset's attributes
(columns) should be considered as quasi identifiers and, in addition to the form provided for k-
anonymity, they also have to select the sensitive attributes of the dataset. Lastly, they also have
to specify the [ parameter of the [-diversity for which they wish to compute the analysis. Then
the [-diversity module computes the percentage of compliance for each of the unique

combinations of the dataset’s Qls and sensitive attributes.
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De-anonymization Risk Analysis

Tabular Dataset Risk Analysis Method
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Figure 14 Results Page — The results of a risk analysis process with l-diversity (1=2)

In Figure 14, the results of such a process are being visualized in the form of a plot. The plot is
similar to that of k-anonymity with the difference that the probability of de-anonymization now
considers the probability of an adversary finding out the value of the specified sensitive attribute,

in this case “salary-class”.
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Figure 15 Results Page — The results of a risk analysis process of location data for w=1,
r=200m, t=6 hours
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Spatiotemporal data are data that contain information about an entity’s location and time. This
module computes the probability of singling out an individual by calculating the compliance of

spatiotemporal records to the following privacy notion:

w other individuals within a radius r,within a timeframe t

In detail, if an individual is located at location x at time y, and there are at least w other
individuals within a radius r, within a timeframe y + t, then the location x at time y is considered
safe.

In Figure 15, the results of such a process are being visualized in the form of a map. Each point
on the map represents an individual’s location. The color scale of the points is from red to green.
The greener a point is, the safer the respective location is. On clicking a point on the map, a pop-
up is displayed with the point’s probability of de-anonymization. In this way, the data owner can
have an overview of the privacy-utility trade-off for an anonymization method that makes the

data conform to this privacy principle.

Textual

De-anonymization Risk Analysis
Textual Dataset Risk Analysis Method

Textual Dataset (Amazon Reviews) Textual

Results Chart
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Figure 16 Results Page — The results of a risk analysis process of textual data

Textual data are records that contain information that individuals have provided in written form.
Examples of such data are datasets related to user reviews of products or services, as well as user

search logs on web sites. This module calculates the de-anonymization risk of a dataset by
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measuring the uniqueness of words used by individuals. The results of this module are based on

the similarity of texts of two individuals which is computed with the use of the Jaccard Similarity:

words,, N WOT'dSuj

U, U ) =
J (i ) words,, Uwordsy,

The Jaccard Similarity calculates a score between 0 and 1 for every pair of individuals from the
dataset. The results are visualized in a heatmap plot as seen in Figure 16. The x and y axes
correspond to individuals. Each tile of this heatmap contains the identifiers of two individuals as
well as the results of the Jaccard Similarity between the texts of the two. The color scale of the

tiles is from red to yellow. The yellower the heatmap gets, the higher the de-anonymization risk.

Invoices
Financial transactions data, like invoices, are data that contain information about payments that

individuals made or received at a specific time in the past.

De-anonymization Risk Analysis

Invoices Dataset Risk Analysis Method
Financial Transactions Data Invoices
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Figure 17 Results Page — The results of a risk analysis process of transactions data (w=1,

a=1000, t=1 month)

This module computes the probability of singling out an individual by calculating the compliance

of transactions records to the following privacy notion:

w other individuals having a transaction amount within a, within a timeframet
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In detail, if an individual has paid an amount x at time y, and there are at least w other individuals
having a transaction amount x + a, within a timeframe y + t, then amount x at time y is
considered safe.

In Figure 17, the results of such a process are being visualized in the form of a point plot. All the
unique data points of amount (x-axis) and date (y-axis) are colored green if they comply with the
specified privacy notion and red otherwise. The output of this risk analysis module reveals the
outliers of the data, i.e., the individuals with distinct transactions. Additionally, the output can
help the data controller decide the generalization hierarchies (i.e., the binning of the amounts)

in the case of anonymization, or the aggregation levels in case of aggregation.

Aggregated
Aggregated data are data that contain summed up values about individuals, e.g.: sum, count, avg.
Such data usually don’t pose a de-anonymization threat, but if there is a sensitive aggregate

attribute within the data and the aggregate values are low, then a privacy breach may occur.

De-anonymization Risk Analysis
Aggregated Dataset Risk Analysis Method

Aggregation based data Aggregated

Results Chart
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Figure 18 Results Page — The results of a risk analysis process on aggregated data
In Figure 18, the results of such a process for the attribute “shares” of a social media related
dataset are visualized in the form of a bar plot. Each bar represents the total records of the
dataset containing the same value on their “shares” attribute. The plot also has a horizontal line

(k) representing the minimum acceptable value (total records) of the aggregation attribute. In
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this case, if another sensitive aggregated attribute exists, the records that include the attribute

"shares" and are below the line should be removed.

Anonymization Modules

In addition to the de-anonymization risk analysis methods, the application also provides
anonymization methods that the users can utilize. Users can use the information provided by the
risk analysis modules results in order to choose the appropriate anonymization method as well
as the appropriate parameters and attributes of a dataset. Currently, the application supports

two methods: k-anonymity and [-diversity.

To perform k-anonymity anonymization on a dataset, users are presented with a form in which
they must select which attributes (columns) of the dataset should be considered as Quasi
Identifiers, as well as the k parameter of the k-anonymity. They must also choose a .json file from
their filesystem that defines the generalization hierarchies of the dataset's attributes. A similar
input is required for [-diversity, where the Qls and sensitive attributes of the dataset, as well as

the [ parameter and a .json file containing the generalization hierarchies, must be specified.

After the completion of an anonymization process, the users can save the newly anonymized

dataset on their filesystem.
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3.2.2 Implementation

Application Architecture

The application was developed in a loosely coupled manner, where every component is being a
standalone entity in a separate docker image. All the components/images needed for the

application are deployed through a single docker-compose file.

(3) Request for importing a new dataset :
N =
=)
= (6) Request for a Risk Analysis /
Anonymization process
Frontend / GUI Privacy-Modules Server
S g

(4) Update dataset metadata

(5) Process Metadata (10) Create an index with

(1) Dataset metadata the results and update the
proc. status

r’ N
: (9) Logging Search Engine output
>
= y = | <
— E==p = | —

[R——

(2) Dataset . (7) Get the process

unique Id Search Engine and dataset
(8) Querying metadata
result Data g J

Data Management System

Figure 19 DaRAV Application Architecture diagram

The main components of the app’s architecture are the following:

e The application frontend/GUI

e The Privacy-Modules Server, which undertakes the importing of the dataset to a local
SQLite database and execution of the risk analysis and anonymization algorithms as well
as the importing of the results in the Search Engine

¢ The Data Management System which stores all the information transacted between the
components (metadata), the resulting data of each process as well as the logging of the

app’s components outputs
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In Figure 19, the diagram of the architecture depicts the flow of information between the API’s
of the individual components. These workflows are mainly triggered by the user’s actions (as they
will be described in the Using the Application section, 3.1.3). Following is a brief description of

each one:

1. Dataset Metadata
The user chooses a dataset to be “uploaded” (imported) and enters relative metadata:
CSV delimiter character, title, sort description and type of the data, through the upload
page’s form.

2. Dataset unique Id
Through an AJAX Request the frontend/GUl sends these metadata to the Data
Management System, where a new document (that contains them) is created in the index
responsible for storing the metadata related to datasets.

3. Request for importing a new dataset
With the dataset’s metadata already collected, an AJAX request is sent to the Privacy-
Modules Server’s APl so that the import dataset process can start.

4. Update dataset metadata
The Privacy-Modules Server updates the dataset's metadata document with the import
progress as well as other metadata. After the dataset import is completed, the user can
initiate a risk analysis or an anonymization process for this dataset.

5. Process Metadata
From the app’s GUI, a user can initiate a process (risk analysis or anonymization) for a
specific dataset and fill out the necessary parameters in the respective form that is
provided. After all the necessary metadata is set for the process, a new document is
created in the index responsible for that type of process in the Data Management System.

6. Request for a Risk Analysis / Anonymization process
After the document containing the metadata of a process is created in the Data
Management System, an AJAX Request is sent to the API of the Privacy-Modules Server
containing the unique Id of the process that needs to be initiated.

7. Get the process and dataset metadata
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With the use of the process’ unique Id, the Privacy-Modules Server retrieves the metadata
from the Data Management System and initiates the corresponding task based on the
parameters specified.

8. Create an index with the results and update the process status
When the Privacy-Modules Server has the process’ results ready, it creates a new index
in the Data Management System and stores them. When this operation is done, the server
updates the status of the process to “Completed” and the user is able to review the results
from the process’ page.

9. Logging search engine output
For the purposes of logging the output of the Data Management System (Elasticsearch

node), Logstash will be used.

Technologies used

For the frontend / Graphical User Interface (GUI) of the application, the framework used is
Angular v10 [36]. Angular is a widely used, TypeScript-based, open-source web app framework
capable of creating robust web applications. For the geographical maps, charts and graphs
offered by the application, various libraries such as leaflet [37] and plotly [38] are used. The Data
Management System is based on the Elasticsearch [32] search engine. Elasticsearch comes as a
part of the Elastic Stack which is composed, mainly, of three open source projects: Elasticsearch,
Logstash, and Kibana. Elasticsearch is a distributed, free and open search and analytics engine for
all types of data, built on Apache Lucene and is more than capable of meeting the storing as well
as the communication requirements of the application. Logstash [37] is a free and open server-
side data processing pipeline that ingests data from a multitude of sources, transforms it, and
then sends it to the Elastic Stack. In the context of the application, Logstash is used to ingest to

an Elasticsearch index the logs of the deployed Elasticsearch node.

The Privacy-Modules Server is created with Java and the Spring framework. Spring Boot [39] with
the Maven Plugin [40] is used for the data import, the computation of the processes as well as
the creation of the API. For storing and efficient querying of the data, an SQLite database [41] is

used. The use of this database over the storing of the data to the Elasticsearch node was decided
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since the only need for storing the datasets to the system was for the querying of the data for
the purposes of conducting risk analysis or anonymization processes. Ingesting the data to the
Elasticsearch node would mean that this data would have to be transferred through AJAX
requests to the Privacy-Modules Server in order to be processed. The SQLite database allows the

server to query data without the use of AJAX requests.

For the deployment of the application, Docker is used. Docker [42] is an open platform for
developing, shipping, and running applications that enables the separation of the application
from the infrastructure. As mentioned previously, all the components of the application are
housed in separate docker images and deployed with a single docker-compose file. In this way,
each component of the application is independent of the others yet capable of communicating

with them through well-defined API’s.
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3.2.3 Using the Application

After the successful deployment of the application, a user can have access to the Graphical User
Interface (GUI) by visiting a specified link on an internet browser. Upon entry, the user will be
asked for their credentials in order to log in. After a successful authentication, the user is able to
view all the imported datasets or choose to upload a new one. For each dataset, the user can
initiate either a Risk Analysis or an Anonymization process. After filling out all the required
parameters, the chosen process can commence. All the previously initiated processes, depending
on their type, can be found in the respective processing queues. When a process is completed,
the user is capable of viewing the results of the process in the respective results page. Following

are the actions, as described above, that a user can accomplish through the GUI.

User Login and Application Layout

The user can log in to the application by entering their credentials. If the authentication process
succeeds, they proceed to the Datasets Page. After a successful authentication, the user is
directed to the Datasets page. All the pages offered by the application follow the same design
pattern. This design pattern consists of three components: the horizontal navigation menu (on

the left sidebar), the header and the content of the page (see Figure 20).

From the horizontal menu, the user can navigate through the main pages of the application,
namely: Datasets, Risk Analysis, Anonymization and Processing Queue. At the top of each page,
two buttons are located, the one for viewing the notifications of the user and the other for
viewing the profile. The rest of the space, depending on the page, will display appropriate

content.

Viewing the Available Datasets

In the Datasets page, a user can view all the datasets imported to the application. There are two
viewing options: the card view (set by default) and the list view. The user can specify the desired
view with the use of the buttons located at the top-left of the page (below the user profile

button).
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Figure 20 Datasets Page — card view

For each dataset, the title, description and last time of running a risk analysis or anonymization

process are displayed. From the options menu (three blue dots) the user has the ability to edit,

delete or initiate a Risk Analysis or Anonymization Process for a dataset. While a dataset is being

uploaded, the user is only able to edit or delete it. After the uploading process is completed, the

options for a Risk Analysis or an Anonymization are enabled.

Upload Dataset

Choose a CSV File to Upload

Data

Dataset Title

Dataset Short Description

Upload Dataset

Figure 21 Upload Dataset Page
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Uploading a new Dataset

A user can import a new dataset by selecting the “Upload Dataset” button located at the top-left
of the Datasets page (below the user profile image). In the Upload Dataset Page (see Figure 21),
a user can specify the .CSV file containing the dataset, the dataset’s title and short description,
delimiter/separator of the .CSV file as well as the data type of the dataset. After filling out this
information, the importing process begins. Until this process is finished, the user is only able to
edit or delete the dataset. After the completion of the process, the Risk Analysis and

Anonymization options are enabled.

Editing a dataset

After selecting the “Edit” option of a dataset, the user is directed to the dataset’s info page. In
this page, all the basic information of the dataset is displayed. The user has the ability to edit the
dataset’s title and short description by selecting the pen icon beside either the title or the short

description.

Dataset Info

CSV File Uploaded

Figure 22 Dataset Info Page
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Starting a new Risk Analysis or Anonymization process
To start a new risk analysis or anonymization process, a user has to choose a dataset from the
Datasets page and then select the “Run Now” button, or, from the dataset’s options menu, the

“Risk Analysis” or “Anonymization” option respectively.

Risk Analysis
Invoices Dataset Risk Analysis Method
12 Columns | Financial Transactions D: Invoices v

Name v Individual Identifier Invoice Date Invoice Amour

O |0 [[C |0 |@® |0 |O |0
|0 |0 |0 | Q|6 |& |0

o0 |6 |e |6 |0 |e

Risk analysis parameters

Number of ¢ Individuals: 1
Invoice Amount Within: 1000

Within a timeframe of: 1 months v

{?) Start Risk Analysis

Figure 23 Risk Analysis Page

Then, the user is redirected to the respective process page. In the Risk Analysis page, depending
on the data type of the dataset, the user will have to select an appropriate risk analysis method.
Then, depending on the risk analysis method selected, the user will have to set the appropriate
attributes and parameters that pertain to the method. In a similar manner, in the Anonymization
page the user will have to specify the attributes and parameters that pertain to an anonymization
method as well as a .json file specifying the hierarchies of each attribute in the case that the
selected method demands it. After the required fields are filled out, the user can initiate the

process.

Viewing all initiated processes
After the initiation of a new risk analysis or anonymization process, the user is redirected to the

Processing Queue page. In this page, previously initiated processes are displayed.
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DaRAV L ¢

Processing queue

R Datasets

{3) Risk Analysis Risk Analysis See All

2

Name v Status v Risk Analysis Method

Tabular Dataset K-anonymity 8 days ago
Spatiotemporal Dataset

Textual Dataset Toxtua 1 month ago

Tabular Dataset Completed tiversity 1 month age

Tabular Dataset Completed k-anonymity 1 month age 1 month age

Anonymization See All

Name v Status v Ano ization Method Started Ended

Tabular Dataset Runnin

Tabular Dataset Completec diversity 2daysago

Tabular Dataset Completed k-anonymity 2 days ago

Figure 24 Processing Queue Page

For each process in the queue, information about the status (“Running”, “Completed” or
“Canceled”), the name of the Risk Analysis method used and the times of when the process
started and when it ended are displayed. If a user wants to view all past processes, they can select
the “See All” button beside each type of process (Risk Analysis or Anonymization) and a complete

listing will be displayed.

Viewing the results of a process

A user can view the results of a process by:

¢ Selecting the last process of a specific dataset from the Datasets page
¢ Selecting a process from either the Risk Analysis or Anonymization pages

o Selecting a process from the Processing Queue page

After choosing a process, with one of the methods above, the user is either redirected to the
appropriate results page in the case of a risk analysis process or has the ability to save the

resulting dataset in the case of an anonymization process.

Viewing the results of a Risk Analysis process
After selecting a Risk Analysis process, the user is redirected to the De-anonymization Risk

Analysis page.
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{2) Risk Analysis

In this page, information regarding a specific risk analysis process is provided including metadata
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Figure 25 De-anonymization Risk Analysis Page

of the dataset under inspection. While the process’ status is “Running” the user can only view
the information related to the specific process and dataset. When the status changes to
“Completed”, the results of the process are displayed in the appropriate form (e.g. diagram or

map) for the user to review them.
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3.3 Analytics and Insights Application — InfoDrill

3.3.1 Application Description

InfoDrill is a Big Data visualization application designed and developed for enabling users to
create targeted analyses on datasets. Through the application the users can correlate different
datasets and analyze them by creating smart dashboards. Those dashboards can facilitate
interactive data visualizations for data drilling as well as various complimentary visualization
components (views). By interacting with a dashboard's drilling visualization, users can perform
data drill down or roll up actions on the data, actions that will then propagate to the rest of the

dashboard's views, allowing them to explore the data and discover insights.

About Datasets
In the context of the present application, the term “dataset” is used for the representation of a
file in the user’s machine and for the combinations of already imported datasets. Specifically, the

datasets that a user can have access to through the application are of two types:

o Datasets
The datasets that the user imports to the application.
e Combined Datasets
Datasets that are the result of the combination between two datasets that the user has

already imported.

Each dataset has a set of metadata information that go along with it. Following are the data that

need to be filled out by the user while importing a dataset in to the application:

e File location and separator/delimiter
The user can specify the file that they want to import from their local filesystem. The file
has to be in .CSV format. They also have to set the type of delimiter (comma, semicolon
or tab) used in the particular .CSV file.

¢ Title and short Description
The user can also set a title for the dataset as well as a short description for further

explanation of the data contained in it.
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The data and metadata related to the datasets imported to the application are all stored locally,

in the user’s machine which is running the application.

In order to create visualizations and review the analytics and insights that can be offered through
the dashboards of the application the users have to first create a combination between two
datasets. This can be achieved through the application's GUI. Users must choose two datasets as
well as the attributes (columns) on which the correlation will occur. The two attributes must be
of the same type and also belong to the types supported for correlation. The supported attributes

for correlation are: geospatial, text, long, float, and date attributes.

Smart Dashboards

To enable our application to provide analytics and insights to its users, we chose to use the
industry standard approach of allowing users to create dashboards and populate them with
various data visualizations, called views. In addition to static data visualizations though, our smart
dashboards provide users with the ability to drill down and roll up on the combination of two
datasets, through the use of interactive visualizations. This "filtering" of data, which is the

outcome of the users' drilling activities, is applied to all the views of the dashboard.

InfoDrill

Filter Dashboard'’s Views w

-

.
ol Map Dash

ofln Date dash Peristeriou

4 Creato Dashboard

Figure 26 Smart Dashboard Example
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In Figure 26 we can observe an indicative example of a smart dashboard that the users can create
while using the application. In this example, a user has created a dashboard in order to analyze
the combination of a financial and a telecommunications dataset. The data drilling visualization
chosen for this dashboard is a choropleth map that the user has configured to display the average
of telecom contracts per geographical area. In addition to that, the user has also created several
views related to this analysis. One of them is a pie chart displaying a terms aggregation of the
preferred channel for transactions of individuals of the financial dataset. Another view created
by the user is a histogram displaying the average investments in euros, aggregated per

geographical area.

As described in the beginning, if the user drills down to a specific location on the map, all of the
dashboard's views will only query on data pertaining to the area shown. In this example, the user
was initially provided with a map of the region of Attica. When the user zoomed in and focused
the map above the general Athens area, the dashboard narrowed the data on which the views
statistics are computed, from the whole Attica region to only the Athens area that was now
focused on the map. In this manner, the user can see only the statistics for the Athens area in all

the views and thus conduct a more focused analysis.

Data Drilling Visualizations

As mentioned in section 2.2.3, data drill down is the process in which a user can shift from a
grouping of data to a more detailed and granular grouping of data of the same dataset while data
roll up can be considered as the reverse process of data drill down. By interacting with the
visualizations and filters offered by the dashboard the users can conduct data drill down and roll
up processes that can offer more detail as well as narrow down the data being analyzed to the

ones that the user is interested in.

Our application provides two visualization approaches for data drilling. The first approach is data
drilling with the use of geospatial data visualized on geographical maps and the other with the

use of temporal (date) data visualized on timelines.
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Figure 27 Data Drilling Visualizations, a geographical map (left image) and a histogram with a

date brush (right image)

Specifically, the data drilling visualizations currently offered by the application are:

Choropleth Map

A map in which geographical areas are colored based on the value of a spatially
aggregated statistic of an attribute selected by the user. The coloring scheme is based on
ranges for the aggregated value, also defined by the user. Depending on the map’s zoom
level, the map is displaying the regions or the municipalities of a country.

Heatmap Map

A geographical map that depicts the intensity of the values of a spatially aggregated
statistic of an attribute selected by the user. Areas of the map with higher intensity will
be colored red, and areas of lower intensity blue.

Combination of Choropleth and Heatmap maps

In this map configuration, the map switches from choropleth to heatmap in a
predetermined zooming point. In this way users can evaluate statistics from the
granularity of a country’s regions, down to that of postal code areas-points.
Combination of Histogram with a Timeline

This visualization combines a standard histogram plot with a timeline. This timeline
provides the user with a “brush” (a gray area over the timeline, as can be seen on the
right image of Figure 27). With the use of this brush, the user can zoom in or out on the

histogram thus narrowing or widening the time frame of the analysis.
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For each of the visualizations above the users will have to choose an attribute and then select
which aggregate statistic of that attribute they want to visualize. Depending on the visualization
type, this aggregation will be either spatial or temporal. The available aggregate statistics are:
count, min, max, avg, sum, sum of squares, variance, population variance, sampling variance and
std deviation. Depending on the geo-spatial or temporal nature of each data drilling visualization,
the user will also have to specify an attribute of the dataset that is either of geospatial or date

type in order to enable the visualization of the selected aggregate statistic.

Complementary Visualizations

In addition to data drilling visualizations, the dashboards provided by the application can also
support visualizations that are complementary to the data drilling process. Although these
visualizations cannot perform drilling actions on data directly, they do so indirectly by reducing

their querying scope based on the data focused by the dashboard's data drilling visualization.

Highest loan areas: telecom contracts vs loans Telecom contracts, loans & bank assets

Depaosits vs Telecom invoices

-

No. of days that bank customers used e-banking
EuroTotalDeposits @ MEAN
Otne

Low

32%

x

I

Figure 28 Examples of Complementary Visualizations, a radar chart (top-left), a violin chart

(top-right), a donut chart (bottom-left) and a bar chart(bottom-right)

The visualizations currently provided by the application are the following:
e Piechart
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With this chart the users can either visualize a text type attribute’s terms aggregation
(meaning the distinct values that this attribute is composed of) or visualize a long or float
type attribute’s values in ranges.

e Donut chart
With this chart users can visualize the number of records for which an attribute of the
dataset is equal to or not equal to a specified value. There is also the option to compare
attribute values to specified values using greater or less than comparisons; however, this
functionality is only available for long and float type attributes (see Figure 28).

e Bar chart
With this chart the users can visualize long or float type attributes values by creating
custom ranges for each bar of the chart. This chart can facilitate up to two attributes being
visualized at the same time, each one with separate, color coded, bars (see Figure 28).

e Histogram
With this chart the users can visualize an aggregated statistic of a float or long type
attribute across all geographical areas where the data drilling visualization is currently
focused.

e Violin chart
With this chart the users can see the distribution on a long or float type attribute’s values.
The users can visualize up to three attributes at the same time and they are also able to
set custom buckets for the values of each one of the attributes (see Figure 28).

e Radar chart
With this chart the users can compare two long or float type attributes’ values that would
otherwise seem not comparable. For each attribute the user can set custom ranges for a
specific aggregated statistic. In this way, a user is able to detect outliers or clusters of

similar observations (see Figure 28).

The available aggregate statistics are: count, min, max, avg, sum, sum of squares, variance,

population variance, sampling variance and std deviation.
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3.3.2 Implementation

Application Architectu

re

Respectively to DaRAYV, this application also followed the same architecture approach, according

to which every component constitutes a standalone entity, realized in a separate docker image.

All the components/images needed for the application can be deployed through a single docker-

compose file.
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Figure 29 InfoDrill Application Architecture diagram

The main components of the app’s architecture are the following:

e The application frontend/GUI

¢ The Coordinator Server, which is responsible for the necessary backend operations with

regard to the coordination of the backend components according to specific workflows

(e.g., data ingestion to the Data Management System from files, updating the upload

statuses, etc.).
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e The Data Management System, comprising the Search Engine and Ingest Pipeline. It is
responsible for the communication between the components (metadata), storing of the

datasets destined for analysis as well as the logging of the App’s components outputs.

In Figure 29, the diagram of the architecture depicts the flow of information between the API’s
of the individual components. These workflows are mainly triggered by the user’s actions (as it
will be described in the Using the Application section). Following is a brief description of each

one:

1. Dataset Metadata
The user chooses a dataset to be “uploaded” (imported) and enters metadata for it,
similarly to the DaRAV’s dataset import process, by filling out the upload page’s form.

2. Dataset unique Id
Through an AJAX Request the frontend/GUl sends these metadata to the Data
Management System, where a new document (that contains them) is created in the index
responsible for storing the metadata related to datasets.

3. Dataset File path, delimiter and unique Id
The unique Id of the newly created document (containing the dataset’s metadata) as well
as the dataset’s file path and delimiter are sent to the Coordinator Server through its API.

4. Creation of .conf file
Based on the metadata received, the Coordinator Server creates a configuration (.conf)
file. This file is needed in order for the Ingest Pipeline to create a new pipeline that will
ingest the dataset to the Search Engine.

5. Ingesting based on the .conf file
When the Ingest Pipeline detects the new configuration file, it sets a new pipeline, as per
the parameters specified in the configuration file. This pipeline ingests the .CSV file to the
Search Engine by auto detecting the types of fields (textual, numeric, date) as well as
mapping geospatial fields to location identifiers associated with postal codes,
municipalities and regions based on mapping schemes specified by the .conf file.

6. Updating the upload status of the Dataset
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After the start of the new pipeline, the Coordinator Server monitors the ingesting
progress and updates the dataset’s metadata. After the ingestion process is completed,

the dataset is ready for use.

7. Querying Data

When the user (through the GUI) combines two already uploaded datasets, a “Combined
Dataset” is created and is ready for analysis. At this point, the Frontend / GUI starts to

guery the indices of the two Datasets (that the “Combined Dataset” is composed of) for

analysis purposes.

Smart Dashboards and Dataset Correlation

simultaneous data drilling on both datasets that the combined dataset consists of.

The smart dashboards offered by the application, as stated in previous sections, can support

Figure 30 Smart Dashboard implementation diagram
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This posed some interesting technical challenges on how it could be implemented. In our
approach, we decided to implement this correlation by filtering the dataset indices on the fields
(dataset attributes) that would be chosen from the users during the formulation of the combined
dataset. In Figure 30, the diagram of the Smart Dashboard implementation depicts the flow of

information between the dashboard’s visualizations. Following is a brief description of each one:
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1.

Index of Dataset A or B
For each of the datasets, named “A” and “B”, of the selected combined dataset there is a
corresponding index in the Search Engine of the application containing its data. During
the set-up of the dashboard’s data drilling visualization, the user has to specify which
fields of either the index of dataset A or B will be utilized for the visualization.
Drilling Actions
Initially, the visualization offers the user an aggregated view of the selected fields for all
the documents of the index. After the user’s interaction with the visualization, the
documents that are taken into consideration for computing the statistics are narrowed
down to a subset of the index. This is achieved through the use of geo queries (queries
for finding the geographical areas within the map’s current bounding box) as well as date
aggregation queries.
Subset of Index
This is the subset of the index that is being visualized after each interaction of the user
with the data drilling visualization.
Aggregated statistics of combination attribute
From the subset of the dataset index that is visualized by the data drilling visualization,
aggregated information for its’ selected attribute for combination is extracted. Depending
on the data type of the attribute selected for combination, different aggregated
information needs to be acquired from the subset of the index:
o Long of Float types
If the type of the attribute is of numeric nature, then the minimum and maximum
values of the field are being acquired.
o Date type
If the type is date, then the oldest and newest date values of the field are being
acquired.
o Geospatial type
If the type of the attribute is geospatial, then the unique geographical area ids for

the field are being acquired.
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5.

o Text type
If the type is text, then the unique string values of the field are being acquired.

Index of dataset A or B
Just like the data drilling visualization, in order for users to set up a complementary
visualization they have to select a field of either the dataset index A or B that they want
to visualize.
Index filtering
Before executing the queries for acquiring the statistics required to visualize the field, the
index to which the field belongs to must be filtered. The values of the attribute for
combination that were retrieved in step four (4) are set as conditions for the documents
that will be included in the subset of the index about to be visualized.
Specifically, if the combination attributes are of numeric or date type, the documents
included on the indices are those whose values fall within the minimum and maximum
values retrieved in step four (4). In the case of geospatial or text attributes, the documents
included are those whose values belong to the set of unique values derived in step (4). As
a result, all dashboard visualizations query their data from subsets of either index A or B,
which contain documents that have the same ranges of values for the combination
attributes.
Additionally, if the users wish to set their own filters for some attributes of either
datasets, they can do so through the application’s GUI. These filters will also be applied
on this step.
Subset of index available for querying

This is the subset of the index that is being visualized by the complementary visualization.

Technologies used

One of the most challenging factors for developing this application was that of data storage and

guerying. Because of the potentially large size of the datasets (millions of records and gigabytes

of data), the usage of a database was mandatory. Furthermore, given the size of those datasets

and the requirement for our application to provide combinations between them, using SQL JOIN

or set procedures (e.g., UNION, INTERSECT, etc.) could be both time consuming and
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computationally demanding. Additionally, due to the unpredictability of the structure and types
of datasets imported by users, the need for dynamic schemas to support unstructured data arose.
Finally, advanced querying, such as geo querying, was also required for the analysis of such
datasets. Based on these considerations, we determined that using a non-relational database
would be more advantageous than using a relational database in terms of meeting the

application's requirements.

Over a range of such data storing solutions, we decided to implement the Data Management
System of the application based on the Elastic Stack. Similarly to DaRAV’s utilization of
Elasticsearch [32], InfoDrill utilizes Elasticsearch for the storing, querying as well as the
communication requirements of the application. Furthermore, InfoDrill makes use of search
engine’s extensive REST Search APl which ranges from aggregation to geo queries that can search
data stored in one or multiple indices. Logstash [43], in the context of this application, is used for
creating pipelines that can ingest and transform the data that users want to analyze and then

stores them to Elasticsearch indices.

For the frontend / Graphical User Interface (GUI) of the application, the framework used was
Angular v10 [36]. For the geographical maps, charts and graphs offered by the application,

various libraries such as D3.js [44], leaflet [37] and Google Charts [45] were used.

For the Coordinator Server Node.js was used. Node.js is an open-source, cross-platform,
JavaScript runtime environment, built on Chrome's V8 JavaScript engine [46]. Specifically, Node.js
was used as an intermediate server (with the use of the back-end, web application framework
Express.js) for the communication between the Angular framework, Logstash and the

Elasticsearch node.
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3.3.3 Using the Application

After the successful deployment of the application, users can have access to the Graphical User
Interface (GUI) by visiting the specified link on an internet browser. Upon entry, the users will be
asked for their credentials in order to log in. After a successful authentication, the users are able
to view all the imported datasets as well as the combined datasets that resulted from previous
combinations of the already imported datasets. Users can create new dashboards for each
combined dataset by filling out a form with all of the required information, such as the
configuration of the datasets' attribute statistics displayed by the main drilling visualization.
Users can also add complementary visualizations to each dashboard based on the needs of their
analysis. As a result, through these dashboards, users can focus their attention on aspects of the
datasets where there is a high likelihood of uncovering unusual information and thus arriving at

new, previously undiscovered insights.

User Login and Application Layout

The users can log in to the application by entering their credentials. If the authentication process
succeeds, they proceed to the Datasets Page. After a successful authentication, they are directed
to the Datasets page. All the pages offered by the application follow a similar design pattern to

that of DaRAV (see Figure 31).

From the horizontal menu, users can navigate through the main pages of the application as well
as view their profile which is located at the top of the sidebar. The main navigation option of the
menu is the “Datasets” button that directs to the Datasets page. After choosing any of the
combined datasets, the sidebar displays navigation buttons for the available dashboards of
selected dataset as well as the “Create Dashboard” button for directing the users to the page

where they can create new ones (see Figure 34).

Uploading a new Dataset
Users can import a new dataset by selecting the “Upload Dataset” button located at the top-left

of the Datasets page (see Figure 32).
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Figure 31 Upload Dataset Page

In the Upload Dataset Page, a user can specify the .CSV file containing the dataset, the dataset’s
title, short description and delimiter/separator of the .CSV file (see Figure 31). After filling out
this information, the importing process begins. Until this process is finished, the user is only able
to edit or delete the dataset. After the completion of the process, the dataset is ready to be

combined.

Viewing the Available Datasets
In the Datasets page, users can view all the datasets imported to the application as well as the
datasets that were created from their combination. There are two viewing options: the card view
(set by default) and the list view. The user can specify the desired view with the use of the buttons
located at the top-left of the page (see Figure 32). The datasets are organized in tabs based on
their type.
There are two types of datasets:
e Datasets
The datasets that the users imported to the application
e Combined Datasets
Datasets that are the result of the combination between two datasets that the users have

already imported
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Figure 32 Datasets Page — all datasets tab — card view

For each dataset, the title, description and the ability to combine it with another dataset are
displayed. From the options menu (three blue dots) the user has the ability to edit or delete the
dataset. While a dataset is being uploaded, the user is only able to edit or delete it. After the

uploading process is completed, the ability to combine the dataset with another is enabled.

Combining Datasets

A combination of two datasets need to be formulated in order for users to be able to create and
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Figure 33 Datasets Page — Combining Datasets
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review dashboards. Selecting the "Combine Dataset" button on a dataset will add the dataset in
the list of datasets about to be combined. After selecting two datasets to be combined, users
must select which attributes (columns) of the datasets they want this correlation to occur on.
The users can select any attribute from each dataset, provided that its data type is one of
location, text, long, float, or date. The selected attributes of the datasets must be of the same
data type. When all of the preceding requirements are fulfilled, the users can proceed with the

combination by selecting the “Combine” button (see Figure 33).

InfODri” Datasets

Figure 34 Datasets Page — Combined Datasets

Following the completion of the combining process, a new combined dataset is created and
added to the Combined datasets tab (see Figure 34). From this dataset, users can create
dashboards that are based on the correlation of the datasets that compose it. Users can also
quickly select one of the recently created dashboards from the dataset’s card, or choose one

from the sidebar's full listing of previously created dashboards.

Editing Datasets

After selecting the “Edit” option of a dataset, the user is directed to the dataset’s info page. In
this page, all the basic information of the dataset is displayed. The user has the ability to edit the
dataset’s title and short description by selecting the pen icon beside either its title or short

description (see Figure 35).
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Figure 35 Dataset Info Page

In order for the users to create and review analytics for a combined dataset they have to create

a dashboard. To create a dashboard, the users have to select either the “Create Dataset” button

from the card of a dataset or select it and then choose the “Create Dataset” button from the

sidebar.
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Figure 36 Create Dashboard page
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On the Create Dashboard page, the users are presented with a form where various aspects of the

dashboard need to be specified. These are the following:

Dashboard Title

The title of the dashboard that the users will be able to identify it with.

Dashboard Icon

An icon that will precede the title of the dashboard.

Attribute for Data Drilling

The attribute of either dataset A or B which will be analyzed from the Data Drilling
visualization.

Drilling Visualization

The visualization the users wish to use for data drilling on the chosen attribute. The users
can select only a visualization compatible with the type of the attribute they selected. The
visualizations that are not compatible are greyed out.

Geospatial or Date Attribute for the Drilling Visualization

Depending on the visualization chosen, the application will require an attribute to base
the visualization on.

Visualization title

The title of the visualization, as it will be displayed on the dashboard.

Visualization short description

A short description of the visualization, as it will be displayed on the dashboard.
Attribute's aggregated statistic for comparison

The aggregated statistic the users wish to visualize through the selected visualization.
There is a great variety of aggregated statistics for the users to choose from, e.g.: count,
min, max, avg, etc.

Aggregated statistic ranges for choropleth map

Here the users must specify the ranges of the aggregated statistic by setting the “from”
and “to” values for each one as well as setting a name for the legend of each range. These
are values that are required only for the choropleth map visualization.

Maximum value of statistic
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This is the maximum value that the users want to limit the results that correspond to the
selected attribute’s statistic. This is a value required only for the heatmap map
visualization since based on that value, the heatmap can calculate the magnitude

coloring.

After the users have filled in the entire form they are able to create the dashboard by selecting
the “Create Dashboard” button. Then, they are directed to the page of the newly created
dashboard.

Dashboard Page
The analytics provided by this application are all delivered via dashboards that include
visualizations that the users have set up and customized. The design of all dashboard pages

follows the same pattern as the one that can be seen on Figure 37.

InfoDrill —

Figure 37 Dashboard page

The title of the dashboard, as well as the date it was created, are displayed from top to bottom,
followed by the name of the combined dataset for which this dashboard was created. Following
that, there is the Filters dropdown menu, where users can select filters that are applied to all
dashboard visualizations. Then there's the section where the drilling visualization as well as all of
the complementary ones lie. The Drilling Visualization is at the top left of this section, with the

complementary visualizations placed around it. After creating a dashboard, the only existing view
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is the drilling visualization. The users can add views by selecting the yellow plus button on one of
the five available view positions. Each dashboard can have a total of six views, the data-drilling
one and five complementary. The users have also the option to delete a view, and thus free a

position. By deleting the drilling visualization, the dashboard is also being deleted.

Create a new View
Users can create a new view by selecting the yellow plus button of an available position on a

dashboard. Then, they will be directed to the Create View page.

InfODri” Create View

View Title ©®

Attribute(s) for Visualization ©

Figure 38 Create View page
On the Create View page, the users are presented with a form where various aspects of a view
need to be specified. These are the following:
e View title
The title of the view, as it will be displayed on the dashboard.
e Attribute(s) for Visualization
The attribute(s) of either dataset A or B which will be analyzed. The user can choose to
analyze from one (1) and up to three (3) attributes at the same time.

e View Visualization
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The visualizations that are available for this view. Depending on the number and data type
of the selected attributes for visualizing, the available visualizations may change. The
users can select only a visualization compatible with the types of the attributes they
selected. The visualizations that are not compatible are grayed out.

e Statistics Calculation
The calculations on which the view will be based on. Depending on the type of

visualization selected the calculation options may change.

After the users have filled in the entire form they are able to create the view by selecting the
“Create View” button. Then, they are directed to the page of the dashboard where the newly

created view is being displayed.

Filters

InfaDrill

Filter This View -~

Figure 39 Dashboard page — Filters

If the aforementioned exploration isn’t sufficient enough for the users’ needs, they are also able
to apply filters to the dashboard’s views that they are currently reviewing by selecting the “Filter
Dashboard's Views” link on the top left of every dashboard page. There, they can view the unique
values of the fields that are included in the datasets that are being analyzed. By selecting to
remove a value from a specific field they are also limiting the records that are taken into

consideration by the Application in order to display the Analytics of the current page. The users
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can reset all the values that were removed by selecting the “Reset” button (see Figure 39). The
filtering function is scoped to the dashboard currently being viewed, meaning that if the users

move to a different dashboard, the filters reset automatically.
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Chapter 4

Evaluation

In this section, we will discuss our approach at conducting the framework’s evaluation study. This
study is composed of two parts: a heuristic evaluation for the deanonymization - risk analysis
application, DaRAV, and a user testing evaluation for the analytics and Insights application,

InfoDrill. We will also review the results of these evaluations as well as discuss their findings.

4.1 Methodology

4.1.1 Heuristic Evaluation of DaRAV Application
The DaRAV’s heuristic evaluation was carried out by UX experts following an evaluation approach

offered by J. Nielsen [47]. This approach is based on the following heuristic evaluation guidelines:

1. Visibility of system status: The system should always keep users informed about what is
going on, through appropriate feedback within reasonable time.

2. Match between system and the real world: The system should speak the users’
language, with words, phrases and concepts familiar to the user, rather than system-
oriented terms. Follow real-world conventions, making information appear in a natural
and logical order.

3. User control and freedom: Users often choose system functions by mistake and will need
a clearly marked “emergency exit” to leave the unwanted state without having to go
through an extended dialogue. Support undo and redo.

4. Consistency and standards: Users should not have to wonder whether different words,

situations, or actions mean the same thing. Follow platform conventions.
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10.

Error prevention: Even better than good error messages is a careful design which
prevents a problem from occurring in the first place. Either eliminate error-prone
conditions or check for them and present users with a confirmation option before they
commit to the action.

Recognition rather than recall: Minimize the user’s memory load by making objects,
actions, and options visible. The user should not have to remember information from one
part of the dialogue to another. Instructions for use of the system should be visible or
easily retrievable whenever appropriate.

Flexibility and efficiency of use: Accelerators—unseen by the novice user—may often
speed up the interaction for the expert user such that the system can cater to both
inexperienced and experienced users. Allow users to tailor frequent actions.

Aesthetic and minimalist design: Dialogues should not contain information which is
irrelevant or rarely needed. Every extra unit of information in a dialogue competes with
the relevant units of information and diminishes their relative visibility.

Help users recognize, diagnose, and recover from errors: Error messages should be
expressed in plain language (no codes), precisely indicate the problem, and constructively
suggest a solution.

Help and documentation: Even though it is better if the system can be used without
documentation, it may be necessary to provide help and documentation. Any such
information should be easy to search, focused on the user’s task, list concrete steps to be

carried out, and not be too large.

Each of the evaluators independently inspected the application's GUI based on these guidelines,

and each problem that was identified was associated with one or more guidelines. The evaluators

assigned a severity rating to each identified issue. These ratings ranged from zero (0) to four (4)

and were based on the frequency, impact, and persistence of the problem, as follows:

0: | don’t agree that this is a usability problem at all
1 - Cosmetic problem only: need not be fixed unless extra time is available on project

2 - Minor usability problem: fixing this should be given low priority
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e 3 - Major usability problem: important to fix, so should be given high priority

e 4 - Usability catastrophe: imperative to fix this before product can be released

4.1.2 User Testing Evaluation of InfoDrill Application

For the user testing of InfoDrill, the evaluation mainly focused on the application’s usability, user
experience, and overall performance, as well as the workload imposed by the application to
users. The testing of the application was conducted with remote testing sessions through the use
of a teleconference application. The users taking part in these sessions were asked to follow
specific usage scenarios that were provided by the evaluator responsible for the session. These
scenarios were designed to test the application's key functionalities. During their execution by
the user, the session’s evaluator was responsible for observing and taking notes of the user's
actions. The study and its protocol were approved by the Ethics Committee of FORTH-ICS
(Reference Number: 133/17-11-2021).

The first scenario (as seen in Table 1) included tasks aimed at evaluating the dashboards that can
be created from the application as well as the statistical information they can provide to the
users. The data exploration functionalities of the dashboards were also tested, as well as whether
the results of these explorations can help users perceive and derive insights for the data being

analyzed.

Table 1 Scenario A: Dashboard Comprehension

Task Description

Task 1 Locate an existing dataset combination and open an already created dashboard.

Task 2 | After opening the dashboard from Task 1, locate on the map a municipality with
a high value of the visualized statistic and select it.

Task 3 Identify specific statistics from the dashboard’s views and whether those
statistics can be correlated with the high value of this municipality.

Task4 | Locate on the map and select a municipality with low value of the visualized
statistic.
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Task 5 | Identify specific statistics from the dashboard’s views and whether those
statistics can be correlated with the low value of this municipality.

Task 6 | Is there a connection between the values of the municipality and the statistics
observed? Can an insight be derived?

Task 7 | Locate a specific municipality on the map and judge if this municipality complies
with the insight derived from Task 6. Should specific promotional actions be
taken on this municipality?

The second scenario (as seen in Table 2) consisted of tasks designed to evaluate the procedure
for combining two datasets in order to generate a new combined dataset from previously
uploaded datasets. This scenario also evaluated the creation of a new dashboard and the
configuration of its data drilling visualization, as well as the addition and configuration of views

to that dashboard.

Table 2 Scenario B: Dashboard Creation

Task Description

Task 8.1 | Create a new dataset combination from two already uploaded datasets.
Combine these datasets on a specific attribute.

Task 8.2 | Rename the newly created combined dataset with a given title.

Task 9.1 | For the combined dataset created at Task 8.1, create a new dashboard and
name it with a given title.

Task 9.2 | For the data drilling visualization of the dashboard, visualize a specific attribute
per geographical area, with the use of a choropleth map.

Task 9.3 | Set the aggregate statistic per geographical area for that attribute to be the

average of the values. Set ranges for this statistic based on the given range
values.
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Task 10.1 | For the dashboard created at Task 9, add a new view that visualizes a specified
attribute. This visualization has to be a donut chart.

Task 10.2 | Set the statistic comparison of the view based on a given comparison and value.

In each session, the evaluator kept notes of the user’s success at completing tasks of each
scenario, the errors that the user made at each task, and the amount of help given to the user
after their request. For measuring the workload the users experienced during the execution of
the scenario’s tasks as well as their overall experience, the evaluator offered to the users’ an
online questionnaire for them to fill up. This questionnaire was based on NASA’s Task Load Index

(NASA-TLX) as well as the UMUX-Lite.

The NASA’s Task Load Index (NASA-TLX) is a multidimensional rating procedure that provides an

overall workload score based on a weighted average of ratings on six subscales [48]:

e Mental Demands: How much mental and perceptual activity was required? Was the task
easy or demanding, simple or complex, exacting or forgiving?

o Physical Demands: How much physical activity was required? Was the task easy or
demanding, slack or strenuous, restful or laborious?

e Temporal Demands: How much time pressure did you feel due to the pace at which the
tasks or task elements occurred? Was the pace slow or rapid?

o Performance: How successful do you think you were in performing the task? How
satisfied were you with your performance in accomplishing this task?

e Effort: How hard did you have to work (mentally and physically) to accomplish your level
of performance?

e Frustration Level: How insecure, discouraged, irritated, stressed and annoyed versus

secure, gratified, content, relaxed and complacent did you feel during the task?

The NASA-TLX questionnaire consists of the aforementioned questions. The users can respond to
these questions by selecting a value between zero (0), which indicates a low endpoint, and

twenty (20), which indicates a high endpoint for each of the subscales. The only exception is the
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Performance subscale, where a score of zero (0) indicates good performance and a score of
twenty (20) indicates poor performance. The Task Load Index can be computed by calculating the

average of the ratings of the questionnaire.

The questionnaire that the users were given included, in addition to the NASA-TLX questionnaire
section, a UMUX-Lite section. Usability Metric for User Experience (UMUX) is a metric intended
for assessing the perception of the ease of using of a system by a user [49]. It contains two
positive and two negative constructs that can be answered with a 7-point response scale. UMUX-
Lite [50] is a shorter version of the UMUX questionnaire where the users have to respond to two

constructs:

® This system’s capabilities meet my requirements

® This system is easy to use

The users can respond to these constructs with a number from one (1) to seven (7), where one
(1) indicates that the user totally disagrees and 7 indicates that the user totally agrees with the

construct’s statement.

At the end of each remote evaluation session, the users had a debriefing interview with the

evaluator. Specifically, they had to answer the following brief questions:

e What did you like more about the application?
e What would you like to be changed or improved in the application?

e Have you used a similar application in the past?

These questions aimed at capturing the users’ thoughts about the system and their overall

experience as well as their familiarity with such systems as InfoDrill.
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4.2 DaRAV Heuristic Evaluation

4.2.1 Procedure

The DaRAV application was heuristically evaluated by three UX Experts, each of whom assessed
the application independently. Each expert's problems were collected, and the data was then
aggregated into a single report, removing duplicates and merging identical problems. Following
that, each evaluator provided their severity rating for each of the problems in the unified list,

with a final severity rating calculated as the mean of the individual evaluators' ratings.

4.2.2 Results

The heuristic evaluation of the DaRAV application resulted in a final evaluation report with 23
issues, 9 of which were minor or cosmetic in nature (severity <= 2) and 5 of major severity
(severity >= 3), amongst others. The complete listing of the issues discovered during this

evaluation can be seen on Table 3.

Table 3 DaRAV Heuristic Evaluation Results

Screen / Action | Issue Description Guidelines | Severity

General The aims and objectives of this application are not | (6), (10) 1.67
clear at first. Perhaps a short text passage in the
login screen would help to resolve this issue.

Datasets Screen = Tooltips should be presented on top of interactive | (6), (10) 2.67
buttons to assist first-time users in understanding
their functionality.

Datasets Screen | The delete dataset icon should be smaller. (8) 2.00
Selected Upon selecting a dataset there is not a back (3) 2.33
Dataset button.

Selected It should also be possible to update the .CSV file (5) 3.33
Dataset on the Dataset Info page.
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Selected
Dataset

Selected
Dataset

Selected
Dataset

Selected
Dataset

Risk analysis
Screen

Risk analysis
Screen

Risk analysis
Screen

Risk analysis
Screen

Risk analysis

Screen

Risk analysis
Screen

Risk analysis
Screen

The uploaded .CSV file's value should not be bold
because it conveys the meaning that it is a
category.

The value of the dataset title should not be blue (it
is not a link).

The value of the separator should not be bold,
since it conveys the meaning that it is a category.

From here, direct action buttons for risk analysis
and anonymization should be provided.

In the "Risk Analysis Method", there is no meaning
in having a drop-down when there is only one
single option.

There are no instructions at all on this screen.
They would have been very useful to assist users
understand what they have to select.

The option buttons for each of the datasets’
columns should only select one option.

Processing parameters and risk analysis
parameters are not well-aligned.

Processing parameters are impossible to be filled-
in correctly (e.g. time format expects text input,
with no guidance at all).

Risk analysis parameters should also provide
guidance and restrict users to values that they can

enter.

Errors are not helpful ("Error in form").
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(8)

(8)

(8)

(7)

(7)

(5), (6),
(10)

(5)

(8)

(5), (6)

(4), (5), (7)

(9)

1.00

1.67

1.00

2.67

1.33

2.83

2.67

1.33

3.17

3.00
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Anonymization | In the "Risk Analysis Method", there is no meaning | (7) 1.33
Screen in having a drop-down when there is only one
single option.
Anonymization | There are no instructions at all on this screen. (5), (), 2.83
Screen They would have been very useful to assist users (10)

understand what do they have to select.

Anonymization | The option buttons for each of the datasets’ (5) 2.67
Screen columns should only select one option.
Anonymization | Parameters and options at the bottom of the list (8) 1.33
Screen are not well aligned.
Anonymization | Errors are not helpful ("Error in form"). (9) 3.67
Screen
Risk analysis The analyst should be able to directly exclude (3), (7) 2.83

results Screen | points from the dataset, re-run risk analysis or
start an anonymization process, otherwise revert
to the original dataset.

In summary, the most important problems were about the forms that configure a risk-analysis or
anonymization procedure. All the issues that have been identified by the heuristic evaluation will

be addressed in future DaRAV versions.
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4.3 InfoDrill User Testing Evaluation

4.3.1 Procedure

For the user testing evaluation of the InfoDrill application, the users participating were 20
executive, marketing, data analysis and technical personnel from telecommunications and
financial companies as well as local municipalities. They were contacted via email and were given

all the necessary information in order to take part in the remote evaluation session.

At the start of the session, prior to the test, the users were given a consent form that they had
to fill up before participating. This consent form informed the users about the study that they
were going to participate in, the benefits of their participation to the improvement of the

application as well as the handling of their personal data.

Before handing the users tasks to execute in the application, the session evaluator provided a
brief system walkthrough explaining the main premise of the application as well as some of its
core functionalities. The users were then instructed to open the application on their browser
using a link provided by the evaluator. They then shared their browser window, so that the

evaluator could observe their actions during the testing.

During the testing phase of the evaluation, the users were asked to execute the tasks of the two
scenarios. The evaluator offered the tasks one by one, both orally and in text form (with the use
of the teleconference application’s chat). While the task was executed by the users, the evaluator
was available for help if the users requested it or if they were stuck for a significant time. The
evaluator, at the same time, was keeping notes about the success of each task, the help given

and the errors users made.

After the completion of each scenario, the users were asked to fill up a NASA-TLX questionnaire
for the workload that they had experienced at that point. With the completion of both scenarios,
the users were then asked to fill up a UMUX-Lite questionnaire in order to evaluate the overall
user experience. Each session concluded with a debriefing interview where the users were asked
a few brief questions from the evaluator regarding their experience with the system as well as

their familiarity with systems of this type.
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4.3.2 Results

Task Success

Scenario A: Levels of Task Success Scenario B: Levels of Task Success
100% 100%
90% 90%
80% 80%
70% 70%
60% 60%
50% 50%
40% 40%
30% 30%
20% 20%
10% 10%
0% 0%
Task1l Task2 Task3 Taskd4 Taskb Taske Task7 Task 8.1 Task 8.2 Task9.1 Task9.2 Task 9.3 Task 10.1 Task 10.2
B Success M Partial Success ® Fail B Success M Partial Success M Fail

Figure 40 Task Success for scenario A (left) and B (right)

Figure 40 illustrates the task success of scenarios A and B. Each chart is made up of an x-axis that
depicts each task in the scenario and a y-axis that represents the users' success in completing the
task. There are three types of outcomes for each task: "success" where the users completed the
task on their own, "partial success" where the users completed the task but either requested
help from the evaluator or were stuck for a significant amount of time and the evaluator decided
that they should be offered help. Finally, there is the "fail" outcome, which means that the

evaluator had to point out the exact steps to the users in order for them to complete the task.

As shown in Figure 40, almost all of the tasks in both scenarios, with the exception of task 9.2,
had a "success" percentage of 50% or higher. Tasks 4, 6, and 10.2 had 100 percent of users
complete them successfully on their own, while nine tasks from both scenarios had a "success"
outcome of more than 70%. In general, scenario A, which was composed of tasks related to
dashboard comprehension, had a higher "success" outcome than scenario B, which was primarily
focused on dataset combining and dashboard creation. There are three tasks in particular with
"success" outcomes of 50% or lower. These tasks belonged to scenario B and had to do with the

creation of a dataset combination, the configuration of a dashboard's data drilling visualization,
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and the configuration of a dashboard's views. Additional details on the issues participants faced

while trying to accomplish these tasks, are provided in the sections that follow.

Help Requests

Percentage of users who completed the task without any assistance
100%
Task 10.2 I

Task 10.1 I 50%

Task 9.3 I /0%

Task9.2 NN 0%

Task 9.1 I 35 %

Task 8.2 I /5%

Task 8.1 I 55%
Task 7 I 7 5% 100%
Task 6 I
Task 5 I 35% 100%
Task 4 I —
Task3 (I 30%0
Task2 [ 7 0%
Task 1 | 50%6

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
Figure 41 Percentage of users who completed the task without any assistance

Figure 41 shows the percentage of users who completed the task without the assistance of the
evaluator. The x-axis shows the percentage of users, while the y-axis shows all of the tasks from
both scenarios. In Figure 41 it is illustrated that, with the exception of task 9.2, the percentage of
users completing both scenarios' tasks without any assistance was 50% or higher, a percentage
corresponding to the task success of those tasks on Figure 40. Similarly, the tasks completed by
70% or more of the users, as well as the tasks completed by all users without any assistance, had
nearly the same percentage as the task success of those tasks in Figure 40. Lastly for task 9.2 we
can observe that only 20% of the users manage to complete it without the assistance of the
evaluator, a fact that can also be noticed on the success and partial success percentages of that

task in Figure 40.
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Errors observed

Frequency of occurence for each identified error

issue 14 [ 10%

csue 1 I 25

issue 12 [N 1%

issue 11 [N 15%
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issues [ 5%
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SE e —————
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issue 1 | :0%
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Figure 42 Frequency of occurrence for each identified error during users' scenario executions

Figure 42 shows all of the user errors as well as the frequency of each error. The x-axis shows the
percentage of users who made the error, and the y-axis shows the issue number. In summary,
the most frequent errors were about some aspects of the dashboard and view creation as well
as in the datasets’ combining process. A table follows that describes each of the observed issues

as well as the scenario task(s) in which those errors were observed.

Table 4 Discovered Issues Description

Issue Description Task(s)

Issue 1 When a selected area on the map becomes unselected (by Tasks 3 &5
moving the map) users don’t notice.

Issue 2 No-data areas on the map are the same color as the lowest Task 4
range.
Issue 3 While creating a dashboard and configuring the map, users Task 9.2

don’t understand what the Geospatial Attribute is used for.
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Issue 4

Issue 5

Issue 6

Issue 7

Issue 8

Issue 9

Issue 10

Issue 11

Issue 12

Issue 13

Issue 14

Users can’t find where the already combined datasets are.

Setting ranges for the map during the configuration.

Users don’t fill the title field while creating a view, thus not
being able to complete the creation.

Users can’t find a way to change the title of a dataset.

The map can be zoomed.

The areas of the map can be clicked.

When trying to select an existing dashboard of a combined
dataset, some users selected the “create dashboard” icon on

the card.

Some users try to create a combination and forget to choose
the attributes for combination.

Users can’t find the “cancel” button when they want to
unselect an incorrect dataset for combination during the
combination creation phase.

Users are at the region level on the map and try to see
statistics of an area that is at a municipality level (trying to
select a municipality from region map level).

Users are not sure if the icon selection during the dashboard
creation is of any specific importance.

Task 1

Task 9.3

Task 10.1

Task 8.2

Task 2

Task 2

Task 1

Task 8.1

Task 8.1

Task 7

Task 8.1

Overall, it turns out that the most common sources of error pertain to forms, which have to be

filled-in with specialized information. Being first time users, participants were not able to fill-in

such forms without assistance.
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Workload
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Figure 43 Mental Workload of InfoDrill Application for scenarios A & B versus Desktop
applications (left) and Office work in general (right) [48]

Figure 43 shows the mental workload of the InfoDrill application and the impact it had on the
users in both scenarios A and B. As we can see, scenario A, which dealt with dashboard
comprehension, had a lower average workload and scored lower on all six subscales than

scenario B, which dealt with dataset combination and dashboard creation.

The workloads of scenarios A and B were also compared to workloads of desktop applications
and office work in general, which were sourced from Hertzum's [48] meta-analytic review of 556
studies on workloads measured with the TLX and its six subscales. In this review, the studies were
divided into groups, and the mean of the TLX value and its subscales, as well as the standard
deviation of these values, were calculated for each group. For our evaluation, we compared the

mean and standard deviation of the desktop applications and office work groups to our results.

As shown in Figure 43, the InfoDrill application is below the mean (indicated by the red line) of
both desktop applications and office work, both in terms of overall workload and for all TLX
subscales. Some of the subscales, such as mental demands and effort, are approaching the mean
of both workloads, but remain within the standard deviation. As a result, it can be concluded that
InfoDrill does not induce extraneous workload to users, not even in the case of Scenario B,

featuring tasks which were more difficult to be accomplished.

91



CHAPTER 4. EVALUATION

User Experience

UMUX-Lite Results
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Figure 44 UMUX-Lite Results (with error bars representing 95% confidence intervals)

Figure 44 shows the results of the UMUX-Lite questionnaire, which was completed by users at
the end of their session and focused on their User Experience. The results for both the "Meets
Requirements" and "Easy to Use" constructs were highly positive, with average values close to
and slightly higher than six (6) and with an overall UMUX-Lite result of 6.12 which, when
translated with the use of a translation table from [51] it leads to a SUS score of 78.42. This score
is generally considered as a good score since it is higher than the 68-point SUS benchmark that

was set by the average SUS score collected from 500 studies by Sauro [52].

Analysis of Respones to UMUX-Lite Constructs

50%

40%

35% 35%
25%
10%
5%
0% 0% 0% 0% 0% - 0% 0% .
1: Strongly 2: Disagree 3: Somewhat 4: Neutral 5: Somewhat 6: Agree 7: Strongly Agree

Disagree disagree agree

B Meets Requirements B Easy to Use

Figure 45 UMUX-Lite Analysis of Responses
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Figure 45 shows the analysis of UMUX-Lite questionnaire responses. Almost all of the responses
for both constructs were positive (either 5, 6, or 7, denoting "Somewhat agree," "Agree," or
"Strongly Agree" respectively). The most common response for the "Meets Requirements"
construct was 6, with 50% of users giving this response, followed by answers of 7 and 5. The most
common responses for the "Easy to Use" construct were 6 and 7, with 35% each, followed by 5
and, finally, 3 ("Somewhat disagree"), which was a response given by 5% of users. As a result, it
can be concluded that the overall UX was positive for almost all users. In particular, it was
unanimously agreed that the system met users’ requirements, while the majority of participants

also agreed that it was easy to use.

Debriefing findings

At the end of each session, users were asked three brief questions with regards to their
experience and familiarity with similar information visualization systems. For the first question
regarding what the users liked the most about the application, most of the answers revolved

around the ease of use of the application as well as its importance at assisting in decision-making.

For the question on what should be changed or improved in the application, about 35% of the

users didn’t consider that something should be changed. The rest gave the following suggestions:

e Need to add more advanced comparisons and customizing of parameters (20% of users)

e Need for explanation text on each step of the forms for creating a dashboard or view (10%
of users)

e Need for more language options (specifically Greek) (10% of users)

e When configuring a visualization, provide more than just the information about the data
type of an attribute (5% of users)

e The map needs a different color palette so that the areas in different categories can be
distinguished more easily. (5% of users)

e Add ability to create user-defined dataset categories (5% of users)

e More types of data analysis (5% of users)

e Ability to import data sources directly from other databases (5% of users)

e Ability to share a dashboard (5% of users)
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And for the last question on whether the users had any prior experience with a similar application

the answers were as follows:

e No prior experience with a similar application, but have statistics experience. (55% of
users)

e Little prior experience with a similar application, occasional use of Excel spreadsheets for
creation of charts and graphs (5% of users)

e Some experience with a similar application, use of custom data visualization solutions for
specific use cases (20% of users)

e Experience with a similar application, use of systems like PowerBI (20% of users)

94



CHAPTER 4. EVALUATION

4.4 Discussion

For the framework’s evaluation study two evaluations were conducted. A heuristic evaluation of
the DaRAV application and a user testing evaluation for the InfoDrill application. Both of these
evaluations brought forward some interesting results. In terms of the DaRAV evaluation, the
reporting of three UX experts revealed 23 issues. Those issues ranged in severity from cosmetic
to major (based on the scale mentioned in section 4.1.1), with 18 of them being of cosmetic or
minor severity and 5 of them being of major severity. These major severity application problems
were primarily found on the forms that a user must fill out in order to create a new risk analysis
or anonymization process, and specifically had to do with field labeling, input methods, and error
messages. Although these issues are not considered as show stoppers, they are already being
addressed in the next version of the application. Beside those issues though, the overall

impression of the experts with regards to the user experience of the application was positive.

The user testing evaluation of the InfoDrill application was carried out with users from various
domains and with varying levels of expertise. The testing consisted of two scenarios: one for
dashboard comprehension and the other for dashboard creation, as well as dataset combining.
The evaluation results revealed that the success and partial success percentages of scenarios'
tasks completed by users were high for both scenarios of the evaluation. The scenario where the
users did the least amount of errors and subsequently needed the lesser amount of help was the
first one. In terms of the workload experienced by users during the execution of both scenarios,
the evaluation results revealed that the overall workload was significantly lower, even when
compared to other desktop applications or office work workload studies. The application's user
experience (UX), as perceived by users, was considered to be very good, with the average results
of the UMUX-Lite questionnaire being 6.12, equivalent to a SUS score of 78.42. This is considered

a very good score since it is higher than the 68-point SUS benchmark for user experience.
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Chapter 5

Conclusions and Future Work

In this chapter, we provide a summary of the thesis’ work as well as our scientific contributions.
Additionally, we discuss about future work and the ways in which the proposed framework could

be enhanced.

5.1 Conclusions

This thesis provided a unified framework aimed at the analysis, visualization, and exploration of
big data while ensuring security and privacy. The proposed framework is realized by two
applications. The first application is DaRAV, which provides a platform that can facilitate de-
anonymization risk analysis modules and anonymization functionalities. This application
advances the state of the art by providing a wide range of de-anonymization risk analysis options
for datasets that contain more than just tabular data. DaRAV, in particular, provides risk analysis
modules for tabular, spatiotemporal, textual, financial transactions, and aggregation-based data,
thus assisting data owners in visualizing and analyzing the risk of leaking personal data that may
pass through their dataset. DaRAV also provides anonymization capabilities, allowing users to

perform k-anonymity and [-diversity anonymization processes on their datasets.

The second application of the framework is InfoDrill, which provides a solution for visualizing and
exploring large datasets by combining previously owned datasets with those obtained from
digital data marketplaces and displaying them through smart interactive dashboards. Our
scientific contribution to the industry standard visualization of data through dashboards is that
this application allows users to create dashboards and populate them with visualizations that can

facilitate data drill down and roll up actions on a combination of two datasets. These actions can
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be applied to all of the dashboard's visualizations without any additional configuration. This
approach, reduces the visual noise that users may encounter when dealing with large datasets
since it presents data in hierarchies that users can search through using drill down or roll up
actions without being in danger of losing the large image perception of the data under analysis.
In this way, the application gives to the users the ability to explore through data, discover new
knowledge, and gain new insights that they could not have gained without performing a similar

analysis on those datasets.

Both of the framework’s applications where evaluated for their User Experience (UX) and their
ease of use and workload (in the case of InfoDrill) in the framework’s evaluation study.
Specifically, a heuristic evaluation was conducted for the DaRAV application from three UX
experts and a user testing evaluation for the InfoDrill application with 20 executive, marketing,
data analysis and technical personnel from telecommunications and financial companies as well
as local municipalities. The heuristic evaluation of DaRAV resulted in an evaluation report
containing User Experience (UX) issues that should be addressed, the majority of which were
minor or cosmetic in nature. InfoDrill's user testing resulted in a very good User Experience, with
a SUS score of 78.42, which is higher than the 68-point SUS benchmark. Furthermore, when
compared to other desktop applications or office work workload studies, the users' perceived
workload while using the InfoDrill application was significantly lower. These evaluation results
indicate that users can effectively and efficiently combine datasets and create dashboards, but
also successfully utilize dashboards to comprehend information, drilling-down and rolling up to
different levels of detail, according to their current analysis needs, by merely handling the

“master” dashboard visualization (e.g. the geospatial data visualization).

5.2 Future work

The positive findings of the framework's evaluation study have strengthened our motivation for
the further development of this framework. One of the first priorities with regards to future work
would be the addressing of all the issues discovered in both the heuristic and users testing
evaluations of the applications. Afterwards, a user testing evaluation for the DaRAV application

would be highly beneficial.
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For the further advancement of the framework, with regards to the DaRAV application, the
addition of more advanced data anonymization functionalities as well as the export of interactive
risk analysis reports could be of great assistance to the users. Furthermore, the addition of data
utility analysis to the application would be a feature that could greatly benefit data owners
because it would assist them in determining the level of anonymity they would like to achieve by

taking into account the quality and utility of the output data.

Regarding the InfoDrill application, the ability to share already created dashboards in the form of
a report as well as the addition of collaborative data analysis would be highly beneficial.
Additionally, a future endeavor would be to augment the application's current descriptive
analysis with the addition of predictive and prescriptive ones. This could be accomplished by
incorporating predictive modeling and machine learning, which would analyze current and
historical data in order to make a better assessment of what will happen in the future and provide

insights that could greatly benefit the decision-making process.
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