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≈ı˜·ÒÈÛÙflÂÚ

 ·Ù'·Ò˜fiÌ Ë›Î˘ Ì· Âı˜·ÒÈÛÙfiÛ˘ ÙÔÌ ·Ù›Ò· ÏÔı √È‹ÌÌÁ Í·È ÙÁÌ ·‰ÂÎˆfi ÏÔı

≈ıÙı˜fl· „È· ÙÁÌ ·„‹Á, ÙÁÌ ÂÏÈÛÙÔÛ˝ÌÁ ÙÔıÚ Í·È ÙÁÌ ıÔÛÙfiÒÈÓÁ Ôı ÏÔı

·ÒÂfl˜·Ì ÛÂ ¸ÎÂÚ ÙÈÚ ‰˝ÛÍÔÎÂÚ ÛÙÈ„Ï›Ú Í·Ù‹ ÙÁ ‰È‹ÒÍÂÈ· ÂÍ¸ÌÁÛÁÚ ÙÁÚ ÂÒ„·Ûfl·Ú

·ıÙfiÚ. »ÂÒÏ‹ ÂflÛÁÚ Âı˜·ÒÈÛÙ˛ ÙÁÌ ÷Î˛Ò· „È· ÙÁÌ Í·Ù·Ì¸ÁÛÁ Í·È ÙÁÌ ıÔÏÔÌfi

ÙÁÚ.

« ·ÒÔ˝Û· ‰È·ÙÒÈ‚fi ÔÎÔÍÎÁÒ˛ËÁÍÂ Í‹Ù˘ ·¸ ÙÁÌ ÂÔÙÂfl· ÙÔı Í·ËÁ„ÁÙfi Í.

”Ù›ÎÈÔı œÒˆ·ÌÔı‰‹ÍÁ, ÙÔÌ ÔÔflÔ Í·È Âı˜·ÒÈÛÙ˛ „È· ÙÁÌ ÛıÌÂÒ„·Ûfl· ÙÔı Í·È ÙÈÚ

ÂıÍ·ÈÒflÂÚ Ôı ÏÔı ›‰˘ÛÂ.

»· fiËÂÎ· ÂflÛÁÚ Ì· Âı˜·ÒÈÛÙfiÛ˘ Ù· Ï›ÎÁ ÙÁÚ ÂÓÂÙ·ÛÙÈÍfiÚ ÂÈÙÒÔfiÚ ÙÁÚ

‰È·ÙÒÈ‚fiÚ ÏÔı, ÙÔıÚ ÍıÒflÔıÚ Jan-Olof Eklundh (Í·ËÁ„ÁÙfi ÙÔı ‘ÏfiÏ·ÙÔÚ ¡ÒÈËÏÁ-

ÙÈÍfiÚ ¡Ì‹ÎıÛÁÚ Í·È ≈ÈÛÙfiÏÁÚ ’ÔÎÔ„ÈÛÙ˛Ì [NADA] ÙÔı ¬·ÛÈÎÈÍÔ˝ …ÌÛÙÈÙÔ˝ÙÔı

‘Â˜ÌÔÎÔ„fl·Ú ÙÁÚ ”ÙÔÍ˜¸ÎÏÁÚ [KTH]), ”Ù›ˆ·ÌÔ  ¸ÎÎÈ· (Í·ËÁ„ÁÙfi ÙÔı ‘ÏfiÏ·ÙÔÚ

«ÎÂÍÙÒÔÎ¸„˘Ì ÃÁ˜·ÌÈÍ˛Ì ÙÔı ≈ËÌÈÍÔ˝ ÃÂÙÛ¸‚ÂÈÔı –ÔÎıÙÂ˜ÌÂflÔı), √È‹ÌÌÁ –flÙ·

(Í·ËÁ„ÁÙfi ÙÔı ‘ÏfiÏ·ÙÔÚ –ÎÁÒÔˆÔÒÈÍfiÚ ÙÔı ¡ÒÈÛÙÔÙ›ÎÂÈÔı –·ÌÂÈÛÙÁÏflÔı »ÂÛ-

Û·ÎÔÌflÍÁÚ), Giulio Sandini (·Ì·ÎÁÒ˘Ùfi Í·ËÁ„ÁÙfi ÙÔı ‘ÏfiÏ·ÙÔÚ –ÎÁÒÔˆÔÒÈÍfiÚ,

”ıÛÙÁÏ‹Ù˘Ì Í·È ≈ÈÍÔÈÌ˘ÌÈ˛Ì [DIST] ÙÔı –·ÌÂÈÛÙÁÏflÔı ÙÁÚ √›ÌÔ‚·), √È˛Ò„Ô

‘ÊÈÒflÙ· (·Ì·ÎÁÒ˘Ùfi Í·ËÁ„ÁÙfi ÙÔı ‘ÏfiÏ·ÙÔÚ ≈ÈÛÙfiÏÁÚ ’ÔÎÔ„ÈÛÙ˛Ì ÙÔı –·-

ÌÂÈÛÙÁÏflÔı  ÒfiÙÁÚ) Í·È –‹ÌÔ ‘Ò·˜·ÌÈ‹ (·Ì·ÎÁÒ˘Ùfi Í·ËÁ„ÁÙfi ÙÔı ‘ÏfiÏ·ÙÔÚ

≈ÈÛÙfiÏÁÚ ’ÔÎÔ„ÈÛÙ˛Ì ÙÔı –·ÌÂÈÛÙÁÏflÔı  ÒfiÙÁÚ). œÈ ·Ò·ÙÁÒfiÛÂÈÚ Í·È ıÔ‰Âfl-

ÓÂÈÚ ÙÔıÚ ÛıÌ›‚·ÎÎ·Ì ÛÙÁÌ ·ÒÙÈ¸ÙÂÒÁ Ûı„ÍÒ¸ÙÁÛÁ ÙÔı ÍÂÈÏ›ÌÔı ÙÁÚ ‰È·ÙÒÈ‚fiÚ.

…‰È·flÙÂÒÁ ·Ì·ˆÔÒ‹ ·ÓflÊÂÈ ÛÙÔ ˆflÎÔ Í·È ÛıÌ‹‰ÂÎˆ¸ ÏÔı ¡ÌÙ˛ÌÁ ¡Ò„ıÒ¸. ¡Ì

Í·È Ï·ÍÒÈ‹ ·¸ ÙÔ «Ò‹ÍÎÂÈÔ Í·Ù‹ ÙÁ ‰È‹ÒÍÂÈ· Ù˘Ì ‰˝Ô ÙÂÎÂıÙ·fl˘Ì ˜Ò¸Ì˘Ì, Á

ÛıÌÂÒ„·Ûfl· Ï·Êfl ÙÔı ÛÙ· Î·flÛÈ· ÙÁÚ ‰ÈÍfiÚ ÙÔı ‰È‰·ÍÙÔÒÈÍfiÚ ‰È·ÙÒÈ‚fiÚ, ·ÔÙ›ÎÂÛÂ

ÔÎ˝ÙÈÏÔ Âˆ¸‰ÈÔ „È· ÙÈÚ ‰ÈÍÈ›Ú ÏÔı ÒÔÛ‹ËÂÈÂÚ.

»›Î˘ ·Í¸Ï· Ì· Âı˜·ÒÈÛÙfiÛ˘ ·¸ Í·Ò‰È‹Ú ÙÔıÚ ˆflÎÔıÚ ÏÔı, ÔÈ ÔÔflÔÈ ÏÔı ›‰˘-



Û·Ì ÙÁÌ ·Ï›ÒÈÛÙÁ ÛıÏ·Ò‹ÛÙ·Ûfi ÙÔıÚ, ıÔÏ›ÌÔÌÙ·Ú ·‰È·Ï·ÒÙ˝ÒÁÙ· ÙÈÚ ·Ò·ÓÂÌÈ›Ú

Ôı ÏÔı ÒÔÍ·ÎÔ˝ÛÂ Á ÍÔ˝Ò·ÛÁ Í·È ÙÔ ‹„˜ÔÚ.

‘ÂÎÂÈ˛ÌÔÌÙ·Ú, Ë›Î˘ Ì· Âı˜·ÒÈÛÙfiÛ˘ ÙÔ ‰ÈÔÈÍÁÙÈÍ¸ Í·È ÙÂ˜ÌÈÍ¸ ÒÔÛ˘ÈÍ¸

Ù¸ÛÔ ÙÔı ‘ÏfiÏ·ÙÔÚ ≈ÈÛÙfiÏÁÚ ’ÔÎÔ„ÈÛÙ˛Ì ÙÔı –·ÌÂÈÛÙÁÏflÔı  ÒfiÙÁÚ ¸ÛÔ Í·È

ÙÔı …ÌÛÙÈÙÔ˝ÙÔı –ÎÁÒÔˆÔÒÈÍfiÚ ÙÔı …‰Ò˝Ï·ÙÔÚ ‘Â˜ÌÔÎÔ„fl·Ú Í·È ∏ÒÂıÌ·Ú „È· ÙÁÌ

‹ÏÂÛÁ ‚ÔfiËÂÈ· Ôı ÏÔı ·ÒÂfl˜Â ¸ÔÙÂ ÙÁÌ ˜ÒÂÈ‹ÛÙÁÍ·. …‰È·flÙÂÒ· Âı˜·ÒÈÛÙ˛ ÙÔ

…ÌÛÙÈÙÔ˝ÙÔ –ÎÁÒÔˆÔÒÈÍfiÚ ÙÔı …‘≈, Á ÔÈÍÔÌÔÏÈÍfi Í·È ıÎÈÍÔÙÂ˜ÌÈÍfi ÛıÌ‰ÒÔÏfi ÙÔı

ÔÔflÔı ıfiÒÓÂ ÛÁÏ·ÌÙÈÍ¸Ù·ÙÁ „È· ÙÁÌ ÔÎÔÍÎfiÒ˘ÛÁ ÙÁÚ ÂÒ„·Ûfl·Ú.



”Ùfi ÏÌfiÏÁ ÙÁÚ ÏÁÙ›Ò·Ú ÏÔı

¡ÈÍ·ÙÂÒflÌÁÚ Ã·ÒÍÔıÙÛ‹ÍÁ - ÀÔıÒ‹ÍÁ
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ÏÂ ¬‹ÛÁ ÙÁÌ ¡Ì‹ÎıÛÁ  flÌÁÛÁÚ

Ã·Ì¸ÎÁÚ ….¡. ÀÔıÒ‹ÍÁÚ

ƒÈ‰·ÍÙÔÒÈÍfi ƒÈ·ÙÒÈ‚fi

‘ÏfiÏ· ≈ÈÛÙfiÏÁÚ ’ÔÎÔ„ÈÛÙ˛Ì

–·ÌÂÈÛÙfiÏÈÔ  ÒfiÙÁÚ

–ÂÒflÎÁ¯Á

‘· ÎfiÒ˘Ú ·ıÙ¸ÌÔÏ· fi ·Í¸Ï· Í·È Ù· ÙÁÎÂ˜ÂÈÒÈÊ¸ÏÂÌ· ÁÏÈ·ıÙ¸ÌÔÏ· ÒÔÏÔÙÈÍ‹

ÛıÛÙfiÏ·Ù· ÏÔÒÔ˝Ì Ì· ›˜ÔıÌ ÎÁË˛Ò· Âˆ·ÒÏÔ„˛Ì ÛÂ ÙÔÏÂflÚ ¸˘Ú Ô ‚ÈÔÏÁ˜·ÌÈÍ¸Ú

Í·È ÔÈÍÈ·Í¸Ú ·ıÙÔÏ·ÙÈÛÏ¸Ú, Á ÂÓÂÒÂ˝ÌÁÛÁ ÙÔı ‰È·ÛÙfiÏ·ÙÔÚ, Á ·Ûˆ‹ÎÂÈ· Í·È Á

ˆ˝Î·ÓÁ ˜˛Ò˘Ì, Á ·Ì‹ÙıÓÁ Ô˜ÁÏ‹Ù˘Ì „È· ˜ÒfiÛÁ ÛÂ ÂÈÍflÌ‰ıÌ· „È· ÙÔÌ ‹ÌËÒ˘Ô

ÂÒÈ‚‹ÎÎÔÌÙ·, Á ıÔÛÙfiÒÈÓÁ ·Ù¸Ï˘Ì ÏÂ ÂÈ‰ÈÍ›Ú ·Ì‹„ÍÂÚ, Í.Î. √È· Ì· ÏÔÒ›ÛÔıÌ Ù·

ÛıÛÙfiÏ·Ù· ·ıÙ‹ Ì· ÎÂÈÙÔıÒ„fiÛÔıÌ ÛÂ ‹„Ì˘ÛÙ· fi ÏÁ ‰ÔÏÁÏ›Ì· Í·È ÏÂÙ·‚·ÎÎ¸ÏÂÌ·

ÂÒÈ‚‹ÎÎÔÌÙ·, Ë· Ò›ÂÈ Ì· ÏÔÒÔ˝Ì Ì· ·ÌÙÈÎ·Ï‚‹ÌÔÌÙ·È ÙÔ ÂÒÈ‚‹ÎÎÔÌ ÙÔıÚ Í·È Ì·

‰ÒÔ˝Ì ·Ì‹ÎÔ„·. ÃÈ· ·¸ ÙÈÚ ÈÔ ÛÁÏ·ÌÙÈÍ›Ú ÈÍ·Ì¸ÙÁÙÂÚ ·ÌÙflÎÁ¯ÁÚ ÂÌ¸Ú ·ıÙ¸ÌÔÏÔı

ÛıÛÙfiÏ·ÙÔÚ ÂflÌ·È ·ıÙfi ÙÁÚ ÎÔfi„ÁÛÁÚ, Á ‰ıÌ·Ù¸ÙÁÙ· ‰ÁÎ·‰fi ·ıÙ¸ÌÔÏÁÚ ÍflÌÁÛÁÚ

ÛÙÔ ÂÒÈ‚‹ÎÎÔÌ ÏÂ ‚‹ÛÁ ÙÈÚ ÏÂÙÒfiÛÂÈÚ Ôı ·Ò›˜ÔıÌ ‰È‹ˆÔÒÔÈ ·ÈÛËÁÙfiÒÂÚ. ‘Ô Í˝ÒÈÔ

Ë›Ï· ÙÁÚ ·ÒÔ˝Û·Ú ÂÒ„·Ûfl·Ú ÂflÌ·È Á ÔÙÈÍfi ÎÔfi„ÁÛÁ (visual navigation), ¸Ôı Á

¸Ò·ÛÁ ·ÔÙÂÎÂfl ÙÁÌ ‚·ÛÈÍfi ·flÛËÁÛÁ Í·È Á ÎÔfi„ÁÛÁ ‚·ÛflÊÂÙ·È ÛÙÁÌ ·Ì‹ÎıÛÁ

ÍflÌÁÛÁÚ (visual motion analysis). –ÈÔ Ûı„ÍÂÍÒÈÏ›Ì·, Á ‰È·ÙÒÈ‚fi ·ıÙfi ·Û˜ÔÎÂflÙ·È

i



ÏÂ ÙÁÌ ÏÂÎ›ÙÁ ÙÁÚ ‰È‰È‹ÛÙ·ÙÁÚ ÍflÌÁÛÁÚ ÛÁÏÂfl˘Ì Ù· ÔÔfl· ·Ò·ÙÁÒÔ˝ÌÙ·È ÛÂ

ÏÈ· ÂflÂ‰Á ˆ˘ÙÔÂı·flÛËÁÙÁ ÂÈˆ‹ÌÂÈ· ÒÔ‚ÔÎfiÚ (.˜. Í‹ÏÂÒ·), ÏÂ ÛÙ¸˜Ô ÙÁÌ

ÂÓ·„˘„fi ÂÒÈ„Ò·ˆ˛Ì ·Ì·ˆÔÒÈÍ‹ ÏÂ ÙÁÌ ÍflÌÁÛÁ ÙÁÚ ÂÈˆ‹ÌÂÈ·Ú ·ıÙfiÚ ˘Ú ÒÔÚ

ÙÔ ÂÒÈ‚‹ÎÎÔÌ Í·Ë˛Ú Í·È ÙÁÌ „Â˘ÏÂÙÒfl· ÙÁÚ ·ÂÈÍÔÌÈÊ¸ÏÂÌÁÚ ÛÍÁÌfiÚ. ‘›ÙÔÈÂÚ

ÂÒÈ„Ò·ˆ›Ú ÏÔÒÔ˝Ì Ì· ˜ÒÁÛÈÏÔÔÈÁËÔ˝Ì „È· Ì· ıÔÛÙÁÒflÓÔıÌ ÙÁÌ ÂflÙÂıÓÁ Ù˘Ì

ÛÙ¸˜˘Ì ÍÈÌÔ˝ÏÂÌ˘Ì ÒÔÏÔÙÈÍ˛Ì ÛıÛÙÁÏ‹Ù˘Ì. ≈ÈÎ›ÔÌ, ÂÍÙ¸Ú ·¸ ÙÁÌ ÂÓ·„˘„fi

ÎÁÒÔˆÔÒÈ˛Ì Ôı ÏÔÒÔ˝Ì Ì· ˜ÒÁÛÈÏÔÔÈÁËÔ˝Ì „È· ÙÁÌ Í·ËÔ‰fi„ÁÛÁ ÏÁ˜·ÌÈÍ˛Ì

ÛıÛÙÁÏ‹Ù˘Ì, Á ÏÂÎ›ÙÁ ÙÁÚ ÍflÌÁÛÁÚ ÏÔÒÂfl Ì· ÛıÏ‚‹ÎÎÂÈ ÛÙÁÌ ·ıÙÔÏ·ÙÔÔflÁÛÁ

ÂÒflÎÔÍ˘Ì ‰È·‰ÈÍ·ÛÈ˛Ì ÛÂ ÂÒÂıÌÁÙÈÍÔ˝Ú ÙÔÏÂflÚ ¸˘Ú ÂflÌ·È Ô ÂıÒÂÙÁÒÈ·ÛÏ¸Ú ‚flÌÙÂÔ

(video indexing), Á Û˝ÌËÂÛÁ Ì›˘Ì ·¸¯Â˘Ì ÏÈ·Ú ÛÍÁÌfiÚ (novel view synthesis),

Á ÂÈÍÔÌÈÍfi Í·È Â·ıÓÁÏ›ÌÁ Ò·„Ï·ÙÈÍ¸ÙÁÙ· (virtual and augmented reality), Á

ÂÂÓÂÒ„·Ûfl· Ù·ÈÌÈ˛Ì ‚flÌÙÂÔ (video post production), Í.Î.

« ÒÔÛ›„„ÈÛÁ Ôı ıÈÔËÂÙÂflÙ·È ÛÙÁÌ ÂÒ„·Ûfl· ·ıÙfi ·ÍÔÎÔıËÂfl ÙÁÌ ËÂ˘Òfl· ÙÁÚ

ÙÂÎÂÔÎÔ„ÈÍfiÚ (purposive) fi ·ÎÎÈ˛Ú ÛıÏÂÒÈˆÔÒÈÍfiÚ (behavioral) ¸Ò·ÛÁÚ, Û˝Ïˆ˘Ì· ÏÂ

ÙÁÌ ÔÔfl· ›Ì· Û˝ÛÙÁÏ· ¸Ò·ÛÁÚ Ò›ÂÈ Ì· ÔÒ„·Ì˛ÌÂÙ·È ÏÂ ‚‹ÛÁ ÙÔıÚ ÛÙ¸˜ÔıÚ ÙÔı

Í·È ÙÈÚ ÈÍ·Ì¸ÙÁÙÂÚ Ôı ··ÈÙÂflÙ·È Ì· ›˜ÂÈ Í·È ¸˜È ÏÂ ‚‹ÛÁ ÙÁÌ ÎÂÈÙÔıÒ„ÈÍfi ÛÁÏ·Ûfl·

Ù˘Ì ‰ÔÏÈÍ˛Ì ÙÔı ÛÙÔÈ˜Âfl˘Ì.  ‹ËÂ ÈÍ·Ì¸ÙÁÙ· ıÎÔÔÈÂflÙ·È ·¸ ÏÈ· ÓÂ˜˘ÒÈÛÙfi ‰ÈÂÒ-

„·Ûfl· (process), Á ÔÔfl· ›˜ÂÈ ›Ì·Ì Í·Î‹ ÔÒÈÛÏ›ÌÔ ÛÙ¸˜Ô Í·È ÂflÌ·È ÒÔÛ·ÒÏÔÛÏ›ÌÁ

ÛÙÈÚ È‰È·ÈÙÂÒ¸ÙÁÙÂÚ ÙÔı ÂÒÈ‚‹ÎÎÔÌÙÔÚ „È· ÙÔ ÔÔflÔ ÒÔÔÒÈÊÂÙ·È ÙÔ Û˝ÛÙÁÏ· ¸Ò·-

ÛÁÚ. ∏ÙÛÈ, Á ¸Ò·ÛÁ ÂÈÙı„˜‹ÌÂÙ·È ·¸ ›Ì· Û˝ÌÔÎÔ ÛıÌÂÒ„·Ê¸ÏÂÌ˘Ì ‰ÈÂÒ„·ÛÈ˛Ì, ÔÈ

ÔÔflÂÚ ÂÈ‰È˛ÍÔıÌ ÙÔıÚ ÛÙ¸˜ÔıÚ ÙÔı ·ÌÙflÛÙÔÈ˜Ôı ÛıÛÙfiÏ·ÙÔÚ ÏÂ ›Ì· ÛıÌÂÒ„·ÙÈÍ¸

ÙÒ¸Ô. « ÛıÏÂÒÈˆÔÒÈÍfi ÒÔÛ›„„ÈÛÁ ÛÙÁÌ ¸Ò·ÛÁ ·Ò›˜ÂÈ ÛÁÏ·ÌÙÈÍ‹ ÏÂËÔ‰ÔÎÔ„ÈÍ‹

ÎÂÔÌÂÍÙfiÏ·Ù·. –Ò˛ÙÔÌ, Á ÙÂÎÂÔÎÔ„fl· Ù˘Ì ‰ÈÂÒ„·ÛÈ˛Ì ÙÁÚ ¸Ò·ÛÁÚ ÂÈÙÒ›ÂÈ ÙÁÌ

‰È·Ù˝˘ÛÁ ·ÎÔ˝ÛÙÂÒ˘Ì Í·È ‹Ò· ÂıÍÔÎ¸ÙÂÒ˘Ì ÒÔ‚ÎÁÏ‹Ù˘Ì. ƒÂ˝ÙÂÒÔÌ, Í·Ë›Ì·

·¸ ·ıÙ‹ Ù· ÒÔ‚ÎfiÏ·Ù· ÂÈ‰›˜ÂÙ·È ›Ì· ÏÈÍÒ¸ ·ÒÈËÏ¸ ·¸ ÈË·Ì›Ú Î˝ÛÂÈÚ, ÔÈ ÔÔflÂÚ

ÏÔÒÔ˝Ì Ì· ›˜ÔıÌ ÔÈÔÙÈÍ¸ ˜·Ò·ÍÙfiÒ·. ≈ÔÏ›Ì˘Ú, ·Ì ÏÔÒÔ˝Ì Ì· ‚ÒÂËÔ˝Ì ‹ÏÂÛÂÚ

Î˝ÛÂÈÚ ÛÂ Ù›ÙÔÈ· ÒÔ‚ÎfiÏ·Ù·, ›Ì· Û˝ÛÙÁÏ· ¸Ò·ÛÁÚ ÏÔÒÂfl Ì· ÎÂÈÙÔıÒ„fiÛÂÈ ÏÂ

‚‹ÛÁ ÏÂÒÈÍ›Ú (partial) ·Ì··Ò·ÛÙ‹ÛÂÈÚ ÙÔı ÂÒÈ‚‹ÎÎÔÌÙÔÚ. œÈ ·Ì··Ò·ÛÙ‹ÛÂÈÚ

·ıÙ›Ú ÂÒÈÔÒflÊÔÌÙ·È ÛÂ ÎÁÒÔˆÔÒflÂÚ Ôı ·ˆÔÒÔ˝Ì Ù· Ûı„ÍÂÍÒÈÏ›Ì· ÒÔ‚ÎfiÏ·Ù·

ii



Ôı Ò›ÂÈ Ì· ·ÌÙÈÏÂÙ˘ÈÛÙÔ˝Ì, Í·Ù·Ò„˛ÌÙ·Ú ÙÁÌ ·Ì‹„ÍÁ Í·Ù·ÛÍÂıfiÚ ÏÈ·Ú Îfi-

ÒÔıÚ, „ÂÌÈÍÔ˝ ÛÍÔÔ˝ ·Ì··Ò‹ÛÙ·ÛÁÚ. ‘Ô ˜·Ò·ÍÙÁÒÈÛÙÈÍ¸ ·ıÙ¸ ÂflÌ·È È‰È·ÈÙ›Ò˘Ú

ÛÁÏ·ÌÙÈÍ¸, ÏÈ· Í·È Á ÂÓ·„˘„fi ÏÈ‹Ú ÎÂÙÔÏÂÒÔ˝Ú, „ÂÌÈÍÔ˝ ÛÍÔÔ˝ ·Ì··Ò‹ÛÙ·ÛÁÚ

ÂflÌ·È ÂÓ·ÈÒÂÙÈÍ‹ ‰˝ÛÍÔÎÁ. ‘›ÎÔÚ, Á ˆıÛÈÔÎÔ„fl· ÂÌ¸Ú ÛıÛÙfiÏ·ÙÔÚ ÛÂ ÛıÌ‰È·ÛÏ¸ ÏÂ

Ù· ˜·Ò·ÍÙÁÒÈÛÙÈÍ‹ ÙÔı ÂÒÈ‚‹ÎÎÔÌÙ¸Ú ÙÔı, Ë›ÙÔıÌ ÂÒÈÔÒÈÛÏÔ˝Ú Á ÂÍÏÂÙ‹ÎÎÂıÛÁ

Ù˘Ì ÔÔfl˘Ì ÏÔÒÂfl Ì· ·ÎÔÔÈfiÛÂÈ ÒÔ‚ÎfiÏ·Ù· Ù· ÔÔfl· ÂflÌ·È ÔÎ˝ ‰˝ÛÍÔÎ· ÛÙÁÌ

„ÂÌÈÍ¸ÙÁÙ‹ ÙÔıÚ.

« ·ÒÔ˝Û· ‰È·ÙÒÈ‚fi ÂÒÈ„Ò‹ˆÂÈ Ù· ·ÔÙÂÎ›ÛÏ·Ù· Ù˘Ì ÂÒÂıÌÁÙÈÍ˛Ì ÒÔÛ·-

ËÂÈ˛Ì Ôı ·ˆÔÒÔ˝Ì Ù›ÛÛÂÒÂÈÚ ÔÙÈÍ›Ú ÈÍ·Ì¸ÙÁÙÂÚ, Ûı„ÍÂÍÒÈÏ›Ì· ÙÁÌ ·Ìfl˜ÌÂıÛÁ

·ÌÂÓ‹ÒÙÁÙÁÚ ÍflÌÁÛÁÚ, ÙÁÌ ÂÍÙflÏÁÛÁ È‰fl·Ú ÍflÌÁÛÁÚ, ÙÁÌ ·Ìfl˜ÌÂıÛÁ ÂÏÔ‰fl˘Ì Í·È

ÙÁÌ ÂÍÙflÏÁÛÁ ÙÔı ˜Ò¸ÌÔı Ò¸ÛÍÒÔıÛÁÚ. …‰È·flÙÂÒÁ ›Ïˆ·ÛÁ ‰¸ËÁÍÂ Ù¸ÛÔ ÛÂ ËÂ˘-

ÒÁÙÈÍ›Ú ¸ÛÔ Í·È ÛÂ Ò·ÍÙÈÍ›Ú Ùı˜›Ú Ù˘Ì ·Ò·‹Ì˘ ÒÔ‚ÎÁÏ‹Ù˘Ì. ¡Ò˜ÈÍ‹, ÏÂ

‚‹ÛÁ ËÂ˘ÒÁÙÈÍ›Ú ÏÂÎ›ÙÂÚ, ·Ì·Ù˝˜ËÁÍ·Ì ıÔÎÔ„ÈÛÙÈÍ‹ ÏÔÌÙ›Î· „È· Í‹ËÂ ÔÙÈÍfi

ÈÍ·Ì¸ÙÁÙ·. ƒÂ‰ÔÏ›ÌÔı ¸ÙÈ Á ıÔÎÔ„ÈÛÙÈÍfi ¸Ò·ÛÁ ÂflÌ·È ÍıÒfl˘Ú ›Ì·Ú ÂÏÂÈÒÈÍ¸Ú

ÙÔÏ›·Ú, ÙÔ Â¸ÏÂÌÔ ‚fiÏ· fiÙ·Ì Á ÂÈÒ·Ï·ÙÈÍfi Â·ÎfiËÂıÛÁ Ù˘Ì ıÔÎÔ„ÈÛÙÈÍ˛Ì ÏÔ-

ÌÙ›Î˘Ì ÏÂ ˜ÒfiÛÁ Ò˘Ù¸Ùı˘Ì ıÎÔÔÈfiÛÂ˘Ì Í·Ù‹ÎÎÁÎ˘Ì ·Î„ÔÒflËÏ˘Ì. …‰È·flÙÂÒÁ

ÒÔÛÔ˜fi ‰¸ËÁÍÂ ÛÙÁÌ ·Ì‹ÙıÓÁ ÙÂ˜ÌÈÍ˛Ì Ôı ·ÔˆÂ˝„ÔıÌ ÙÁÌ ‰È·Ù˝˘ÛÁ ÔÎ˝

ÂÒÈÔÒÈÛÙÈÍ˛Ì ıÔË›ÛÂ˘Ì ·Ì·ˆÔÒÈÍ‹ ÏÂ ÙÔÌ ·Ò·ÙÁÒÁÙfi fi/Í·È ÙÔ ÂÒÈ‚‹ÎÎÔÌ, Âfl-

Ì·È ·ÌÂÍÙÈÍ›Ú ÛÙÁÌ ˝·ÒÓÁ ËÔÒ˝‚Ôı Í·È ‚·ÛflÊÔÌÙ·È ÛÂ ·Î›Ú ·Ì··Ò·ÛÙ‹ÛÂÈÚ ÔÈ

ÔÔflÂÚ ‰ÂÌ ··ÈÙÔ˝Ì ÙÁÌ ÂÓ·„˘„fi ÂÒÈÙÙ˛Ì ÎÁÒÔˆÔÒÈ˛Ì. ≈ˆ¸ÛÔÌ Í‹ËÂ ÏÈ· ·¸ ÙÈÚ

·Ì·Ùı˜ËÂflÛÂÚ ÈÍ·Ì¸ÙÁÙÂÚ ·Û˜ÔÎÂflÙ·È ÏÂ ÙÁÌ ÂflÙÂıÓÁ ÂÌ¸Ú Í·Î‹ ÔÒÈÛÏ›ÌÔı ÛÙ¸˜Ôı

Í·È ‰ÂÌ ÂÓ·ÒÙ‹Ù·È Í·flÒÈ· ·¸ ÙÔ ÂÒÈ‚‹ÎÎÔÌ, ÏÔÒÂfl Ì· ·ÔÙÂÎ›ÛÂÈ ÏÈ· ÙÂ˜ÌÈÍfi

„ÂÌÈÍfiÚ ˜ÒfiÛÁÚ, Í·Ù‹ÎÎÁÎÁ „È· ‰È‹ˆÔÒÂÚ Ò·ÍÙÈÍ›Ú Âˆ·ÒÏÔ„›Ú. ”ıÌÔÎÈÍ‹, ·ıÙ›Ú

ÔÈ ÔÙÈÍ›Ú ÈÍ·Ì¸ÙÁÙÂÚ ·ÔÙÂÎÔ˝Ì ›Ì· Û˝ÌÔÎÔ ÂÒ„·ÎÂfl˘Ì, ÈÍ·Ì¸ Ì· ıÔÛÙÁÒflÓÂÈ

Û˝ÌËÂÙÂÚ ÛıÏÂÒÈˆÔÒ›Ú. ”ÙÁ ÛıÌ›˜ÂÈ·, ÂÒÈ„Ò‹ˆÔÌÙ·È ÏÂ ÛıÌÙÔÏfl· Á ÛıÏ‚ÔÎfi Í·È

Ù· ·ÔÙÂÎ›ÛÏ·Ù· ·ıÙfiÚ ÙÁÚ ÂÒ„·Ûfl·Ú.

« Ò˛ÙÁ ·¸ ÙÈÚ ÈÍ·Ì¸ÙÁÙÂÚ Ôı ÏÂÎÂÙfiËÁÍ·Ì ·Û˜ÔÎÂflÙ·È ÏÂ ÙÁÌ ·Ì·„Ì˛ÒÈÛÁ

·ÌÙÈÍÂÈÏ›Ì˘Ì Ù· ÔÔfl· ÍÈÌÔ˝ÌÙ·È ·ÌÂÓ‹ÒÙÁÙ· ·¸ ›Ì·Ì ÍÈÌÔ˝ÏÂÌÔ ·Ò·ÙÁÒÁÙfi
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Ï›Û· ÛÙÔ ÔÙÈÍ¸ ÙÔı Â‰flÔ. œÈ ÂÒÈÛÛ¸ÙÂÒÂÚ ·¸ ÙÈÚ ÙÂ˜ÌÈÍ›Ú Ôı ›˜ÔıÌ ÒÔÙ·ËÂfl

„È· ÙÁÌ ·Ìfl˜ÌÂıÛÁ ·ÌÂÓ‹ÒÙÁÙÁÚ ÍflÌÁÛÁÚ ‚·ÛflÊÔÌÙ·È ÛÂ ÂÒÈÔÒÈÛÙÈÍ›Ú ıÔË›ÛÂÈÚ

Û˜ÂÙÈÍ‹ ÏÂ ÙÔ ÂÒÈ‚‹ÎÎÔÌ fi ÙÁÌ ÍflÌÁÛÁ ÙÔı ·Ò·ÙÁÒÁÙfi. ≈ÈÎ›ÔÌ, ‚·ÛflÊÔÌÙ·È ÛÙÔÌ

ıÔÎÔ„ÈÛÏ¸ ÂÌ¸Ú ıÍÌÔ˝ Â‰flÔı ÔÙÈÍfiÚ ÒÔfiÚ, ÙÔ ÔÔflÔ ·ÌÙÈÛÙÔÈ˜Âfl ÛÙÁÌ ÂflÎıÛÁ

ÙÔı ÒÔ‚ÎfiÏ·ÙÔÚ ÙÁÚ ·ÌÙÈÛÙÔfl˜ÈÛÁÚ ÙÔ ÔÔflÔ ÂflÌ·È ·ÛËÂÌ˛Ú ÔÒÈÛÏ›ÌÔ (ill-posed).

”Ù· Î·flÛÈ· ·ıÙfiÚ ÙÁÚ ÂÒ„·Ûfl·Ú, Á ·Ìfl˜ÌÂıÛÁ ·ÌÂÓ‹ÒÙÁÙÁÚ ÍflÌÁÛÁÚ ·Ì‹„ÂÙ·È ÛÂ

›Ì· Ò¸‚ÎÁÏ· Â˝Ò˘ÛÙÁÚ ÂÍÙflÏÁÛÁÚ ·Ò·Ï›ÙÒ˘Ì ÍflÌÁÛÁÚ, ÙÔ ÔÔflÔ Âˆ·ÒÏ¸ÊÂÙ·È

ÛÙ· ÔÙÈÍ‹ ÂÒÂËflÛÏ·Ù· Ôı ‰›˜ÂÙ·È ›Ì·Ú ÛıÏ·„˛Ú ÍÈÌÔ˝ÏÂÌÔÚ ·Ò·ÙÁÒÁÙfiÚ. «

ÒÔÙÂÈÌ¸ÏÂÌÁ Ï›ËÔ‰ÔÚ ÂÈÎ›„ÂÈ ·ıÙ¸Ï·Ù· ÏÈ· ÂflÂ‰Á ÂÈˆ‹ÌÂÈ· ÛÙÁÌ ÛÍÁÌfi Í·È

ıÔÎÔ„flÊÂÈ ÙÔ Â‰flÔ Í‹ËÂÙÁÚ ı¸ÎÔÈÁÚ ÒÔfiÚ Î¸„˘ ·Ò‹ÎÎ·ÓÁÚ (residual parallax

normal flow field) ÛÂ ‰˝Ô ‰È·‰Ô˜ÈÍ›Ú ˜ÒÔÌÈÍ›Ú ÛÙÈ„Ï›Ú. ”ÙÁ ÛıÌ›˜ÂÈ·, Ù· ‰ıÔ

›‰È· Í‹ËÂÙÁÚ ÒÔfiÚ Ôı ÒÔÍ˝ÙÔıÌ ÛıÌ‰È‹ÊÔÌÙ·È ÏÂ ›Ì· „Ò·ÏÏÈÍ¸ ÏÔÌÙ›ÎÔ. œÈ

·Ò‹ÏÂÙÒÔÈ ÙÔı ÏÔÌÙ›ÎÔı ·ıÙÔ˝ Û˜ÂÙflÊÔÌÙ·È ÏÂ ÙÈÚ ·Ò·Ï›ÙÒÔıÚ ÙÁÚ ÍflÌÁÛÁÚ

ÙÔı ·Ò·ÙÁÒÁÙfi Í·È Á Â˝Ò˘ÛÙÁ ÂÍÙflÏÁÛfi ÙÔıÚ ·Ò›˜ÂÈ ÏÈ· ÙÏÁÏ·ÙÔÔflÁÛÁ ÙÁÚ

ÛÍÁÌfiÚ ÏÂ ‚‹ÛÁ ÙÁÌ ÙÒÈÛ‰È‹ÛÙ·ÙÁ ÍflÌÁÛÁ. « Ï›ËÔ‰ÔÚ ·ÔˆÂ˝„ÂÈ ÏÈ· ÎfiÒÁ Î˝ÛÁ

ÛÙÔ Ò¸‚ÎÁÏ· ÙÁÚ ·ÌÙÈÛÙÔfl˜ÈÛÁÚ ÏÂ ÙÔ Ì· ·ÌÙÈÛÙÔÈ˜Âfl ÂÈÎÂÍÙÈÍ‹ ıÔÛ˝ÌÔÎ· Ù˘Ì

ÛÁÏÂfl˘Ì Ù˘Ì ÂÈÍ¸Ì˘Ì Í·È Ì· ˜ÒÁÛÈÏÔÔÈÂfl Â‰fl· Í‹ËÂÙÁÚ ÒÔfiÚ. –ÂÈÒ·Ï·ÙÈÍ‹

·ÔÙÂÎ›ÛÏ·Ù· ‰Âfl˜ÌÔıÌ ÙÁÌ ·ÔÙÂÎÂÛÏ·ÙÈÍ¸ÙÁÙ· ÙÁÚ ÒÔÙÂÈÌ¸ÏÂÌÁÚ ÏÂË¸‰Ôı ÛÙÁÌ

·Ìfl˜ÌÂıÛÁ ·ÌÂÓ‹ÒÙÁÙÁÚ ÍflÌÁÛÁÚ ÛÂ ÂÒÈÙ˛ÛÂÈÚ ÛÍÁÌ˛Ì ÏÂ ÏÂ„‹ÎÂÚ ‰È·ÍıÏ‹ÌÛÂÈÚ

‚‹ËÔıÚ Í·È „ÂÌÈÍ˛Ì ÍÈÌfiÛÂ˘Ì ÙÔı ·Ò·ÙÁÒÁÙfi.

« ‰Â˝ÙÂÒÁ ÈÍ·Ì¸ÙÁÙ· ·Û˜ÔÎÂflÙ·È ÏÂ ÙÔ Ò¸‚ÎÁÏ· ÂÍÙflÏÁÛÁÚ ÙÁÚ È‰fl·Ú ÍflÌÁÛÁÚ

(ÙÁÚ Ù·˜˝ÙÁÙ·Ú ‰ÁÎ·‰fi ÂÌ¸Ú ÍÈÌÔ˝ÏÂÌÔı ·Ò·ÙÁÒÁÙfi ˘Ú ÒÔÚ ÙÔ ÂÒÈ‚‹ÎÎÔÌ), ÏÂ

˜ÒfiÛÁ ÔÙÈÍfiÚ ÎÁÒÔˆÔÒfl·Ú. « „Ì˛ÛÁ ÙÁÚ È‰fl·Ú ÍflÌÁÛÁÚ ÂflÌ·È ÔÎ˝ ˜ÒfiÛÈÏÁ „È·

‰È‹ˆÔÒÂÚ ‰È·‰ÈÍ·ÛflÂÚ ‚·ÛÈÛÏ›ÌÂÚ ÛÂ ÔÙÈÍfi ·Ì‹‰Ò·ÛÁ. –ÔÎÎ›Ú ·¸ ÙÈÚ ı‹Ò˜ÔıÛÂÚ

ÙÂ˜ÌÈÍ›Ú „È· ÙÁÌ ÂflÎıÛÁ ÙÔı ÒÔ‚ÎfiÏ·ÙÔÚ ·ıÙÔ˝ ‚·ÛflÊÔÌÙ·È ÛÂ ÂÒÈÔÒÈÛÙÈÍ›Ú

ıÔË›ÛÂÈÚ Û˜ÂÙÈÍ‹ ÏÂ ÙÁÌ ÍflÌÁÛÁ ÙÔı ·Ò·ÙÁÒÁÙfi fi ÙÁ ‰ÔÏfi ÙÁÚ ·Ò·ÙÁÒÔ˝ÏÂÌÁÚ

ÛÍÁÌfiÚ. ≈ÈÎ›ÔÌ, Ûı˜Ì‹ Í·Ù·ˆÂ˝„ÔıÌ ÛÂ ·Ì·ÊfiÙÁÛÁ ÛÙÔÌ ÔÎı‰È‹ÛÙ·ÙÔ ˜˛ÒÔ

Ù˘Ì ‰ıÌ·Ù˛Ì Î˝ÛÂ˘Ì. ”ı˜Ì‹, Ù›ÙÔÈÂÚ ÙÂ˜ÌÈÍ›Ú ·Ì·ÊfiÙÁÛÁÚ ÛıÌÂ‹„ÔÌÙ·È ÏÂ„‹ÎÔ

ıÔÎÔ„ÈÛÙÈÍ¸ Í¸ÛÙÔÚ fi ·ÒÔıÛÈ‹ÊÔıÌ ÒÔ‚ÎfiÏ·Ù· Û˝„ÍÎÈÛÁÚ ÛÙÁ Û˘ÛÙfi Î˝ÛÁ.
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”ÙÁÌ ÂÒ„·Ûfl· ·ıÙfi, ÂÓ‹„ÂÙ·È ›Ì·Ú Ì›ÔÚ „Ò·ÏÏÈÍ¸Ú ÂÒÈÔÒÈÛÏ¸Ú Ôı ÂÒÈÎ·Ï‚‹ÌÂÈ

ÔÛ¸ÙÁÙÂÚ ÂÓ·ÒÙ˛ÏÂÌÂÚ ·Ô ÙÈÚ ·Ò·Ï›ÙÒÔıÚ ÙÁÚ È‰fl·Ú ÍflÌÁÛÁÚ. œ ÂÒÈÔÒÈÛÏ¸Ú

·ıÙ¸Ú ÔÒflÊÂÙ·È Ï›Û˘ Ù˘Ì ‰È·ÌıÛÏ‹Ù˘Ì ÔÙÈÍfiÚ ÒÔfiÚ Ôı ·ÌÙÈÛÙÔÈ˜Ô˝Ì ÛÂ ÙÂÙÒ‹‰ÂÚ

ÛıÌÂıËÂÈ·Í˛Ì ÛÁÏÂfl˘Ì Ù˘Ì ÂÈÍ¸Ì˘Ì Í·È ÂflÌ·È Âˆ·ÒÏ¸ÛÈÏÔÚ ·ÌÂÓ‹ÒÙÁÙ· ·¸ ÙÔ

Âfl‰ÔÚ ÙÁÚ È‰fl·Ú ÍflÌÁÛÁÚ fi ÙÁ ‰ÔÏfi ÙÁÚ ÛÍÁÌfiÚ. ≈ÈÎ›ÔÌ, ÂflÌ·È ·ÍÒÈ‚fiÚ ı¸ ÙÁÌ

›ÌÌÔÈ· ¸ÙÈ ‰ÂÌ ÂÓ‹„ÂÙ·È ÏÂ ˜ÒfiÛÁ Í‹ÔÈ˘Ì ÒÔÛÂ„„flÛÂ˘Ì. ”Â ÛıÌ‰È·ÛÏ¸ ÏÂ ÙÂ˜ÌÈÍ›Ú

Â˝Ò˘ÛÙÁÚ ÂÍÙflÏÁÛÁÚ ·Ò·Ï›ÙÒ˘Ì, Ô ÂÒÈÔÒÈÛÏ¸Ú ·ıÙ¸Ú ÂÈÙÒ›ÂÈ ÙÁÌ ÂÍÙflÏÁÛÁ ÙÁÚ

Í·ÙÂ˝ËıÌÛÁÚ ÙÁÚ ÏÂÙ·ˆÔÒÈÍfiÚ ÍflÌÁÛÁÚ (‰ÁÎ. ÙÔı FOE), ‰È·˜˘ÒflÊÔÌÙ·Ú ›ÙÛÈ ÙÈÚ

ÏÂÙ·ˆÔÒÈÍ›Ú ·¸ ÙÈÚ ÂÒÈÛÙÒÔˆÈÍ›Ú ÛıÌÈÛÙ˛ÛÂÚ ÙÁÚ È‰fl·Ú ÍflÌÁÛÁÚ. ≈ÍÙÂÌÂflÚ ÒÔ-

ÛÔÏÂÈ˛ÛÂÈÚ Í·Ë˛Ú Í·È ÂÈÒ‹Ï·Ù· ÏÂ Ò·„Ï·ÙÈÍ‹ Â‰fl· ÔÙÈÍfiÚ ÒÔfiÚ, ‰Âfl˜ÌÔıÌ ÙÁÌ

·ÍÒfl‚ÂÈ· ÙÁÚ ÏÂË¸‰Ôı ÏÂ ‰È‹ˆÔÒ· ÂflÂ‰· ËÔÒ˝‚Ôı Í·È ÍÈÌfiÛÂÈÚ ÙÔı ·Ò·ÙÁÒÁÙfi.

« ·Ìfl˜ÌÂıÛÁ Í·È ·Ôˆı„fi ÂÏÔ‰fl˘Ì ·ÔÙÂÎÔ˝Ì ‰ÂÓÈ¸ÙÁÙÂÚ ··Ò·flÙÁÙÂÚ „È·

ÙÁÌ ·Ûˆ·Îfi ÏÂÙ·ÍflÌÁÛÁ ÂÌ¸Ú ·ıÙ¸ÌÔÏÔı ÛıÛÙfiÏ·ÙÔÚ ÛÙÔ ÂÒÈ‚‹ÎÎÔÌ. « ÙÒflÙÁ

ÈÍ·Ì¸ÙÁÙ· Ôı ÏÂÎÂÙfiËÁÍÂ ÂÈÙÒ›ÂÈ ÛÂ ›Ì· ÍÈÌÔ˝ÏÂÌÔ ÒÔÏ¸Ù Ì· ÂÌÙÔflÛÂÈ ÂÏ¸‰È·

ÛÙÔ ÔÙÈÍ¸ ÙÔı Â‰flÔ ˜ÒÁÛÈÏÔÔÈ˛ÌÙ·Ú ‰˝Ô ÂÈÍ¸ÌÂÚ ÙÔı ÂÒÈ‚‹ÎÎÔÌÙ· ˜˛ÒÔı. «

Ï›ËÔ‰ÔÚ Ù·ÓÈÌÔÏÂfl Ù· ÛÁÏÂfl· ÏÈ‹Ú ÂÈÍ¸Ì·Ú ÛÂ ‰˝Ô Í·ÙÁ„ÔÒflÂÚ, ˜·Ò·ÍÙÁÒflÊÔÌÙ‹Ú Ù·

ÂflÙÂ Û·Ì ÂÏ¸‰È· ÂflÙÂ Û·Ì ÂÎÂ˝ËÂÒÔ ˜˛ÒÔ. ’ÔË›ÙÔÌÙ·Ú ¸ÙÈ ÙÔ Û˝ÛÙÁÏ· ÍÈÌÂflÙ·È ‹Ì˘

ÛÂ ÏÈ· ÙÔÈÍ‹ ÂflÂ‰Á ÂÈˆ‹ÌÂÈ·, Á Ï›ËÔ‰ÔÚ ˜ÒÁÛÈÏÔÔÈÂfl ›Ì· Û˝ÌÔÎÔ ·¸ ÛÁÏÂfl· Ù·

ÔÔfl· ›˜ÔıÌ ·ÌÙÈÛÙÔÈ˜ÈÛÙÂfl ÏÂÙ·Ó˝ Ù˘Ì ‰˝Ô ¸¯Â˘Ì, „È· Ì· ÂÍÙÈÏfiÛÂÈ ÙÁÌ ÔÏÔ„Ò·ˆfl·

(homography) Ôı ÔÒflÊÂÙ·È ·¸ ÙÔ ÂflÂ‰Ô ÙÔı ·Ù˛Ï·ÙÔÚ. ÃÂ ‚‹ÛÁ ÙÁÌ ÔÏÔ„Ò·ˆfl·

·ıÙfi, ÂflÌ·È ‰ıÌ·Ùfi Á ·Ì·flÒÂÛÁ ÙÁÚ ÍflÌÁÛÁÚ ÙÔı ·Ù˛Ï·ÙÔÚ ÏÂÙ·Ó˝ Ù˘Ì ‰˝Ô ÂÈÍ¸Ì˘Ì

Í·È ÛÙÁ ÛıÌ›˜ÂÈ· Á ·Ìfl˜ÌÂıÛÁ ÂÏÔ‰fl˘Ì ÛÙÈÚ ÂÒÈÔ˜›Ú Ù˘Ì ÂÈÍ¸Ì˘Ì Ôı ·Ò·Ï›ÌÔıÌ

ÍÈÌÔ˝ÏÂÌÂÚ ÏÂÙ‹ Í·È ÙÁÌ ·Ì·flÒÂÛÁ ÙÁÚ ÍflÌÁÛÁÚ. « Ï›ËÔ‰ÔÚ Ôı ÒÔÍ˝ÙÂÈ ‰ÂÌ ··ÈÙÂfl

‚·ËÏÔÌ¸ÏÁÛÁ (calibration) ÙÁÚ Í‹ÏÂÒ·Ú, ÂflÌ·È Âˆ·ÒÏ¸ÛÈÏÁ Ù¸ÛÔ ÛÂ ÛÙÂÒÂÔÛÍÔÈÍ‹

ÊÂ˝„Á ¸ÛÔ Í·È ÛÂ ·ÍÔÎÔıËflÂÚ ÂÈÍ¸Ì˘Ì, ‰ÂÌ ˜ÒÁÛÈÏÔÔÈÂfl ıÍÌ‹ Â‰fl· Ù·˜ıÙfiÙ˘Ì

Í·È ·Ò·Í‹ÏÙÂÈ ÙÔ Ò¸‚ÎÁÏ· ÙÁÚ ÙÒÈÛ‰È‹ÛÙ·ÙÁÚ ·Ì·Í·Ù·ÛÍÂıfiÚ ÙÁÚ ÛÍÁÌfiÚ.

–ÂÈÒ·Ï·ÙÈÍ‹ ·ÔÙÂÎ›ÛÏ·Ù· ·¸ ÙÁÌ Âˆ·ÒÏÔ„fi ÙÁÚ ÏÂË¸‰Ôı ÛÂ Ò·„Ï·ÙÈÍ›Ú ÂÈÍ¸ÌÂÚ

·Ô‰ÂÈÍÌ˝ÔıÌ ÙÁÌ ÂıÒ˘ÛÙfl· Í·È ÙÁÌ ·ÔÙÂÎÂÛÏ·ÙÈÍ¸ÙÁÙ‹ ÙÁÚ.
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« Ù›Ù·ÒÙÁ Í·È ÙÂÎÂıÙ·fl· ÈÍ·Ì¸ÙÁÙ· ÂflÌ·È ÛıÏÎÁÒ˘Ï·ÙÈÍfi ÛÙÁÌ ÈÍ·Ì¸ÙÁÙ·

·Ìfl˜ÌÂıÛÁÚ ÂÏÔ‰fl˘Ì. –ÈÔ Ûı„ÍÂÍÒÈÏ›Ì·, Û˜ÂÙflÊÂÙ·È ÏÂ ÏÈ· Ï›ËÔ‰Ô ÂÍÙflÏÁÛÁÚ ÙÔı

˜Ò¸ÌÔı Ò¸ÛÍÒÔıÛÁÚ, ÙÔı ˜ÒÔÌÈÍÔ˝ ‰È·ÛÙfiÏ·ÙÔÚ ‰ÁÎ·‰fi Ôı ·ÔÏ›ÌÂÈ Ï›˜ÒÈÚ ¸ÙÔı

›Ì·Ú ÍÈÌÔ˝ÏÂÌÔÚ ·Ò·ÙÁÒÁÙfiÚ Ûı„ÍÒÔıÛÙÂfl ÏÂ ·ÌÙÈÍÂflÏÂÌ· ÛÙÔ ÔÙÈÍ¸ ÙÔı Â‰flÔ.

œ ˜Ò¸ÌÔÚ Ò¸ÛÍÒÔıÛÁÚ ·Ò›˜ÂÈ ›Ì· Ï›ÙÒÔ ÂÍÙflÏÁÛÁÚ ÙÁÚ Â„„˝ÙÁÙ·Ú Ù˘Ì ÂÏÔ‰fl˘Ì,

ÙÔ ÔÔflÔ ÂflÌ·È ˜ÒfiÛÈÏÔ „È· ÙÁÌ ·Ôˆı„fi Ûı„ÍÒÔ˝ÛÂ˘Ì. ≈‰˛ ·ÒÔıÛÈ‹ÊÂÙ·È ÏÈ·

Ì›· Ï›ËÔ‰ÔÚ „È· ÙÁÌ ÂÍÙflÏÁÛÁ ÙÔı ˜Ò¸ÌÔı Ò¸ÛÍÒÔıÛÁÚ, Á ÔÔfl· ‚·ÛflÊÂÙ·È ÛÙÁÌ

ı¸ËÂÛÁ ¸ÙÈ Ô ·Ò·ÙÁÒÁÙfiÚ ÍÈÌÂflÙ·È ‹Ì˘ ÛÂ ÏÈ· ÂflÂ‰Á ÂÈˆ‹ÌÂÈ· Í·È Í‹ÌÂÈ

˜ÒfiÛÁ ÙÔı Â‰flÔı ÔÙÈÍfiÚ ÒÔfiÚ Ôı ÒÔÍ·ÎÂflÙ·È ·¸ ÙÁÌ ÍflÌÁÛÁ ·ıÙfi. ¡Ò˜ÈÍ‹

ıÔÎÔ„flÊÂÙ·È Ô ˜Ò¸ÌÔÚ Ò¸ÛÍÒÔıÛÁÚ ÏÂ ÛÁÏÂfl· ÙÔı ·Ù˛Ï·ÙÔÚ Í·È ÛÙÁ ÛıÌ›˜ÂÈ· ÙÔ

ˆ·ÈÌ¸ÏÂÌÔ ÙÁÚ ·Ò‹ÎÎ·ÓÁÚ Î¸„˘ ÂÈ›‰Ôı (planar parallax) ÂÈÙÒ›ÂÈ ÙÁÌ ÂÍÙflÏÁÛÁ

ÙÔı ˜Ò¸ÌÔı Ò¸ÛÍÒÔıÛÁÚ ÏÂ Ù· ÛÁÏÂfl· Ôı ·ÌÙÈÛÙÔÈ˜Ô˝Ì ÛÂ ÂÏ¸‰È·. « Ï›ËÔ‰ÔÚ

·ÔˆÂ˝„ÂÈ ÙÔÌ ıÔÎÔ„ÈÛÏ¸ ·Ò·„˛„˘Ì ı¯ÁÎfiÚ Ù‹ÓÁÚ ÙÔı Â‰flÔı ÔÙÈÍfiÚ ÒÔfiÚ, ÏÈ·

Í·È ÂflÌ·È „Ì˘ÛÙ¸ ¸ÙÈ Ô ıÔÎÔ„ÈÛÏ¸Ú ·ıÙ¸Ú ÂflÌ·È Âı·flÛËÁÙÔÚ ÛÙÔ Ë¸Òı‚Ô. ≈ÈÎ›ÔÌ,

‰ÂÌ ··ÈÙÂflÙ·È Í·Ïfl· „Ì˛ÛÁ ÙÁÚ È‰fl·Ú ÍflÌÁÛÁÚ. –·Ò·ÙflËÂÌÙ·È Ù›ÎÔÚ ÂÈÒ·Ï·ÙÈÍ‹

·ÔÙÂÎ›ÛÏ·Ù· ·¸ ÙÁÌ Âˆ·ÒÏÔ„fi ÙÁÚ ÏÂË¸‰Ôı ÛÂ Ò·„Ï·ÙÈÍ‹ Í·È ÛıÌËÂÙÈÍ‹ Â‰fl·

Ù·˜ıÙfiÙ˘Ì.
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Abstract

Fully autonomous or even teleoperated, semi-autonomous robotic systems can

have numerous practical applications in fields such as industrial automation, space

exploration, home automation, space monitoring and security, automatic guided vehicles

(AGV's) for use in hazardous environments, support of people with special needs, etc. In

order to be able to function in unknown or unstructured and changing environments, such

systems should possess effective perceptual capabilities for sensing their surroundings

and acting accordingly. One of the most important perceptual capabilities of an

autonomous system is that of navigation, that is the capability of autonomous motion

in the environment, based on the measurements provided by various sensors. The main

theme of this work is visual navigation, where vision is the primary sensing modality and

navigation is based on the analysis of visual motion. More specifically, this dissertation

is concerned with the interpretation of the 2D motion of points observed on a planar

light-sensitive projection surface, in order to derive descriptions of the surface's self
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motion and the geometry of the imaged scene. Such descriptions are intended to support

autonomous robots for achieving their goals. However, apart from producing results that

can be used for guiding mechanical systems, the study of visual motion is beneficial to

research areas such as video browsing and indexing, novel view synthesis, virtual and

augmented reality, animation, video post-production, etc, helping to automate tasks that

are either tedious or too complicated to perform manually.

The research approach adopted here follows the purposive or behavioral vision

paradigm, according to which a vision system should be organized on the basis of the

different capabilities that it should possess and not according to the functional role

of each component. Each capability is implemented by a separate process, having a

distinct, well-defined goal and being tailored to the environment the vision system is

expected to operate in. Thus, vision is realized by a set of cooperating processes, which

pursue the system's goals in a synergistic manner. There are important methodological

reasons in favor of the behavioral approach to vision. First, the purposiveness of the

visual processes permits the formulation of simpler, therefore easier problems. Second,

each of these problems can admit a small number of possible answers that can have

a qualitative nature. Thus, if direct solutions to such problems can be found, a vision

system can operate on the basis of partial environment representations that capture only

those aspects relevant to particular tasks, hence alleviating the need for a complete,

general purpose representation. This is of particular importance, since the construction of

a detailed, general purpose representation is extremely difficult. Finally, the physiology

of a system along with its environment, impose constraints that when exploited, can

simplify problems which are very difficult in their general form.

This dissertation describes the results of investigations regarding four visual

capabilities, namely independent motion detection, egomotion estimation, obstacle

detection and time-to-contact estimation. Emphasis has been given both on theoretical

and practical aspects of the above problems. First, a computational model regarding

each visual capability has been derived from theoretical study. Since computer vision
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is primarily an experimental discipline, the next step was to demonstrate the validity

of relevant models through experiments involving prototype implementations of proper

algorithms. Special care has been taken to develop techniques that avoid making

restrictive assumptions which limit their applicability, are robust to noise and rely on

simple representations that do not require the recovery of redundant information. Since

each of the developed capabilities deals with a well defined goal and does not depend

critically on the environment, it can function as a generic navigational tool for various

practical applications. Collectively, these visual capabilities constitute a solid arsenal of

primitive algorithms that is able to support complex behavioral repertoires. The specific

contributions of this work are briefly discussed below.

The first of the capabilities studied deals with the identification of objects that

move independently of a mobile observer within his field of view. Most of the

existing techniques for detecting independent motion rely on restrictive assumptions

about the environment, the observer's motion, or both. Moreover, they are based on

the computation of a dense optical flow field, which amounts to solving the ill-posed

correspondence problem. In this work, independent motion detection is formulated as a

problem of robust parameter estimation applied to the visual input acquired by a rigidly

moving observer. The proposed method automatically selects a planar surface in the

scene and the residual planar parallax normal flow field with respect to the motion of

this surface is computed at two successive time instances. The two resulting normal flow

fields are then combined in a linear model. The parameters of this model are related to

the parameters of egomotion and their robust estimation leads to a segmentation of the

scene based on 3D motion. The method avoids a complete solution to the correspondence

problem by selectively matching subsets of image points and by employing normal flow

fields. Experimental results demonstrate the effectiveness of the proposed method in

detecting independent motion in scenes with large depth variations and unrestricted

observer motion.

The second capability is concerned with the problem of using visual input to
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estimate egomotion, i.e. the velocity of a mobile system with respect to its environment.

Knowledge of the egomotion is essential for various servoing tasks that are based

on visual feedback. Many of the existing techniques for solving this problem rely

on restrictive assumptions regarding the observer's motion or even the scene structure.

Moreover, they often resort to searching the high dimensional space of possible solutions,

which might be inefficient and exhibit convergence problems. In this work, a novel

linear constraint that involves quantities that depend on the egomotion parameters is

derived. This constraint is defined in terms of the optical flow vectors pertaining to

four collinear image points and is applicable regardless of the egomotion or the scene

structure. In addition, it is exact in the sense that no approximations are made for

deriving it. Combined with robust linear regression techniques, the proposed constraint

enables the recovery of the direction of translation (e.g. the FOE), thereby decoupling the

3D motion parameters. Extensive simulations as well as experiments with real optical

flow fields provide evidence regarding the performance of the proposed method under

varying noise levels and camera motions.

Obstacle detection and avoidance capabilities are essential to an autonomous robot

for it to move safely in the environment. The third capability refers to a method that

enables a mobile robot to locate obstacles in its field of view using two images of its

surroundings. The method provides a binary labeling of image points, classifying them

either as obstacles or as free space. Assuming that the robot is moving on a locally

planar ground, the method uses a set of reference point features (corners), that have been

matched between the two views, to compute a robust estimate of the homography of

the ground. Knowledge of this homography permits us to compensate for the motion of

the ground and to detect obstacles as areas in the image that appear nonstationary after

the motion compensation. The resulting method does not require camera calibration,

is applicable either to stereo pairs or to image motion sequences, does not rely on a

dense disparity/flow field and circumvents the 3D reconstruction problem. Experimental

results from the application of the method on real images indicate that it is both effective

and robust.
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The fourth and last capability is complementary to the obstacle detection capability.

In particular, it involves a method for estimating the time-to-contact, i.e. the amount of

time that remains before a mobile observer collides with objects in his field of view. The

time-to-contact provides a measure for assessing the proximity of obstacles that is well

suited to avoiding collisions. Here, a novel method for estimating the time-to-contact

is presented. The method is based on the assumption that the robot is moving on a

locally planar ground and employs the optical flow field induced by the robot's motion.

First, the time-to-contact with points on the ground is estimated and then the concept

of planar parallax is exploited to recover the time-to-contact with obstacle points. The

computation of high order derivatives of image flow, which are known to be very

difficult to estimate accurately, is completely avoided. Moreover, no knowledge of the

egomotion is necessary. Experimental results from the application of the method on real

and simulated flow fields are also reported.
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Chapter 1

Introduction

The comprehension of the principles and mechanisms of visual perception has been

a long sought goal for science. As such, it has challenged many researchers from

diverse disciplines ranging from philosophy, physiology, psychology, ethology and

neurobiology to mathematics and engineering. The motivation behind their efforts

has been twofold. On one hand, it relates to man's inquiry into his own nature and

the understanding of consciousness. On the other hand, it has to do with the practical

applications that can be devised for artificial vision systems. This second aspect has been

reemphasized by the advent of digital hardware, which provides cheap and powerful

computational engines for use in building intelligent robotic systems [126, 127, 70].

Based on representations of the environment delivered by artificial vision systems,

autonomous robots have the potential of perceiving their surroundings and adapting

their behavior to unforeseen changes. Vision is particularly attractive for this purpose,

since in principle it does not require any modifications of the environment and is passive

in the sense that it does not rely on the emission of any kind of signal. Thus, many

theories, computational paradigms and models have been proposed in order to explain

various aspects of vision [156, 107, 174, 121, 258]. The study of vision, however, is

no simple matter. The stimuli reaching a light sensitive sensor encode a tremendous

amount of information that is constantly changing with time. Using this information,
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visible objects should be located, categorized and characterized in a timely manner.

In other words, vision is responsible for relating a varying 2D light pattern to object

descriptions that facilitate appropriate actions. In the effort toward understanding vision,

the study of working solutions that nature has invented for biological vision systems can

prove to be fruitful. Although artificial seeing systems should not necessarily imitate

biological ones, a close look at the functioning of the latter provides invaluable insight

and inspiration [103]. Nevertheless, despite the fact that vision appears to be effortless

to living organisms, researchers in the field have realized that the processing of visual

information is extremely difficult to perform computationally. The situation is further

complicated by the fact that, apart from visual stimuli, biological vision also depends

upon a priori knowledge and context specific information, both of which are hard to

reveal and describe in detail. Consequently, computational issues have been the primary

subject of research in vision. Although the results of relevant research during the last

decades are by no means negligible, much work is still required both at the theoretical

and the practical level.

This thesis is concerned with the interpretation of the 2D motion of points observed

on a projection surface (retina, film or CCD array), in order to derive descriptions of

the surface's 3D motion (egomotion) and the geometry of the imaged scene. Such

descriptions are intended to be used by autonomous robotic systems for sensing

their environment and acting accordingly. In the remainder of this chapter, the

prevalent theories of computational vision are presented and discussed. Based on

biological findings, the significance of the image motion cue to visual perception is then

emphasized. Later sections discuss various aspects of the problem of visual navigation,

which is the main theme of the work described in this thesis.
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Section 1.1. Theories of Computational Vision

1.1 Theories of Computational Vision

Considering the vision problem primarily as a problem of deriving symbolic information

from images, has been one of the major early developments in the area of computational

vision [107]. Eyes focus images on the retina which through the optical nerve transmits

stimuli to the brain where they are processed my specialized neurons. The results of this

process comprise the symbolic descriptions of objects and their properties, which are

used by the brain to determine the interaction of an organism with its environment.

Such a description, however, does not supply answers to vital questions such

as which is the information encoded in images that is essential for perceiving the

environment, how is this information extracted and how it is represented at the symbolic

level. Such questions are crucial for the study of vision, since they define the problems

that have to be solved in order to fully understand vision and at the same time to be able

to construct useful artificial vision systems. During the sixties and seventies, researchers

in the field strived to resolve these issues, facing serious difficulties when attempting the

practical application of their theories. Therefore, the common practice was to formulate

oversimplifying assumptions, which lead to vision systems that worked only in carefully

controlled situations and did not contribute to the more general goal of understanding

vision.

1.1.1 Marr's vision theory

David Marr was one of the first researchers to recognize that the main reason for the

failure of the early efforts in the field of computational vision was the lack of a complete

vision theory. Hence, he attempted to develop a theory for explaining vision, that could

also be exploited to build practical vision systems [156]. More specifically, he proposed

that most tasks that employ vision rely upon the solution of the following problem:

Given a set of images depicting the same scene, the goal is to recover an accurate, general
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purpose, 3D geometric description of the scene and a quantitative description of the

properties of visible objects. Tasks such as obstacle avoidance, recognition, grasping,

etc, are carried out by appropriate symbolic processing of the data provided by such a

representation. In other words, Marr's theory calls for the reconstruction of a complete,

quantitative representation of the environment, which is capable of supporting any task

that relies upon the use of visual information. Marr concluded that the role of vision is

to capture every detail of the environment in the above representation. Marr's theory

reflects the established beliefs of the neurobiologists of his time, which claimed that

the neurons assigned to visual processing analyze in detail all the information that is

available to them. It has also been influenced by philosophical ideas that were prominent

at the time. The roots of these ideas can be traced to Kant's theories, who advocated that

the processes of ``seeing'' and ``thinking'' are separate [133].

Based on the principles of information theory, Marr attempted to systematize the

study of vision by focusing at three levels:

� The computational theory level

Based on a detailed mathematical analysis, the relation between the quantity that

is to be computed and the data provided by the vision sensors, is derived. This

analysis determines the cases in which the problem can be solved and whether it

has a unique solution.

� The level of algorithms and representations

Based on the derived computational theory, appropriate algorithms and data

structures are designed. At this level, issues related to the efficiency and robustness

of algorithms are addressed.

� The implementation level

The algorithms that were developed at the previous step are implemented on serial

or parallel hardware.

Marr's theory proved to be very influential to the study of vision and of artificial
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intelligence in general. Most scientists were convinced that vision was responsible

just for the first component of the sense - think - act cycle, whereas other subfields of

artificial intelligence should deal with the remaining two. Following standard techniques

for designing complex systems, scientists dealt with the task of reconstructing the

environment by breaking it into functionally separate subsystems that could then be

studied separately. After studying the various subsystems in detail, they could be

implemented and integrated into a working practical system. Hence, research in the

various subfields of artificial intelligence progressed separately, with each subfield

ignoring the weaknesses of the remaining ones, but expecting from them results that

were far beyond those that could actually be obtained. For instance, researchers working

in motion planning expected that vision would provide them with accurate models of

the environment, those working in vision assumed that machine learning would provide

them with effective means for dealing with noise and uncertainty, etc. Until now,

such expectations have not been realized, resulting in the inability of understanding

the components comprising the phenomenon of intelligence. The vast majority of the

studies that have appeared during the last 25 years are affected by Marr's theory, and

despite their elegant theoretical contributions, they cannot be applied to yield useful

artificial vision systems.

The weaknesses of these studies can be attributed to various reasons: First,

the process of fully reconstructing the environment has enormous computational

requirements. To appreciate this, it should be noted that more than half of the

neurons of the human brain are devoted to the processing of visual information and

yet there is strong evidence that the human visual system is confined to recovering

partial representations of the environment. Moreover, even in the case that a detailed

representation was indeed available, the computational burden for exploiting it would

be prohibitive. Second, although Marr's theory addressed some aspects of perception

(stimuli, sensors and processing of sensor data), it completely ignored others, such as

the environment in which a vision system operates, the physiology of its body and the

goals that it has to achieve [80]. Third, the ultimate goals of most research efforts have
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been very ambitious, aiming to develop systems with advanced capabilities. Nature,

however, provides many examples of biological vision systems that are very simple in

terms of their capabilities but are nevertheless sufficient for accomplishing the goals of

the organisms possessing them. Fourth, modeling the vision process as a closed system

in order to study it with the aid of information theory, is unrealistic. Since it is impossible

to describe the environment in detail, the assumption of a closed system is violated.

Finally, many of the procedures for reconstructing the environment are very sensitive to

the accuracy of their input [262]. Therefore, they are unstable and thus inapplicable in

the presence of noise, uncertainty and missing data.

1.1.2 The purposive or behavioral vision paradigm

In the mid-eighties, a few researchers began to question the validity of Marr's theory by

pointing out its weaknesses and putting forward alternative theories (see, for example,

the theory proposed by Feldman in [77]). At about the same time, researchers from the

fields of phychophysics and neurobiology [13] concluded that vision, as every other

sense, is adapted to the environment where an organism lives, and is designed to serve

the achievement of specific goals, while taking into account the organism's physiology

and overall capabilities. Consequently, vision could be studied more effectively in

terms of the behaviors that an organism is expected to exhibit. This approach was

also found appealing by researchers in the field of general artificial intelligence, who

questioned the validity of the traditional methods and focused on what has been termed

``autonomous agent research'' [282, 41, 155]. Based on these premises, a new vision

theory has emerged, that is known by the names active, behavioral or animate vision

[4, 23, 6, 189, 24, 241, 245]. According to this theory, a vision system should be constantly

controlling the parameters of its optical apparatus, so as to acquire images that facilitate

the tasks that it has to accomplish. In addition, a vision system should be decomposed

on the basis of the different behaviors that it should support and not according to the

functional role of each component (e.g. structure from motion, structure from shading,
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etc). Each behavior is implemented by a separate process, having a distinct, well-defined

goal and being tailored to the environment the vision system is expected to operate in.

Vision is realized by a set of cooperating such processes, which achieve the system's

goals in a synergistic manner. Thus, the role of vision is to transform visual stimuli

to behaviors, i.e. sequences of actions, for interacting with the environment. In other

words, the emphasis is put on the development of behaviors rather than the delivery of

a representation suitable for visual tasks. Clearly, this is in complete contrast to Marr's

theory, which separates vision from action.

Therefore, the key question that should be answered, before any study of vision, is

related to the goals that the latter is required to support. An artificial vision system for

example, may need some of the capabilities possessed by certain living organisms and

lack others. This is because every seeing system, be it an artificial or a biological one,

has a special relationship with its environment and its intelligence is an embodiment of

that relationship. There is no self-existent intelligence, that is intelligence without goals

to pursue and a body to interact with the environment. Each system has a set of visual

capabilities that are realized by a set of specialized processes that encode the system's

intelligence and make use of different, partial representations of the environment. There

is no centralized control nor a single, coherent representation. This point of view is

consistent with the theory of evolution [80]: It is very probable that the species which

developed light sensitive sensors did not develop their visual capabilities at the same

time, but through different time periods according to their needs. Hence, the existence of

many different processes that perform different duties and are implemented by different

groups of neurons should not come as a surprise. The existence of such processes in

biological vision systems has been proven experimentally. For example, experiments

over long periods of time have led Zeki to the conclusion that distinct areas in the

cortex analyze different attributes such as color, shape and motion [288]. The functional

specialization of the brain has been demonstrated based on clinical evidence of certain

lesions causing the malfunction of specific visual capabilities, but not depriving the

patient of his vision.
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The purposiveness of the visual processes permits the formulation of simpler,

therefore easier problems. Each of these problems can admit a small number of possible

answers that can have a qualitative nature [247]. Thus, if direct solutions to such

problems can be found, a general purpose representation of the environment becomes

unnecessary. The physiology of a system along with its environment, impose constraints

that enable the solution of problems which are in general very difficult. Therefore,

the aim is to provide solutions that supply answers to specific problems under general

assumptions. In contrast, the solutions advocated by the reconstructionist paradigm

favor general solutions under very restrictive assumptions.

Apart from inhabiting a specific environment, an intelligent system is also

situated in time. This enables it to develop itself so as to improve its capabilities

by learning from experience. An intelligent system can benefit from unsupervised

machine learning techniques in various ways. For example, learning can help the

system cope with uncertainty and unpredictability. Learning can also be employed for

deducing the mapping of sensor information to appropriate motor commands. Tedious

preprogramming of all possible situations that the system might find itself in can be

avoided by using learning to infer the control laws for motor control. Time also allows

for the construction of incremental solutions to specific problems instead of the provision

of complete solutions in one step. These solutions evolve as they are implemented by

the execution of proper actions, resulting in a tight coupling between perception and

action. This is more tolerant to outdated or faulty representations and therefore yields

more flexible and robust intelligent systems. A related consequence is that the dynamics

of interaction between the system and its environment can lead to emergent complexity

[3, 39]. In other words, a simple, reflex-like interaction of a system with its environment

can result in a sophisticated behavior imposed by the complexity of the latter.

A multiprocess system has serious computational advantages over a monolithic,

centralized one. At the system level, a decentralized set of cooperating processes is easier

to distribute to different processing modules, is more fault tolerant and can adapt more
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easily to changing goals and interrupts. The lack of a unique, common representation

permits the processes to communicate by exchanging short, inexpensive messages. At

the process level, each process saves computational resources by avoiding irrelevant

computations and using a limited number of information processing layers.

1.2 The Role of Visual Motion Processing in Perception

In this section, neurobiological evidence is used to emphasize the central role played by

motion understanding in the way biological organisms perceive their environment.

Consider a seeing mobile observer who is moving relative to his environment.

Assuming that the observer is continuously acquiring images, objects in the environment

are projected on his retina and these projections appear to be moving in a manner that is

dependent on the object's relative motion with respect to the observer and the geometry

of the viewed scene [144]. The branch of computational vision that deals with the

processing of time varying imagery is known as motion analysis. As demonstrated by

a plethora of experiments studying the phychophysics and the physiology of motion,

image motion analysis is a fundamental property of biological visual systems [173].

Color perception and stereopsis are also important visual cues, yet it is also clear that

color processing is not present in all species and that binocular vision is restricted to

animals with laterally placed eyes. Furthermore, stereo processing can be considered as

a special case of motion analysis, since the underlying principles are the same. Although

numerous animals lack color vision or significant binocular vision or both, none have

been shown to lack mechanisms for motion processing. Horridge [110], a neurobiologist

working on vision, argues that insects base their perception of the world on the detection

of relative motion between objects and their immediate background. In doing so, insects

employ brains with limited computational capabilities compared to those available to

species that stand higher in the evolution pyramid. According to the well established

belief that the principles underlying vision are shared among all living organisms, the
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implication of Horridge's argument is that motion perception is of utmost importance

to all biological organisms possessing the sense of vision. All living organisms exist

in space and time and, since most of their objects of interest are moving, they should

be able to interpret visual motion. The analysis of visual motion helps an organism

maintain continuity of its perception of the constantly changing environment around it.

It should also be noted that motion is a precategorical cue to visual perception, i.e. it is

not necessary to recognize an object before its motion can be analyzed. Hildreth and

Koch [102] provide an extensive review of a number of aspects of visual motion analysis

in biological systems from a computational perspective.

Figure 1.1: The optical flow field perceived by a pilot in level flight.

The observation that a sequence of images can be assigned a vector field that

describes the velocity of the visual motion of each image point and contains crucial

information regarding the environment, was put forward by Gibson [89]. Today, this

field for which Gibson coined the term optical flow, is generally accepted as one of the

most vital contributions to the research area of motion analysis. Figure 1.1 depicts the

optical flow field perceived by a pilot who is looking straight ahead in a level flight.

More details regarding the optical flow field can be found in chapter 2. Nakayama has

identified the following different roles that are played in vision by optical flow [173]:
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� Encoding of the third dimension

Retinal images are inherently two dimensional and yet the visual system is capable

of automatically extracting information about depth, i.e. the third dimension of

space that is lost by the projection of the 3D world on the retina. Velocity fields that

are extracted from moving images contain rich information regarding the slant of

surfaces and the relative depth of surfaces from the observer.

� Time-to-contact

Apart from providing information regarding the relative distances to environmental

points, velocity fields also supply distance information in the form of time-to-

contact. In other words, the time that remains before the observer collides with

points in his field of view can be recovered from image flow, without any

knowledge of absolute depths or relative velocity.

� Image segmentation

Also known as ``figure-ground segregation'', this refers to the problem of

partitioning a viewed scene into a set of different physical objects. Image

points that belong to the same object move with similar retinal velocities and

object boundaries give rise to motion discontinuities which form a strong cue for

perceptual grouping.

� Kinetic stabilization

Visual motion is one of the primary proprioceptive sources of information enabling

a moving observer to estimate his own motion with respect to the environment.

� Occulomotor control stimulus

Image motion provides velocity signals that drive the occulomotor pursuit system,

through which an object of interest can be tracked through a scene.

� Detection of moving objects

Visual motion analysis enables an observer to sense the independent motion of

environmental objects. Such independently moving objects may be targets on

which the observer's attention should be focused.
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The existence of the above very diverse functions suggests that several motion

analysis systems might exist simultaneously in living organisms [173]. Evidently, the

analysis of visual motion can be employed by an artificial vision system for the purpose

of autonomous movement in a dynamic environment. This is the task of vision-based

navigation, which is examined in more detail in the following sections.

1.3 Vision Based Navigation

One of the most important capabilities of an intelligent system is that of navigation, that

is the capability of autonomous motion in the environment, based on the measurements

provided by various sensors [39, 126]. This definition is broad enough to include a

plethora of biological and man-made systems. For instance, almost all living organisms

have capabilities enabling them to search for prey, to avoid predators and to find their

way to their nest (homing). To accomplish such tasks, nature has devised various

navigation mechanisms and navigation sensors. Ants and bees, for example, employ

inertial cues, bats use sonars, pigeons sense the earth's magnetic field and dogs are

guided by smell and/or sound [49, 53, 217, 54, 111, 70]. Among the various sensing

modalities, vision is the most widely used, complemented by other senses. Apart from

the various biological organisms, there are a few man-made systems possessing some

autonomous navigation capabilities. Planes and ships combine inertial information with

beacons whose position is accurately known, military missiles are attracted by sources

of electromagnetic radiation and spaceships navigate using the position of planets. It

should be noted, however, that the man-made systems described above require limited

navigational competences. This is due to the fact that they are designed to operate

in simpler and more predictable environments compared to those of most biological

organisms.

In order to support a variety of complex navigational tasks in fields like industrial

automation, space exploration, home robotics, space monitoring and security, support
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of people with special needs, etc, an autonomous system should possess advanced

perceptual capabilities that will enable it to recognize the aspects of reality that are

essential to achieve its goals [126, 127, 70]. Since such systems are intended to function

in a 3D world, they should be capable of capturing the structure of their environment.

As has been argued already, vision has the potential to provide most of the information

necessary to navigate in unknown, unstructured and possibly changing environments.

Hence, this dissertation focuses on visual navigation, where vision is the primary sense

and navigation is based on the analysis of sequences of images. More specifically, due

to its widespread use by biological seeing systems, visual motion will be the cue on

which our investigation will be based. The study of visual motion will lead to a deeper

understanding of the mechanisms for visual perception and will produce results that can

be used to guide mechanical systems and can also be transferred to seemingly unrelated

application domains. Research and development areas, such as video browsing, video

indexing, view synthesis, virtual reality, augmented reality (i.e. merging of graphics

and video), animation, CAD modeling, video post-production, etc, can benefit from

the application of motion analysis techniques for the development of powerful tools

that will automate tasks that are either tedious or too complicated to perform manually

[293, 204]. A general overview of the state of the art in vision-based navigation can

be found in [69]. The next section presents an overview of the traditional approach

to vision-based navigation. Next, the purposive vision paradigm is considered and a

hierarchy of well defined visual capabilities are identified for further study.

1.3.1 Structure from motion

Todate, most research work on vision-based navigation has been influenced by

Marr's reconstruction paradigm [156]. Consequently, vision-based navigation has

been considered as the solution to a more general problem, namely that of structure

from motion (SFM). Given a sequence of images, SFM can be defined as the problem

of recovering the 3D structure of world objects and their 3D velocities relative to the
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observer. Clearly, if SFM can be successfully solved, it provides sufficient information

for dealing with various navigation tasks. However, despite the enormous research

effort devoted to SFM, related issues remain unresolved for all practical purposes. The

main reason for this difficulty is that SFM is ill-posed, i.e. it can have multiple solutions

which do not depend continuously on the input.

Photosensitive surfaces such as an animals' retina, a camera film or a CCD array

share in common the fact that they are all 2D. Since the natural world is 3D, a reduction

of dimensionality takes place during the process of image acquisition. In other words,

the depth of world points is lost when they are projected on a 2D surface. This fact

accounts for many of the difficulties involved in SFM. SFM attempts to invert the

projection process by taking advantage of the fact that the motion of the photosensitive

surface causes every object projected on it to appear moving in a manner dependent on

its relative motion with respect to the photosensitive surface and the structure of the

viewed scene.

It is customary to study SFM as a two-step process. Initially, accurate displacements

of image points due to the relative motion between the observer and the scene are

computed using successive image frames. This amounts to solving the so-called

correspondence problem, which involves the identification of image points in different

views that are projections of the same three dimensional world point. In case of

infinitesimal motions, the image sequence is regarded as a function of two temporal

and one time variables. The spatiotemporal derivatives of this function, combined with

some additional assumptions, permit the estimation of the optical flow, represented

by a vector field describing the motion of image points. When the motion between

successive images is significant, a solution to the correspondence problem is obtained

in the form of disparity maps. In this last case, instead of having a single camera moving

in space, the image sequence can be captured by a multioccular system composed of

multiple fixed cameras that have different 3D positions and orientations. In a second

step, the 3D motion and the structure of the scene are recovered from the equations
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relating the 2D image velocity to the 3D motion. Techniques that can be used to establish

correspondence and to recover motion and structure information, are examined below

in greater detail.

Establishing correspondence

Based on the two-step decomposition of SFM that was described above, research has

progressed in two directions. A large body of work has been devoted to the development

of algorithms for accurately estimating the motion of image points. In the case of

optical flow computation, three different approaches can be identified: gradient based

approaches, which assume conservation of image intensity [284, 78, 108, 170, 101, 257,

172, 266, 30, 278], correlation or area based approaches, which assume conservation

of the local intensity distribution [284, 151, 46, 10, 9, 87], and frequency or filter

based approaches [274, 1, 83, 99], which consider the problem of motion estimation

in the spatiotemporal frequency domain. Unifying theories of optical flow estimation

techniques can be found in [171, 228, 223] and a performance comparison of various

algorithms is carried out in [28, 88]. Mitiche and Bouthemy [165] provide an excellent

review of the state of the art in optical flow estimation.

Despite the fact that an enormous amount of research effort has been devoted to

the problem of estimating optical flow, estimates of image velocity are notoriously

error-prone. As it will be made clear by a detailed discussion in section 2.1.6, current

techniques cannot adequately cope with several difficult situations that occur frequently

in natural scenes. For instance, a fundamental assumption made by almost every

optical flow estimation algorithm is that the brightness variations observed in an image

sequence are strictly due to motion. However, this assumption is violated in the case of

moving shadows, change of illumination and specular reflections. Another problem has

to do with the fact that the motion of constant intensity regions is underconstrained. The

lack of sufficient texture results in more than a single motion being consistent with the

observed image sequence. A related shortcoming is the well-known aperture problem,
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which arises due to the fact that, based solely on local measurements, only the component

of optical flow along the gradient direction (known as normal flow) can be computed.

To overcome this indeterminacy, regularization techniques that are based on various

smoothness assumptions impose additional constraints. Unfortunately, smoothness

assumptions are very often violated due to depth discontinuities, independently moving

objects or non-rigid and articulated motion. Finally, when image motion is large

or temporal sampling is not adequate, the phenomenon of temporal aliasing further

complicates the estimation of motion, since in this case the assumption that motion is

infinitesimal is violated.

Regarding the computation of disparities, three different approaches have been

studied: 1) area correlation approaches [27, 240], that assume locally frontoparallel

surfaces; 2) feature matching approaches [160, 196, 184, 91, 138, 106, 290, 216, 145, 161,

201, 147], that correspond sparse image tokens such as lines, points and curves; and

filter based methods [125, 203], that prefilter images with banks of linear filters tuned to

different orientations and scales and use their responses to describe the local structure

of image patches. The problem of image matching is complicated by occlusions and

changes in object appearance observed in the images. Correlation approaches suffer

from sensitivity to brightness in the case of non-lambertian surfaces. More serious

problems can be caused by different amounts of foreshortening in the images and

surface boundaries that run through the region of the image that is used for correlation.

Feature matching approaches are in general more accurate, but have the drawback of

yielding sparse information. Typically, the interpolation of depth across surfaces in the

scene is employed as an additional step. Dhond and Aggarwal [67] provide a detailed

review of techniques for estimating disparities in the case of binocular stereo.

Recovery of 3D motion and structure from image correspondences

The second aspect research in SFM has focused on, is that of estimating the motion and

structure given correspondences between image points. Initially, issues regarding the
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existence and uniqueness of the solution were addressed. Ullman, in his well-known

SFM theorem [265], showed that a minimum of three distinct orthographic views of four

non-planar points in a rigid configuration allow the motion and structure to be completely

determined. In the case of perspective projection, two views are, in principle, sufficient.

Longuet-Higgins later showed that two perspective views of eight points allow SFM to

be solved with linear methods [142]. Faugeras and Maybank proved that five points in

two views yield ten possible solutions [74]. Early research also addressed the case of

simple parametric surfaces in motion. For example, Tsai and Huang showed that given

four coplanar points in two views, there exist two possible solutions for the plane normal

and its 3D motion [260]. When three views are available, a unique solution can be found

[261]. During the last few years, the application of tools from projective and algebraic

geometry has led to significant results, relevant to SFM [167, 72]. Recent theoretical

contributions to SFM include the fundamental matrix [153], which expresses the epipolar

constraint for an image pair and the trifocal tensor [221], which relates corresponding

points and lines in three views.

In recent years, many researchers have attempted to exploit the results of theoretical

analysis to develop computer algorithms for solving SFM. An assumption commonly

made by these algorithms is that 3D motion to be recovered is at least piecewise rigid,

since otherwise the observed 2D motion could have resulted from any arbitrary 3D

motion. The algorithms can be classified to various categories according to criteria,

such as the choice of the image projection model, the use of optical flow or disparities,

the use of closed form formulas or iterative methods for estimating the solution, the use

of long or short image sequences, the combination of monocular imagery with stereo

cues (motion stereo) and the use of calibrated or uncalibrated cameras. Representative

examples of the various approaches can be found in [104, 275, 276, 281, 280, 264, 251,

232, 233, 273, 140, 134, 130, 129, 279, 157, 287, 164, 268, 270]. Huang and Netravali

[113] provide an overview of techniques for motion and structure estimation from sparse

feature correspondences.
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A shortcoming of most current approaches to solving the SFM problem, revealed

by experimenting with the implemented algorithms, is that they are extremely sensitive

to noise [262, 232]. Thus, very few algorithms have proved to be successful in realistic

scenarios. The sensitivity to noise stems from the errors in image motion measurements

and the nonlinearity of the equations involved in SFM. In addition, image motion fields

can be ambiguous, giving rise to more than one 3D motion: An upward movement of a

camera, for example, induces an optical flow field that is locally indistinguishable from

the flow generated by a tilt rotation. Consequently, quantitative studies of robustness,

through statistical analyses such as those presented [232, 64, 65, 92], are of utmost

importance for building practical vision systems.

1.3.2 Visual capabilities

Sensitivity to noise is not the only reason for the failure of SFM algorithms. Many

of these algorithms have overambitious goals. The strategy of extracting and storing

as much information as possible wastes computational resources. As dictated by the

purposive vision paradigm [6, 247], vision should not be considered as a goal by itself,

but should be studied in conjunction with the visual tasks the system is engaged in.

This approach reduces the general SFM problem to a set of more tractable processes.

The purposive paradigm can make an efficient use of the available computational

resources, facilitating the supply of a continuous stream of environmental information

that will enable a system to perceive unforeseen changes in the environment as they

happen. Each visual process implements a specific visual capability and operates on the

basis of incomplete, but robust qualitative representations, instead of relying on precise

measurements of motion and structure that are susceptible to noise. For example, instead

of employing a complete, quantitative representation, an obstacle avoidance process can

depend on the answers to a set of simple questions. Such questions would be concerned

with whether the observer is approaching an obstacle, if the observer is in a collision

course with an obstacle, how much time with respect to the observer's reaction time
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remains until collision, etc. These questions admit a small number of possible answers

and are thus of a qualitative nature.

According to their complexity, navigational capabilities fit into a natural hierarchy.

This hierarchy bears resemblance to the subsumption architecture proposed by Brooks

[40]. According to the latter, intelligence is achieved by a hierarchy of concurrent

processes pursuing a common goal, with processes higher in the hierarchy having

more general subgoals and lower level processes inhibiting higher level ones whenever

dynamic changes occur in the environment. Brooks's point of view, however, is too

extreme, since it imposes a strict priority scheme among processes and refuses to use

any representation of the environment, arguing that the latter is the best representation

of itself [42]. Some of the most important visual capabilities are listed below in order

of increasing complexity. A few of them were also mentioned in section 1.2 and are

repeated here for completeness. These visual capabilities are the building blocks from

which more complex behaviors can be synthesized.

� Detection of independent motion [14, 2, 246, 220, 182, 16, 17, 18, 146, 19]

An intelligent observer should be able to perceive dynamic changes in his field

of view, since such events indicate areas of interest where his attention should be

focused and possibly maintained. One such dynamic change is due to the existence

of objects that move independently of the observer. The identification of these

objects is particularly challenging, since every point in the field of view appears

to be moving in a manner dependent on its relative motion with regard to the

observer and the (unknown) structure of the viewed scene.

� Egomotion estimation [197, 44, 100, 115, 8, 141, 175, 120, 62, 148]

This capability deals with the estimation of the velocity of a mobile observer with

respect to his environment. This information is essential for various servoing tasks

that are based on visual feedback.

� Obstacle detection and avoidance [180, 48, 68, 123, 214, 56, 295, 212, 86, 150]

In order to avoid collisions, a mobile observer should have a means for detecting
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and avoiding objects obstructing his route. The observer should differentiate

between the surface on which he is moving and the objects lying on it.

� Time-to-contact estimation [238, 51, 250, 163, 21, 149]

A very useful visual measure for avoiding obstacles is time-to-contact, i.e. the

amount of time that remains before the observer comes into contact with the

objects appearing in his field of view. This measure is more useful compared

to some form of distance, since it is defined with respect to the velocity of the

observer, giving an estimate of the time period during which proper action to avoid

collision should be taken.

� Object interception (docking) [57, 55, 213, 181]

A mobile observer often needs to maneuver, so that he can approach certain objects

of interest. This task is known as docking.

� Wall and corridor following [219, 29, 105, 15]

In certain situations, a mobile observer needs to remain at a fixed, close distance

to a wall while following it, or keep himself centered with respect to the walls

of a corridor. These are the tasks of wall and corridor following respectively, and

can be considered as simplified versions of the problem of controlling the heading

direction in a cluttered environment.

� Gaze maintenance (tracking) [7, 185, 188, 169, 190, 12, 43, 38]

Tasks such as visual surveillance require the observer to be capable of properly

controlling the motion of his eyes, so that a moving object of interest remains

approximately in the center of his field of view. Thus, the observer should be

able to estimate the object's relative retinal velocity and then compensate for it by

rotating his eyes appropriately.

� Hand-eye coordination [191, 192, 26, 116, 63, 93, 285]

Assuming an observer equipped with a gripper, hand-eye coordination refers to

the task of generating appropriate motor commands for positioning the gripper in

3D space and grasping objects. One of the main difficulties of this task is that all

22



Section 1.4. Overview of the Thesis

measurements derived from images are expressed in the camera coordinate frame,

which does not coincide with the coordinate frame attached to the gripper.

� Visual homing [139, 178, 59]

Visual homing is at the zenith of the visual navigation capabilities hierarchy. It

constitutes the ability of an autonomous system to use visual information for

reaching a target location outside its field of view, starting from an arbitrary

location. To achieve this, the system should extract, memorize and later recognize

distinct locations in the environment (landmarks). Landmarks can be used either

for determining the position of the system in the environment (localization) or

as intermediate destinations when planning an appropriate route towards a final

destination.

1.4 Overview of the Thesis

It is our belief that the behavioral approach to vision has the potential to provide in

real time visual information adequate for closing the motor control loop. Furthermore,

it allows the specification of a set of visual processes that permit the incremental

development of a navigation system, so that there is no need for the whole system to be

constructed before experiments can be conducted. This thesis describes the results of our

investigations regarding the first four of the visual capabilities presented in the previous

section, namely independent motion detection, egomotion estimation, obstacle detection

and time-to-contact estimation. Since each capability deals with a well defined goal and

does not depend critically on the environment, it can function as a generic navigational

tool for various practical applications. Collectively, these visual capabilities constitute

a solid arsenal of primitive algorithms that is able to support complex behavioral

repertoires. Below, the adopted research framework and the specific contributions of

this work are discussed.
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1.4.1 Research approach

Our research effort has focused both on theoretical and practical aspects. First, a

computational model regarding each visual capability has been derived from theoretical

study. Since computer vision is primarily an experimental discipline, the next step was

to demonstrate the validity of relevant models through experiments involving prototype

implementations of proper algorithms. Work on both aspects has progressed along the

following lines:

� Avoid complete solutions to SFM.

We have already argued that complete solutions to SFM are an overkill for

the application of vision-based navigation. As dictated by the purposive vision

paradigm, more accurate and efficient techniques can be developed by addressing

only the aspects relevant to the task at hand.

� Avoid assumptions regarding the egomotion and the scene structure that are not

always valid.

Restrictive assumptions regarding the egomotion and/or the structure of the

viewed scene are not uncommon in the literature. For example, the cases of purely

translational or rotational egomotion have been addressed and visible surfaces

have been assumed to have special properties such as planarity or smoothness.

With the exception of environmental constraints that are discussed below, such

assumptions cannot be guaranteed to always hold and should be avoided when

possible. This is because the violation of the assumptions on which the visual

processes are based can be devastating for the autonomous system employing

them. Imagine, for example, what could happen if a system moving with general

3D motion attempted to estimate its egomotion using an algorithm that assumes

pure translation.

� Exploit environmental constraints.

When designing the vision system of a mobile robot that will operate in a certain
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setting, generality can be traded for simplicity and reliability by exploiting special

constraints that might be satisfied in the specific environment. An indoor mobile

robot, for instance, rovers on a planar floor and therefore, this constraint can

be taken into account when designing the robot's visual processes. Although the

visual processes that will result from such an assumption will be useless in the case

of an outdoor robot, they will hopefully be more efficient and accurate compared

to any visual processes that do not make a planarity assumption regarding the

floor.

� Develop algorithms that are robust with respect to noise.

Errors in the measurements of 2D image motion are unavoidable. Since the

problem of inferring 3D information from 2D data is inherently nonlinear, special

care must be taken to prevent corrupted, noisy measurements from yielding

completely erroneous 3D estimates. Some of the possible ways for achieving

robustness are indicated below.

-- Exploit redundancy.

Constraints derived from local data tend to be erroneous and should be

avoided when possible. Instead, overdetermined systems formed by multiple

constraints arising from global data should be used. Techniques borrowed

from the field of robust statistics can then be used to identify and mask out the

minority of invalid constraints [162, 252]. When estimating rigid egomotion

for example, methods that employ flow measurements from the whole visual

field perform better than methods relying on flow estimates in small image

windows.

-- Use qualitative, nonmetric information.

It is often the case that the task of answering questions that admit a limited

number of answers is easier and less sensitive to noise than the task of

estimating quantitative (metric) information. For example, deducing which

of a pair of objects is closer to the observer is easier than measuring their exact

distances. Therefore, obstacle avoidance could be implemented by a reactive
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scheme based on the sign of the rate of approach for different obstacles. In

a similar spirit, to detect independent motion, one does not necessarily have

to estimate the exact 3D motions of the observer and other objects in the

scene. The quest for qualitative information is a powerful concept that can be

particularly beneficial to the stability of vision systems.

-- Rely on as simple representations as possible.

Since noise in image measurements is inevitable, methods that are direct in the

sense that they use the least amount of information possible, might be more

robust than the algorithms that compute more than they need. An algorithm,

for example, that solves a specific task using normal flow only is expected

to be more robust compared to an algorithm that employs optical flow. Also

sparse optical flows and disparity maps which supply no measurements over

underconstrained image regions are usually more accurate, and thus more

preferable compared to dense optical flow fields and disparity maps.

� Develop computationally efficient algorithms.

Our ultimate goal in studying vision-based navigation is to construct autonomous

seeing systems. Such systems will have to process huge amounts of data in real

time, i.e. at a rate comparable to the rate that the environment they operate in

changes. A mobile system poses restrictions regarding available onboard space,

power consumption, cost, etc. Although computers get faster all the time, the

computational requirements of visual processes should be of serious concern.

Issues such as time and memory space requirements, ease of parallelization, etc,

should be addressed and thoroughly understood.

1.4.2 Outline and contributions

The present section outlines the organization of the thesis and provides a synopsis

relevant results.
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Chapter 2 is devoted to the presentation of some background material that is essential

for the comprehension of the work presented in the subsequent chapters. Specifically,

this chapter discusses issues related to motion representation and derives the equations

relating 2D retinal velocities to the 3D motion and structure of the environment.

Moreover, a brief introduction to the field of robust statistics is provided, with emphasis

on the Least Median of Squares robust estimator.

The following four chapters describe in detail the developed and implemented

visual capabilities. Since each capability is independent of the others, the corresponding

chapter is self-contained and can be read independently. Each consists of a detailed

review of the relevant literature, the theoretical development of the corresponding

method, an experimental evaluation and a discussion of the advantages and weaknesses

of the method.

Chapter 3 considers a fundamental problem of visual perception of motion, namely

the problem of visual detection of independent 3D motion. This problem concerns the

identification of objects that move independently of a mobile observer within his field of

view. Most of the existing techniques for detecting independent motion rely on restrictive

assumptions about the environment, the observer's motion, or both. Moreover, they

are based on the computation of a dense optical flow field, which amounts to solving

the ill-posed correspondence problem. In this work, independent motion detection is

formulated as a problem of robust parameter estimation applied to the visual input

acquired by a rigidly moving observer. The proposed method automatically selects

a planar surface in the scene and the residual planar parallax normal flow field with

respect to the motion of this surface is computed at two successive time instances. The

two resulting normal flow fields are then combined in a linear model. The parameters

of this model are related to the parameters of self-motion (egomotion) and their robust

estimation leads to a segmentation of the scene based on 3D motion. The method avoids

a complete solution to the correspondence problem by selectively matching subsets of

image points and by employing normal flow fields. Experimental results demonstrate
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the effectiveness of the proposed method in detecting independent motion in scenes

with large depth variations and unrestricted observer motion.

Chapter 4 deals with the problem of using visual input to estimate egomotion, i.e.

the velocity of a mobile system with respect to its environment. Knowledge of the

egomotion is essential for various servoing tasks that are based on visual feedback.

Many of the existing techniques for solving this problem rely on restrictive assumptions

regarding the observer's motion or even the scene structure. Moreover, they often resort

to searching the high dimensional space of possible solutions, which might be inefficient

and exhibit convergence problems. In this work, a novel linear constraint that involves

quantities that depend on the egomotion parameters is derived. This constraint is defined

in terms of the optical flow vectors pertaining to four collinear image points and is

applicable regardless of the egomotion or the scene structure. In addition, it is exact in

the sense that no approximations are made for deriving it. Combined with robust linear

regression techniques, the proposed constraint enables the recovery of the FOE, thereby

decoupling the 3D motion parameters. Extensive simulations as well as experiments

with real optical flow fields provide evidence regarding the performance of the proposed

method under varying noise levels and camera motions.

Obstacle detection and avoidance capabilities are essential to an autonomous robot

for it to move safely in the environment. Chapter 5 presents a method that enables a

mobile robot to locate obstacles in its field of view using two images of its surroundings.

The method provides a binary labeling of image points, classifying them either as

obstacles or as free space. Assuming that the robot is moving on a locally planar

ground, the method uses a set of reference point features (corners), that have been

matched between the two views, to compute a robust estimate of the homography of

the ground. Knowledge of this homography permits us to compensate for the motion of

the ground and to detect obstacles as areas in the image that appear nonstationary after

the motion compensation. The resulting method does not require camera calibration,

is applicable either to stereo pairs or to image motion sequences, does not rely on a
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dense disparity/flow field and circumvents the 3D reconstruction problem. Experimental

results from the application of the method on real images indicate that it is both effective

and robust.

Chapter 6 is complementary to chapter 5. It presents a method for estimating the

time-to-contact, i.e. the time that remains before a mobile observer collides with objects

in his field of view. The time-to-contact provides a measure for assessing the proximity

of obstacles that is well suited to avoiding collisions. In chapter 6, a novel method for

estimating the time-to-contact is presented. The method is based on the assumption that

the robot is moving on a locally planar ground and employs the optical flow field induced

by the robot's motion. First, the time-to-contact with points on the ground is estimated

and then the concept of planar parallax is exploited to recover the time-to-contact with

obstacle points. The computation of high order derivatives of image flow, which are

known to be very difficult to estimate accurately, is completely avoided. Moreover, no

knowledge of the egomotion is necessary. Experimental results from the application of

the method on real and simulated flow fields are also reported.

Finally, chapter 7 concludes the thesis by summarizing its contributions. In addition,

a brief discussion concerning possible directions of further research is provided.
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Chapter 2

Mathematical Preliminaries

Before proceeding to the description of the visual capabilities that have been studied,

issues related to visual motion representation are discussed. Models for representing

image motion describe image measurables such as the 2D displacement of image points

in terms of the scene depth and the relative 3D motion between the scene and the

camera. These models form the basis on which the theoretical developments of the

next chapters will be grounded. Depending on the frequency of the temporal sampling

used when capturing an image sequence, image motion can be modeled in two ways,

infinitesimally in time and over discrete time intervals. In the first case, it is termed as

the 2D instantaneous motion field or optical flow whereas in the second it is referred

to as the disparity map. In the following sections, the mathematical expressions for

both models are obtained. Furthermore, since the developed techniques involve the

solution of overdetermined systems of linear equations, a brief introduction to the field

of robust regression is provided. Special emphasis is given to the Least Median of

Squares (LMedS) estimator, since its characteristics make it particularly attractive for

the purposes of our work.
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2.1 Image Motion Equations in the Continuous Case

Relative motion between an image acquisition system and the environment it is observing

gives rise to image motion, that is motion of the projections of environmental points on

the imaging system's retina. This is illustrated in Fig. 2.1, which shows a side view of a

camera (see also Fig. 2.2). Each point on the retina can be associated with a 2D velocity

vector and the set of such vectors defines a velocity field. Assuming infinitesimal motion

between successive images, the following subsections derive the equations describing

velocity fields and discuss other related issues.

Z
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P’

P

p’

p

image plane

f

Figure 2.1: The displacement of a 3D point P to a new location P', creates a projected

motion vector in the image.

2.1.1 The camera coordinate system

Consider a coordinate system OXY Z, the origin of which is at the optical center (nodal

point) of a pinhole camera, and such that the OZ axis coincides with the optical axis

(see Fig. 2.2). Under perspective projection, the 3D point P �X� Y� Z� projects to the point
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Figure 2.2: The camera coordinate system.

p�x� y� on the image plane, according to the relations:

x �
Xf

Z

(2.1)

y �
Y f

Z
�

where f denotes the focal length of the imaging system. Note that the image coordinates

�x� y� are defined with respect to the coordinate system that is centered on the principal

point, i.e. the intersection of the optical axis with the image plane. This coordinate

system is often referred to as the normalized camera frame. However, actual image

acquisition systems provide image pixels in coordinate frames that have different origins

and axis units from the normalized frame. Here, the change of coordinate frames will be

studied and the camera intrinsic parameters will be defined.

Figure 2.3 depicts the normalized coordinate frame �o� i� j� and the new coordinate

frame �op� I�J�, which we call the pixel coordinate frame. Usually, the origin of the

pixel coordinate frame is located at one of the image corners and, due to the electronics

of acquisition, the unit vectors on the two axes are scaled with respect to those of the
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normalized frame [71]. Therefore, we have that i � fxI and j � fyJ, where fx and fy

is the focal length expressed in horizontal and vertical pixels respectively1. Let m be a

point in the image and �x� y� its coordinates in the normalized coordinate frame. Let also

�cx� cy� be the coordinates of the principal point expressed in the pixel coordinate frame.

The quantities fx� fy� cx and cy depend on the camera only and are known as the camera

intrinsic calibration parameters. The process of determining them, often with the aid of

a calibration grid, is known as camera calibration [259, 159]. With reference to Fig. 2.3,

the coordinates �xp� yp� of point m in the pixel coordinate frame can be expressed in

terms of the normalized coordinates and the intrinsic calibration parameters by noting

that

��
op m�

��
op o �

��
o m (2.2)

Vector
��
o m is equal to �x� y� in the normalized coordinate system or to �fx x� fy y� in

the pixel coordinate frame. Thus, Eq. (2.2) yields

�xp� yp� � �cx� cy� � �fx x� fy y�

From this equation, it is clear that given the pixel coordinates, the normalized ones can

be computed as

x �
xp � cx
fx

(2.3)

y �
yp � cy
fy

In the following, we will assume that the intrinsic parameters are available and Eq. (2.3)

has been employed to convert pixel coordinates to the normalized coordinate frame with

f � 1. Therefore, the adjective ``normalized'' is omitted when we refer to normalized

image coordinates.

1In practice, image pixels are not square.
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Figure 2.3: Changing coordinate systems in the image plane.

2.1.2 The equations of image point velocities

Suppose that the camera of Fig. 2.2 is moving rigidly with respect to its 3D static

environment, with instantaneous translational and rotational velocity �t � �U� V�W � and

�� � ��� �� �� respectively. This situation is geometrically equivalent to the case of a

static camera, imaging a scene that is moving relative to it with translational velocity

��t and rotational velocity ���. The resultant velocity �V of a point P � �X� Y� Z� with

respect to the OXYZ coordinate system can be computed as follows. With reference to

Fig. 2.4, let L be the axis of rotation defined by the vector ��� and d be the distance of

P from this axis. Point P rotates around L in a counterclockwise direction. The velocity

�V is the vector sum of the tangent velocity due to rotation �q and the translational motion

��t. The tangential component �q is perpendicular to the plane defined by L and P and its

magnitude is equal to the magnitude of rotational velocity times the distance from P to

L, that is jj�qjj � jj � ��jj d � jj � ��jj jjP jjsin� � jj � �� � P jj, where ``�'' denotes vector

cross product. Thus, �V is equal to

�V � ��t� �� � �r (2.4)
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Figure 2.4: Rotation of a point P around the axis L.

where �r is the column vector �X� Y� Z�T . The above vector equation can be written in

component form as

X � � �U � �Z � �Y

Y � � �V � �X � �Z (2.5)

Z � � �W � �Y � �X�

where � denotes differentiation with respect to time.

Equations (2.5) can be used to relate image motion to the 3D velocity and structure,

as follows. The relative motion between point P �X� Y� Z� and the camera, results in a

motion of P 's projection p�x� y� in the image. More specifically, the retinal velocity

�u� v� at point �x� y� is given by:

u �
dx

dt

(2.6)

v �
dy

dt
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After substituting Eq. (2.1) into Eq. (2.6), differentiating and employing the

expressions for the 3D velocity given by Eq. (2.5), it turns out that the equations

relating the 2D velocity �u� v� of an image point p�x� y� to the 3D velocity of the

projected 3D point P �X� Y� Z� are [144]:

u �
��Uf � xW �

Z
� �

xy

f
� �

�
x2

f
� f

�
� �y

(2.7)

v �
��V f � yW �

Z
� �

�
y2

f
� f

�
� �

xy

f
� �x

Note that �u� v� in the above equations are expressed in the normalized coordinate frame.

By differentiating Eqs.(2.3) with respect to time, it is easy to see that the normalized

velocities are related to the velocities �up� vp� expressed in the pixel coordinate frame by

u �
up
fx

(2.8)

v �
vp
fy

Equations (2.7) can be written as

u � utrans � urot

v � vtrans � vrot�

where

utrans �
��Uf � xW �

Z
� vtrans �

��V f � yW �

Z

and

urot � �
xy

f
� �

�
x2

f
� f

�
� �y � vrot � �

�
y2

f
� f

�
� �

xy

f
� �x

Clearly, the image velocity equations are separable, i.e. they consist of two parts, one due

to translation and one due to rotation. It is interesting to note that only the translational

part depends on the structure (Z) of the viewed scene. Another observation regarding the

above equations is that the motion field is invariant under scaling of the depth Z and the
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translational velocity �U� V�W �. In other words, as explained in Fig. 2.5, absolute depths

and translation magnitudes cannot be recovered from retinal velocities. Consequently,

only the direction of translation �Uf
W
� V f
W

� and the depth up to an unknown scale factor

(i.e. shape) can be derived from an image velocity field. The point �x0� y0� � �Uf
W
� V f
W

�

is of central importance to motion understanding [202] and has the property that the

translational components of velocity vectors at each image point lie on lines going

through it (see Fig. 2.6). This point is known as the Focus of Expansion (FOE), since if

the observer approaches the scene, the translational components radiate outward from it.

In the case that the observer moves away from the scene, the translational components

move towards the FOE, which is then referred to as the Focus of Contraction (FOC).

Q

Y

O

P’

P

p’

p

image plane

f Z

Q’

Figure 2.5: Based on the image velocity alone, we cannot differentiate between a distant

point moving fast (i.e. point P moving to P') and a close point moving slowly (point Q

moving to Q').

2.1.3 Optical flow field - Motion field

Equations (2.7) describe the 2D motion vector field, which relates the 3D motion of

a point to its 2D projected motion on the image plane. The motion field is a purely
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O

(U, V, W)

Z

X

Y

FOE

Figure 2.6: The FOE is the point on the image plane where the vector defined by the 3D

translational velocity pierces the image plane. The translational components of image

velocity vectors emanate from the FOE.

geometrical concept and, perhaps surprisingly, it is not necessarily identical to the

optical flow field, which describes the motion of brightness patterns observed because

of the relative motion between an imaging system and its environment. Horn [107],

provides a classical example which demonstrates that the the optical flow field and the

motion field are not equal. Consider a perfectly uniform sphere rotating in front of an

imaging system. The curvature of the sphere's surface will give rise to spatial variations

of brightness and shadows in an image of the sphere. This shading, however, does not

move with the surface and therefore, the image does not change over time. This implies

that the optical flow is zero everywhere, although the motion field is not. Conversely,

consider a stationary sphere illuminated by a moving light source. The motion of the

light source will result in a change of the shadings in the image over time. Clearly, in this

case, the optical flow field is nonzero while the motion field is zero everywhere. Since

the optical flow is the only source of information regarding motion that can be made

available from the processing of images, the above inequality is an inherent problem

for motion analysis. Fortunately, except for special cases such as the ones described

previously, the optical flow field does not differ much from the motion field. In practice,
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it is assumed that the optical flow field is equal to the motion field and the two terms

are used interchangeably to refer to image velocity fields. Verri and Poggio [267] have

quantified the difference between the motion and the optical flow fields and concluded

that the two are identical only in the case of purely translating and uniformly illuminated

Lambertian surfaces. Even in the cases that these two fields are indeed identical, the

computation of the optical flow field is a difficult problem for reasons that will be

explained in section 2.1.6.

2.1.4 The optical flow constraint equation

Assuming dense time sampling during image acquisition, a sequence of images can be

modeled as a continuous function I�x� y� t� of two spatial (x� y) and one temporal (t)

variables. Thus, I�x� y� t� denotes the image intensity at point �x� y� at time t. Assuming

that irradiance is conserved between two consecutive frames, and that u and v are the x-

and y-components of the optical flow, we expect that the irradiance will be the same at

point �x� 	x� y � 	y� at time t� 	t, where 	x � u	t and 	y � v	t. That is:

I�x � u	t� y � v	t� t� 	t� � I�x� y� t� (2.9)

By expanding the left hand side of the above equation in a Taylor series, we obtain:

I�x� y� t� � I�x� y� t� � 	x

I


x
� 	y


I


y
� 	t


I


t
� e

where the term e corresponds to higher order terms and �I
�x
� �I
�y
� �I
�t

are the partial

derivatives of I with respect to x� y and t respectively. Canceling out the term I�x� y� t�,

dividing by 	t and taking the limit as 	t� 0, yields


I


x

dx

dt
�

I


y

dy

dt
�

I


t
� 0

Using the abbreviations

u �
dx

dt
� v �

dy

dt
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and

Ix �

I


x
� Iy �


I


y
� It �


I


t
�

we obtain

Ixu� Iyv � It � 0 (2.10)

Equation (2.10), which was originally developed by Horn and Schunck [108], is known

as the optical flow constraint equation (or the brightness constancy constraint equation)

because it gives one constraint for the components u and v of optical flow. Writing

Eq. (2.10) in the form of a dot product

�Ix� Iy� � �u� v� � �It (2.11)

facilitates its geometrical interpretation as permitting the computation of the projection

of an optical flow vector along the intensity gradient direction (i.e. the perpendicular to

the edge at that point). This projection is also known as normal flow. Equation (2.11) can

be viewed as the mathematical expression of the aperture problem which is explained

schematically in Fig. 2.7. Assuming that an image feature such as a line is being watched

through a small aperture, it is impossible to determine where each point of the feature

has moved between two successive image frames. The only information that is readily

available from local measurements is the component of the actual velocity along the

direction that is perpendicular to the feature. On the contrary, the component of the

velocity that is parallel to the feature cannot be determined. The aperture problem

manifests itself regardless of the technique that is employed to estimate the optical flow.

It is also directly related to the normal flow field, which is further examined below.

2.1.5 Normal flow field - normal motion field

The algebraic value of normal flow can be computed from Eq. (2.11), by dividing both

sides with the gradient magnitude, and is equal to:

�
Itq

I2
x � I2

y

(2.12)
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Figure 2.7: A schematic view of the aperture problem. The solid line in the left image

has moved to a new position in the right image. Based on the information that is visible

through the aperture, it is not possible to decide which of the dotted vectors corresponds

to the motion of the line. However, whatever the motion might be, its projection on the

direction perpendicular to the line is unique and is denoted by the solid vector.

As defined previously, the normal flow is the component of the optical flow along the

image gradient and is given by:

�
Itq

I2
x � I2

y

�
� Ixq

I2
x � I2

y

�
Iyq

I2
x � I2

y

�
A

or �
�

ItIx
jjrIjj2

� �
ItIy
jjrIjj2

�

where jjrIjj is the intensity gradient magnitude. Recalling that normal flow depends

on the image gradient direction, it is obvious that there are infinitely many normal

flow fields that can result from a particular optical flow field, depending on the actual

gradient directions present in a scene. This is shown in Fig. 2.8, where the thin vectors

denote some of the possible normal flow vectors that can be generated from the optical

flow vector designated by the thick vector.

The normal flow field is not necessarily identical to the normal motion field (the

projection of the motion field along the gradient), in the same way that the optical flow

is not necessarily identical to the motion field [267]. The algebraic value of the normal
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Figure 2.8: The set of normal flow vectors that can possibly originate from a single

optical flow vector defines a circle having the given optical flow vector as a diameter.

motion field is equal to �
dx

dt
�
dy

dt

�
�
�Ix � Iy�q
I2
x � I2

y

�

�
dx

dt
�
dy

dt

�
�
rI

jjrIjj
�

1

jjrIjj

�
Ix
dx

dt
� Iy

dy

dt

�
(2.13)

The difference between the magnitudes of a normal flow vector and the corresponding

normal motion vector, is given by the difference of Eqs. (2.12) and (2.13) and is equal to

[267]:
1

jjrIjj

dI

dt
(2.14)

Equation (2.14) shows that normal flow is a good approximation to normal motion flow

at points where jjrIjj assumes large values. Consequently, normal flow vectors at

points corresponding to image edges provide reliable information that can be used for

recovering the 3D motion and structure.

The expression relating the normal motion flow to the sought 3D quantities is

derived as follows. Let �nx� ny� be the unit vector in the gradient direction. The

magnitude un of a normal motion flow vector is given by

un � unx � vny (2.15)
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which, by substitution from Eq. (2.7), yields:

un � (�nxf )
U

Z

�
�
�nyf

� V
Z

�
�
xnx � yny

�W
Z

�

�
xy

f
nx �

�
y2

f
� f

�
ny

	
�

�

��
x2

f
� f

�
nx �

xy

f
ny

	
�

� �ynx � xny�� (2.16)

Equation (2.16) highlights some of the difficulties of motion analysis based on the

normal flow. Each image point (in fact, each point at which the intensity gradient has

a significant magnitude and, therefore, a reliable normal flow vector can be computed)

provides one constraint on the 3D motion parameters. In the case of an observer moving

in a static environment, the above equation holds for each point and for one specific

unknown set of 3D egomotion parameters �UE� VE�WE�, ��E� �E� �E�. In the case of rigid

independent motion, there is at least one more set of motion parameters �UI � VI�WI�,

��I � �I � �I� that is valid for some of the image points. Furthermore, if no assumption is

made regarding the depth Z, each point provides at least one independent depth variable.

In other words, N estimates of normal motion flows supply N equations in N � 6M

unknowns, where M is the number of different rigid motions within the camera field of

view.

2.1.6 Optical flow estimation

This section gives a brief overview of the existing approaches to optical flow estimation.

For more extensive treatments, the reader is referred to [228, 28, 165].

Optical flow is to be estimated from the time varying brightness patterns that are

recorded by an imaging system. Estimation is accomplished through the exploitation
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of a set of constraints regarding the observed patterns and the nature of the optical

flow. Singh [228] stresses the fact that all optical flow estimation algorithms progress

in two phases. First, based on the assumption that some image property is conserved,

local velocity information is derived. Image properties that are typically used for this

purpose include image intensity, spatiotemporal derivatives of intensity and intensity

distribution. Then, the local velocity information computed in the previous step is

combined with some additional constraints to recover the full velocity field. The

constraints that are employed solve the aperture problem by fusing velocity information

in small image neighborhoods. According to the image property that is exploited, optical

flow estimation techniques can be classified into the following three categories.

� Gradient based techniques

Techniques falling in this category assume the conservation of image intensity and

use Eq. (2.10) to constrain the optical flow [284, 78, 108, 170, 101, 257, 172, 266, 30,

278]. This yields an underconstrained system composed of a single equation in two

unknowns. Therefore, in order to estimate retinal velocities, such techniques rely

on additional assumptions such as smoothness of the optical flow field. In more

concrete terms, it is postulated that nearby points move in a similar manner and

normal velocities are integrated over image regions [108] or along image contours

[277, 172]. Next, the full velocities are recovered by minimizing an appropriate

function of these integrals.

� Correlation based techniques

These techniques rely on the conservation of local intensity distribution [284, 151,

46, 10, 9, 87]. Using two images of a time-varying scene, for each pixel in the

first image they search for the best matching pixel in the second image. This best

matching pixel is selected from a set of candidate matches that lie in an image

region called the search window. The selection of the best candidate match is

based on the maximization of a match measure, such as the correlation between a

small window around the pixel under consideration and a corresponding window
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centered on the candidate match. Obviously, correlation based methods suffer

from the aperture problem in areas of strongly oriented intensity gradients such as

edges, since in this case the correlation operation yields multiple local maxima.

� Spatiotemporal energy-based techniques

These techniques are analogous to gradient based techniques in the spatiotemporal

frequency domain [274, 1, 83, 99]. It has been proven that the spatiotemporal

frequencies of a moving stimulus are related to the velocity of the stimulus by

�xu� �yv � �t � 0� (2.17)

where �x� �y are the spatial frequencies and�t is the temporal one. This implies that

the above three frequencies lie on a plane in the spatiotemporal frequency space,

whose orientation depends upon the velocity of the visual stimulus. Spatiotemporal

energy filters that are tuned to certain frequencies are used to derive optical flow.

In the case of a textureless stimulus, there exists a single pair of spatial frequencies

and the corresponding power spectrum is concentrated along a line in the frequency

space. In other words, the motion plane cannot be fully determined, as dictated

by the aperture problem. However, in the case of a textured moving pattern, the

aperture problem does not exist. A textured pattern gives rise to a number of

spatial frequency components in the neighborhood of each pixel and therefore the

full optical flow can be derived.

Despite the considerable progress that has been made regarding optical flow

estimation, the problem remains challenging and a generally applicable solution is still

lacking. As pointed out by Mitiche and Bouthemy [165], the following difficulties

pertain to all formulations of the optical flow estimation problem:

i. The image motion explaining an image brightness change is not unique, i.e. the

problem of estimating optical flow is ill-posed [31]. Regularization techniques

which are often used to alleviate this problem, may yield optical flow fields that
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have no physical meaning. For example, the flow recovered around a motion

discontinuity might be the average of the underlying actual flows.

Regularization is a mathematical tool that permits the recovery of an unknown

function though the use of smoothness constraints [195, 244]. However, the optical

flow field is not smooth for a number of reasons. First, as Eqs. (2.7) show, the

smoothness of optical flow depends on the continuity of the depth variable Z.

In most scenes depth discontinuities (e.g. occlusions) do exist and, therefore,

the optical flow cannot be regarded as smooth. Second, the smoothness of the

optical flow also depends on the constancy of 3D motion parameters. Thus,

independently moving objects induce discontinuities in the optical flow field.

Black and Anandan [34] provide a framework for estimating piecewise continuous

optical flow. This framework is applicable to standard formulations of optical flow

estimation, helping to reduce their sensitivity in the presence of phenomena such

as transparency, depth discontinuities, independently moving objects, shadows

and specular reflections.

ii. Changes in the illumination, surface reflections and nonuniformities, sensor noise

and distortions, contribute to changes in the illumination that are not due to the

relative motion between the imaging system and the environment. This is the case

of unequal optical flow and motion field that was discussed in section 2.1.3.

iii. Physical models that are explicitly or implicitly embedded in the estimation

process, are very often inadequate for accounting accurately for the image

brightness formation. For example, the projections of a moving point may

not have constant intensity, thus violating Eq. (2.10). Del Bimbo et al [33], consider

various forms of the optical flow constraint equation that have been proposed in

the literature and quantify their adequacy in modeling optical flow under different

conditions. employed for optical flow estimation and analyze
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2.1.7 Optical flow vs. normal flow

During the last decade, some researches have proposed the so-called direct methods,

which refute the need for estimating the optical flow by advocating the use of normal

flow as input to motion analysis algorithms [220, 16, 17, 18, 146, 8, 109, 176, 175, 222,

79, 94, 179, 5, 76, 85, 180, 249, 21]. Unquestionably, there exist some important reasons

that favor direct approaches. To begin with, the problem of computing normal flow

is well-posed, involving local measurements only and avoiding restrictive assumptions

regarding the flow. In addition, it has low computational requirements compared to

expensive optimizations that are often carried out by optical flow estimation algorithms.

Hence, normal flow can be computed in real time with the aid of special image

processing hardware. There is also no need for integrating measurements in image

neighborhoods for solving the aperture problem. On the other hand, there are several

disadvantages associated with the use of normal flow. Normal flow estimation involves

the computation of intensity derivatives, an operation that is known to be sensitive to

noise. In contrast to optical flow estimation, normal flow cannot be estimated using

multiresolution techniques for coping with temporal aliasing caused by large time

sampling periods [208, 46, 30]. The use of point calculations precludes the infliction

of any kind of local spatial coherence on normal flow estimates. Even if the normal

flow can be accurately estimated, it should be noted that it provides partial information

regarding image motion, i.e. is less informative compared to the optical flow. Thus,

although it might prove adequate for tasks that involve redundant measurements, such

as the recovery of 3D motion, the lack of relevant publications probably implies that it

is insufficient for direct recovery of scene structure.

For the development of the visual capabilities that are described in this thesis we

have adopted a moderate approach for representing image motion. Instead of taking part

in the religious war in favor of abolishing optical flow, we choose to employ whatever

representation seems the most suitable for a particular problem. Our aim is to use the

least amount of information that is adequate for supporting a specific capability.
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2.2 Image Motion Equations in the Discrete Case

This section makes use of projective geometry to derive the equations relating discrete

image displacements (i.e. disparities) between two uncalibrated images. The pinhole

camera model that has been adopted in section 2.1 is also employed here. In contrast to

section 2.1, however, the 3D motion between the viewpoints from which the two images

have been captured can be arbitrarily large. More details can be found in [167, 71, 289].

2.2.1 Projective geometry and the projection equation

In the following, projective (homogeneous) coordinates are employed to represent image

and scene points by 3� 1 and 4� 1 column vectors respectively. The symbol � will be

used to denote equality of vectors up to a scale factor. Vectors and arrays will be written

in boldface. For more in depth treatments of the application of projective geometry to

computer vision, the interested reader is referred to [167, 168, 166, 131, 132].

Consider the n � 1 dimensional space Rn�1 � f�0� � � � � 0�g with the following

equivalence relation:

�x1� � � � � xn�1�
T � �x

�

1� � � � � x
�

n�1�
T if and only if

	 � 
� 0� such that �x1� � � � � xn�1�
T � ��x

�

1� � � � � x
�

n�1�
T

This space is the projective space Pn, in which the �n � 1�-tuples of coordinates

�x1� � � � � xn�1�
T and �x

�

1� � � � � x
�

n�1�
T represent the same point. A projective transformation

from Pn into Pk is defined by a �k � 1�� �n � 1� full rank matrix. The usual Euclidian

space Rn is embedded in the n-dimensional projective space Pn through the mapping

Rn � �x1� � � � � xn�
T �� �x1� � � � � xn� 1�

T 
 Pn

Projective geometry can elegantly model a pinhole camera imaging a three

dimensional scene. The scene geometry is captured by the Euclidian spaceR3 embedded
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in the 3-dimensional projective space P3, and the image plane is described by the 2-

dimensional Euclidian space R2, embedded in P2. Then, perspective projection of a 3D

point on the 2D image plane can be modeled as a linear projective mapping from P3 to

P2 [71]. The projection matrix defining this mapping is given by

�
BBBBB�

fx � cx

0 fy cy

0 0 1

�
CCCCCA


 �z �
A

�
BBBBB�

1 0 0 0

0 1 0 0

0 0 1 0

�
CCCCCA


 �z �
K

where A is the matrix of intrinsic camera parameters and K is the perspective projection

matrix for the normalized camera frame [289]. More specifically, the elements fx and fy

represent the focal length of the camera expressed in horizontal and vertical pixel units

respectively, �cx� cy� is the principal point and �, often assumed to be zero, is a skew

parameter which is related to the angle between the horizontal and vertical axes of the

sensor array. The ratio fy
fx

is referred to as the aspect ratio. Matrix A can be determined

either with the aid of a calibration grid [259] or through a self-calibration process by

observing an unknown scene [159, 296]. Thus, a point MT � �X� Y� Z� 1�T not on the

image plane, projects to the image point mT � �x� y� 1�T according to the relation

Z m � A KM (2.18)

2.2.2 The general disparity equation

Suppose now that two views of the same scene are available. The pair of views might

have been captured either by a stereo rig or by a single moving camera. Our aim is to

develop the equations relating the projections of a scene point in the two views. The two

camera coordinate systems can be aligned by a rotation followed by a translation. As

illustrated in Fig. 2.9, this change of coordinate systems is expressed by a 4 � 4 matrix

composed of a 3� 3 rotation matrixR and a translation vector t. More specifically, a 3D

point MT in the first view is transformed to point M�T � �X �� Y �� Z �� 1�T in the second
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view, according to

M� �

�
B� R t

�T3 1

�
CA M

M

R, t

X
Y

Z

Y’

Z’

X’
O O’

m
m’

Figure 2.9: The OXY Z coordinate system is transformed to O�X �Y �Z � through a rotation

R followed by a translation t.

Assuming that point MT projects to image points m and m�T � �x�� y�� 1�T in the

first and second view respectively, the disparity equation relating m and m� is given by

Z � m� � A� KM� � A� �R t� M � Z A� R A�1 m � A� t � Z H� m � e�

where A� is the intrinsic parameters matrix for the second view, H� � A� R A�1 and

e� � A� t. Matrix H� is known as the homography of the plane at infinity and e� is the

epipole, i.e. the projection of the focal center of the first view to the second. The above

relation implies that point m� lies on the line going through e� and the point H� m (see

Fig. 2.10). This line is the epipolar line of point m and is given by the vector F m, where

F is the singular 3� 3 matrix given by F � �e��� H�; �e��� is the 3� 3 skew-symmetric

matrix of rank 2 representing the vector product, i.e.�
BBBBB�

0 �e�z e�y

e�z 0 �e�x

�e�y e�x 0

�
CCCCCA
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and �e��� x � e� � x. The matrix F is the fundamental matrix [96, 95, 207, 153, 291, 253]

and expresses mathematically the epipolar constraint in the case of uncalibrated cameras.

This constraint can be compactly written as

m�T F m � 0 (2.19)

Matrix F depends on the relative position of the two views and their corresponding

intrinsic parameters, but not on the structure of the viewed scene. The fundamental

matrix is the equivalent of the essential matrix [142, 262] in the uncalibrated case and

plays a central role in applications involving the recovery of motion and structure

information from uncalibrated images [268]. Since detF � 0, F has seven degrees of

freedom and at least seven corresponding points in two views are required for estimating

it.

m

e

O O’

e’

l’

M

Figure 2.10: The epipolar constraint. The point corresponding to point m in the second

view, must lie on the epipolar line l� which also contains the epipole e�. The plane OMO�

is the epipolar plane corresponding to point M and its image in the second view is the

line l�.

2.2.3 The case of a planar surface

Assume that the two views contain the image of a plane lying in the 3D space. Let the

plane equation in the first view be �nT � d� M � 0, where n is the unit vector normal
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to the plane and d is the plane's distance from the optical center. Using Eq. (2.18), the

plane equation can be written as

nT KM � d � Z nT A�1 m � d � 0

If the plane does not go through the optical center of the first view, then d 
� 0 and the

disparity equation becomes

Z � m� � Z Hm

or

m
�

� Hm� (2.20)

where H is the 3 � 3 nonsingular matrix that is equal to H� � e� nT

d
A�1. Matrix

H is known as the plane homography (also also known as plane projectivity or plane

collineation) and relates plane points in the first view to their corresponding points in

the second view, without any knowledge of the camera calibration. Because of the fact

that H is defined up to an unknown scale factor, it has 8 degrees of freedom. Therefore,

noting that each pair of corresponding coplanar points provides 2 constraints, 4 pairs of

corresponding coplanar points in general position (no three points are collinear) suffice

for estimating it. This implies that a plane projectivity represents a plane to plane

projective transformation which transforms any four points in general position to any

other four points also in general position.

Matrices F and H are related by the fact that the matrix FTH is skew-symmetric

[95, 207, 227], that is

FTH�HTF � �� (2.21)

where FT and HT are the transposes of F and H respectively.
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2.3 Robust Regression

Regression analysis, in other words fitting a model to noisy data, is a very important

subfield of statistics. In the general case of a linear model given by the relation

yi � xi1�1 � � � �� xip�p � ei� (2.22)

the problem is to estimate the parameters �k, k � 1� � � � � p, from the observations yi,

i � 1� � � � � n, and the explanatory variables xik [210]. The term ei represents the error

in each of the observations. In classical applications of regression, ei is assumed to

be normally distributed with zero mean and unknown standard deviation. Let �̂ be the

vector of estimated parameters �̂1� � � � � �̂p. Given these estimates, predictions can be

made for the observations:

ŷi � xi1�̂1 � � � �� xip�̂p (2.23)

Thus, a residual between the observation and the value predicted by the model may be

defined as:

ri � yi � ŷi (2.24)

Traditionally, �̂ is estimated by the least squares (LS) method, which is popular due

to its low computational complexity [90]. LS involves the solution of a minimization

problem, namely:

Minimize
nX
i�1

ri
2 (2.25)

The LS estimator owes its popularity to the fact that a linear, closed-form solution

to Eq. (2.25) can be found employing matrix pseudoinverses and Singular Value

Decomposition (SVD) [200]. In addition, it can be proved that LS estimation achieves

optimal results if the underlying noise distribution is Gaussian with zero mean. However,

in cases where the noise is not Gaussian, the LS estimator becomes unreliable. The LS

estimator becomes highly unreliable also in the presence of outliers, that is observations
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that deviate considerably from the model representing the rest of the observations.

One criterion for measuring the tolerance of an estimator with respect to outliers is its

breakdown point, which may be defined as the smallest amount of outlier contamination

that may force the value of the estimate outside an arbitrary range. As an example, LS

has a breakdown point of 0%, because a single outlier may have a substantial impact on

the estimated parameters.

In order to be able to handle data sets containing large portions of outliers, a variety

of robust estimation techniques have been proposed. Many of them have been used in

computer vision and have been proposed within the vision field [37, 82, 117, 124, 297,

235]. From those, the RANSCAC method [82] is probably the most popular one. Other

methods have been borrowed from statistics [32, 136, 162, 210, 229, 234]. Meer et al

[162] and Zhang [292] provide excellent reviews of the use of robust regression methods

in computer vision.

A very popular class of robust estimators consists of the M-estimators. M-estimators

are based on the idea of replacing the squared residuals ri2 by another symmetric function

of the residuals. The interested reader is referred to [114] for more details. M-estimators

have not been employed in the context of this work because of the following two major

drawbacks. First, it can be shown that although M-estimators behave better than least

squares in practical situations, their breakdown point is equal to 1
n [210], where n is

the number of observations. Clearly, this approaches zero as n increases2. Second, it can

be shown that they require a reliable initial estimate of the model parameters, otherwise

they can end up trapped in local minima.

In an effort to provide robust estimators with a higher breakdown point, Rousseeuw

[210] introduced the so-called S-estimators which are defined by minimizing a robust

measure of the scatter of the residuals. The most widely used S-estimator is the Least

Median of Squares (LMedS) estimator, which is described in detail in the next section.

LMedS has a breakdown point of 50%, and forms a basic tool for developing the visual

2Note that the least squares method is in fact an M-estimator.
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navigation capabilities described in subsequent chapters. It can be argued that 50% is

the highest possible breakdown point of an estimator, because for larger amounts of

outlier contamination it is impossible to distinguish the ``good'' from the ``bad'' data.

Recently, a new robust regression method, namely MINPRAN, has been proposed [235].

MINPRAN reports a breakdown point that is higher than 50%. However, MINPRAN

makes extra assumptions regarding the distribution of the outliers. More specifically,

it assumes a random distribution of the outliers and tries to group data according to a

linear model so that the probability of randomness of the grouped data is minimized.

Although the concept of MINPRAN is very interesting, it has the disadvantage of a very

high computational complexity.

2.3.1 The Least Median of Squares robust estimator

The LMedS estimator, which was originally proposed by Rousseeuw [209], is able to

handle data sets containing large amounts of outliers. LMedS involves the solution of a

non-linear minimization problem, namely:

Minimize fmediani�1�����n ri
2g (2.26)

Qualitatively, LMedS tries to estimate a set of model parameters that best fit the majority

of the observations, while LS tries to estimate a set of model parameters that best fit all

the observations. The above statement gives an idea of the difference in the behavior

of the two estimators. The presence of some outliers in a set of observations will not

influence LMedS estimation, as long as the majority of the data fit into the particular

model. More formally, LMedS has a breakdown point of 50%, a characteristic which

makes it particularly attractive for the purposes of this work. Figure 2.11 demonstrates

a representative example of the performance of LMedS relative to LS.

Once LMedS has been applied to a set of observations, a standard deviation estimate

may be derived:

�̂ � C
q
med ri2 (2.27)
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LS

LMedS

Figure 2.11: The performance of LMedS vs. LS: Given five noisy observations of a

straight line, the solid line is the one fitted by LMedS while the dashed one is the one

estimated by LS. Notice how a single highly erroneous observation (the one indicated

with the dashed circle) can have a significant impact on the accuracy of the line estimated

by LS.

where C is an application dependent constant. Rousseeuw and Leroy [210] suggest a

value of

C � 1�4826

�
1 �

5

n� p

�
(2.28)

Based on the standard deviation estimate, a weight wi may be assigned to each

observation

wi �


��
��

1� if jrij
�̂
� 2�5

0� if jrij
�̂
� 2�5

(2.29)

All points with weight wi � 1 correspond to model inliers, while points with weight

wi � 0 correspond to outliers. The threshold in Eq. (2.29) controls the sensitivity

to outliers and its value reflects the fact that assuming a Gaussian distribution, very

few residuals should be larger than 2.5�̂. Note that since the criterion according to

which observations are assigned the inlier/outlier binary label involves calculations

over the mean of the residuals, it is itself robust. This implies that the method adapts

automatically to the noise levels of the observations. The better the estimated model
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fits to the observations, the smaller the median residual is and, therefore, the finer the

outlier detection becomes.

LMedS minimization is solved by a search in the space of possible estimates

generated by the data. Since this search space is usually very large, a Monte-Carlo type

of speedup technique is employed, in which a certain probability of error is tolerated

[162]. More specifically, let p denote the number of parameters to be estimated; then

there are O�np� different p-tuples that can be formed by the available observations.

Given that this search space grows exponentially with the number of observations, it

is obvious that exhaustive search is prohibitively expensive in terms of computational

complexity. In practical situations, this problem can be overcomed by a random,

iterative scheme which guarantees that if a p-tuple of uncorrupted observations exists in

the set of observations, it will be selected with high probability. Assuming that e is the

fraction of data contaminated by outliers, then the probability Q that at least one out of

m randomly selected p-tuples has only uncorrupted observations, is equal to:

Q � 1� �1� �1� e�p�
m (2.30)

Thus, the solution of Eq. (2.30) for m, gives a higher bound for the number of p-tuples

that should be tried. Note that Eq. (2.30) is independent of the number of available

observations. Each of the m trials, requires the estimation of p candidate parameter

values and the computation of the squared residuals between the observations and the

predictions of the model. The set of parameter values that yields the minimum median

residual, is declared as the solution of the regression problem. This solution is refined by

a least squares estimation on the set of inliers [210]. At this point it is worth mentioning

that LMedS supplies a general framework for dealing with multiple populations of data

and does not impose any constraint on how is a candidate solution to be obtained.

For example, the latter can be computed from a random sample of data using least

squares, orthogonal regression or even a nonlinear, iterative scheme. Thus, LMedS can

be employed even in cases of nonlinear regression.

As far as algorithmic improvements to reduce the execution time of LMedS are
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concerned, it should be noted that the computation of the median of squared residuals

that takes place at each iteration, can be attained without resorting to sorting the residuals.

Instead, an algorithm that finds the kth largest number out of n numbers can be employed

[218]. This algorithm has a time complexity of O�n�, which compares favorably to

the O�n logn� complexity of the best serial sorting algorithm [58]. It should also be

noted that the data dependency among the calculations involved in LMedS estimation

is very small. This is because the computation of the median of the residuals for one

candidate solution is independent of the computation of the residuals associated with

another candidate solution derived from a different set of observations. Therefore, it is

clear that LMedS estimation exhibits fine grain parallelism and thus its execution time

would benefit greatly from a parallel implementation.
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Part II

Development of Visual Capabilities
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Chapter 3

Independent Motion Detection

3.1 Introduction

Independent 3D motion detection (IMD) is a fundamental motion perception capability

of a seeing system. In a world where changes of state are often more important than

the states themselves, the perception of independent motion provides a rich input to

attention, informing a seeing system about dynamic changes in the environment [61, 14].

In the case of a static observer, the problem of independent motion detection can

be treated as a problem of change detection [112, 230, 193]. The situation is much more

complicated when the observer moves relative to the environment. In this case, even the

static parts of the scene appear to be moving in a way that depends on the motion of the

observer and on the structure of the viewed scene. The case of a moving observer, is

also of great interest because biological and most man-made visual systems are usually

in continuous motion.

In the case of a moving observer, IMD has often been approached as a problem of

segmenting the 2D motion field that is computed from a temporal sequence of images.

Wang and Adelson [272] for example, estimate affine models for optical flow in image
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patches. Patches are then combined in larger motion segments based on a k-means

clustering scheme that merges two patches if the distance of their motion parameters

is sufficiently small. Bouthemy and co-workers [36, 183] also address the problem of

segmenting the 2D velocity field and rely upon MRF models. Nordlund and Uhlin [182]

estimate the parameters of an affine model of 2D motion, assuming that the estimation

of the model parameters will not be considerably affected by the presence of small

independently moving objects. IMD is then achieved by determining the points where

the deviation of the measured from the predicted flow is large. Similar approaches have

been pursued by Torr and Murray [254], Ayer et al [22], Bober and Kittler [35] and Irani

et al [119] who combine normal flow with 2D parametric models for image velocities.

Independent motion is then detected at the discontinuities of the parameters estimated

for the adopted image motion model. The basic problem of the methods that employ

2D models is that they assume scenes where depth variations are small compared to the

distance from the observer. However, in real scenes depth variations can be quite large

and, therefore, 2D methods may detect discontinuities that are not only due to motion,

but also due to the structure of the scene (see for example [14], p. 134).

Solutions to the problem of IMD have also been provided using 3D models.

Employing 3D models makes the problem more difficult because extra variables

regarding the depths of scene points are introduced. This in turn requires certain

assumptions to be made in order to provide additional constraints to the problem. Most

of the methods depend on the accurate computation of a dense optical flow field or on

the computation of a sparse map of feature correspondences. Wang and Duncan [273],

for instance, present an iterative method for recovering the 3D motion and structure of

independently moving objects from a sparse set of velocities obtained from a pair of

calibrated, parallel cameras. Da Vitoria Lobo and Tsotsos [141] use a constraint defined

with respect to three collinear image points to estimate the egomotion from a dense

optical flow field and then detect independently moving objects having small spatial

extent. Other assumptions that are commonly made by existing methods are related to

the motion of the observer, to the structure of the viewed scene, or both. Jain [122] and
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Clarke and Zisserman [52] have followed the former approach and consider the IMD

problem for an observer pursuing restricted translational motion. On the other hand, Adiv

[2] performs segmentation by assuming planar surfaces undergoing rigid motion, thus

introducing an environmental assumption. Torr and Murray [255] detect independent

motion by recovering the set of fundamental matrices which optimally describes the

epipolar constraint for the set of the observed point correspondences. Thompson and

Pong [246] derive various principles for detecting independent motion when certain

aspects of the egomotion or of the scene structure are known. However, the practical

exploitation of the underlying principles is limited because of the assumptions they are

based on and other open implementation issues. Sinclair [224] assumes that surfaces are

locally planar and describes the motion of 3D points in terms of their angular velocity

relative to the camera. His method detects independent motion that violates the epipolar

constraint and recovers the orientations of the normals of planar patches. Sharma and

Aloimonos [220] assume known egomotion and propose a direct method which detects

independent motion at image points whose normal flow violates the epipolar constraint.

Nelson [177] also develops two direct methods for IMD. The first is based on geometric

constraints that are derived from a priori knowledge of the egomotion and upper bounds

on the depths of the viewed scene. The second method is designed to detect rapidly

accelerating objects rather than independent motion itself.

Argyros et al [16] present a method that uses stereoscopic information to segment

an image into depth layers, in an effort to decompose the 3D problem into a set of 2D

ones. The method provides reliable results at each depth layer, but there are certain

limitations regarding the integration of results from the various depth layers. In Argyros

et al [17], qualitative functions of depth estimated from stereo and motion are extracted

in image patches. Comparison of these functions leads to conclusions regarding the

number of 3D motions in a patch. The method is reliable and computationally efficient,

but the resulting map of independently moving objects is coarse. In Argyros et al [18],

the combination of depth and motion information extracted by a binocular observer

permits the elimination of depth from the motion equations. This leads to a linear
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model involving the 3D motion parameters and the problem of IMD is then solved by

estimating the linear model with robust regression methods. Although [16, 17, 18] avoid

any assumptions related to the egomotion or the scene structure and do not require the

correspondence problem to be solved, their main disadvantage is that they assume that

normal flow can be computed from a pair of stereo images, an assumption that is valid

in special cases only.

In order to overcome the limitations of existing methods, a novel method for IMD

is proposed in this chapter. This method is based on two key observations. The first

is that, although an accurate solution to the correspondence problem by recovering the

optical flow field is in the general case very difficult, the problem can be solved with

satisfactory accuracy in special cases. Such a case involves the estimation of the optical

flow field for points belonging to a planar surface, since once a planar surface in the

scene has been identified, the problem of estimating its optical flow is a well-posed

problem. The second observation is that the residual parallax field that remains after the

registration of the images of a planar surface in two frames is an epipolar field. The

proposed method exploits the information contained in the normal residual field, the

component of residual motion in the direction of the image gradient. This field is less

informative compared to the full residual flow, but can be more accurately computed

from a temporal sequence of images. The combination of two such residual normal flow

fields allows the elimination of the depth variables from the 3D motion equations, which

in turn leads to the derivation of a model that is linear in the 3D motion parameters.

IMD is then handled by applying a robust estimator to solve for the parameters of the

linear model. Points that conform to the estimated model are labeled as moving due

to the motion of the observer, while points that are characterized as outliers during

the estimation process are labeled as independently moving. The proposed method

assumes an observer that moves rigidly with unrestricted translational and rotational

egomotion. Independent motion can be rigid or non-rigid and no calibration information

is necessary.
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The rest of this chapter is organized as follows. Section 3.2 develops a technique for

identifying the dominant planar surface in a scene. Section 3.3 turns to the estimation

of the dominant plane's motion. Section 3.4 outlines the decomposition of a normal

flow field in terms of the normal flow field induced by the motion of a planar surface

and a residual parallax normal flow field. The proposed method for IMD is detailed

in section 3.5. Experimental results from the application of the method on real-world

image sequences are presented in section 3.6. Finally, the chapter is concluded with a

short discussion in section 3.7.

3.2 Dominant Plane Extraction

The traditional approach for identifying planar regions using two images of a scene

has been to recover the depth of each point in the field of view and then segment the

resulting depth map into planes. This process however, involves computations that are

numerically unstable and requires difficult problems such as point correspondence and

camera calibration to be solved. To avoid these difficulties, Sinclair et al [225] have

proposed a method for identifying coplanar sets of corresponding points, using simple

results from projective geometry. Based on [225], the dominant plane in a scene is

extracted using a method which is briefly outlined in the following subsections.

3.2.1 The invariants of five coplanar points

A well known result from projective geometry is that groups of five coplanar points give

rise to two projective invariants [168]. More specifically, two functions of five coplanar

points can be constructed, whose values do not change under perspective viewing (i.e.

under the application of arbitrary plane homographies). In other words, the invariants
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are identical for every quintuple of corresponding points and are expressed by

I1 �
jM���jjM���j

jM���jjM���j
� I2 �

jM���jjM���j

jM���jjM���j
� (3.1)

where jMijkj denotes the determinant of the matrix whose columns are the vectors

mi�mj�mk formed by the homogeneous coordinates of three image points, i.e. Mijk �

�mi�mj�mk�. Note that both I1 and I2 degenerate when any three of the five points

are collinear. Each of the two invariants defined above, corresponds to the cross-ratio

[168, 128] of a pencil of four lines, which is constructed by connecting one of the five

points with each of the remaining four. To prove that the quantities defined by Eq. (3.1)

are indeed invariant under any plane homography H, assume that H transforms point

mi to point m
�

i, i.e. m
�

i � �iHmi, where �i is an unknown scale factor. The quantity

corresponding to I1 for the transformed points is equal to

I
�

1 �
jM���

�

jjM���
�

j

jM���
�

jjM���
�

j
�

j��1Hm�� �2Hm�� �4Hm��jj��1Hm�� �3Hm�� �5Hm��j

j��1Hm�� �3Hm�� �4Hm��jj��1Hm�� �2Hm�� �5Hm��j

�
�2

1�2�3�4�5

�2
1�2�3�4�5

jHjjM���jjM���j

jHjjM���jjM���j
�

and thus is equal to I1. The proof for the invariance of I2 can be obtained in a similar

manner.

To test whether a set of five points imaged in two views satisfy the above invariants,

a statistical test based on the variance in the values of the invariants is employed. This

variance is estimated from the variances in the positions of the points in an image. The

reader is referred to [225] for more details.

3.2.2 Estimation of the plane homography

Assuming a set of N pairs of corresponding coplanar points, the plane homography H

that they define can be estimated as follows: Equation (2.20) provides 2 �N constraints

regarding the elements of the homography matrix, which can be written more compactly
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as Ah � 0, where A is a �2 �N�� 9 matrix and h a 9� 1 vector. The plane homography

is then estimated from the solution of the following minimization problem:

minhjjAhjj
2 subject to jjhjj2 � 1� (3.2)

where jj jj denotes the vector 2-norm. As shown in appendix B, the solution to

this problem is the eigenvector of the matrix ATA that corresponds to the smallest

eigenvalue, where AT denotes the transpose of A. Similar to what noted in [97, 291],

ATA is inhomogeneous in image coordinates, and, therefore, ill-conditioned. To

improve its condition number and to derive a more stable linear system, the coordinates

of the set of corresponding points are normalized by a pair of linear transformations

L and L
�

as follows: L defines a translation of the points in the first image, such that

their centroid is brought to the origin of the coordinate system, followed by an isotropic

scaling that maps the average point coordinates to �1� 1� 1�. L
�

is defined similarly for

points in the second image. These transforms result in a more stable system, from which

a homography matrix Ĥ can be estimated. H is then computed from Ĥ as L
��1
ĤL.

Since the set of normalized matching pairs that is given as input to the estimation

process is very likely to contain errors, care must be taken so that these errors do not

corrupt the computed estimate. Thus, instead of using all N points to estimate H, the

LMedS estimator is employed to find an estimate that is consistent with the majority of

the matched points. Using a predetermined number of iterations, LMedS picks random

samples of matching pairs and computes an estimate of H from each of them. The

estimate that yields the smallest median error is returned as the plane homography which

best fits the set of matched points.

3.2.3 Iterative algorithm for the extraction of planes

Based on the above discussion, an iterative method for extracting the dominant plane

can now be described. First, the SUSAN corner detector [231] is used to extract a

set of corners from a pair of images. Corners are distinct image features that can be
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accurately localized and correspond to 3D scene elements appearing in consecutive

images. Here it is assumed that the two images have been acquired from considerably

different locations in the 3D space. Such an image pair can be captured either by the

two cameras of a binocular system, or by the single camera of a monocular system at

two instants that are far apart in time. The extracted corners are then matched using a

similarity criterion based on normalized cross-correlation. The matching algorithm is

based on that proposed in [290, 294]. A random sample consisting of five pairs from the

set of matched corners is then formed. If the selected corners satisfy the invariants in

Eq. (3.1), they are likely to belong to the same plane. To ensure that the selected corners

are sufficiently far apart so that the invariants and the corresponding plane homography

are not swamped by noise, a bucket-based sampling technique similar to that discussed

in [291] is employed. Next, the plane homography corresponding to the selected corners

is computed as described previously. To verify that the five selected points lie on the

same plane, the estimated plane homography is used to find more coplanar points.

For every corner in one image, the plane homography can predict the location of the

corresponding corner in the second image. If this location is sufficiently close to the true

location of the matching corner, the corner in question is assumed to be coplanar with

the corners in the selected sample. If the number of coplanar points identified during this

step is above a threshold, the method concludes that a plane has indeed been found. The

corresponding plane homography is then refined using the LMedS estimator over the

whole set of matched coplanar points and this set is removed from further consideration.

The sampling process iterates until either the number of corners that have not been

assigned to a plane drops below a threshold or a predetermined number of iterations is

completed.

When the iterative algorithm terminates, a set of planes along with their

homographies have been computed. The application of Eq. (2.20) to each point in

the first view warps the second view with respect to the first and registers the image

of the corresponding plane in the two views. Change detection between the first and

the warped second view can label image points as changing in the two views or not.
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Points that remain unchanged belong to the plane under consideration. To account for

the fact that typical change detection algorithms fail in uniform, textureless areas, a

pixel is assumed to belong to a plane when it is labeled as not changing by the change

detection algorithm and the magnitude of its intensity gradient is above some threshold.

The plane having the largest number of points is declared to be the dominant one. As it

will be clear from the following sections, the result of change detection does not have to

be very accurate, since the part of the proposed method for IMD that makes use of the

location of the dominant plane is tolerant to errors. In our implementation, the change

detection algorithm described in [230] is employed. This algorithm is based on a test

regarding the variance of the intensity ratios in small neighborhoods of two images.

3.3 Robust Parametric Estimation of Optical Flow

The problem of estimating 2D image velocity, or optical flow, from image sequences is

generally very difficult. This difficulty mainly stems from the fact that transparencies,

specular reflections, shadows, occlusions, depth boundaries and independent motions

give rise to discontinuities in the optical flow field [165]. This in turn implies that

an optical flow field is typically only piecewise smooth [34]. Since the estimation of

optical flow involves the combination of constraints arising from an image region, no

guarantee is given that the selected region will contain only a single motion. In other

words, the primary difficulty of most optical flow estimation techniques is that they lack

any information regarding the region of support of a particular motion. This problem is

referred to in [34] as the generalized aperture problem.

In the case that an image region is known to correspond to a plane in the scene, the

optical flow within the region can be accurately modeled as a parametric function of

the image coordinates [2]. More specifically, assuming that the equation of the imaged

plane in image coordinates is 1
Z
� px� qy � r, substitution into Eq. (2.7) yields an eight

parameter model for optical flow. This model is known as the quadratic model since it
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contains terms that are of degree two in the image coordinates:

u � a � bx � cy � gx2 � hxy

(3.3)

v � d� ex � fy � gxy � hy2

At this point, it should be noted that, if the camera is not calibrated, the unknown

intrinsic parameters (i.e. focal lengths and location of principal point) are absorbed

in the eight parameters a� � � � � h. By employing the quadratic model, the estimation of

optical flow amounts to the estimation of the eight parameters involved. Substitution

of Eq. (3.3) into Eq. (2.10), permits the derivation of a model relating the planar

flow parameters to the spatiotemporal intensity derivatives. This model is linear in

the parameters to be estimated and is overdetermined, since each point of the plane

contributes one constraint regarding the eight unknown parameters. To account for errors

in the computation of derivatives, violations of the intensity conservation assumption,

errors in the determination of the region corresponding to the image of the plane, etc,

the LMedS estimator is again employed to give a robust estimate of the parameters

satisfying the majority of the constraints. This ``robustification'' of the optical flow

estimation problem has already been suggested by Black and Anandan [34], with the

major difference being that they employed M-estimators which are less robust compared

to LMedS that is employed in this work.

3.4 The Residual Normal Flow Field with Respect to a Plane

Let �u� v� be the displacement field between two images It and It�dt acquired at time

instants t and t � dt respectively. Let also Š be a 3D plane in the viewed scene and

let �u�� v�� be the 2D motion vector of a single point belonging to Š. As shown in

section 3.3, �u�� v�� is defined by a linear model with eight parameters. As explained

in appendix A, warping It towards It�dt according to �u�� v�� will register It and It�dt

over regions of Š, while regions not belonging to Š will be unregistered. According to
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Eq. (A.1), the residual flow �ur� vr� between the warped It and It�dt is equal to

ur � u� u� � �xW � Uf��
1

Z
�

1

Z�
�

(3.4)

vr � v � v� � �yW � V f��
1

Z
�

1

Z�
�

where 1
Z�

is the depth of the 3D plane at pixel �x� y�. As can been seen from Eq. (3.4),

the residual flow field is purely translational, since the rotational components have been

canceled out by the warping step. It is also straightforward to show that the residual

normal flow field between the warped It and It�dt is given by:

unr � urnx � vrny � f�xW � Uf�nx � �yW � V f�nyg �
1

Z
�

1

Z�
� (3.5)

where �nx� ny� is the unit vector in the direction of the intensity gradient.

3.5 Using Residual Parallax Normal Flows to Detect

Independent Motion

Consider a rigid observer that is moving with unrestricted egomotion in 3D space. Due to

this motion, a reliable normal flow vector can be computed at each point where the image

intensity gradient is sufficiently large. Let �nx� ny� be the unit vector in the gradient

direction. The magnitude un of the normal flow vector is given by un � unx�vny, which,

by substitution from Eq. (2.7), yields Eq. (2.16) which is repeated here for convenience:

un � �nxf
U

Z
� nyf

V

Z
�
�
xnx � yny

�W
Z

�

�
xy

f
nx �

�
y2

f
� f

�
ny

	
� (3.6)

�

��
x2

f
� f

�
nx �

xy

f
ny

	
� � �ynx � xny��

As it has been discussed in section 2.1.5, Eq. (3.6) shows that the problem of recovering

3D motion from a single normal flow field is underconstrained. This is because each
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normal flow provides one constraint on the 3D motion parameters but also introduces

one unknown variable corresponding to the depth Z. To overcome this difficulty, the

remainder of this section employs a pair of residual parallax normal flow fields that

provide additional constraints on the 3D motion parameters.

Let us begin by supposing that at least one of the surfaces in the scene is planar

or can be well approximated by a plane. This assumption is often satisfied in practice,

especially in scenes containing man-made objects [270]. Using the technique described

in section 3.2, the dominant plane in the scene can be extracted. Following this, the

parametric model describing the motion of this plane can be estimated as described in

section 3.3. The residual planar parallax flow can then be computed from Eq. (3.4).

Irani and Anandan [118] have recently described a method for IMD that computes

the relative projective 3D structure from this residual parallax flow. Their method,

however, requires the computation of a dense optical flow field, a difficult problem in

its own right. Noting that the residual flow field is translational, another approach to

detect independent motion is to locate the FOE and then, similar to [220], label points

that violate the epipolar constraint as independently moving. The major drawback of

this approach is that it depends critically on the correctness of the estimated FOE. To

avoid this problem, the proposed method for IMD does not attempt to estimate the FOE.

Instead, it combines the information from two residual normal flow fields computed at

consecutive time instants.

Assume that three consecutive images It�dt, It and It�dt are captured at time instants

t� dt, t and t � dt respectively. Let I0 be a fourth image that along with It permits the

extraction of the dominant plane. Also, let unr be the residual normal flow computed

by warping It towards It�dt using the motion of the dominant plane. Similarly, let u�nr

be the residual normal flow computed by warping It towards It�dt using the dominant

plane. According to Eq. (3.4), unr and u�nr are given by

unr � f�xW � Uf�nx � �yW � V f�nyg �
1

Z
�

1

Z�
�

(3.7)
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u�nr � f�xW � � U �f�nx � �yW � � V �f�nyg �
1

Z
�

1

Z�
�

where �U� V�W � and �U �� V ��W �� are the 3D translational velocity vectors for the

displacement between t and t � dt and t and t � dt respectively. Notice that here it

is implicitly assumed that the translational component of the observer's velocity is

nonzero.

Both residual normal flow fields given by Eqs. (3.7) are defined in the the same

reference frame, namelyIt. This implies that at each point �x� y�ofIt having considerable

gradient magnitude, two normal flow vectors along the same direction �nx� ny� can be

computed. Solving the first of Eqs. (3.7) for 1
Z
� 1

Z�
and substituting into the second

results into the following equation

W �xnx � yny�u
�
nr � Ufnxu

�
nr � V fnyu

�
nr � (3.8)

W ��xnx � yny�unr � U �fnxunr � V �fnyunr � 0�

in which the terms related to depth have been eliminated. The above equation is linear in

the variables �1 � W , �2 � Uf , �3 � V f , �4 � W �, �5 � U �f , �6 � V �f . These variables

involve the 3D motion parameters and the camera focal length. Assuming that the

dominant plane is not independently moving, violations of Eq. (3.8) signal the presence of

independently moving objects. LMedS estimation can be applied to a set of observations

of the model of Eq. (3.8) as a means to estimate the parameters �i, i � 1� � � � � 6. To

avoid the trivial solution �i � 0, the solutions tried by LMedS are computed with

an eigenvector technique that imposes the constraint jj��1� �2� �3� �4� �5� �6�jj
2 � 1 (see

appendix B). LMedS will provide estimates �̂i of the parameters �i and a segmentation

of the image points into model inliers and model outliers. Model inliers, which are

compatible with the estimated parameters �̂i, correspond to image points that move with

a dominant set of 3D motion parameters. A point may belong to the set of outliers if at

least one of the following holds:

1. The quantities unr and
or u�nr for this point have been computed erroneously.
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2. The 3D motion parameters for this point are different compared to the 3D motion

parameters describing the majority of points.

The points of the first class will, in principle, be few and sparsely distributed over

the image plane. This is because only reliable normal flow vectors are considered.

The second class of points is essentially the class of points that are not compatible

with the dominant 3D motion parameters. Thus, in the case of two rigid motions in a

scene, the inlier
outlier characterization of points achieved by LMedS is equivalent to

a dominant
secondary 3D motion segmentation. In the case that more than two rigid

motions are present in a scene, the correctness of 3D motion segmentation depends on

the spatial extent of the 3D motions. If there is one dominant 3D motion (in the sense that

at least 50% of the total number of points move with this motion), LMedS will be able to

handle the situation successfully. This is because of the high breakdown point of LMedS,

which tolerates an outlier percentage of up to 50% of the total number of points. The

inliers will correspond to the dominant motion (egomotion) and the set of outliers will

contain all secondary (independent) motions. A recursive application of LMedS to the

set of outliers may further discriminate the rest of the motions. The recursive application

of LMedS should be terminated when the remaining points become fewer than a certain

threshold. There are two reasons for this [14]. First, if the number of points becomes

too small, then the number of constraints provided by Eq. (3.8) becomes small and the

discrimination between inliers and outliers is subject to errors. Second, at each recursive

application of LMedS, the set of outliers does not contain only points that correspond to

a motion different than the dominant one, but also points where normal flows have not

been computed accurately. The proposed algorithm for IMD is summarized in the block

diagram of Fig. 3.1. The postprocessing step is described in the following subsection.

When implementing the method presented in the preceding paragraphs, the residual

normal flow can be computed without actually warping the first image towards the

second according to the estimated planar flow. Knowledge of the eight parameters in

Eq. (3.3) enables the prediction of the normal flow that would result if the dominant
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Figure 3.1: Block diagram of the proposed method (see text for explanation).

plane covered the whole visual field. The residual normal flow can then simply be

estimated as the difference between the normal flow computed directly from the pair

of input images and the predicted planar normal flow. Normal flow between a pair of

input images is computed from the spatiotemporal derivatives Ix� Iy and It of the image

intensity function. To reduce the effects of noise, images are smoothed by convolution

with a 3� 3 Gaussian prior to the computation of derivatives.

3.5.1 Postprocessing

According to the proposed method for independent motion detection, points are

characterized as being independently moving or not based on their conformance to

a general rigid 3D model of egomotion. The characterization is made at the point

level, without requiring any environmental assumptions, such as smoothness, to hold

in the neighborhood of each point. In order to further exploit information regarding

independent motion, it is often considered preferable to refer to connected, independently

moving areas rather than to isolated points. There are three reasons why the points

of a motion segment may not form connected regions [14]. First, the normal flow

field is usually a sparse field, because normal flow values are considered unreliable

in certain cases (e.g. at points with a small gradient value). Second, there is always

77



Chapter 3. Independent Motion Detection

the possibility of errors in measurements of normal flow and, therefore, some points

may become model inliers (or outliers) because of these errors and not due to their 3D

motion parameters. Finally, normal flow is a projection of the optical flow onto a certain

direction. Infinitely many other optical flow vectors have the same projection onto this

direction. Consequently, a normal flow vector may be compatible with the parameters

of two different 3D motions, and therefore a number of point misclassifications may

arise.

We overcome the problem of disconnected motion segments by exploiting the fact

that, in the above cases, misclassified points are sparsely distributed over the image

plane. Therefore, a simple majority voting scheme is used. At a first step, the number

of inliers and outliers is computed in the neighborhood of each image point. The label

of this point becomes the label of the majority in its neighborhood. This allows isolated

points to be removed. In the resulting map, the label of the outliers is replicated in

a small neighborhood in order to group points of the same category into connected

regions.

3.6 Experimental Results

The proposed method has been evaluated experimentally with the aid of several real-

world image sequences. During the course of all experiments, quantitative information

regarding camera motion and calibration parameters was not available. This section

reports two of the conducted experiments.

The first experiment is based on the well known ``calendar'' image sequence.

Frames 2 and 30 of this sequence are shown in Fig. 3.2. In this sequence, the camera

is panning with a right to left direction and the viewed scene consists of a planar

background and a nonplanar foreground. The background contains a stationary wall

and a calendar that is independently moving upwards. The foreground contains three
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(a) (b)

Figure 3.2: Frames (a) 2, and (b) 30 of the ``calendar'' sequence.

independently moving objects. A pair of spheres is rotating in the left side of the scene,

while a ball followed by a toy train are moving in a right to left direction. The dominant

plane was extracted using frames 2 and 30. Corners belonging to the dominant plane are

marked with white rectangles in Fig. 3.3(a), while all other corners are black.

The pair of residual parallax normal flow fields is computed between frames 2 - 3

and 2 - 1. The residual parallax normal flow for frames 2 - 3 is shown in Figure 3.3(b). As

can be seen from this figure, the residual flow field is zero over the area corresponding to

the dominant plane, indicating that the dominant plane has been successfully registered.

Figure 3.4 illustrates the results of motion segmentation on the ``calendar'' sequence.

Figure 3.4(a) shows the intermediate segmentation results. Black color corresponds to

egomotion and white color corresponds to independent motion. Gray color corresponds

to points where no decision can be made, due to low image gradient and, therefore, lack

of normal flow vectors. It can be verified that the largest concentration of white (i.e.

independently moving) points is indeed over the regions of the independently moving

objects. Note that independent motion was not detected along the vertical edges of

the calendar. This is because the intensity gradient is perpendicular to the direction of

motion on these edges, which results in the corresponding normal flow vectors being

equal to zero. The elongated areas below the calendar that are marked as independently
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(a) (b)

Figure 3.3: (a) Corners belonging to the dominant plane for the ``calendar'' sequence, (b)

residual normal flow field for frames 2-3.

(a) (b)

Figure 3.4: Motion segmentation for the ``calendar'' sequence (a) before and, (b) after

postprocessing.
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moving are actually shadows, cast by the calendar and the rotating spheres, that are

moving during time. Figure 3.4(b) presents the same result after postprocessing, which

eliminates isolated outliers (inliers) in large populations of inliers (outliers) and, in the

resulting map, dilates the label of remaining outliers in a small neighborhood. It is

clear that after this step, the bodies of the four independently moving objects have been

successfully identified as such. An MPEG video demonstrating the results of applying

the proposed method on the first 10 frames of the ``calendar'' sequence can be found at

http://www.ics.forth.gr/proj/cvrl/demos/lourakis/IMD/calendar.mpg

The second experiment concerns the ``cars'' image sequence. Frames 5 and 20 of

this sequence are shown in Fig. 3.5.

(a) (b)

Figure 3.5: Frames (a) 5, and (b) 20 of the ``cars'' sequence.

In this sequence, the camera is again panning with a right to left direction. The

two dark gray cars in the foreground move independently while the white car on the far

left is stationary. A few trees in the background form an approximately planar surface.

Frames 5 and 20 were used to extract the dominant plane. Figure 3.6(a) shows corners

belonging to the dominant plane marked with white rectangles, while all other corners

are black.

Frames 5 - 6 and 5 - 4 are used to compute the pair of residual parallax normal
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(a) (b)

Figure 3.6: (a) Corners belonging to the dominant plane for the ``cars'' sequence, (b)

residual normal flow field for frames 5-6.

(a) (b)

Figure 3.7: Motion segmentation for the ``cars'' sequence (a) before and, (b) after

postprocessing.
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flow fields. Figure 3.6(b) shows the residual parallax normal flow computed from

frames 5 - 6. The results of motion segmentation on the ``cars'' sequence before and

after postprocessing are illustrated in Figures 3.4(a) and 3.7(b) respectively. Black

color corresponds to egomotion and white color corresponds to independent motion.

Gray color corresponds to points with low intensity gradient, and thus without normal

flow vectors. As can be seen from Fig. 3.7, the two cars are correctly identified as

independently moving. Moreover, the independent motions of small parts of the tree

foliage are also detected.

3.7 Summary

Artificial seeing systems should operate in dynamic environments that consist of both

stationary as well as moving objects. The perception of independent 3D motion is

crucial because it provides useful information on where attention should be focused and,

possibly, maintained. In this work, independent 3D motion detection was based on a

pair of residual parallax normal flow fields that are computed by an observer that moves

freely in the 3D space. The proposed method employs 3D motion models and is able to

perform satisfactorily even in scenes with considerable depth variations. Both rigid and

non-rigid independent motion can be detected. Moreover, apart from the requirement for

the existence of a stationary planar surface in the viewed scene, no further assumptions

regarding the structure of the external world are made. The method avoids a complete

solution to the ill-posed correspondence problem by matching only carefully selected

sets of image points. To guard against errors caused by false matches, robust estimation

techniques are employed. Experimental results from the application of the proposed

method on real image sequences were also presented.
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Chapter 4

Egomotion Estimation

4.1 Introduction

Knowledge of the velocity of a mobile system with respect to its environment is

essential for various servoing tasks that are based on visual feedback. Such tasks include

collision avoidance, docking, gaze maintenance, etc. Given a sequence of images

acquired by a monocular observer pursuing unrestricted rigid motion, the problem of

egomotion estimation can be stated as the problem of recovering the translation and

rotation comprising the motion of the observer. Although simply stated, the problem of

estimating egomotion using visual input is particularly difficult. This difficulty primarily

stems from the fact that the only information available from images is related to the 2D

motion of image points, while the sought egomotion is a 3D quantity. The observed

2D motion depends not only on the egomotion, but also on the unknown structure of

the viewed scene. Since the dependence of the 2D motion on the scene structure is

nonlinear, small errors in the estimates of 2D motion can have a significant impact on

the accuracy of the recovered 3D motion [65, 248]. In addition, the confounding of

translation and rotation makes the problem of estimating unrestricted egomotion much

harder compared to the problem of estimating pure translation or rotation.
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Depending on the frequency of time sampling during the acquisition of an image

sequence, egomotion estimation algorithms can be subdivided into two broad categories.

The algorithms that belong to the first category assume an infinitesimal time sampling

period and employ vector fields to model the 2D motion of image points. The

second category includes algorithms that assume coarse time sampling and use sparse

displacement maps to describe the 2D motion of isolated features extracted from the

images. Although algorithms in the second category make less assumptions regarding

the image acquisition process, algorithms in the first category are more popular. This is

mainly due to the separability of the translational and rotational components in the 2D

motion equations and the fact that, in principle at least, the problem of correspondence

establishment is easier in the case of small motions. A typical assumption that is

implicitly made by most algorithms is that the viewed scene is static, i.e. there are

no objects moving independently from the observer. Since the egomotion estimation

algorithm proposed here assumes fine time sampling, we focus our review on algorithms

in the first of the categories defined above. Owing to the inherent scale ambiguity that

characterizes visual motion (see section 2.1.2), the information regarding the translational

component of egomotion that can be recovered by all these algorithms is at most the

direction of 3D translation, i.e. the FOE.

We start by reviewing algorithms that rely on the availability of a dense optical flow

field to describe 2D motion. Longuet-Higgins and Prazdny [144] and Reiger and Lawton

[205] solve for translation by exploiting a phenomenon known as motion parallax: A

pair of 3D points projecting to nearby retinal locations but having different depths, have

almost the same rotational motion. This approximation is exact when the two 3D points

project to the same retinal location, as is the case with a transparent surface. Reiger and

Lawton showed that the approximation is still valid when the depth difference between

the 3D points is large. Thus, subtracting the optical flow vectors at two appropriate

image locations yields a flow vector that is approximately pointing towards the FOE.

After recovering the translation, rotation can be estimated with linear regression on

projections of the optical flow that are perpendicular to lines through the FOE. The main
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drawback of these approaches stems from the fact that most optical flow algorithms

cannot give accurate estimates of optical flow in areas with large depth variations.

Recently, Irani et al [120] alleviated some of the difficulties related to the estimation of

motion parallax by decomposing image motion into the sum of the motion of a planar

surface and a residual parallax field that is purely translational. Prazdny [199] showed

that the difference between any pair of flow vectors gives a constraint on translation but

did not develop an algorithm exploiting this constraint.

In earlier work, Prazdny [197] assumes that surfaces in the viewed scene are

smooth and solves for rotation using a set of nonlinear equations that are independent

of translation. This nonlinear system is solved by numerical optimization techniques.

Apart from the smoothness assumption, this method suffers from high computational

costs. Prazdny [198] and later Burger and Bhanu [45] also suggested solving for rotation

first and employed a search in the space of rotational parameters. For each hypothesized

rotation, the corresponding rotational field was subtracted from the optical flow and

the remaining field was tested for how well it approximated a purely translational flow

field. Ballard and Kimball [25] assumed that the depth of the viewed scene is known and

employed a generalized Hough transform to solve for the 3D motion parameters. An

advantage of this approach is that multiple moving objects give rise to multiple peaks in

the Hough space. This method, however, is difficult to apply in practice since the depth

of the scene is usually unknown and the search through the multidimensional solution

space is very expensive computationally. Bruss and Horn [44] combine information

from the whole visual field to determine the 3D motion that is the best least squares

fit to the observed velocity field. They developed three different algorithms. The first

two algorithms give closed form solutions for translation and rotation, when the motion

is purely translational or purely rotational respectively. The third algorithm applies in

the case of general motion and provides a residual function that involves the unknown

translation only. Translation is then found by minimizing this residual function using

iterative numerical procedures. Adiv [2] utilized the same residual function developed by

Bruss and Horn, but suggested an alternative scheme for minimizing it. He subdivides
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the flow field in patches and estimates the 3D motion of each patch independently.

Iterative minimization of the residual function is achieved by sampling the solution

space of all possible candidate translations and declaring the direction with the smallest

residual function as the correct one. Patches that share the same 3D motion are then

merged, since they belong to objects undergoing the same rigid motion. Thus, Adiv's

algorithm is capable of handling independently moving objects. Waxman and Subbarao

[237, 276] employ local estimates of flow velocities and their derivatives up to second

order for determining motion parameters and local surface structure. Apart from using

only local constraints, this approach has the drawback that the optical flow derivatives

it utilizes are extremely sensitive to noise. Heeger and Jepson [100] also make use of

the residual function used in [44, 2] and propose an efficient technique for locating its

minimum. The space of all possible translation directions is again sampled and the

residual function is evaluated as the linear sum of the flow vectors weighted by a set of

coefficients that have been computed off-line.

Hummel and Sundareswaran [115] present an algorithm for finding the rotational

motion and one for locating the FOE. The first algorithm, known as the flow circulation

algorithm, computes the curl of the optical flow field. It is based on the observation that

curl is approximately a linear function whose coefficients are proportional to the desired

rotational parameters of motion. The algorithm for locating the FOE extends the work of

Heeger and Jepson [100]. For each candidate FOE, the circular component field, defined

as the projection of the optical flow along vectors emanating from the hypothesized FOE,

is computed. The circular component field that corresponds to the true FOE is a quadratic

function of a special form. Three different techniques that can be formulated as quadratic

functionals of the observed circular component data are proposed for determining the

point having the appropriate quadratic form. MacLean et al [154] combine subspace

methods with a finite mixture model and apply the EM algorithm to cluster constraints

on the 3D velocity. Then, the results of clustering provide an initial guess for solving

for the parameters of the different 3D motions present in the scene. Da Vitoria Lobo and

Tsotsos [141] develop a constraint (the Collinear Point Constraint - CPC) involving
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three collinear image points, which provides a means for canceling rotation and at the

same time constraining the FOE to lie on the line defined by the collinear points. The

FOE is defined as the intersection of lines defined by triplets of collinear points that

satisfy the constraint. CPC is discussed in more detail in section 4.2. Rousso et al [211]

show that rotation can be computed from any three homography matrices. To compute

the homographies, they employ the trilinear tensor defined by three frames. Daniilidis

[62] employs fixation on a scene point to reduce the number of motion parameters to be

estimated from five to four. The spherical motion field is projected on two latitudinal

directions, effectively decoupling the motion parameter space. The motion parameters

are then found by two one-dimensional searches along meridians of the image sphere.

Fejes and Davis [76] also deal with the egomotion estimation problem by employing

projections of the flow field in various directions. These projections exhibit simple

geometric properties, independent of the scene structure, and are combined with the aid

of a recursive filter to yield the motion parameters.

To avoid problems related with the computation of optical flow [165], the so-called

direct paradigm to egomotion estimation has emerged. Instead of employing the full

optical flow field, its projections in various directions are used. These projections,

given by the spatiotemporal derivatives of the image intensity function, are easier to

compute than the full flow. Direct methods were first introduced by Horn and his

associates [109, 176, 175] and solve the egomotion problem in the case of translation

only. Aloimonos and Brown [5] address the case of an observer pursuing purely

rotational motion. They estimate rotation by exploiting the fact that in this case the

motion equations are linear in the rotational parameters of egomotion and do not

involve the scene structure. Nelson and Aloimonos [179] assume a spherical retina

and show that the spherical motion field has a focus of expansion and a focus of

contraction separated by 180 degrees if and only if the rotational component of motion

is zero. They also show how the problem of determining the motion parameters can be

separated into three two dimensional problems, which allow the rotation parameters to

be determined independently. The direction of translation can then be found from the
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vector joining the foci of expansion and contraction. Hanna [94] assumes that the viewed

scene can be locally approximated by planes and presents a direct iterative method

for recovering egomotion and scene structure at multiple resolutions. Taalebizhaad

[243] exploits the fact that fixation on a scene point reduces by one the dimensionality

of the 3D motion recovery problem, and suggests a method for direct recovery of

unrestricted egomotion. Aloimonos and Duric [8] assume a translating observer and

present a qualitative algorithm that uses a voting scheme based on the signs of optical

flow projections to locate the FOE. A similar method was independently developed by

Sinclair et al [226]. Ferm�uller [79] addresses the case of unrestricted egomotion and

bases egomotion estimation on the geometrical properties of the normal flow field. The

signs of optical flow projections give rise to simple patterns on the image plane, which

depend on the egomotion parameters. However, although her method can be employed

to verify the correctness of a given set of motion parameters, it cannot be used for making

a hypothesis regarding them. In addition, the extraction of appropriate patterns is made

difficult by the fact that she employs sparse motion fields. Silva and Santos-Victor

[222] assume unrestricted 3D motion and locate the FOE as the intersection of two

constraint lines. Despite the fact that their method depends critically on the accuracy of

the recovered constraint lines, they do not present any results indicating the behavior of

their algorithm in the presence of different amounts of noise.

In this work, a new method for egomotion estimation is presented. The motivation

behind our effort is twofold. First, we are interested in estimating egomotion by means

of linear constraints. Second, we want to avoid making any restrictive assumptions

regarding the egomotion or the scene structure. Hence, we have developed a novel

linear constraint regarding the motion parameters, defined in terms of four collinear

image points. The constraint is applicable regardless of the egomotion or the scene

structure and combined with robust linear regression techniques, permits the recovery

of the direction of translation, thereby decoupling the 3D motion parameters.

The rest of this chapter is organized as follows. Section 4.2 develops the proposed
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constraint and shows how it can be employed to recover egomotion. Experimental

results from an implementation of the method are presented in section 4.3. The chapter

is concluded with a brief discussion in section 4.4.

4.2 Using Quadruples of Collinear Points to Constrain the

FOE

Before proceeding to the description of the proposed method, we state two lemmas

which are essential for its derivation. The symbolic calculations that are reported in the

following have been carried out with the aid of the MATHEMATICA symbolic mathematics

package [283].

4.2.1 Two precursory lemmas

Lemma 4.1 Suppose that two image points lie on a line that goes through the origin

of the image coordinate system (i.e. the principal point). The difference of the

projections of their corresponding optical flow vectors along the direction that is

normal to the line does not depend on the � and � components of rotation.

Proof. Let p� � �x1� y1� and p� � �x2� y2� be two points in the image and �n � �nx� ny� be

the unit vector that is normal to the line L defined by p� and p�. Since L goes through

the image principal point, its equation is y � �nx
ny
x, and therefore Theorem C.1 from

appendix C yields for � � 0

un1 � un2 � ��x1 � x0�nx � �y1 � y0�ny�W �
1

Z1
�

1

Z2
� �

�

ny
�x2 � x1� (4.1)

�

91



Chapter 4. Egomotion Estimation

Lemma 4.2 Let p1 � �x1� y1�, p2 � �x2� y2� and p3 � �x3� y3� be three collinear image

points lying on a line whose equation is y � �x��. Let also �x0� y0� be the FOE and

assume that p2 divides the vector
��

p1 p3 in ratio �. For the projections uni� i � 1 � � � 3

of the optical flow vectors at points p1� p2 and p3 along a direction �nx� ny�, the

following equation holds

un2 �
1

1 � �
un1 �

�

1 � �
un3 � D2W �

1

Z2
�

1

1 � �

1

Z1
�

�

1 � �

1

Z3
� �

d21

1 � �
W �

1

Z1
�

1

Z3
� �

�d21�x2 � x3�

f
��

d21�x2 � x3�

f
� (4.2)

In the above equation, D2 � �x2�x0�nx��y2�y0�ny and d21 � �x2�x1�nx��y2�y1�ny.

Proof. The desired result follows directly from Theorem C.2 in appendix C.

�

By inspecting Eq. (4.2), it can easily be seen that in the case that the direction of

projection �nx� ny� is perpendicular to the line defined by the points pi, the term d21 is

zero, thus the sum of the rotational components vanishes. The remaining terms express

the Collinear Point Constraint (CPC), which has been previously derived in [141]. CPC

states that when an appropriate linear combination of the projections of optical flow

vectors in the direction perpendicular to the line joining them is zero, there exist two

possible situations. Either the three 3D points whose projections form the collinear

triplet are also collinear in the scene (i.e. 1
Z2
� 1

1��
1
Z1
� �

1��
1
Z3

� 0), or the line defined by

the collinear triplet passes through the FOE (i.e. D2 � 0). By employing a voting scheme

to differentiate between these two cases, Da Vitoria Lobo and Tsotsos have exploited

the CPC for locating the FOE [141].
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4.2.2 The proposed constraint on egomotion

Assume now a mobile observer undergoing rigid motion in a static environment. Let

p� � �x1� y1�, p� � �x2� y2� and p� � �x3� y3� be three collinear image points lying on

a line L through the image principal point. Let also y � �x be the equation of line L,

�nx� ny� be the direction normal to it and �n
�

x� n
�

y� and �n
��

x� n
��

y� two directions that are

not perpendicular to L. According to Lemma 4.2, for the projections of the optical flow

vectors along the direction �n
�

x� n
�

y� the following holds

un
�

2 �
1

1 � �
un

�

1 �
�

1 � �
un

�

3 � D
�

2W �
1

Z2
�

1

1 � �

1

Z1
�

�

1 � �

1

Z3
� �

d
�

21

1 � �
W �

1

Z1
�

1

Z3
� �

���� ��
d
�

21�x2 � x3�

f
� (4.3)

where the primed terms are defined analogously to the unprimed ones in Eq. (4.2).

Similarly, for the projections along the normal direction �nx� ny�, Eq. (4.2) gives

un2 �
1

1 � �
un1 �

�

1 � �
un3 � D2W �

1

Z2
�

1

1 � �

1

Z1
�

�

1 � �

1

Z3
� (4.4)

Dividing Eq. (4.3) with Eq. (4.4) yields

un
�

2 �
1

1��
un

�

1 �
�

1��
un

�

3

un2 �
1

1��un1 �
�

1��un3

�
D

�

2

D2
�

d
�

21

1 � �

1
Z1
� 1

Z3

D2�
1
Z2
� 1

1��
1
Z1
� �

1��
1
Z3
�
�

���� ��
d
�

21�x2 � x3�

f

1

un2 �
1

1��un1 �
�

1��un3

(4.5)

Applying Eq. (4.1) for points p� and p� results in

un1 � un3 � D2W �
1

Z1
�

1

Z3
� �

�

ny
�x3 � x1� (4.6)

Solving Eq. (4.6) for 1
Z1
� 1

Z3
and dividing in terms by Eq. (4.4) gives

1
Z1
� 1

Z3

D2�
1
Z2
� 1

1��
1
Z1
� �

1��
1
Z3
�

�
un1 � un3 �

x3�x1
ny

�

D2�un2 �
1

1��un1 �
�

1��un3�
(4.7)

Substituting Eq. (4.7) into Eq. (4.5) yields

un
�

2 �
1

1��un
�

1 �
�

1��un
�

3

un2 �
1

1��
un1 �

�
1��

un3

1

d
�

21

�
D

�

2
d
�

21

D2
�

1

1 � �

un1 � un3 �
x3�x1
ny

�

D2�un2 �
1

1��
un1 �

�
1��

un3�
�

���� ��
�x2 � x3�

f

1

un2 �
1

1��
un1 �

�
1��

un3

(4.8)
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Let now p� � �x4� y4� be a fourth point collinear with the triplet p�� p� and p� and such

that point p� divides the vector
��

p� p� in ratio �. Eq. (4.8) gives for the projections along

the direction �n
��

x� n
��

y�

un
��

2 �
1

1��un
��

1 �
�

1��un
��

4

un2 �
1

1��un1 �
�

1��un4

1

d
��

21

�
D

��

2
d
��

21

D2
�

1

1 � �

un1 � un4 �
x4�x1
ny

�

D2�un2 �
1

1��un1 �
�

1��un4�
�

���� ��
�x2 � x4�

f

1

un2 �
1

1��
un1 �

�
1��

un4

(4.9)

Subtracting Eq. (4.9) from Eq. (4.8) results in

un
�

2 �
1

1��un
�

1 �
�

1��un
�

3

un2 �
1

1��un1 �
�

1��un3

1

d
�

21

�
un

��

2 �
1

1��un
��

1 �
�

1��un
��

4

un2 �
1

1��un1 �
�

1��un4

1

d
��

21

�
D

�

2
d
�

21 �D
��

2
d
��

21

D2
�

1

D2
�

1

1 � �

un1 � un3

un2 �
1

1��un1 �
�

1��un3

�
1

1 � �

un1 � un4

un2 �
1

1��un1 �
�

1��un4

� �

�

D2
��

1

1 � �

x3 � x1

ny

1

un2 �
1

1��un1 �
�

1��un3

�
1

1 � �

x4 � x1

ny

1

un2 �
1

1��un1 �
�

1��un4

� �

���� ���
x2 � x3

f�un2 �
1

1��un1 �
�

1��un3�
�

x2 � x4

f�un2 �
1

1��un1 �
�

1��un4�
�(4.10)

Noting that x1�x3
1�� � x2 � x3 and x1�x4

1�� � x2 � x4, Eq. (4.10) can be rewritten as

un
�

2 �
1

1��un
�

1 �
�

1��un
�

3

un2 �
1

1��un1 �
�

1��un3

1

d
�

21

�
un

��

2 �
1

1��un
��

1 �
�

1��un
��

4

un2 �
1

1��un1 �
�

1��un4

1

d
��

21

�
D

�

2
d
�

21 �D
��

2
d
��

21

D2
�

1

D2
�

1

1 � �

un1 � un3

un2 �
1

1��un1 �
�

1��un3

�
1

1 � �

un1 � un4

un2 �
1

1��un1 �
�

1��un4

� �

�
�f

D2ny
� ��� ���

x2 � x3

f�un2 �
1

1��un1 �
�

1��un3�
�

x2 � x4

f�un2 �
1

1��un1 �
�

1��un4�
� (4.11)

The term
D
�

2	d
�

21�D
��

2 	d
��

21
D2

in Eq. (4.11) is independent of the FOE and can be computed using

the point retinal coordinates only. Indeed, it can be shown that

D
�

2
d
�

21 �D
��

2
d
��

21

D2
�

�n
��

xny
� � n

�

xn
��

y�ny

�nxn
�

y � n�

xny��nxn
��

y � n��

xny��x2 � x1�
(4.12)

Thus, Eq. (4.11) is linear in the two unknowns 1
D2

and 
f
D2ny

� ��� �.
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Given a line L through the image principal point, the proposed method relies on

Eq. (4.11) for estimating the term 1
D2

corresponding to L. In theory, two quadruples of

image points lying on L suffice to provide estimates of the unknown parameters 1
D2

and


f
D2ny

� �� � �. However, to enhance noise immunity, multiple quadruples of points on

L are selected at random and robust estimates of the two unknowns are computed using

the Least Median of Squares (LMedS) robust estimator [209]. Knowledge of the term DL
2

for a line L provides one constraint on the location of the FOE, namely

x0n
L
x � y0n

L
y � xLnLx � yLnLy �DL

2 � (4.13)

where �x0� y0� is the sought FOE, �nLx � n
L
y � is the unit normal for line L and �xL� yL�

is a point on L. Noting that each line L through the image principal point supplies

one constraint of the form of Eq. (4.13) regarding the FOE, the constraints arising from

multiple such lines can be combined to yield the FOE. More specifically, using many

lines through the image principal point, robust estimates of the corresponding distances

1
DL

2
are obtained as previously outlined. For each of the obtained distance estimates,

Eq. (4.13) gives rise to a linear constraint regarding the FOE. LMedS is then applied once

again on these constraints to give a robust estimate of the FOE. If required, estimates

of the rotational velocity can be obtained in a similar manner by employing robust

regression on the constraints derived from the terms 
f
DL

2 ny
� ��� � computed for each

line through the image principal point.

4.3 Experimental Results

The proposed method has been extensively tested with the aid of simulated and real

flow fields. Representative results from these experiments are given in this section. In

all the experiments reported here, at most 180 lines through the image principal point

and 200 quadruples of points along each line have been employed.
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4.3.1 Synthetic flow fields

The use of simulated data is justified by the fact that knowledge of the ground truth

facilitates a quantitative assessment of the accuracy of the results. Besides, simulation

enables us to vary in a controlled manner subsets of the parameters involved in the

problem of egomotion estimation and then study their effect on the recovered motion.

Therefore, a simulator has been constructed, which given appropriate values for

the intrinsic parameters of the simulated camera (focal length and principal point), the

translational and rotational motion parameters, the dimensions of the retina and the

depth corresponding to each image point, employs Eqs. (2.7) to synthesize an optical

flow field. Depths of image points are generated by random variables following various

distributions. For the experiments reported here, a uniform distribution in the range

�Zmin� Zmax� and a Gaussian distribution with nonzero mean have been employed. All

distances and sizes used by the simulator are specified in units of pixels. To account for

the fact that optical flow fields might be sparse, a percentage specifying the fraction of

image points having flow vectors can be specified. This percentage is termed the density

of the optical flow field. To make the simulated optical flow fields more realistic, noise

is added to the synthetic optical flows. The noise we employ is generated according to

the model suggested in [141]:

unoisy � u� sign1 �N�a� b� � 0�01 � u

vnoisy � v � sign2 �N�a� b� � 0�01 � v

where sign1 and sign2 are binary values that are randomly chosen with equal probability

and N�a� b� is a Gaussian random variable with mean a and standard deviation b. This

noise model is referred to as ``Gaussian noise with mean a% and � � b%''. As noted

in [141], 8% and 2% are realistic values for the noise mean and the standard deviation

respectively, accounting for most of the errors observed in actual flow fields.

Throughout all experiments, image size was 512�512 pixels, the principal point was

assumed to be in the center of the image and the focal length was 256 pixels, amounting
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to a field of view of 90 degrees. The density of the optical flow fields was 70%. Two

different scenarios for the scene depth were simulated. The first uses a random variable

that is uniformly distributed in the range �10000� 50000� pixels to model the depth of a

scene with large depth variations. The second scenario employs a Gaussian distribution

with mean 15000 pixels and standard deviation 3000, to emulate a scene with less depth

variation, in which the majority of the points lie at a dominant depth rather close to the

camera. To ensure that the results are independent of the exact depth values used to

synthesize the optical flow field, each experiment was run 100 times, each time using a

different depth population drawn from the distributions described above.

In the first set of experiments, the effect of noise on the accuracy of the estimated

FOE is examined. Employing increasing noise levels, Figures (4.1)(a) and (b) illustrate

the mean and the standard deviation respectively of the FOE error for both depth

distributions. Each point in the plots summarizes error statistics computed from 100

runs. If f is the focal length and the true FOE is at �x0� y0� while the estimated is at

�x̂0� ŷ0�, the error in the FOE is defined as the angle between the vectors �x0� y0� f� and

�x̂0� ŷ0� f�, given by

cos�1�
�x0� y0� f� � �x̂0� ŷ0� f�

jj�x0� y0� f�jj jj�x̂0� ŷ0� f�jj
� (4.14)

The 3D motion parameters used to synthesize flow were �U� V�W � � ��120� 100� 150�

(measured in pixels per frame) and ��� �� �� � �0�005� 0�004� 0�002� (measured in radians

per frame). The egomotion parameters and the depth values are such that the average

translational component of the flow fields is comparable to the average rotational

component. The angle between the direction of translation and the optical axis is about

46 degrees. The noise mean was increased to 12% in steps of 1% and the standard

deviation was kept equal to 2%. As expected, the error increases with noise but remains

acceptable even with very large amounts of noise. The error in the case of Gaussian

depths is smaller since in this case the translational component of motion is larger than

that in the case of uniformly distributed depths; this is further explained in the discussion

of the experiments related to the magnitude of translation below.
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Figure 4.1: (a) Mean FOE error versus noise and (b) Standard deviation of FOE error

versus noise.

It has been observed in previous work on egomotion estimation that the error of

the estimated FOE increases with the angle between the direction of translation and the

direction of gaze (i.e. the direction defined by the optical axis) [65]. The second set

of experiments studies the dependence of the FOE error on this angle for the proposed

method. Figures (4.2)(a) and (b) show the mean and standard deviation of the FOE

error with respect to the angle between the direction of translation and the direction of

gaze. The direction of translation was varied from �0� 0� f� to �f� 0� f�, where f is the

focal length. In other words, the translations considered range from a straight ahead

motion to a sideways motion forming an angle of 45 degrees with the direction of

gaze. The rotation parameters were again equal to ��� �� �� � �0�005� 0�004� 0�002� and

the magnitude of translation has been kept constant, equal to 216�565 pixels per frame,

which is the magnitude of translation used in the first set of experiments. Each point

in the graphs has been computed from 100 trials, performed with Gaussian noise of

mean 8% and standard deviation of 2%. As can be seen from Fig. (4.2)(a), the FOE error

does not vary considerably when the angle between the direction of translation and the

direction of gaze is increased. This is a desirable characteristic of the proposed method,

since it implies that the observer does not need to fixate on the estimated FOE to ensure
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small errors in the FOE estimates.
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Figure 4.2: (a) Mean FOE error versus the angle between the direction of translation and

the direction of gaze and (b) Standard deviation of FOE error versus the angle between

the direction of translation and the direction of gaze.

The last set of experiments evaluates the performance of the method when the ratio

between the magnitude of translation and that of rotation is varied. More specifically,

assuming that the rotation is constant, Figures (4.3)(a) and (b) depict the effect of

varying translation magnitude on the mean and the standard deviation of the FOE error.

In this series of experiments, the direction of translation is identical to that defined

by �U� V�W � � ��120� 100� 150�, but its magnitude is increased by a multiplicative

factor of 1.5 between successive experiments. The rotation has been kept constant

at ��� �� �� � �0�005� 0�004� 0�002� and 100 runs were made for each set of motion

parameters. The noise was Gaussian with mean 8% and standard deviation 2%. As can be

clearly seen from the plots, the FOE error is significant when the translation magnitude

is small (less than 130 pixels per frame in Fig. (4.3)(a)). This is due to the fact that in this

case, the translational components of the optical flow vectors are negligible compared

to the rotational ones. Therefore, noise has a more pronounced effect on the translational

components from which the FOE is recovered. However, as the magnitude of translation

increases beyond 130 pixels per frame, the translational parts become comparable or
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even larger than the rotational ones. Thus, the translational parts are more immune to

noise, giving rise to small FOE errors which are almost constant with respect to the

magnitude of translation.
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Figure 4.3: (a) Mean FOE error versus magnitude of translation (b) Standard deviation

of FOE error versus magnitude of translation. Note that the scale on the horizontal axes

is logarithmic with base 1.5.

Assuming constant translation, Figures (4.4)(a) and (b) show the effect on the mean

and the standard deviation of the FOE error caused by altering the rotation magnitude.

Here, the behavior of the method is the converse of that observed in the case of constant

rotation investigated in the previous paragraph. As can be seen from Fig. (4.4)(a), the

error in the FOE estimates is almost constant for realistic amounts of rotation (less than

0.5 degrees per frame). When the rotation increases too much, the flow field becomes

mainly rotational, with the rotational components accounting for a large percent of the

full flow field. Thus, noise has an increased impact on the translational parts, resulting

in large errors for the FOE estimates. During the experiments outlined in Fig. (4.4),

translation was kept fixed at �U� V�W � � ��120� 100� 150�, the rotation magnitude was

increased by a multiplicative factor of 2.0 between successive experiments and 100 runs

were made for each experiment. The noise was Gaussian with mean 8% and standard

deviation 2%. Note that a rotation of ��� �� �� � �0�005� 0�004� 0�002� has a magnitude
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of 0.3845 degrees. When assuming continuous image motion (i.e. fine time sampling),

rotations having magnitudes larger than one degree per frame are very large and thus

unrealistic.
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Figure 4.4: (a) Mean FOE error versus magnitude of rotation and (b) Standard deviation

of FOE error versus magnitude of rotation. Note that the scale on the horizontal axes is

logarithmic with base 2.0.

4.3.2 Real Image Sequences

The method has also been tested using flow fields computed from real imagery for

which the ground truth was known a priori. Throughout all experiments, optical flow

was computed using an implementation of the Lucas & Kanade algorithm [151]. The

first experiment employed the ``yosemite'' image sequence, one frame of which is

shown in Fig. 4.5(a). This sequence contains both translation and rotation and depicts

a flight through Yosemite valley. Since the clouds are moving independently, only the

optical flow vectors computed at the lower portion of the images have been employed.

This portion of the original images corresponds to a field of view equal to 49.6 degrees

horizontally and 29 degrees vertically. The true FOE is rather close to the center of the
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field of view, namely at (0, 58)1 while the estimate computed by the proposed method

was (-17.3, 72.3), a value that corresponds to an error of 22.4 pixels or 3.7 degrees.

This amount of error compares favorably to errors in the ``yosemite'' FOE estimates

appearing in the literature. More specifically, Heeger and Jepson [100] report an error

of 3.5 degrees for the ``yosemite'' sequence and Daniilidis [62] reports an error of 4.0

degrees.

(a) (b)

Figure 4.5: (a) One frame from the ``yosemite'' image sequence (b) The optical flow

field used for egomotion estimation.

The second experiment refers to the ``marbled block'' sequence, one frame of which

is shown in Fig. 4.6(a). The sequence is described in [187] and contains many sharp

discontinuities in depth and motion. The sequence was captured by a translating camera

mounted on a robot arm that was moving above a textured floor in a right to left direction.

The four dark blocks that lie on the floor are stationary, while the white block in the

middle of the scene is moving independently with a right to left direction. The images

of the ``marbled block'' sequence subtend 25.6 degrees of visual angle. The true FOE is

outside the field of view, specifically at (777, 95.6). Thus, the angle between the direction

of translation and the optical axis is about 35 degrees. The proposed method estimated

1These are ``calibrated'' image coordinates, defined with respect to the image principal point.
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the FOE at (625.0, 111.4), in error by 152.7 pixels or 5.65 degrees. For comparison, the

FOE estimate reported by Daniilidis in [62] amounts to an error of 7.17 degrees.

(a) (b)

Figure 4.6: (a) One frame from the ``marbled block'' image sequence (b) The optical

flow field used for egomotion estimation.

The last experiment is based on the ``nasa'' image sequence, shown in Fig. 4.7(a).

Since the camera undergoes a purely translational motion, a rotation of ��� �� �� �

��0�00025��0�0018� 0�00030� was added synthetically in order to make the experiment

more challenging. The ground truth for the FOE is (-5, -8) while the recovered FOE was

(2.21, 49.29), in error by 57.74 pixels or 5.5 degrees. The images of the ``nasa'' sequence

subtend 24 degrees of visual angle.

At this point, it should be noted that the errors in the FOE estimate are larger for

small field of view image sequences. This observation agrees with the findings of

[81, 75], which conclude that due to the inhomogeneous flow characteristics of a large

field of view, the latter is more helpful for determining the singularities of the flow field

(i.e. FOE and axis of rotation) compared to a narrow field of view.
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(a) (b)

Figure 4.7: (a) One frame from the ``nasa'' image sequence (b) The optical flow field

used for egomotion estimation.

4.4 Summary

Accurate estimation of camera motion is important for many vision based tasks. In this

work, a novel constraint regarding the parameters of 3D motion has been presented.

This constraint was used to develop a method for egomotion estimation that has several

advantages. First, the method does not impose any constraints on the egomotion that can

be recovered or on the structure of the viewed scene. Second, egomotion is computed

through closed form solutions of linear equations, avoiding searching the space of

possible solutions. Third, instead of employing local information derived from small

image regions, redundancy is exploited by combining information across the whole

visual field. Fourth, the method does not assume the availability of a dense optical flow

field. This is very important for practical applications, since image sequences often have

uniform, textureless areas that give rise to sparse optical flow fields. Finally, the use of

a robust estimator such as LMedS safeguards against errors in the input, which could

otherwise have a significant effect on the accuracy of the computations. Experimental

results collected from extensive simulations as well as real image sequences indicate the
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effectiveness and robustness of the proposed method. Regarding future enhancements to

the proposed method, temporal filtering of the estimated FOE with the aid of a Kalman

filter would further increase the accuracy of the recovered egomotion.
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Chapter 5

Obstacle Detection

5.1 Introduction

In order to avoid collisions, autonomous vehicles need a means for sensing obstacles

obstructing their path. This can be achieved though the combination of two distinct tasks,

namely the tasks of obstacle detection and obstacle avoidance. The first task addresses

the questions of what is the visual information signaling the presence of obstacles and

how this can be extracted from a set of images. The second task, deals with employing

sensory input for generating an appropriate sequence of control commands that will

drive a mobile vehicle away from the detected obstacles. In this chapter, we assume

a vehicle capable of acquiring images of its surroundings and propose a vision-based

approach to obstacle detection.

Most approaches to visual obstacle detection exploit motion cues for locating

obstacles. Furthermore, an assumption that is often made is that vehicle motion is

confined to a surface that is either planar or can be approximated locally by planes

[68, 48, 123, 212, 85, 295]. The existence of a planar ground gives rise to a phenomenon

termed as motion parallax in the psychophysics literature [89]: A moving observer,

perceives objects extending vertically from the ground to move differently from their
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immediate background (see also appendix A). Various techniques for obstacle detection

based on motion parallax have been proposed. Enkelmann [68] for example, uses a

calibrated camera to compute a reference flow related to the motion of the ground

and then compares it with the flow estimated from images captured by a monocular

observer. Inconsistencies between these two flows signal the presence of obstacles.

Enkelmann assumes that the camera pursues a purely translational motion. However,

such an assumption about egomotion is not always valid and should be avoided when

possible. Carlsson and Eklundh [48] assume a camera with unrestricted motion and

predict the egomotion and the equation of the ground plane from long image sequences.

Obstacles are identified in regions whose motion differs from that predicted. Matthies

[158] employs stereo maps and uses the range of points to determine whether they lie

close to the ground plane or not. Jenkin and Jepson [123] apply the EM algorithm to

obtain maximum likelihood estimates of the parameters of a mixture model describing

the disparity field computed with phase-based techniques from a calibrated stereo pair.

The probability that a point does not belong to the floor is then computed from the

ownership probabilities of the mixture model. Santos-Victor and Sandini [212] employ

the normal flow field estimated with an uncalibrated camera and detect obstacles lying

on a planar floor by performing an inverse perspective transformation that maps the

normal flow onto a horizontal (parallel to the floor) plane. Their method, however,

uses an approximate parametric model of the flow generated by the ground plane, deals

with outliers in an ad hoc manner and requires the camera to remain in a fixed position

relative to the vehicle. Fornland [85] uses the normal flow field measured from a

camera moving parallel to the ground plane to derive a linear equation relating motion

parameters to the spatiotemporal derivatives of the image intensity function. Obstacles

are then detected as the outliers of a robust fit estimated by RANSAC [82] over the

image points. Zhang et al [295] present three algorithms for obstacle detection. The first

algorithm employs optical flow and a calibrated camera to derive a linear system whose

solvability implies the absence of obstacles. The second algorithm does not require

camera calibration and exploits the homography of the ground plane to derive a linear

system relating corresponding image coordinates in two views. Similarly to the first
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algorithm, inconsistency of this linear system signals the presence of obstacles. This

algorithm is discussed in more detail in section 5.3. The third algorithm uses sequences

of partially calibrated stereo pairs to estimate the equation of the ground plane and

the height of obstacles. Although not specifically intended for obstacle detection, the

scheme described by Sinclair and Blake in [225] can be used for finding the floor as the

dominant plane recovered from a scene. In doing so, they employ pairs of matched points

extracted from a stereo pair and assign them to planes according to the conservation

of the two five-point projective invariants [168] (see also section 3.2). Fornland and

Schn�orr [86] solve a similar problem, with their major contribution being that they do

not assume that correspondence among points has been established.

Approaches that do not assume a planar ground have also been suggested. Nelson

and Aloimonos [180] show that the directional divergence of the 2D motion field

can be used as a qualitative cue indicating the presence of obstacles in the field of

view of a monocular observer pursuing unrestricted motion. Young et al [286] make

no assumptions regarding the structure of the viewed scene and examine geometric

properties of the flow field to achieve obstacle detection. Ringach and Baram [206]

define an immediacy measure, representing the imminence of collision between an

object and a moving observer. A diffusion process, initialized by estimates of the normal

flow, is shown to converge asymptotically to the immediacy measure, thus permitting

the detection of objects moving towards the camera. Santos-Victor and Sandini [214]

present a navigation system driven by a divergent stereo setup. The driving cue they use

mimics the behavior of free flying honeybees and is based on qualitative optical flow

information, computed on non-overlapping areas of the visual field of the two cameras.

Coombs et al [56, 47] also use the divergence of a wide angle optical flow field for

collision detection and employ two peripheral flow fields for steering. Kundur et al

[137] introduce the a cue that provides a measure for changes in relative range as well as

absolute clearances between a 3D surface and a moving observer. The cue is dependent

on translation only and can be extracted from a sequence acquired by a fixating camera

in motion.
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In this work, we propose a method that uses two images to detect obstacles along

the path of an autonomous vehicle. There are three main motivations behind our work.

First, a basic observation is that the task of establishing dense correspondences between

image points, either in the form of optical flow [165] or in the form of stereo disparities

[67], is both algorithmically and computationally difficult. We thus avoid one of the

major shortcomings of many of the previously published works by using very sparse

point correspondences. Second, we refrain from imposing any restrictive assumptions

regarding the acquisition of the image pair, since they are hard to guarantee in practice.

Finally, we seek to segment the obstacles out of the viewed scene, instead of giving a

binary answer concerning their presence or absence. Based on the above, our method

assumes that the ground is planar and starts by computing its motion in the two images

using the plane homography estimated from a small set of matched points. Subsequently,

compensation of the motion of the ground is performed by warping the second image

with respect to the first, according to the computed motion. This warping registers

the image of the ground in the two views, so that the obstacles exhibit relative motion

between the two images. Finally, a change detection operation between the first and the

warped second image locates the obstacles present in the scene.

The proposed method does not rely on the reconstruction of 3D structure, does

not require a solution to the correspondence problem for every image point, poses no

restrictions on egomotion and does not need any calibration information. This last

feature is particularly attractive in the context of active vision [6], where the camera

position in 3D as well as the zoom and focus are actively controlled, resulting in frequent

changes in the extrinsic and intrinsic parameters of the camera.

The rest of this chapter is organized as follows. Sections 5.2 and 5.3 present the

proposed obstacle detection method in detail. Experimental results from the application

of the method on real images are presented in section 5.4. The chapter is concluded with

a brief discussion in section 5.5.
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5.2 Estimation of the Ground Homography

The proposed method starts by extracting a set of corners from each of the two images,

using the SUSAN corner detector [231]. A local similarity measure based on normalized

cross-correlation assigns to each corner in the first image a set of candidate matches in

the second image. Corner correspondence is then established by an iterative algorithm

that disambiguates multiple candidate matches using a relaxation labeling scheme.

Relaxation labeling is based on the assumption that neighboring features have similar

disparities. More details regarding the matching algorithm can be found in [290, 294].

Matched corners are the reference points on which the procedure for estimating the

fundamental matrix F is based as follows: Let f be the 9 � 1 vector defined by the 9

unknown elements of matrix F, i.e. f � �F11� F12� F13� F21� F22� F23� F31� F32� F33�
T . Then,

Eq. (2.19) can be written as

�m1m
�
1� m2m

�
1� m

�
1� m1m

�
2� m2m

�
2� m

�
2� m1� m2� 1�f � 0 (5.1)

Considering N matched pairs, the N constraints given by Eq. (5.1) can be written

more compactly as the following linear homogeneous equation:

Af � ��

where A is a N � 9 matrix.

The fundamental matrix is then estimated from the solution of the following

minimization problem:

minf jjAf jj
2 subject to jjf jj2 � 1� (5.2)

where jj jj denotes the vector 2-norm [90]. The solution to this constrained minimization

problem is known to be the eigenvector of the matrix ATA that corresponds to the

smallest eigenvalue (see appendix B for more details).

As noted in [98, 291], ATA is inhomogeneous in image coordinates and, therefore,

ill-conditioned. To improve its condition number and to derive a more stable linear
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system, the coordinates of the matched corners are normalized by a pair of linear

transformations L and L
�

as follows: L defines a translation of the corners in the first

image, such that their centroid is brought to the origin of the coordinate system, followed

by an isotropic scaling that maps the average corner coordinates to �1� 1� 1�. L
�

is defined

similarly for corners in the second image. As shown in [98, 291], these transformations

result in a more stable system, from which a fundamental matrix F̂ can be estimated. F

is then computed from F̂ as F � L
�T
F̂L. At this point, it should be noted that there exist

more sophisticated nonlinear methods for estimating F [153, 291, 253]. However, for the

purposes of the present work, the simple linear technique outlined above gives results

with satisfactory accuracy.

Since the normalized matching pairs that are given as input to the estimation process

will contain errors due to false matches and errors in the localization of corners, care

must be taken so that these errors do not corrupt the computed estimate. Thus, instead of

using the whole set of matched corners to estimate F, the LMedS estimator is employed

to find an estimate that is consistent with the majority of the matched corners. Using

a predetermined number of iterations, LMedS picks random samples of matching pairs

and computes an estimate of F from each of them. The estimate that yields the smallest

median error is returned as the fundamental matrix which best fits the set of matched

corners. The singularity constraint detF � 0 can be enforced a posteriori, by using

Singular Value Decomposition (SVD) to compute the singular matrix that is closest to

the estimated one in terms of the Frobenius norm [98, 236].

The procedure for estimating the ground homography H is similar to that for

estimating F above. The 9 unknown elements of matrix H define a 9 � 1 vector h such

that h � �H11� H12� H13� H21� H22� H23� H31� H32� H33�
T . For each pair of corresponding

points m and m�, Eq. (2.20) yields the following pair of constraints:

H11m1 �H12m2 �H13 � H31m1m
�
1 �H32m2m

�
1 �H33m

�
1

(5.3)

H21m1 �H22m2 �H23 � H31m1m
�
2 �H32m2m

�
2 �H33m

�
2
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Using N matching pairs, the 2N constraints given by Eq. (5.3), combined with the 6

constraints arising from the skew-symmetry constraint defined by Eq. (2.21) 1, can be

written as

Bh � ��

where B is a �2N � 6�� 9 matrix. H is then estimated by solving

minhjjBhjj
2 subject to jjhjj2 � 1 (5.4)

The solution to the above problem is the eigenvector of the matrixBTB that corresponds

to the smallest eigenvalue. As can be clearly seen from Eq. (2.21) and Eq. (5.3), BTB

is inhomogeneous in image coordinates. Thus, the normalization procedure that was

previously employed for estimating F is also used for determining H.

Assuming that at least 50% of the matched corners belong to the ground, LMedS

is employed to compute a robust estimate of the ground plane homography Ĥ defined

by the normalized matching pairs. H is then computed as L
��1
ĤL. It should be

noted that the use of F in estimating H is not necessary. H has 8 degrees of freedom

and, since each pair of corresponding ground corners provides 2 constraints, 4 pairs of

corresponding ground corners in general position (no three corners are collinear) give

rise to 8 constraints regarding the elements of H and, therefore, suffice to provide a

solution. However, knowledge of F provides 5 constraints regarding H, enabling us

to estimate H using only 2 pairs of matching corners. Thus, the size of the random

samples selected by LMedS during the estimation of H is equal to 2, implying that

fewer iterations are required to guarantee that the correct solution is found with a given

probability of error (see Eq. (2.30)). In the case of a robot that is continuously looking for

obstacles using a stereo rig where each camera remains in a fixed position with respect

to the other, F does not change in time. Hence, the extra cost of estimating it can be paid

only once.

Apart from corners, line segments that have been matched [145] between two images

1Actually only 5 of these 6 constraints are linearly independent; see [95].
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can be used for providing additional constraints regarding the ground homography. More

specifically, an image line defined by ax�by�c � 0, is represented by the vector �a� b� c�

in projective coordinates. Every line in 3D, which belongs to the ground plane, projects

to two corresponding line segments in two images. Denoting these line segments with

the vectors l and l
�

, they are related by

l
�

� H�T l� (5.5)

whereH�T denotes the inverse transpose of H. The above equation provides 2 constraints

regarding H. However, corresponding line segments were not employed in our

implementation for estimating the ground plane homography. At this point, it should

be pointed out that the linear technique outlined above for estimating H minimizes

the algebraic distance expressed by Eq. (2.20). Nonlinear methods that estimate the

homography by minimizing the euclidian distance between the points in the second

view and the corresponding transformed points of the first view, can be found in

[152, 256, 298].

5.3 Ground Registration and Obstacle Detection

After the homography of the ground plane has been computed, we can compensate for

the motion of the ground by warping the second image with respect to the first using

bilinear interpolation and the motion defined at each image point by Eq. (2.20). This

transformation results in the image of the ground being registered in the two views,

leaving all obstacles extruding from the ground plane unregistered. Subtracting the first

image from the warped one, we can declare points where the absolute value of the

computed difference is above a threshold as belonging to obstacles. For more accurate

results that will not be sensitive to changes in the illumination, the change detection

method described in [230] is employed. This method is based on a test regarding the

variance of the intensity ratios in small neighborhoods in the two images. In some cases,

change detection can produce small noisy areas that do not correspond to obstacles. A
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size filtering step can effectively eliminate these areas as follows. Pixels that do not

belong to a connected component of a minimum size are assumed to be due to noise and

can be masked out. Only regions having area greater than some predefined threshold

are retained in the final obstacle map.

In the case that a fast binary decision regarding the presence or absence of obstacles

is required, the steps of ground registration and change detection in the process described

in the preceding paragraph can be omitted, with the process terminating immediately

after the application of LMedS. The presence of obstacles is signaled by the existence

of sufficient numbers of outlying corners that are closely located in the image plane. If

necessary, a rough estimate of the location of obstacles can be computed by a clustering

algorithm that will group nearby outlying corners together. Each cluster picked up by

the clustering algorithm is then assumed to correspond to an obstacle.

As mentioned in section 5.1, the second algorithm for obstacle detection proposed

by Zhang et al in [295] uses the homography of the ground plane, similarly to the method

proposed here. There are, however, important differences between the two methods.

Zhang et al use a test based on the ratio of singular values obtained from SVD to

determine whether the linear system relating corresponding image points in two views is

solvable or not. This test requires the specification of an ad-hoc threshold, and as shown

in the synthetic experiments reported in [295], is sensitive to noise. A single erroneous

correspondence can provide a constraint that makes the linear system unsolvable. The

noise sensitivity measured by Zhang et al is expected to increase when their method has

to cope with real noisy data instead of simulated ones. This is due to the fact that the

noise model they employ during simulation accounts only for small scale deviations

from the ground plane, ignoring many other possible sources of noise. In contrast,

the method described in this work uses robust regression techniques to ensure that the

existence of corresponding pairs of points that are contaminated by noise do not cause

the obstacle detection algorithm to fail. Moreover, the algorithm by Zhang et al provides

a simple yes/no answer regarding the presence of obstacles, while our method provides

115



Chapter 5. Obstacle Detection

a map indicating the exact location of obstacles in the field of view of the observer.

5.4 Experimental Results

A set of experiments has been conducted in order to test the performance of the proposed

method. Representative results from three of these experiments are given in this section.

The first two experiments were performed with the aid of stereo pairs acquired by

a binocular head mounted on a mobile robot. The third experiment employs two

frames from a publicly available monocular image sequence. In all three experiments,

the estimates of the ground homography obtained with and without the use of the

fundamental matrix were almost identical. MPEG videos showing the results reported

here, are available at http://www.ics.forth.gr/proj/cvrl/demos/lourakis/ .

The first experiment refers to the stereo pair shown in Figure 5.1(a) and 5.1(b). The

viewed scene consists of a planar floor on which lies a textured poster. A box in the

middle and a flower-pot on the right side of the scene are the obstacles to be detected.

White rectangles in Fig. 5.1(c) indicate the corners that do not conform to the estimated

plane homography. Corners that agree with the estimated plane homography are marked

with gray rectangles. As can be seen in Fig. 5.1(c), some of the corners belonging to the

floor are marked as outliers after the estimation of the floor homography. These corners

have been erroneously matched between the two views, forming pairs that do not satisfy

Eq. (2.20).

Fig. 5.1(d) shows the right image warped according to the estimated homography

of the ground plane. It is clear from Fig. 5.1(a) and Fig. 5.1(d) that image warping

according to the estimated floor homography registers the image of the floor. The

obstacles detected after change detection between Fig. 5.1(a) and Fig. 5.1(d) are shown

in black in Fig. 5.1(e). No size filtering was necessary. Note that the detected obstacles

correspond to the box and the flower-pot.
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(a) (b)

(c) (d)

(e)

Figure 5.1: First stereo pair: (a), (b) left and right view, (c) outliers detected by LMedS

during the estimation of the ground homography, (d) right image warped according to

ground homography, (e) detected obstacles (see text for explanation).
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The second experiment is based on the stereo pair shown in Figure 5.2(a) and 5.2(b).

A textured poster has been placed on a planar floor and a chair on the left side of the

scene, along with a box on the right side, are the obstacles to be detected. Corners that

do not belong to the floor are characterized as outliers by LMedS during the estimation

of the ground homography, and are shown as white rectangles in Fig. 5.2(c). Corners

belonging to the floor are marked by gray rectangles. In this particular experiment, a

large number of outliers was tolerated. More specifically, LMedS concluded that 91

matched corners from a total of 201 (a percentage of about 45%) are outliers. This clearly

demonstrates the robustness of the proposed method.

Fig. 5.2(d) shows the right image warped according to the estimated homography

of the ground plane. This warping registers the image of the floor between Fig. 5.2(a)

and Fig. 5.2(d). The obstacles detected after change detection between Fig. 5.2(a) and

Fig. 5.2(d) are shown in black in Fig. 5.2(e). Again, size filtering on the output of change

detection was not required. Note that the chair and the box have been successfully

identified as obstacles.

The third experiment tests the obstacle detection method using two frames from the

``marbled block'' sequence. Frames 20 and 30 of this sequence are shown in Figure 5.3(a)

and 5.3(b). The sequence is described in [187] and contains many sharp discontinuities

in depth and motion. The sequence was captured by a camera mounted on a robot arm

that was moving above a textured floor in a right to left direction. The four dark blocks

that are standing on the floor are stationary, while the white block in the middle of

the scene is moving independently with a right to left direction. The ``marbled block''

sequence has a lot of texture, which yields a large number of corners. Corners lying

above the floor violate Eq. (2.20) and are marked as outliers by LMedS. Outliers and

inliers are shown respectively with white and gray rectangles in Fig. 5.3(c).

Fig. 5.3(d) shows frame 30 warped according to the estimated ground homography.

The obstacles detected after change detection between Fig. 5.3(a) and Fig. 5.3(d) are

shown in black in Fig. 5.3(e). No size filtering was performed on this result. Clearly, all
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(a) (b)

(c) (d)

(e)

Figure 5.2: Second stereo pair: (a), (b) left and right view, (c) outliers detected by LMedS

during the estimation of the ground homography, (d) right image warped according to

ground homography, (e) detected obstacles (see text for explanation).
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five blocks have been successfully identified as obstacles. This experiment demonstrates

that the proposed method can detect obstacles even in the presence of independent

motion.

5.5 Summary

The capability of obstacle avoidance is crucial for a robot moving in an unknown

environment. In this chapter, a novel method for obstacle detection has been presented.

The method is based on the registration of the ground between two views of the

environment, which leaves objects not belonging to the ground unregistered. Registration

exploits geometrical constraints imposed by the planarity of the ground and is achieved

with the aid of a sparse set of corners that have been matched in the two images.

The proposed method has several advantages. First, it does not require any calibration

information to be known. This feature is particularly important for a mobile vehicle,

since in this case the calibration parameters may be continuously changing. Second,

the method does not require the computation of a dense set of disparities between the

two views and, therefore, solving the correspondence problem for each image point

is avoided. Third, there is no need for explicitly recovering the 3D structure of the

viewed scene. Fourth, the method is usable either by a monocular vehicle moving in the

environment or by a binocular one. Finally, the use of a robust estimator such as LMedS

guards against errors in the input, which could otherwise have a significant effect on the

accuracy of the computations.

The main disadvantage of the proposed method is that it requires at least 50% of

the matched corners to be on the ground, a constraint imposed by the breakdown point

of LMedS. One way to overcome this limitation is to use robust estimators having

higher breakdown points, such as the one proposed in [235]. A related shortcoming

is that the method assumes that the ground is textured, in order to be able to extract

corners. It should be noted, however, that most vision algorithms are expected to run
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(a) (b)

(c) (d)

(e)

Figure 5.3: The ``marbled block'' monocular sequence: (a), (b) frames 20 and 30,

(c) outliers detected by LMedS during the estimation of the ground homography, (d)

frame 30 warped according to ground homography, (e) detected obstacles (see text for

explanation).
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into difficulties in the absence of texture.
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Chapter 6

Time-to-Contact Estimation

6.1 Introduction

A vehicle which is intended to move autonomously in the environment should possess

a means for avoiding obstacles obstructing its path. According to the purposive vision

paradigm [6], the vision system of such a vehicle should attempt to recover only those

aspects of the world that are relevant to the task the vehicle has to perform, instead

of reconstructing a 3D representation of the world. Indeed, as it has been previously

demonstrated in [180], obstacle avoidance can be achieved using very little information,

namely the time-to-contact. The time-to-contact (also known as the time-to-collision or

time-to-impact) with a point in the field of view of a moving observer, is defined as the

time that remains before the point in question collides with the observer, provided that

they continue to maintain the same relative translational velocity. Knowledge of the time-

to-contact is more useful for obstacle avoidance compared to estimates of the distance

between the obstacles and the observer, since the former is by definition taking into

account the dynamics of the observer's motion. There is also strong biological evidence

suggesting that insects rely heavily on estimates of the time-to-contact when landing

or avoiding obstacles [110]. Owing to the inherent scale ambiguity that characterizes

visual motion (see section 2.1.2), the information related to the scene structure that can
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be recovered from Eqs. (2.7) is at most the time-to-contact.

The most common approach in the literature for estimating the time-to-contact is to

employ the first or even second order derivatives of the optical flow [238, 250, 11, 20].

Such methods share the drawback of being sensitive to errors in the estimates of optical

flow, since the latter are always corrupted by noise which is amplified by the process of

differentiation. Subbarao [238], for example, presents a theoretical derivation of upper

and lower bounds for the time-to-contact using retinal velocities and their first order

derivatives. Tistarelli and Sandini [250], exploit the geometric properties of special

space variant retinas to estimate the time-to-contact using the derivatives of the image

flow. Ancona and Poggio [11], employ a conventional image sensor and compute the

time-to-contact from the first order spatial derivatives of the optical flow. Arnspang et

al [21] assume an observer with constant egomotion and employ the concept of optic

acceleration [20] to develop a method for estimating the time-to-contact from the normal

flow field and its first order derivatives, without any knowledge of the camera intrinsic

calibration.

In an attempt to overcome the problems associated with the computation of retinal

velocity derivatives, Meyer [163] has proposed a technique for estimating the time-

to-contact from long monocular sequences. He assumes that the optical flow field

can be segmented into regions whose motion can be described by affine models. The

coefficients of these models along with their temporal derivatives are estimated through

a multiresolution scheme combined with temporal filtering by a Kalman filter. The

time-to-contact is then recovered using the estimated coefficients. It should be noted that

Meyer's approach assumes that the viewed surfaces are smooth and far from the camera,

so that their motion can be approximated by affine models. An additional shortcoming is

that it is assumed that the vertical component of the translational velocity of the camera

is zero. However, even if the observer is moving on planar ground, this hypothesis is

valid only in the case that the camera optical axis is kept parallel to the ground. Cipolla

and Blake [51] take a different approach and relate the temporal derivative of the area of
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a tracked closed contour and its moments to the time-to-contact. Although they avoid

the computation of dense image velocity fields and their derivatives, their method is

likely to be sensitive to occlusions of the tracked contour.

At this point it should be pointed out that a few of the methods described above

(e.g. [51, 11]) estimate the time-to-contact in special cases only. This is because they

estimate the time-to-contact based on the image flow divergence. The divergence is one

of the differential invariants of the optical flow field [238] and expresses the isotropic

expansion or contraction of the flow around an image point. Although there is a

connection between the divergence and the time-to-contact which has been exploited

in [180] to achieve obstacle avoidance in a qualitative way, the time-to-contact can

be recovered from the divergence alone only in the case that the viewed surface is

frontoparallel with respect to the camera [163].

It is also worth noting that given the egomotion, i.e. the quantities Uf
W
� V f
W
� �� � and

�, Eqs. (2.7) can be solved for the time-to-contact. In practice, however, the egomotion

is computed from the optical flow and is therefore subject to errors. These errors are

thus propagated to the time-to-contact estimates. Besides, the estimation of egomotion

might require a considerable amount of time. Hence, our work is motivated by the need

to develop a method for time-to-contact estimation that will circumvent the problem

of egomotion estimation. Towards this direction, we propose a novel method which

assumes that the observer is moving on a planar ground. After estimating the time-to-

contact with points on the ground, the concept of planar parallax (see appendix A) is

employed to recover the time-to-contact with obstacle points. The method avoids both

the numerically unstable computation of high order derivatives of image flow and the

estimation of the egomotion.

The rest of this chapter is organized as follows. Section 6.2 develops a technique

for determining the time-to-contact with a planar surface and combines it further with

the concept of planar parallax for recovering the time-to-contact with points that do not

belong to the plane. Experimental results from a prototype implementation are presented
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in section 6.3, followed by a concluding discussion in section 6.4.

6.2 The proposed method

We start by presenting an overview of the proposed method for estimating the time-to-

contact. Following subsections present issues related to the method in more detail. The

basic assumption that we make is that the surface on which the robot is moving can be

locally approximated by a plane. Thus, the first step of the proposed method is to detect

obstacles in order to identify the image points that belong to the ground. To achieve

this, we have employed the technique developed in chapter 5 (see also [150]). Briefly,

this technique consists in recovering the ground homography for estimating the motion

of the ground between two successive images, then warping one of the two images so

as to compensate for the estimated ground motion and finally detecting obstacles as

those image regions that appear to be nonstationary after the motion compensation. The

second step of the proposed method is to estimate the coefficients of the parametric

model defining the motion of the floor. This is done by using Eq. (2.10) to fit an eight

parameter linear model directly to the spatiotemporal derivatives of image intensity. To

reduce the effects that noise in the estimates of the spatiotemporal derivatives might

have on the accuracy of the recovered coefficients, fitting is achieved through the use

of the Least Median of Squares robust estimator [209]. Using the estimates of the planar

flow coefficients, the time-to-contact with points on the plane is computed next. Finally,

based on the time-to-contact with plane points, planar parallax (see appendix A) is

employed to compute the time-to-contact with points not on the plane.

6.2.1 Time-to-contact with a planar surface

In this subsection, the time-to-contact with each point of a planar surface viewed by a

moving camera will be derived. Let �SX � SY � be the slopes of the plane at �X� Y � � �0� 0�
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and Z0 the distance of the surface along the optical axis. The equation of the plane in the

3D camera coordinate frame that was defined in Fig. 2.2 is

Z � Z0 � SXX � SY Y

or

1

Z
�

1

fZ0
�f � SXx� SY y� (6.1)

in image plane coordinates. Substituting 1
Z

from Eq.(6.1) into Eqs. (2.7), the well-known

eight parameter linear model which describes the optical flow for a planar surface is

derived [239]:

u� � a1x
2 � a2xy � a3x � a4y � a5

(6.2)

v� � a2y
2 � a1xy � a6y � a7x� a8

where

a1 � ��
f
� W0

f
SX � a2 � �

f
� W0

f
SY

a3 � W0 � U0SX � a4 � U0SY � �

a5 � �U0f � �f � a6 � W0 � V0SY

a7 � V0SX � � � a8 � �V0f � �f

(6.3)

and

U0 �
U

Z0
� V0 �

V

Z0
� W0 �

W

Z0

In the following, we will assume that the camera rotation around its optical axis, i.e.

�, is zero. This is a reasonable assumption for a camera mounted on a mobile robot,

since in this case possible rotations are restricted to a combination of pan and tilt. The

problem of using the coefficients a1 � � �a8 of the optical flow field to recover the motion

and orientation of a moving planar surface has been extensively studied in the past
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[263, 143, 239, 194]. It has been proved that there exist two possible motions and plane

orientations that give rise to the same optical flow field. In other words, the problem

is ambiguous, having two possible dual solutions (see for example [239], p. 212). It is

also known that these two solutions share the same translational component W0 along

the optical axis. This component is equal to the middle root of a cubic equation whose

coefficients are defined in terms of the eight parameters ai of the optical flow field in

Eqs. (6.2) (see [239], p. 220-221). Using the additional constraint � � 0, it will be shown

that given W0, the ambiguity can be raised and a unique solution can be found.

As can easily be seen from Eqs. (6.3),

V0

U0
�

1

2
�

a7

a3 �W0
�
a6 �W0

a4
� (6.4)

and
SY
SX

�
1

2
�

a4

a3 �W0
�
a6 �W0

a7
� (6.5)

Denoting SY
SX

and V0
U0

by � and � respectively, it can also be shown that

a1f
2 � a5 � U0f �W0SXf

(6.6)

a2f
2 � a8 � �U0f � �W0SXf

Using the above system of two equations, SX is found to be

SX �
a2f

2 � a8 � ��a1f
2 � a5�

W0f��� ��
(6.7)

and then SY can be computed from the known ratio SY
SX

. If required, solutions for U0

and V0 can be obtained in a similar manner. Knowledge of W0, SX and SY enables us

to compute the inverse of the time-to-contact with the point of the planar surface that is

projected on image point �x� y� as

1

ttc�
�

W

Z�
�

W0

f
�f � SXx� SY y� (6.8)

Knowledge of the time-to-contact with plane points is exploited in the next subsection

for estimating the time-to-contact with points not on the plane.
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6.2.2 Time-to-contact with points not on the plane

First we state and prove a lemma which will be combined later with planar parallax to

provide estimates of the time-to-contact with points not lying on a plane.

Lemma 6.1 Suppose that two image points lie on a line that goes through the origin

of the image coordinate system (i.e. the principal point). The difference of the

projections of their corresponding optical flow vectors along the direction that is

normal to the line does not depend on rotation.

Proof. Let p� � �x1� y1� and p� � �x2� y2� be two points in the image and �n � �nx� ny� be

a unit vector that is normal to the lineL defined by p� and p�. The assumptions that there

is no cyclotorsion in the egomotion and that L goes through the image principal point,

result in the terms � and � in Theorem C.1 being equal to zero. Therefore, the rotational

component vanishes and the difference of the projections depends on translation only:

un1 � un2 � DW �
1

Z1
�

1

Z2
� � D�

1

ttc1
�

1

ttc2
� (6.9)

As shown in the proof of Theorem C.1, the term D in Eq. (6.9) expresses the distance of

the FOE from the line L and is equal to �x� x0�nx � �y � y0�ny � �x� y� 
 L

�

Suppose now that q� is a point not lying on the plane and let q� be a point on the line

defined by q� and the principal point. Let un1 denote the projection of the optical flow

at q� along the direction that is normal to the line. Eqs. (6.2) can be used to predict the

planar optical flow vectors at points q� and q�. Let un�1 and un�2 denote the projections

along the normal direction of these optical flow vectors. Using Eq. (A.1), the projection

of the residual optical flow field at point q� is equal to

un1 � un�1 � D�
1

ttc1
�

1

ttc�1
� (6.10)
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Also, according to Eq. (6.9), the difference of the planar flow projections in terms of the

corresponding times-to-contact is given by

un�1 � un�2 � D�
1

ttc�1
�

1

ttc�2
� (6.11)

Dividing the last two equations in terms yields

un1 � un�1
un�1 � un�2

�

1
ttc1

� 1
ttc�1

1
ttc�1

� 1
ttc�2

(6.12)

Consequently, after computing the quantities 1
ttc�1

and 1
ttc�2

with the aid of Eq. (6.8), the

time-to-contact for point q� can be computed by solving Eq. (6.12) for ttc1. Note that in

the previous derivation it has been assumed that the FOE does not lie on the line defined

by q� and the principal point, so that D is nonzero. In other words, the time-to-contact

with points on the line defined by the FOE and the principal point cannot be estimated

using the above method.

6.3 Experimental Results

A set of experiments has been conducted in order to test the performance of the described

method using both real and synthetic flow fields. Representative results from two of

these experiments are given in this section.

The first experiment aims to quantitatively evaluate the proposed method. In order

to achieve this, a simulator has been developed, which given appropriate values for

the intrinsic parameters of the simulated camera (focal length and principal point), the

translational and rotational motion parameters, the dimensions of the retina and the

depth corresponding to each image point, employs Eqs. (2.7) to synthesize an optical

flow field. Range images are employed to supply the depths of image points. To make

the simulation more realistic, noise is added to the synthetic optical flows. The noise we

employ is generated according to the model suggested in [141]:

unoisy � u� sign1 �N�a� b� � 0�01 � u
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vnoisy � v � sign2 �N�a� b� � 0�01 � v

where sign1 and sign2 are binary values that are randomly chosen with equal probability

and N�a� b� is a Gaussian random variable with mean a and standard deviation b. This

noise model is referred to as ``Gaussian noise with mean a% and � � b%''. As noted

in [141], 8% and 2% are realistic values for the noise mean and the standard deviation

respectively, accounting for most of the errors observed in actual flow fields.

For the first experiment reported here, a range image from the collection [84] has

been utilized and is shown in Fig. 6.1(a). To examine the effects of depth variations,

two different scenarios for the scene depth were simulated. In the first, all depths

have uniformly been scaled to the range �5000� 10000� pixels while in the second they

range within �5000� 20000� pixels. Throughout all trials, the simulated image size was

512�512 pixels, the principal point was assumed to be in the center of the image and the

focal length was 256 pixels, amounting to a field of view of 90 degrees. The 3D motion

parameters used to synthesize flow were �U� V�W � � ��120� 100� 150� (measured in

pixels per frame) and ��� �� �� � �0�005� 0�004� 0�0� (measured in radians per frame). The

``ground'' for this scene has been extracted manually. To assess the accuracy of the

recovered time-to-contact, the computed estimates have been compared with the known

ground truth values and the relative error has been computed as

jttc� t̂tcj

ttc
(6.13)

where t̂tc is the estimated time-to-contact and ttc the correct value. The noise mean was

increased from 0% to 12% in steps of 1% and the standard deviation was kept equal to

2%. The average relative error computed from 10 runs versus the noise mean is shown

in Fig. 6.1(b) for both scenarios. As expected, the relative error increases with the noise

and assumes larger values for the scene having the largest depth variation. The latter is

due to the fact that points having large depths give rise to optical flow vectors having

small magnitudes, which are thus sensitive even to small amounts of noise.

The second experiment tests the method using two frames from the ``marbled

block'' sequence. Frames 20 and 30 of this sequence are shown in Figures 6.2(a) and
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Figure 6.1: (a) The range image for the synthetic experiments; intensity is proportional to

depth, with distant objects being brighter. (b) The average relative error in the estimated

time-to-contact versus the noise mean.

(b). The sequence is described in [187] and contains many sharp discontinuities in depth

and motion. The sequence was captured by a camera mounted on a robot arm that was

moving above a textured floor in a right to left direction. The four dark blocks that lie

on the floor are stationary, while the white block in the middle of the scene is moving

independently with a right to left direction.

Optical flow was computed using an implementation of the Lucas & Kanade

algorithm [151] and is illustrated in Fig. 6.2(c). The obstacles detected by applying the

technique described in [150] are shown in Fig. 6.2(d), where white represents the union

of ground and textureless points and black corresponds to the detected obstacles. The

estimated time-to-contact for each point in the field view is shown in the form of an

image in Fig. 6.2(e). In this image, the intensity is proportional to the time-to-contact,

with dark points being closer compared to bright ones. Red pixels correspond to points

where the time-to-contact could not be computed either due to the lack of reliable optical

flow estimates or due to the denominator of the left hand side in Eq. (6.12) being very

close to zero. As can be seen from Fig. 6.2(e), the latter case is more frequent in a locus

of points along a line through the image center. This is due to the fact that this line goes
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through the FOE and as explained in section 6.2, the time-to-contact cannot be estimated

for points close to it.

Since the ground truth for the time-to-contact is unavailable, the results can only

be qualitatively evaluated. Clearly, the method has successfully recovered the spatial

ordering of the four stationary blocks, since closer blocks in Fig. 6.2(e) appear to be

darker than further ones. However, as indicated by the white color in Fig. 6.2(e), the

method is confused by the independent motion of the white block in Fig. 6.2(a), deducing

that is far away from the camera. This is because the block in question is moving in the

same direction with the camera (i.e. from right to left), which results in its combined

apparent motion being small. Therefore, the method mistakenly concludes that the

time-to-contact with the block is large, as if it were far from the camera. By fusing the

maps in Figs. 6.2(d) and (e), an autonomous system should be able to identify the free

space and also rank obstacles according to their potential for causing a collision.

6.4 Summary

The capability of obstacle avoidance is crucial for a robot moving in an unknown

environment. Knowledge of the time-to-contact with points in the robot's field of view

is adequate for avoiding collisions with obstacles. In this chapter, a novel method for

estimating the time-to-contact has been presented. Assuming that the robot is moving

on a planar ground, the time-to-contact with ground points is first estimated using the

optical flow field and then planar parallax is exploited to recover the time-to-contact

with points not on the ground. The main advantages of the proposed method is that

it avoids the computation of high order derivatives of image flow and also does not

need to recover the 3D velocity of the camera. In addition, no strict restrictions on the

egomotion are posed. The method has been experimentally validated using both real

and simulated optical flow fields.
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(a) (b)

(c)

(d) (e)

Figure 6.2: The ``marbled block'' monocular sequence: (a), (b) frames 20 and 30,

(c) optical flow shown scaled and subsampled, (d) detected obstacles, (e) estimated

time-to-contact (see text for explanation)
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Conclusions

This thesis was concerned with visual navigation, that is the employment of vision

to achieve autonomous movement in the environment. The study of navigation is

interesting both from the practical standpoint of producing useful mechanisms, and

from the abstract standpoint of providing working systems that can be adequately

understood and described theoretically. The choise of employing visual motion as the

primary sensory input has been motivated by the fundamental role played by motion

processing in biological organisms.

It has been argued that the reconstructionist vision paradigm, according to which the

goal of vision is the recovery of an accurate representation which captures every detail

of the environment, is insufficient to study vision and visual navigation in particular.

Instead, the behavioral vision paradigm is better suited to study visual navigation. This

paradigm calls for the development of multiple, simple visual processes each of which

implements one of the behaviors the system is supposed to exhibit. Each behavior has

a distinct, well-defined goal and is tailored to the environment the vision system is

expected to operate in. In other words, each behavioral process is responsible for one of

the capabilities possessed by the system. Vision is thus realized by a set of cooperating

processes, which pursue the system's goals in a synergistic manner.
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Based on the premise that the behavioral approach to vision has the potential to

lead to successful vision systems, this thesis is concentrated on the study of four visual

capabilities, namely independent motion detection, egomotion estimation, obstacle

detection and time-to-contact estimation. Independent motion detection refers to the

ability of a mobile system to detect objects that are moving independently of it in the

environment. Egomotion estimation deals with the problem of deducing the velocity of

a mobile system using the images of the surroundings that it captures as it is moving.

Obstacle detection addresses the problem of detecting obstacles obstructing the system's

path. Time-to-contact estimation describes the ability of estimating the time that remains

before a mobile observer collides with objects in his field of view. These capabilities

can function as generic navigational tools for building various practical applications.

Collectively, they constitute a solid arsenal of primitive algorithms that is able to support

complex behavioral repertoires.

This thesis has also demonstrated the viability of a bottom up methodology for

studying vision. More specifically, it has made clear that the specification of a set of

visual processes that permit the incremental development of a navigation system, in

which there is no need for the whole system to be constructed before experiments can be

conducted. The research framework that was adopted is discussed in section 1.4.1 and

therefore it will not be repeated here. In the remainder of this section, a brief overview

of the contributions of the thesis is provided.

The problem of independent motion detection has been formulated as a problem

of robust parameter estimation applied to the visual input acquired by a rigidly moving

observer. The proposed method automatically selects a planar surface in the scene

and the residual planar parallax normal flow field with respect to the motion of this

surface is computed at two successive time instants. The two resulting normal flow

fields are then combined in a linear model. The parameters of this model are related

to the parameters of self-motion (egomotion) and their robust estimation leads to a

segmentation of the scene based on 3D motion. The method avoids a complete solution

136



Conclusions

to the correspondence problem by selectively matching subsets of image points and by

employing normal flow fields. In addition, no constraints regarding the scene structure

or the observer's motion are imposed.

The method proposed for estimating egomotion relies on a novel linear constraint

that involves quantities that depend on the sought egomotion. The constraint is defined in

terms of the optical flow vectors corresponding to quadruples of image points which lie

on lines going through the image principal point. Combined with robust linear regression

techniques, the constraint enables the recovery of the FOE, thereby decoupling the 3D

motion parameters. There is no need either for searching the high dimensional space

of possible egomotions or for imposing restrictions on the egomotion and/or the scene

structure.

The method for detecting obstacles uses two images of the environment and provides

a binary labeling of image points, classifying them either as obstacles or as free space.

Based on the assumption that the observer is moving on a locally planar ground, the

method is able to compute an estimate of the motion of the ground. Subtracting this

motion from the two images permits the compensation of the ground motion. Following

this, obstacles are detected as areas in the image that appear nonstationary after the

motion compensation. The method is particularly attractive, since it does not require

camera calibration, it is applicable either to stereo pairs or to motion sequence images

and it does not rely on a dense disparity/flow field.

For the case of time-to-contact estimation, a method has been developed that is

complementary to the obstacle detection capability and is capable of estimating the

time-to-contact without any knowledge of the egomotion. This method is again based

on the assumption that the observer is moving on a locally planar ground. First, the

time-to-contact with points on the ground is estimated. Then, the phenomenon of planar

parallax is exploited to yield the time-to-contact with obstacles. The method has the

desirable characteristic of avoiding the estimation of high order derivatives of image

flow, which are known to be very difficult to compute accurately.
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7.1 Further Research

The present section identifies and discusses possible extensions of the work described

in this thesis. To begin with, one direction of further research could be that of improving

the proposed navigational capabilities by eliminating any shortcomings that they might

have or by loosening the assumptions under which they operate. More details on such

improvements can be deduced from the descriptions of these methods in chapters 3, 4,

5 and 6. An other axis of future work would be to exploit deliberate motions of the

observer, according to the active vision paradigm [6]. It is probable that some of the

problems to be solved can be rendered simpler when the observer is actively involved

in the image acquisition process, so as to simplify related calculations.

The visual capabilities presented in chapters 3, 4 and 6 rely upon knowledge of the

intrinsic calibration parameters of the employed camera. However, this is an undesirable

assumption in the case of a mobile robot. This is because the intrinsic parameters might

change frequently due to changes in the camera zoom and focus, therefore any initial

calibration information is soon outdated. Obviously, requiring a calibration object for

periodic re-calibration is not practical. To remedy this, the continuous motion equations

in the uncalibrated case should be studied. Although calibrated cameras can deliver

more informative descriptions of the environment compared to uncalibrated ones1, the

latter have proven to be sufficient for dealing with non-trivial vision tasks [289]. Hence,

it is a remarkable fact that despite the significant amount of research devoted to the

study of uncalibrated discrete motion, continuous uncalibrated motion has received little

attention [269].

Clearly, the behavioral repertoire of a system can be enriched by developing more

of the visual capabilities outlined in section 1.3.2. The simpler of these capabilities

employ precategorical visual processing, i.e. visual information is not linked to object

1For example, it is known that using uncalibrated cameras, one can at most recover the scene structure

up to an unknown projective transformation [73]. In the case of calibrated cameras, scene structure can be

recovered up to an unknown scale factor [258].
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descriptions. However, in order to implement more complex capabilities such as

homing, visual recognition issues will have to be addressed. In addition, capabilities that

rely on other cues besides motion can also be investigated. Color, for instance, is a rich

source of information that has been successfully employed for object recognition [242].

Furthermore, non-visual sensing modalities can be employed in order to simplify and

accelerate vision tasks. Obstacle avoidance, for example, can be achieved with minimal

processing using sonar or laser range sensors, while egomotion estimation is easier and

perhaps more accurate when the rotational velocity is supplied by inertial sensors, i.e.

gyros.

Due to time and resource limitations, the integration of all the proposed navigational

capabilities on a mobile robot has not been attempted. Therefore, in spite of the fact

that the ties between the task and the information that must be extracted from visual

data have been established, visuomotor control issues have not been addressed. This

is also common in the literature, where the coupling between perception and action is

rarely studied in detail. Such studies, however, are essential for resolving many practical

issues concerning the coordination of behavioral processes. These issues include, but are

not limited to, action selection, resource allocation, real-time constraints, interprocess

communication, error recovery, motor control, etc. The related research effort should

aim at the specification of a framework that would allow the painless incorporation

of new visual capabilities in an already working system. Ko	secka et al [135], for

example, propose a formalism based on Discrete-Event Systems for modeling the

coupling between different sensory and motor subsystems. This formalism provides

systems with composite visual behaviors and well-defined properties. In this respect,

machine learning techniques assume the important role of inferring the association

between visual patterns and patterns of motor control. Thus, a system can generalize

and employ its experience to react to unforeseen situations that are similar to situations

that have successfully been dealt with in the past.

All four visual capabilities developed in this thesis rely on a behavior-oriented
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notion of visual perception. This notion, however, has been applied only at the level

of algorithms and representations. The behavioral paradigm can be extended to cover

the visual sensors employed by an autonomous system as well. In other words, an

autonomous system could be equipped with visual sensors tailored to accomplish

different tasks. Factors determining the properties of each sensor, such as optics, the

shape of the retina, the pattern of light-sensitive retinal elements, etc, will be properly

selected to match the requirements of specific visual tasks. Early research in this

direction has produced fruitful results. For example, the space-variant sensor described

in [66], is characterized by high pixel density in the center of the CCD array and coarse

resolution towards the periphery. Thus, it achieves both a wide field of view and high

resolution foveal vision, while employing a limited number of pixels. As mentioned

in chapter 4, Nelson [179] has demonstrated that egomotion estimation is particularly

simple when a spherical eye is employed. Yet another example of an alternative camera

is supplied by the OmniCam [186], developed at Columbia University. This design

makes use of special optics to yield panoramic, i.e. 360o, views of the environment

from conventional CCD arrays. Apart from its obvious advantages in tasks such as

surveillance and monitoring, this camera can also be helpful for visual homing by

capturing in a single image all the visual information available from a specific location.

More details regarding existing designs of alternative visual sensors can be found in

[271].
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Appendix A

Planar Parallax

Most motion analysis methods express rigid image motion as the sum of two

displacement fields, namely a translational and a rotational one. Recently, however, it

has been shown that if image motion is expressed in terms of the motion of a parametric

surface and a residual parallax field, important problems in motion analysis become

considerably simpler [136, 215, 120, 146, 60]. In the following, the equations describing

the residual field are derived, assuming that the employed parametric surface is a plane.

Let Š be a 3D plane in front of a pinhole camera and let p be a point on the image

plane, as shown in Figure A.1. Assume that P and P � 
 Š are two 3D points located

on the optical ray defined by p, i.e. both P and P � project on the same retinal point

p. This can happen, for example, when viewing a scene through a transparent surface.

Denoting the optical flow induced by the motion of points P and P � by �u� v� and �u�� v��

respectively, Eqs. (2.7) can be employed to yield the residual flow �ur� vr� for points P

and P � [120, 50]:

ur � u� u� � W �x� x0��
1

Z
�

1

Z�
�

(A.1)

vr � v � v� � W �y � y0��
1

Z
�

1

Z�
��

where 1
Z

and 1
Z�

are the depths of points P and P � respectively. As can been seen from

143



Chapter A. Planar Parallax

O’

O

π

p

P

PΠ

Figure A.1: Planar parallax. O and O� are the camera focal points, Š a 3D plane and P �,

P are two 3D points with P � 
 Š

Eq. (A.1), the residual flow field is purely translational. This is because the rotational

components are identical at both points, since they do not depend on depth and are

canceled out by subtracting the flow vectors. Consequently, all optical flow vectors of

the residual flow point towards the FOE.

In practice, it is difficult to identify image points where two distinct 3D points

project simultaneously. However, this difficulty can be alleviated by recalling that the

motion of a planar surface can be expressed parametrically by a linear model with eight

parameters [239]. Thus, assuming that the parameters defining the motion of the plane

in an image have been estimated, the motion that would be induced if the moving plane

covered the whole visual field can be predicted using the linear model. Then, subtracting

this predicted flow field from the actual optical flow field estimated from the image

sequence, yields a residual flow field which is zero at points belonging to the plane and

nonzero elsewhere (see also [120]).
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The Solution of the Vector Equation

Ax� 0 with jjxjj� 1

Let A be a N �M matrix with N �M and x a M � 1 column vector. The solution for x

of the (possibly overdetermined) vector equation Ax � � with jjxjj � 1, is equal to the

solution of the following optimization problem:

Minimize �Ax�T �Ax� � xTBx subject to jjxjj � 1� (B.1)

where B � ATA. In the following, it will be shown that the solution to this problem is

the eigenvector of the matrix B which corresponds to the smallest eigenvalue [292].

Recall that B is a M �M symmetric matrix, thus it can be decomposed as [90]

B � U E UT �

with E a diagonal array formed by the the M eigenvalues vi of B, i.e.

E � diag�v1� v1� � � � � vM� and U comprised by the eigenvectors ei of B, i.e.

U � �e1� e2� � � � � eM �. Without loss of generality, let v1 � v2 � � � � � vM . The

original problem described by (B.1) is now reduced to the following:

Find x1� x2� � � � � xM with x � x1e1 � x2e2 � � � �� xMeM �

such that xTBx is minimized subject to x1
2 � x2

2 � � � �� xM
2 � 1
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Some algebraic manipulation reveals that

xTBx � x1
2v1 � x2

2v2 � � � �� xM
2vM

Therefore, the problem becomes to minimize the following unconstrained function:

x1
2v1 � x2

2v2 � � � �� xM
2vM � ��x1

2 � x2
2 � � � �� xM

2 � 1�� (B.2)

where � is the Lagrange multiplier. Equating the partial derivatives of the above function

with respect to x1� x2 � � � � xM and � to zero, yields

2x1v1 � 2x1� � 0

2x2v2 � 2x2� � 0

� � � � � �

2xMvM � 2xM� � 0

x1
2 � x2

2 � � � �� xM
2 � 1 � 0

The above system of equations has M solutions, with the i�th solution given by

xi � 1� xj � 0 � j 
� i and � � �vi

The value of the objective function (B.2) corresponding to the i�th solution is vi. Since

the eigenvalues have been assumed to be ordered in ascending order, the function

assumes its minimum value for the first solution, i.e.

x1 � 1� xj � 0 for j � 2� � � � �M

Thus, the sought solution to problem (B.1) is the eigenvector of B corresponding to the

minimum eigenvalue. In practice, the minimum eigenvalue is computed using Jacobi

transformations of the symmetric matrix B [200].
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Proofs of Theorems

This Appendix is devoted to the proofs of Theorems C.1 and C.2 which have been

employed in the developments of Chapters 4 and 6. Both Theorems are repeated below

for completeness.

Theorem C.1 Let L be the line defined by a pair of image points p1 � �x1� y1�

and p2 � �x2� y2�. Let also un1 and un2 denote the projections of the optical flow

vectors at points p1 and p2 along the direction �nx� ny� that is normal to L. Then,

the difference of the two projections is independent of the � and � components of

rotation and, assuming that the equation of L is y � �nx
ny
x � �, equal to

un1 � un2 � ��x1 � x0�nx � �y1 � y0�ny�W �
1

Z1
�

1

Z2
� � �

� nx
f

� �
� ny
f

� �
�

ny
��x2 � x1�

Proof. The projections of the optical flow vectors at points p� and p� on the vector

�nx� ny� are equal to uni � uinx � viny� i � 1� 2, which by substitution from Eqs. (2.7)

yields

uni � Di
W

Zi

�R�
i � �R�

i � �R

i ��

where Di � �xi � x0�nx � �yi � y0�ny, i � 1� 2 and

R�
i �

xiyi
f

nx � �
y2
i

f
� f�ny
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R�
i � ��

x2
i

f
� f�nx �

xiyi
f

ny

R

i � �yinx � xiny�

nn

q

D

(FOE)

L
p1 p2

Figure C.1: The projections along �n of all vectors defined by the FOE q and some point

on L are all equal to D.

As can be seen from Fig. C.1 where point q is assumed to be the FOE,
��
q p� ��n �

��
q p�

��n, i.e. D1 � D2 � D, which implies that the projection on �n of all vectors defined

by the FOE and some point on L are equal to the distance D of q from L. Therefore,

the difference of the projections un1 and un2 after some algebraic manipulation can be

shown to be equal to

un1 � un2 � DW �
1

Z1
�

1

Z2
� � �

� nx
f

� �
� ny
f

� �
�

ny
��x2 � x1��

as ought to be shown.

�

A search scheme that exploits Theorem C.1 for recovering egomotion can be found in

[148].
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Theorem C.2 Let p1 � �x1� y1�, p2 � �x2� y2� and p3 � �x3� y3� be three collinear

image points lying on a line whose equation is y � �x � �. Let also �x0� y0� be the

FOE and assume that p2 divides the vector
��

p1 p3 in ratio �. For the projections

uni� i � 1 � � �3 of the optical flow vectors at points p1� p2 and p3 along an arbitrary

direction �nx� ny�, the following equation holds

un2 �
1

1 � �
un1 �

�

1 � �
un3 � D2W �

1

Z2
�

1

1 � �

1

Z1
�

�

1 � �

1

Z3
� �

d21

1 � �
W �

1

Z1
�

1

Z3
� �

�d21�x2 � x3�

f
��

d21�x2 � x3�

f
�

In the above equation, D2 � �x2�x0�nx��y2�y0�ny and d21 � �x2�x1�nx��y2�y1�ny.

Proof. Due to the separability of the translational and rotational flow components, the

linear sum of the flow projections can be written as

un2 �
1

1 � �
un1 �

�

1 � �
un3 � �T2 �

T1

1 � �
�

�T3

1 � �
� � �R2 �

R1

1 � �
�

�R3

1 � �
��

where Ti and Ri are the projections of the translational and rotational part for point i

respectively. More specifically,

Ti � Di
W

Zi

with Di � �x1 � x0�nx � �y1 � y0�ny

and, employing the notation of Theorem C.1,

Ri � R�
i ��R�

i � �R

i � � i � 1 � � �3

Noting that D1 � D2 � d21 and D3 � D2 �
d21
�

, the sum of the translational parts can be

expressed as

T2 �
T1

1 � �
�

�T3

1 � �
�

D2W

Z2
�

1

1 � �

D1W

Z1
�

�

1 � �

D3W

Z3

� D2W �un2 �
1

1 � �
un1 �

�

1 � �
un3� �

d21

1 � �
W �

1

Z1
�

1

Z3
�
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Regarding the sum of rotational parts, some algebraic manipulation reveals that it is

equal to

R2 �
R1

1 � �
�

�R3

1 � �
�

�d21�x2 � x3�

f
��

d21�x2 � x3�

f
�

Adding the right hand sides of the two equations for the translational and rotational parts

above, yields the desired result.

�
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