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Iepiinyn g Avarpipiis

MMPOI'NQXITIKA XYETHMATA KAI ®YXIKH IIOPEIA THX KIPPQXEQX.
Ewayoym

H «ippwon tov Nratog opeiletar o dbpopeg artieg. Ot artieg mepthapfdvovy tov
AAKOOMG O, TIC YpOVIES 107eveig nratitideg B, C kot D, v avtodvoco nratitida, Tic
KANPOVOLKESG VOGOLG, TNV UN-0AKOOAIKT] GTEATONTOTITION, TO YOAOCTATIKE VOGT|LLOTOL
(.. TpOTOTAON YOMKN Kippwon), TNV YPNON VOPKOTIK®OV (LECH 1OGEMV), TNV ETOPT|
pe toéiveg, Tig Aouméelg kot dAdes. H mo ouyv attio g Kippdoems ToykoGHimg
Bewpeitar n nratitda B, evod otigc Hvopéveg Iolteieg o1 cuyvotepeg attieg sivat o
YPOVIOG 0AKOOAMGHOG Ko 1 nratitoa C. Zyetikd otoryeion yuoo v EAAGda dev
vdpyovv. O1 mBavEG eMITAOKES TNG KIPPDOCGE®S Elval apkeTEC, amd TIG OTOIEC Ol IO
ovyvéc elval o aokitng, M MmATKY gykepoiomdBewr kol 1 Kipooppayia. To
nratokvttopikd Kopkivopo (HKK) pmopel va dnpovpynbel wg emumhokn g
Kippwoewc. Eivar yvootd 0tt n ypovie mpocsPforn amd tov 10 ¢ nmotitoag B
armotedel cofapd moapdyovto KwOLVOL Yyl TNV EUGAVICT  NTATOKVTTOPIKOV
KOPKIVOUOTOG VO TO TEAELTOLN £T1 VITAPYOLV EVOEIEELG OTL Kt 0 10¢ TG NTOTITIONG
C eivon e&loov onuavtikdg mapdyoviag Kivovvov. Ztmv Kpnm, o emmoAacpudc g
nratitvoag B (HBV) givol moAd yauniotepog o’ 6t oty nrepotik] EAAGSa evd o
emmolacpog e nratitidag C (HCV) givan to xvp1o mpdPAnua otov dve tov 40 etdv

minoopud g Kpnne.

O 0106)0G TG TOPOVGAG EPYACiag Elval N LEAETN TOV KIPPOTIK®V VOcwV atnv Kpnt.
X HeEAET NG KIPPOOCEWMS, Om®G Kol GAA®V acBevelwv, peydAo evilopépov
TOPOVCIALOVV TO TPOYVOGOTIKA HOVIEAN TOL YPOVOL eMPiONG Ko 1 TOEWVOUNONG
aclevdv e OHAdEC HE OLLPOPETIKEG TPOYVMGES Ol omoieg emmpedlovv 1
Oepamevtikn aymyn. O kOPLOG OKOTOC NG TMOPOLGOS HEAETNG €ival GLVETMG M
onuovpyio Kol ETMKOPOCT TPOYVAOOTIKOV HOVIEA®V, OT®G HOVIEA®V YpOVOL
emPioong, poviélwv Okpong ouddmv acbevdv, HOVIEA®V ERMINTOONG TOV
NTOTOKLTTOPIKOD KAPKIVOUATOS Kt BAA®V. Ot GYETIKES TEXVIKEG EQOPHOGOHNKAY OTIG
aKolovbeg opddeg aclevav:

a) acBeveig o1 omoiol dieyvoOncav otn KMVIKN HE KIppOOoN: N UOIKY| Topeia NG
Kippmoeng otn Kpntn avd attiodoyio

B) xippwtucot acBeveic pe HCV vrd Beponceia pe Plaquenil.
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v) acbeveic pe mpotomadn yolkn kippwon (IIXK) vnd Oepoamcia pe UDCA:
OLYKPIGELS LLE TO TPOYVOSTIKO povtéAo Mayo.

0) acbeveig otovg omoiovg eppaviotnke HKK: n puown mopeia tov HKK

g) aoBeveig pe HKK vrnd Oepamevtikny ayoyr pe oktpeotion (octreotide): pia
TUYOLOTOMUEVT), EAEYYOUEVT] LEAETN acBevdv Vo Oepameion e OKTPeOTION EvovTl
acBevov dvev Bepaneiog.

ot) acbBeveig pe HKK vmo Oepancio pe copatostativy poxpag dpaocng ( long-
acting somatostatin analogue): pio pelén acBevov pe HKK vrd Ogpamevtikny aymyn
o€ GUYKPLOT| LLE OLASN 1GTOPLKOD EAEYYOVL.

1n) acBeveig mov mapovcsidlovv aokitn: 1) Odkplon HeTOED kokonBovg Kot pn-
KaKONOoUG KIppOTIKOV ookitn 1) OdKplon HETAEDL TPUOV HOPP®V TEPITOVIKNG
dudyvong (peritoneal effusion) oe acOeveic pe aokim.

Eni mhéov, mapovctdlovtal To amoTEAEGLATE TPLOV EMONUOAOYIK®Y EMCKOTGEMV

OYETIKA LE TOV EMITOAACHO T®V 10A0YIK®V deikt®v HBV ka1t HCV oty Kpnm).

Ta otoryeia mov €xovv ypnowomomBel meprhappdvovv 6lovg tovg acBeveic e
kippwon mod &xovv voonlievtel oto Ilellal'NH amd v évapén Asttovpyiog g
lNaotpevieporoyung Khvikng péypt tov Oktomppn tov 2000. Xvvorkd, 470 acOeveig
Kateypdonoov oe Paon dedopévayv, £xoviag €10EA0EL oV KAWVIKY HE Kippmon 1
KAmol  EMTAOKN NG KIPPOGEWS o€ ovtd To Obotnua. Ot 139 (29%)
TOPOLGLICTNKAY TNV KAWVIKN pe pnén g aviwotabuicews. Emiong, omd tov
YentéuPpro tov 1989 péypt tov Maptio tov 2000, dieyvdrobnoav 114 dropa pe IXK,

ta. omoia EAaPav Oepameio pe UDCA.

Mé0odor

A) T v K@be opdda acBevdv otnv omoiot 0 6TOHYOG NTAV N EKTIUNCN TOV XPOVOV
emPioone, ePapuocTNKE apylkd 1 pn-mopopetpikn pébodog Kaplan-Meier yia
OYEOCHO KAUTVADV emiPioone yia KaOe moapdyovta, pe pundevikny vmdbeon oOtL o
kivouvog Bavdtov oe KaBe ypovikn otyun eivar o i010¢ v OAa T emimeda TOL
eKOOTOTE  Topayovto. AkoAovOnoe moAvmoapayoviiky oaviivon tomov  Cox,
YPNOLOTOIDVTOS  OlodlKaoieg emAioymv  Pruo-mtpoc-Piue  (stepwise  selection
procedures) yio. TNV €VPECT TOV CNUAVIIKOV UETAPANTOV, dNAAOT TOV UETAPANTOV

nov emmpealovv tov ypovo emPiowong. To poviéha Cox €povv T HOPPN
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h.(t) =h, (t)e;ﬂjxj' omov 10 xj; efvar  Tipn g ave&dptnng petaPintg X, j=1,...p
v tov acBev 1, (i=1,...,n), 10 Ai(t) eivoanr n ocvvdptnon emkivovvomtog (hazard
function) Tov acBevn| 1, kot 10 hy(?) eivor  Paciky cvvaptnon emkivovvotrag. H
ouvapmnon emkvouvotntag Ogiyvel tov kivouvo Bavdatov kdbe otiyung vmd v
npovimdOeon 0Tl dev €xel cvuPel o Bavatog péxpt v ocvykekpluévn otypr. Omwmg
eaivetal omd v mopondve egicwon, oto poviédo Cox (6mov dev yiveton Kopio
VtdBeom Yo TNV Hope1| oL AapPAveL 1 BaCIKY] GLVAPTNOT ETKIVOLVOTNTAS) O AdYOG
TOL /(1) Yo dVo dtopa Topapével otafepdc oty dgpkela Tov ypdvov. Ot pébodot
Kaplan-Meier kot Cox €yovv to mAcovéKTnpa (ev oyécel e TG ovvnoelg nebddovg
Om®WG M AoYoTIKN ToAVOpOUnon) OtL Aaupdvovv v’ dyv Oyt Udvo TO TEMKO
OmOTEAEC LA, AL KO TOV ¥POVO TapakoA0VONONG, CUUTEPIAAUPAVOVTOS TO ATOLO TOL
omoio dev mapakorovOOnKav péEyPL T0 TEAMKOG, Kol Bewpeitar 0Tl €govv VROGTEL

«hoyokpisio» (censoring).

210 0E00UEVA TOV KIPPOTIKAOV, HUEPIKES amd TIC aveSdptnTes LETAPANTEG umopohv va
Bewpnbolv g ypovo-e&aptnuéves, OTMG N UETAPANTY] TOL TTEPLYPAPEL TO oV VINPEE
pNEN Kat vt mov meprypdpet v vmapén N un tov HKK. Ot ypovo-e&aptnuéveg
petafAntég mepteAneOncay ota oyeTikd povtéda. o ) damictmon Tuyov EAAEWYNG
KOANG TPOCOPUOYNG TOV HOVIEAOV eMPIMONG KOl Y10l TOV EVIOTICUO OKPOi®V TILOV
(outliers) vroAoyicOnkav ot akdrovBor tpelg ool VoAoinwv (residuals): vToOroTa
Cox-Snell, vrérowma martingale kot pepikd vwoéAoura. Ot teyvikég bootstrap Kot
jackknife ypnowomomOnkav otn wapodoo pelétn yio va gpguvnbet n otabepdTa
TOV TOAWVOPOUIKAOV HovTEAwv Cox o€ Opoug EMAOYNG TOV UETAPANTOV 7OV
neptlapPdvovior oto povtéda emPiwons Kot 6To. LOVIEAN TOL XpOVOL UEXPL TN PIEN
¢ avtotabuiocewg. H eumepikry Pabpordynon Brier kot ot eKTIUACE NG
e&nyndeicag vmolowmopevng petaPAntoémrag  (explained residual  variation)
vroAoyicOnkav yio to poviéda TPOPAeync Tov YPpOVoL UEYPL TN PNEN. ZUVETMG
aoloynOnke n axpifelon TV ovykekppuévov poviérhov Cox oe oyxéon pe To

avtiotoryo anid poviéla Kaplan-Meier.

Ov aodpoi pvOuoi emintwong tov HKK otoug Kprteg xippwtikovg extiundnkav,

exkppalopevol g apBpoc avhpmmo-etmdv mapakorovdnonc. Eywoav eniong ektiunoelg

v



TV ofpoloTik®v pviumv emintoong tov HKK ypnowyomoidviag 10 povtéro

TOAMVOPOLIKNG OVAALGTG AVAAOYIKAOV KIvduvwv tov Cox.

B) "o v opdda acBevav pe ITXK otovg omoiovg yopnyndnke n Bepamevtikn aywyn
UDCA, éywve oOykpion tov xpovov emPiwong e Tov TpoPAemouevo xpovo emiPimong
Baoel Tov Tpoyvmotikod povrédov «Mayoy. To poviého Mayo sivon PBaciopévo oe
acBeveic pe TIXK mov dev axolovOnoav Oepamevtikn oymyn Kot €mTOUEVOS
neptypagst v euoikn mopeia g [IXK. Xpnowomoidvtag 1o «Mayo risk score» (o
delktng Kwvdvvov pe Pdon to povtédo Mayo, o omoiog Paciletor o€ cuvdvacud 5
petafAnNTav) ekt Onke KopmoAn emPioong yio to TpdTe 7 £ HETA TV O1dyvmon
vy tov K@Oe acBevi. 'Eywvov ypapikéc ovykpioelg NG EKTIUOUEVNG KOUTOANG
emPioong Kaplan-Meier pe ) mpoPienduevn xoumdAn 7Tov mPoEKLYe omd TNV
epappoyn tov poviéAov Mayo. o v kataokev] g debTEPNG KOUTOANG
ypnooromdnke 1 angvbeiac-tpocappolopevn pébodog (direct-adjusted method). H
doKkipacio povadtkov-oeiypatog log rank (one-sample log-rank test) epapudotnke yio
va dtmotmBodv Tuxdv dapopéc HETaEL g mpoPAienduevng emPioong acbevav
dvev Bepamneiag (Tov povtédov Mayo) kot g emPioong Twv aclevdv 6Tovg 0moiovg

yopnynOnke n Bepanevtikn aywyn UDCA.

I') Avo péboodotr morvpetafAnNTig avdAvong EPaPUOGTNKOY Y10 T O10KPLoN UETOED
opadwv ackitikav. O okondg Ntov va eheyyel av n katdtoln Tovg avéAoyo pe tnv
KAMVIKY] Tovg Otdyvoon pmopel voo TpoPAeeBel amd Tig Ploynpikéc Tovg HETPNOELS.
Yretén ot 1 dwyvoon €ywve aveapmmra omd TG Poynuukéc UETPNOELS TTOL
nepteAneOnoav ota povtédoa. H mpdtn pébodog avaivong ALyetor avadpOpKoOg
dwpeptopdg (recursive partitioning). e OLT TN TEXVIKN YPNOLOTOLEITOL £VOG
alyopBpog dvadwov odtapepiopov (binary partitioning algorithm) mov ywpiletr Tig
ovppetaPAntég oto onueio 1o omoio £xel kpbel, Phoel Tov alyopiBuov, wg tTo mO
onuovtikd. Me avtd tov tpdmo dnpovpyeitor Eva GHVOAO SLOOIKAOV UETAPANTOV.
XpnowonomOnke éva PETPo €TEPOYEVOTNTOG G KAOBe <kOuPo>, dniadn oe kdébe
onpeio mov yivetar o yoPopog Towv petafAntov. H mpdt dwydpion (split) mapéyet
mv KoAvtepn mpdPrieyn twv opddwv. H debtepn péBodoc mov epappoctnke NrTav n
dwkpivovoo avdivon (discriminant analysis). ‘Eywve ameikdvion tov dtoyopiopov

TOV Opad®V pe Baon Tic dvo TpmdTEG draKpivovceg cuvaptnoets. [ va epevvnBei 1



dUVaTOHTNTO EPOPUOYNG TOL TEAMKOD HOVIELOV GE VEEC TEPUTTAGELS, PN CLLOTOONKE

N néBodog TG SLCTOVPOTIKNG EMKVpmog (cross-validation).

Amoteréopato

®vokn Topeia TS KIPPAGEMS

A6 tovg 312 acbeveig mov dieyvooOncav pe avippomoduevn kippwon, ot 169 (54%)
nrav avopeg evd amd tovg 138 acbeveic mov mapovsidcOnkay pe un-ovtppomovueVn
kippwon ot 107 (78%) frav dvopeg. Ot 154 and tovg acbeveis pe avtippomovpevn
Kippwon (49%) émaBav pHén g avtioTadpicemg oTNV SLUPKELN THG TOPAKOAOVON NS
touc. H extipmpevn 01dpecog tov ypodvov puéxpt v pnén mg aviiotaduicemg ntov 58
pnves (95% A.E. 51 pe 65 unveg) aArd Ppédnke 01t dtopEpel onpavtikd avdioyo pe
mv outio ™G Kppodoeng (log rank test, p<0.0001)" frav 81 pnfveg otovg 145
acBeveig (47%) tov onoiwv N kippwon mtponibe and tov 16 ¢ nratitdog C (95%
A.E. 45 pe 117 pnveg) evo rav povo 35 unveg (95% A.E. 19 pe 51 pnveg) otoug 56
(18%) acBeveic pe aitoroyio tov aikooAopd kot 36 pnveg (95% A.E. 20 pe 52
unveg) otovg 45 acBevelg (15%) tov omolwv M kippwon mponAde and Tov 10 NG
nratitdog B. Ot 17 acbeveic (6%) TV onoimv To aitio NTov cuVILAGHOS TOov 100 B 1)
C pe tov aAKOOMGUO glyov GLVOMKO dApeso ypdvo pnéems g avtioTaduicewmg
puovo 31 pnveg (95% A.E. 16 pe 46 pnveg). To 1060016 TV KIppOTIK®OV 060evadv ot
omoiot mopéuewvav eievBepor-pnéng (decompensation-free) tpio € petd NV
dtbyvoon exktundnke va gtvar 65% (95% A.E. 60% pe 71%) ko petd and entd £
34% (95% A.E. 26% pe 42%),).

Epappolovtag 1o poviého Cox yuo to ypdvo péypt t pnéN g avtiotaduicend,
Bpénke Ot1 ot onpavtikoli mPoyvwmoTikol mopdyovieg MTav M MAIKL KOTA TN
dyvoon (og €, Z.K. 1,02) ko n artoroyia g kippoceng (XK. 0,58 yuo toug
acBeveic pe HCV og oyéon pe 1oug ac0eveic pe kpuytyev aitiohoyio KIppOOENMS EVD
o avtiotoryog X.K. yia avtovg pe aitoloyio Tov aikooMoud nrav 1,72). H avdivon
bootstrap ypnoonomdnke v v emPefaioon g otabepdnToc TOL HOVIEAOV.
Eniong dnuovpynnke évag deiktng mpdyvoong (AIT) g pnéng g avtictadpuicems
omov

AIT=0,016 * (nAikia —62,29) + 0,54* Akt {aikoohMouds}t + 0,40*Axt( HBV}-
0,54*Axt{HCV} + 0,45 *Axt{aikooiicondg + nratitioan }
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pe Akt {X}=1 6tav X eivar n artoroyia, aAlmg eivar 0. Ot mBovotnTeg TOL VO
napapevel Evag aobeveic ehevBepos-priéng ota 3-, S-kat 7- £t petd ™ ddyvmon,
dedopévng g T Tov Al Tov cuykekpévov asdevovg, vrorloyicOnkoay Kot

amEOVIGON KAV YPUPIKAC.

H extipopevn di1dpecog tov yevikov xpdvov amd v prén g avtiotaduicems pneéypt
tov Bdvato Nrav 59 unvec (95% A.E. 43 pe 76 unqvec) . Epappolovrag poviédo tomov
Cox pe apywés mpoyvootikésg HetaPAntéc to @OA0, v nAwio, to aitio NG
KIPPAOCEDS Kol TV Hopen ™S pNéNG, Me v dwdkacio tov Pruo-mtpog-frpo
emAoyav Bpédnke O6tL povo m popen g pnéng kot N nlkio exnpéalov oNUOVTIKAE
Tov ypovo emPioong’ o X.K. Bavdrtov Ntav 5,7 eopég vynAOTEPOC GTA. ATOUN TV
omoimv 1 pH&N NTav EYKEPUAOTADELDL, EV GYEGEL LE TO ATOLLO TOV TOPOVGLAGTNKOV LLE

Kippcopayia.

Ot 70 amd tovg 312 avIPPOTOVUEVOVS KIPPOTIKOVS omePimooy amd MTOTIKY
avendpkelo Kotd T Owdpkela g perétns. H dbpecog tov ypdvov emiPimong frav
126 pnveg (ne 95% A.E. 103 éwg 149 pnvec). Onwg mopatnpndnke Kot 610 LOVTELO
oV YPpOVoL pEYPL TN PNEN, ot avtipporovuevol acheveic pe HCV @dvnke va €yovv
KOTA HEGO Opo peyaAvTepO YpoOvo emPimong oamd Ott ot acbevelg twv GAA®V
artohoyikov opddwv (log rank p=0,0024). O XK. yio TOLG KIPPOTIKOVS UE
artworoyio tnv HCV ftav 0,34 o€ oyéon pe aobeveic pe kpuyryeveic ontioroyieg (95%
A.E. 0,17 pe 0,69). Ot onuoavtikol mpoyvwotikoi mapdyovieg tov povrédov Cox ftav
T0 OUAO, M MAiKla Kot M artoAoyio g Kippodoews. Otav cvunepleAnedncav cto
HOVTELO Ol YPOVO-£EAPTNUEVEG OLOOIKES HETAPANTEG TTOL avapEpovTol otV VIapén
™me pnéng kar v vmapén tov HKK, Bpébnkoav vo eivor ov poveg onpoviikég
petafAntég e TpoPreyng Tov ypovov emPiwong

Amo ta 410 dtopa mov deyvdcsOnoav pe kippwon (aviippomoduevn N un-), to 39
(9,5%) mpocepAndncav and HKK petd ) dibyvemon g Kippocemg (vapyav kot 6
emmAéov atopo mov mpooePfAndnoav amd6 HKK péca oe éva pnvo omd v
duyvoon). O adpdg puBuog enintwong tov HKK otovg kippoticovg acbeveig mov
dteyvootnoov otnv KAwvikn extiundnke ot givonr 2,3 ava 100 avBpwmo-£tn kot o
YEVIKOG O1aecOg xpovog pexpt v epedvion tov HKK 10 € kot évag pnvag (95%
AE. amd 9 ém kot 8 unveg péypt 10 €t kon 7 puveg). Ot yevikoi aBpototikoi pvBpoi
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enintoong tov HKK ektyumbnkav va givar 8% ota 3 £t kot 15% ota 5 €t petd m
dwyvoon. T toug acBeveic pe artioroyia v HCV, ot extipuopevor abpolotikol
pvOpuoi enintoong tov HKK fjtav 7% ota 3 £ kot 9% ota 5 €t petd m ddyvoon
eve o avtiotorya mocootd Yo acOevelg pe ontoroyio tnv HBV Nrav 20% ko 27%

aVTIOTOTY MG,

Yvykpicelg Tov ypovov emPionong tov aclevov pe XK pe 1o oiedvéig
TPOYVOGSTIKO povréro Mayo

To 89% twv acBevav pe TIXK Ntav yovaikeg. Ta dedopéva giyav vrootel «Popid
Aoyoxpicio» (heavily censored) S16tt povo 17 drtopo amefimoav kotd 1O YPOVO
TOPAKOAOVONGNGC OTOTE Ol EKTIUNGELS TOV YpOVoL eMPBimong oev gival T060 Giyovpeg.
H dudpecog tov ypovov emiPimong extiundnke ot etvon 117 pnveg (e 95% A.E. amd
107 éog 127 punveg). Ot mBavotnteg emPiong Avev aymYNG VITOAOYIGUEVES LE TO
povtého Mayo (simulated controls) Ntav onuaviikd younAlotepec omd avLTEG TOL
extTinOnkoy  Paoet e pedddov Kaplan-Meier (y°=12.81 pe 1p.e., p<0.001,
npoPremopevos apBpdg Bavatwv = 39). H dwapopd petald tov mapatnpndéviog kot
TOV OVOUEVOUEVOD XpOVOL emiPimong gaivetal va avéavetol Kabmg o xpdvog amd )
duyvmon avéavetot. .. 1 £1og pHetd ™ didyvmon ta TaptnpnoEvTa Kot ovoUEVOUEVH
106001A emPimong ocvunintovy (610 95%) eved ota 7 £n 10 TapaTnPNOEV TOGOGTO
emPioong etvan 82% xon to avapevopevo gtvor 62%. ‘Eva mbavé cvunépacpa givor
otL n Ogpamevtikny aywyn mopateiver v {on tov acBevdv, Kol T EWOKO TOV

acBevav ot omoiot dev Exouvv T Papld popen TG vocov.

[poyvewon Tov NTATOKVTTAPIKOD KUPKIVORATOG.

Mo opdda acBevdv oty onoia £ytve EKTIUNGN TG PLOIKNG Topeiag TS vOGoL NTav
ta 73 dtopo mov deyvwotnoav pe HKK oto [ellal' NH peta&d 1992 xor 1996. Ot
acBeveic Ntav g eni 10 mAeiotov avopes (84%) ko xippwtikol (85%). Amd v
avOAVoN TPOEKLYAV OTOOEIEEL  OTL LWAPYOVYV ONUAVTIKEG SPOPEG OTO YPOVO
emPioong tov achevov pe HKK, ot onoieg e€aptaviat and to péyebog tov dyKov, to
otado katd Okuda, v mapovcsioo HBeAg (Betikd/ apvntikd), ™V cvyKEVIP®ON

Aevkopativng kot to anti-HBc (Betucd / apyntikd).

To 1996 £ywve cVykpion otov ypovo emPinons 28 achevov pe HKK mov élafov pia

kawvovpyla Beponeia (octreotide) pe acBeveig mov dev ElaPav Oepaneio (30 dropa). H
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KMV dokiun mov eiye didpkeln 4 €Tdv NTav TUYOOTOMUEVT Kot Aeyyopevr. Ot
acBeveig elyov TaPOLOIOVE TPOYVOGTIKOVS Topdyovies (NAkia, eOAo, Okuda, vrapén
KIPPMOOEMS, 10A0YIKY €kOvVa, Ploynmukéc petpnoetg). Bpébnke o6t1 n didpecsoc tov
xpovov emPimong frav 13 univeg (95% A.E. 9-17 unvec) v toug acbeveig mov eiyav
Oepamevtikn aymyn kot 4 univeg (95% AE. 2-6 pniveg) yuo toug acbeveic mov dev
elyav BepamevtiKy] aymyn. Xpnoyonowwviag éva poviédo tomov Cox Ppébnke ot,
aveCdptra and v emidpaon ¢ Oepoameiag otov ypdvo emPimong, vanpye Kot
Oeticn emidpaon TG GLYKEVTIP®ONG AEVKOUATIVIG Kol apVNTIKY €mMidpacn omd Ttnv
TapoLvsio Kpp®oe®ms. O KMVIKES SOKIHEG VTG TNG LOPPNG 0V cuveyioTnkay O10TL
BeopnOnke mAéov OTL dev Mrav N emtpentés epdsov 1 Bepameio paiveror va
moilel 1660 onNUAVTIKO pOAo otV mapdtacn ¢ (oNg, kot udAoto pe ToAD Alyeg
apvntikéc mopevépyeles. Kotd ovvémewn, m petoyevéotepn ektipmon Oepameiog
TPOYUATOTOWONKE YPNOIULOTOLDVTOG 16TOPIKY] opddo eAéyyov (historical controls).
Ta amoteAéopata, 0cov agopd dpopés otov ¥pdvo emPimong petald twv dvo
oudowv, Mtav mopouole HE OovTE TG mponyovuevng HeAétns. H  extyunBeica
OCLVAPTNON EMKLVOLVOTNTAS Yo TOVG acBevels mov EhaPav Beponeia NTav og eninedo
0,37 ev oxéoel pe v opdda eréyyov (95%A.E. 0,18 éwg 0,73), éxovrog AaPet v’
oYy mBavEg 010popEg oe AALOVG TPOYVMOOTIKOVG TTapdyovies. Emeidn BewpnOnke o1t
umopel va vpée peponyion Ady® tov OTL 1M OHAd0 EAEYYOL MTAV 1GTOPIKY, EYIVE
EMOVAAN YT TNG OVOALONG 0POoD TPMOTO APopEOnNKay amd TNV 16TopIKN opdoo ot 5
acBevelg pe ypdvo emPioong Aydtepo tov 5 punvav. Ot acBeveic mov érafav v
Oepaneio mapovsiocav Kol TAAL onuovtikd avénpévo  xpovo emiPimong, Ommg
TPOEKLYE TOGO A0 TO HOVOUETOPANTO HOVTEAO OGO Kol amd TO TOALUETOPANTO

povtélo tomov Cox.

MoOnpotikd povtéra Y10, TNV S OPLoT] TOV A60EVOV avaAloya IE TNV VO] TOV
aoKiTn

Me Vv péBodo T0V OVOOPOUIKOD OLUUEPIGHOD KOl YPTOIUOTOIMVTIOS TO AOYO NG
LETPNONG OTO OOKITIKO VYPO HE OVTOV GTOV 0pd 1o S1APOPES TPMTEIVES (TpTEIVES
ofelog @doemg, avacoceapiveg and KVLTTAPOKIVES) KOl GUUTANPAOVOVTAS TOV LE
OAAES Proynpikég HETPNOES OTMOC TNG OMKNG TPMTEIVIG, TNG AEVKOUOTIVIG KO TNG
LDH, npayupatorombnke n katdtaén tov acbevov oe ekeitvoug pe kokonon aokitn
Kot gkelvovg pe aokitn mpoepyduevo and kippwon, pe emrvyic 100%. X1o poviéro

YPNOLOTOMON KOV HOVO 01 HETPNOELS TG Asvkmpativng Kot ¢ IL-1a 010 ackitikd
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VYpO. O1 ‘kovoveg Katdtaing’ mov onpovpyndnkay tpoPfAémovy 6Tl o LETPNON TOV
Adyov ¢ Aevkopativing kdto ard 0,39 vrodniavel v dmapén Kippwong Ko oyt
VEOTAAGLOTOG EVM oL PETPNON TOL AOYOL NG AsvKopotivng maveo amd 0,39 ot
cvvdvac o pe Aoyo g IL-1a kbt and 2,17 vrodniovel v HapEN VEOTAAGLLOTOC.
Av 1 tedevtaio pétpnon eivon dvo tov 2,17 o kivouvog peidvetar oto nepinov 40%
ot vmdpyel veomiaoua. Enedn opmg ot acOeveic otnv televtaio katnyopia (SnAadm|
pe Aoyo g IL-1a mévo and 2,17) ftav povo mévie, dev PTopPovLE VoL BemPNGOVLE MG

BéPoun v a&lomotion TOLV GLYKEKPLUEVOL SO MPIGLLOV.

Me v pébodo g dwkpivovcog avdivong yia Ty Katdtoén oe po amd TG TPELS
ondoeg (kaxkondn eSopopota, pun kokondn e&poupato Kot dtidpopata) Ppédnke
pobnuatikd poviého to omoio pmopei va Kototdéel mepimov 10 70% TV VE®V
TEPIMTMOGEDV YPNCILOTOIOVTAG LOVO TEVTE TPMTEIVEG TOV AGKITIKOL VYPOV: TNV OAIKN

npoteivn, v LDH, tov TNFa, 10 C4 and T1g antoc@aipives.

Ynueimon
2. K. = Zyetwkog Kivovvog
A.l.= Avdotpa Epmietocivig
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1. INTRODUCTION

1.1.  Cirrhosis aetiologies

Cirrhosis of the liver is the leading nonmalignant cause of death amongst digestive
diseases throughout most of the developed world (Everhart & Hoofnagle, 1992). The
term ‘cirrhosis’ is a pathological term, being in itself not really a single disease but a
consequence of several diseases that differ greatly in their pathogenesis, natural
history and response to treatment. Cirrhosis has been defined by a World Health
Organisation (WHO) group as “a diffuse process characterized by fibrosis and the
conversion of the normal liver architecture into structurally abnormal nodules”
(Anthony et al, 1977, Anthony et al, 1978 cited on pages 397 & 323-4, MacSween et
al, 1994). Cirrhosis is often classed by its aetiology: drugs and toxins (e.g. alcohol),
infection (e.g hepatitis B and C), autoimmune (e.g. autoimmune hepatitis, primary
biliary cirrhosis), metabolic (e.g. Wilson’s disease), biliary obstruction, vascular or
cryptogenic. Cirrhosis is classified as being of cryptogenic aetiology if there is no

recognizable cause for the disease.

In the 35 to 54 year age group in the USA, cirrhosis, predominantly alcoholic, was
found to be the fourth most common cause of death in males and the fifth most
common in females (Galambos et al, 1985, cited on pg 323, MacSween et al, 1994).
Alcohol intake has been found to be the main determinant of liver cirrhosis in Italy
and other Western countries (Corrao and Arico, 1998). Only 10% to 25% of
alcoholics, however, suffer from liver cirrhosis during their lifetime. A prospective
study of 258 men with an average daily alcohol intake of over 50g for more than one
year, with a follow-up of between 10 and 13 years, found a development of cirrhosis
of approximately 2% per year (Serensen et al, 1984). No relationship was found
between the average daily alcohol consumption among abusers and the rate of
subsequent development of cirrhosis, but intermittent abusers had a lower rate of
cirrhosis than daily abusers. It has been found that alcohol and the hepatitis C virus
(HCV) interact synergistically on the risk of liver cirrhosis, particularly when high
levels of alcohol intake are present (Corrao and Arico, 1998). Primary liver
carcinoma has been estimated to develop in between 5% and 15% of patients with
alcoholic cirrhosis (F.I. Lee, 1966, Hislop et al, 1982, cited on pg 327, MacSween et

al, 1994). In the present study, male cirrhotics were diagnosed as having cirrhosis due



to alcohol abuse if they stated having had an average daily alcohol intake greater than
40g for more than 5 years, without any other causative factor for cirrhosis. The
criteria were similar for female cirrhotics but with an upper limit of 20g instead of

40g.

Hepatitis B virus (HBV) infection is responsible for at least 30% of non-alcoholic
cirrhosis, and chronic liver disease due to HBV is one of the main causes of death
worldwide (Realdi et al, 1994). Estimates on the rate of progression of hepatitis B are,
however, contradictory (Di Marco et al, 1999). There are about 400 million chronic
carriers of HBV throughout the world (Bergsland & Venook, 2000). Although chronic
hepatitis B virus carriage is common, only about 5% of adult subjects who become
infected with HBV develop chronic infection (Bergsland & Venook, 2000). The
chronic infection rate for infected neonates is much higher. The highest rates of
chronic carriage are in Southeast Asia and sub-Saharan Africa where 8 to 10 percent
of the population become chronically infected (WHO, fact sheet 204, 2000). High
rates of chronic carriage are also found in southern parts of Eastern and Central
Europe (WHO, fact sheet 204, 2000). A vaccine which is 95% effective in preventing
the development of chronic infection has been available since 1982 and at present
forms part of the immunisation programme of at least 116 countries (WHO, fact sheet

204, 2000), Greece included.

The usual endpoints for successful treatment of chronic hepatitis B are not prolonged
survival or prevention of cirrhosis but rather a decline in serum aminotransferase
activities and a disappearance of viral markers such as HBV DNA and hepatitis B e
antigen (HBeAg) (Everhart & Hoofnagle, 1992). The persistence of HBV DNA in
serum measurements has been found to be strongly correlated with the development
of cirrhosis (Fattovich et al, 1991 cited in Everhart & Hoofnagle, 1992). It should be
noted that termination of HBV-replication implies that serum HBV DNA becomes
negative, although this does not necessarily imply that the patient is no longer infected

with HBV as the virus may persist elsewhere e.g. in pancreatic cells or brain cells.

The WHO estimates that 170 million people (3% of the world’s population) are
infected with HCV (WHO, 1999, cited in Wasley and Alter, 2000). On the basis of

studies using blood donors, the lowest anti-HCV prevalence rates (0.01 to 0.1%) have



been reported from the UK and Scandinavia whilst intermediate rates (1 to 5%) have
been reported from Eastern Europe, the Mediterranean, the Middle East and regions
of Africa and Asia (Wasley and Alter, 2000). By far the highest rates have been
reported in Egypt, estimates being between 17% and 26% (Wasley and Alter, 2000).
It should be noted that estimates based on blood donor populations are underestimates
of true infection rates e.g. in the US the prevalence of HCV infection amongst
volunteer blood donors in 1990 was 0.6% whilst in the general population the
prevalence rate was estimated be 1.8% (Wasley and Alter, 2000). On Crete, the
prevalence of HBsAg is lower than in mainland Greece (and more closely resembles
the situation in Spain and Japan) whilst anti-HCV positivity has been reported to be
higher in the general population in Crete than in mainland Greece (Lionis et al, 1997a,

Lionis et al, 1997b, Fragiadakis et al, 1996).

Approximately 80% of patients infected with HCV develop chronic infection (WHO,
fact sheet 164, 2000). This difference in outcome between HCV and HBV is thought
to be determined by variations in the cell-mediated immune response (Bergsland &
Venook, 2000). In contrast to HBV, no vaccine is currently available to prevent
hepatitis C (WHO, fact sheet 164, 2000). It has been reported that the majority of
chronically infected subjects do not develop symptomatic liver disease from HCV for
at least thirty years after infection, if at all (Berk, 2000). WHO estimates for the
development of cirrhosis in subjects with chronic infection are 10% to 20% over a
thirty-year period (WHO, fact sheet 164, 2000). A study of patients with chronic
hepatitis C, however, reported a risk of cirrhosis of 40% at 5 years and 60% at 8 years
with an average annual rate of 8% (Tremolda et al, 1992, cited in Fattovich et al,
1997). Between 1% and 5% of persons with chronic infection develop liver cancer

over a twenty to thirty year period (WHO, fact sheet 164, 2000).

In the present study, cirrhosis patients were classed as having hepatitis B as cirrhosis
aetiology if they were found positive for the hepatitis B surface antigen, HBsAg.
These cases are also referred to as cases of cirrhosis type B. Hepatitis B markers
were detected with commercial (Abbott Laboratories) enzyme linked immunosorbent
assay (ELISA) kits. The aetiology of cirrhosis was taken to be the HCV if the patient
was found to be positive for the presence of HCV antibody (anti-HCV) in serum.

These cases are also referred to as cases of cirrhosis type C. The diagnostic test used



for the detection of anti-HCV was ELISA. In the epidemiological surveys undertaken
to determine the prevalence of viral markers, serum samples were tested were tested
by microparticle capture enzyme immunoassay using Abbott kits (North Chicago, I1):
ImxHBsAg (hepatitis B surface), IMXCORE for total HBCAb and ELISA 2 and
ELISA 3 for anti-HCV.

1.2 Primary biliary cirrhosis (PBC)

Primary biliary cirrhosis (PBC) is a chronic cholestatic progressive liver disease of
unknown aetiology, predominantly affecting middle-aged women. Cirrhosis lesions
are found only in stage IV of the disease whilst in the previous three stages there are
lesions in the small intrahepatic bile ducts, leading to their progressive elimination.
The diagnosis of PBC is most often made when the patient is still asymptomatic, with
abnormal liver biochemistry and/or antimitochondrial antibodies (AMA) detected in
the blood at the time of a routine check-up or following blood tests for a related
disorder (Heathcote, 2000). PBC is typically characterized by the presence of AMA in
the serum. Several investigators have reported patients, however, who clinically,
biochemically and histologically have all the features of PBC but whose sera
consistently tests negative for AMA (Heathcote, 2000). These patients have been
described as having autoimmune cholangitis (AIC). They are most likely to be cases
of PBC except that their non-organ-specific antibody profile is more like that found in

autoimmune hepatitis (Heathcote, 2000).

The age- and sex-adjusted prevalence of PBC in a U.S. community (Olmsted County)
in 1995 was 40 cases per 100,000 population with a 95% confidence interval (C.1.) of
27 to 53 cases per 100,000 population; prevalence rates were greater among women
than men, with rates of 65 and 12 per 100,000 respectively (Kim et al, 2000). In
European studies, PBC prevalence rates have been estimated to be between 0.5 and 39
per 100,000 population (Kim et al, 2000). The lower European rates may be due to an

underlying genetic influence (supported by the clustering of cases within families).

It was seen twenty years ago that the hydrophilic bile acid ursodeoxycholic acid
(UDCA) improved the serum biochemistry of patients with autoimmune hepatitis
(Heathcote, 2001). It is thought that in PBC, long-term treatment with UDCA might

displace endogenous bile acids from the enterohepatic circulation and thus reverse



their suspected toxicity (Poupon et al, 1997). Recent guidelines provided by the
Practice Guidelines Committee of the American Association for the Study of Liver
Diseases (AASLD) recommend that ‘appropriately selected patients with PBC with
abnormal liver biochemistry should be advised to take UDCA, 13 to 15 mg/kg daily’
(Heathcote, 2000). This treatment is recommended both for symptomatic and

asymptomatic patients (Heathcote, 2001).

There have been twelve published randomized controlled trials of UDCA therapy in
PBC patients to date. A combined analysis of three of the largest trials with 273
UDCA-treated patients and 275 patients administered a placebo (combining
Heathcote et al, 1994, Poupon et al, 1994 and Lindor et al, 1994) found that survival
free of liver transplantation was significantly improved in UDCA-treated patients as
compared to patients originally assigned to placebo (following up to 4 years after the
start of treatment) with a reported relative risk of 1.9; 95% C.I. 1.3 to 2.8 (Poupon et
al, 1997). A double-blind placebo controlled trial undertaken by the UDCA-
Cooperative Group from the Spanish Association for the Study of the Liver assessing
the long-term effects of UDCA with 192 patients (99 UDCA, 93 placebo) did not
detect a significant difference in the times to death or liver transplantation between
the two groups (Parés et al, 2000). A meta-analysis of 11 of the randomized controlled
trials found no evidence of a therapeutic benefit of UDCA in PBC (Goulis et al,
1999). For the meta-analysis, however, evaluation was only of treatment given for
between six months and two years. In the absence of a control group, as with Cretan
PBC patients who are all currently offered UDCA treatment, survival in PBC patients
is often compared with survival predicted by the Mayo model (for further details of
the Mayo model see Section 2.1.5.). The option of a liver transplantation is not yet

available in Crete.

1.3  Decompensation in cirrhosis patients

Decompensated liver disease for the purposes of the present study of cirrhotic
patients was defined, following Bonis et al (1999), as the presence of at least one
episode of ascites, jaundice, hepatic encephalopathy or gastrointestinal bleeding of
variceal origin. Each of these factors is weighted equally. Ascites is the development
of fluid within the abdominal cavity. Ascites is a common clinical finding caused

mainly by advanced liver disease or malignant neoplasms in the abdominal cavity.



The abdominal cavity fluid may be a transudate (protein concentration <30 g/L) or
exudate (protein concentration >30g/L) (pg 83, Hayes & Simpson, 1995). Although
estimation of the albumin concentration of the ascitic fluid provides an easy method
for separation of transudates from exudates, a practical solution for the separation of
malignant from non-malignant exudates does not yet exist (Alexandrakis et al, 2000).
A variety of laboratory tests have been evaluated for their ability to improve the
accuracy of differential diagnosis between benign and malignant ascites, but complete
discrimination has not been achieved (Bansal et al, 1998, Gupta et al, 1995, Gerbes et
al, 1991, Jungst et al, 1986, Scholmerich et al, 1984). Cytological examination of
ascitic fluid, despite its high specificity may produce considerable false -negative
results, with sensitivity ranging from 40% to 60% (Garrison et al, 1986 and Dekker et
al, 1978 cited in Alexandrakis et al, 2001). A significant discriminatory efficiency has
been ascribed to the serum ascites albumin concentration gradient (Lee et al, 1992),
ascitic fluid lipids (Jungst, 1986) and ascitic fibronectin (Lee et al, 1992) but these
results have not yet been confirmed by other studies (Mauer, 1988 cited in
Alexandrakis et al, 2001). Serum levels of vascular endothelial growth factor (EGF)
can be used to monitor the clinical course of ovarian cancer patients, but cannot be

used for discriminatory purposes (Yamamoto et al, 1997).

The biochemical analyses undertaken for the ascites patients in the present study
involved the collection of ascitic fluid in sterile ethylene diamine tetra acetic- (EDTA-
K3) vacutainer plastic tubes (Becton Dickenson, NJ USA) for cell counting. The tubes
were centrifuged at 3000 rpm for 10 min at 0°C to obtain cell-free supernatants that
were subsequently stored at -70°C until assayed. Blood sera were obtained from
peripheral venous blood by allowing the blood to clot at room temperature for
between one and two hours. These samples were centrifuged at 3000 rpm for 20min.
Serum samples were stored at -80°C until assayed. Routine biochemical parameters
were measured in the serum and the ascitic fluid using a RA-1000 autoanalyzer
(Technicon Instruments Corporation, New York, U.S.A). Total protein concentration
was determined by the Biuret reaction. Albumin concentration was measured with the
bromocresol green method. Ferritin and cytokines IL-1a, IL-1b, IL-2, IL-6 and TNF-a
were assessed by immunoradiometric assay kits (Amersham Int, UK) IL-8 was
measured by an enzyme-linked immunosorbent assay (ELISA) kit (Amersham

Int,UK). The immunoglobulins IgG, IgA, IgM and the acute phase proteins HAP,



TRF, a;AT, ajAG, CER, CRP and a,MG were determined by nephelometry
(Kallestad, model QM300, MN USA). Complement factors C3 and C4 were measured
by radial immunodiffusion (Biomerieux 69280 MARCY L’ Etoile/France). Futher
details of all biochemical analyses undertaken for the ascites patients in the present
study (Section 3.4) can be found in our publications: Alexandrakis et al (2000) and
Alexandrakis et al (2001).

1.4  Hepatocellular carcinoma

Primary hepatocellular carcinoma (HCC) is a frequent complication of chronic liver
disease and is the most common form of primary liver malignancy. It is estimated to
be the seventh most common cancer in men and the ninth in women worldwide (El-
Refaie et al, 1996). There is, however, significant geographical variation in the
prevalence of HCC. In Europe and North America the prevalence is estimated as 2 to
4 per 100 000 population whereas in some regions of Asia and Africa it is more than
100 per 100 000 population. In Greece, the average annual mortality rate from
primary HCC has been estimated, based on death certificates from 1971 to 1973, to be
23.3 in males and 14.0 in females per 100,000 (Trichopoulos et al, 1975). More recent
data from Crete provide crude and age-standardized liver cancer mortality rates of
11.44 and 9.76 per 100,000 in males and 8.18 and 5.44 per 100,000 in females
respectively (1994 data, Cancer Registry of Crete,

www.med.uoc.gr/~biostats/gastroint].htm).

An HCC incidence rate varying between 3% and 6.5% per year of follow-up has been
reported in cirrhotic patients (Bolondi et al, 2001, Fasani et al, 1999). Cirrhosis
aetiology is one of the major risk-determining factors for HCC development: HCC is
rare in patients with PBC, of higher frequency in alcoholic cirrhosis and of higher still
frequency in cirrhosis due to chronic HBV infection (pg 419, MacSween et al, 1994).
Over 70% of HCC patients in Western countries have underlying liver cirrhosis
(Badvie, 2000). In areas with an intermediate incidence of HCC (5 to 20 cases per
100,000 individuals), the neoplasm is associated with liver cirrhosis in more than 90%
of cases (Bolondi et al, 2001). Crude and age-standardized liver cancer incidence rates
in Crete have been estimated as 15.5 and 13.6 per 100,000 in males and 9.7 and 6.9
per 100,000 in females respectively (1994 data, Cancer Registry of Crete,

www.med.uoc.gr/~biostats/gastroint1.htm).




The most important HCC predisposing factors are liver cirrhosis and chronic hepatitis
B or C viral infection, with infection with the hepatitis B virus being reported to be
the cause of 80% of HCC cases worldwide (Badvie, 2000). Sequences of the HBV
genome have been found to be integrated at the DNA of both malignant and normal
hepatocytes despite the absence of serological markers (Diamantis et al, 1992,
Paterini et al, 1993). Recently, the presence of HCV has been found in certain
countries to be as important a risk factor for HCC as HBV (Chiba et al, 1996), with
HCV genotype 1b being particularly associated with HCC (Tanaka et al, 1996).
Reports from Japan, Spain and Italy, countries which have an intermediate prevalence
of HBV, show anti-HCV to be present in high proportions of HCC patients, ranging
from 65% association of HCC cases with HCV in Italy to 75% association in Spain
(Kiyosawa, et al 1990, Bruix et al, 1989, Colombo et al, 1989). In the U.S., persistent
hepatitis C virus infection is the cause of 30% to 50% of cases of HCC (Bergsland &
Venook, 2000). In countries where HBV is highly endemic, such as Korea and South
Africa, the association of HCC with HCV is relatively low, ranging between 17% and
29% of the total (Lee et al, 1993, Kew et al, 1990).

On mainland Greece, HCC has been found in previous studies to be mostly associated
with HBV (Trichopoulos et al, 1978, S Hadziyiannis, 1980). A more recent study by
Manesis et al (1995) found 62% association with HBV and only 13% of cases being
anti-HCV positive. The interpretation of these associations, however, is somewhat
limited by the fact that the study was a randomized controlled trial of 85 HCC patients
with advanced inoperable disease. In Crete, HCC is thought to be mostly associated
with HCV, unlike mainland Greece, with a 54% association found in our (published)

study of the natural history of HCC in Crete (Kouroumalis et al, 1997).

Potentially curative therapeutic options for HCC patients include complete surgical
resection, which is performed mainly in patients with well-preserved liver function,
and orthotopic liver transplantation in patients with advanced liver impairment
(Michel S et al, 1997, Philosophe B et al 1998). In most patients, however, the
tumours at presentation are inoperable and the prognosis is poor (Kouroumalis et al,
1997). Treatment of such hepatocellular carcinomas has, in general, been

unsatisfactory (Simoneti et al, 1997, Raoul et al, 1999, Liu al, 2000, Liovet et al,



2000). Other treatment options include systematic chemotherapy, targeted (tumour-
specific) and rational biologic therapies, cryotherapy, immunotherapy and hormonal
therapy (Badvie, 2000). The use of these options is limited, however, by the current
lack of definitive data on their efficacy (Badvie, 2000, Bergsland & Venook, 2000).
Somatostatin is a hormone with known antimitotic activity in various neoplasms
(Kouroumalis et al, 1998). Its synthetic analogues have been shown to delay tumour
growth in animals (Schally, 1988) and it is thought that they may temporarily inhibit
tumour growth in humans (Wood, 1996). In fact, the rationale behind testing the
effect of somatostatin analogues in patients with HCC, be this is in the form of short-
or long-acting analogues, is that it is likely that its actions on a molecular level
eventually lead to a shrinkage of human tumour cells (D Shouval, 1998). The first
somatostatin analogue introduced for clinical use was octreotide (Wood, 1996).
Another cyclic analogue with a slightly different activity profile is lanreotide (Wood,
1996).

Diagnosis of HCC at the University Hospital is based on either histology or an alpha-
fetoprotein concentration greater than 500 ng/ml plus compatible liver imaging and/or
selective angiography (as reported in Kouroumalis et al, 1997). A radioimmunoassay
method was used for AFP estimation in the HCC octreotide trial patients. All

percutaneous liver biopsies were ultrasound-guided.

1.5 Survival analysis: terminology and single sample inference

Medical studies often involve data on occurrences of a point event such as death.
These data can be analysed by logistic regression or other binary variable techniques,
but these methods do not make full use of the available information. In survival
analysis, the time to occurrence of an event (or ‘time to failure’), as well as the fact
that the event happened, is assessed. One question which may be asked is: why are
survival data not amenable to standard statistical procedures? The main distinguishing
feature of survival data is the presence of censoring. A subject is considered censored
if, for any reason, a survival time (known more generally as ‘failure time’) is not
observed . There are many different types of censoring. The following terms are
commonly seen in the literature:

1) Right censoring (which is the most common type of censoring and the type

observed in the data to be analysed in the present study): censoring occurs after an



2)

3)

4)

individual has been entered into a study i.e. to the right of the last known survival
time. The right-censored survival time is less than the true, but unknown survival
time. Two types of events that may lead to right-censored observations are the end
of the study and loss-to-follow-up e.g. it is known that a subject was alive 3 years
ago but there is no information after that date.

Informative censoring: here, the prognosis for an individual who is censored at
time ¢ is not the same as that of any individual who has survived to ¢ e.g. the
survival time is censored because treatment is withdrawn as a result of
deterioration of the physical condition of the patient. See Section 2.1.2.2.3. for
details of how to test for the presence of informative censoring.

Type I and Type II censoring: these are types of right censoring. It is assumed
that the trial has n individuals at the time origin, t=0. Type I censoring occurs
when the experiment is stopped at a fixed time Tp,y. 1.€. censoring time is fixed in
advance. The data set then consists of 2 groups: m individuals in whom failure has
occurred, and n-m who have not yet failed. The total number of observed failures
m is a random variable (r.v.). In Type II censoring the experiment stops after the
event has occurred in a fixed number (k) of subjects. In this case, T = Tk and
the failure time of the k™ subject is random. Type II censoring is an example of a
general scheme known as evolutionary censoring, in which censoring may
depend on the past but not on the future of the process (pg 5, Cox & Oakes, 1984).
Type I and Type II censored observations are also known as singly censored
data.

Type III censoring, or random censoring: this is also a type of right censoring.
It occurs when the period of the study is fixed and patients enter the study at
different times during that period. Type III censored observations are also known

as progressively censored data.

Let Ty, T, T3,..., T be the independent, identically distributed (iid) survival times for

the n individuals in the study, if they were all under observation till they died.

Consider right censoring in which the individual leaves the trial at time c; and either

the survival time T; is known, if 7, < ¢, or it is known that 7, > c¢,. Let ¢;, €2, €3..., €n

be the corresponding iid censoring times if no subjects died (i.e. observation ceases at

this time). So the observations consist of Yi=min (Tj,¢;) together with the indicator
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variable 6,=1 if T; < ¢; (uncensored) and 6,=0 if T; > ¢; (censored). Random
censoring assumes T; and c; are independent random variables i.e. censoring is
‘uninformative’ as knowing the distribution of ¢;’s provides no information on the
survival times T (see definition 2) above). This definition includes Type I censoring
(but not Type II censoring). In some cases, all the ¢;’s may be known. In Type I
censoring, all the ¢;’s are equal i.e. ¢ =¢ Vi. A vital assumption for random
censoring is that, conditional on the explanatory variables, the prognosis for an
individual who is censored at time ¢ is the same as that of any individual who has
survived to ¢. Most analyses (including all those based only on likelihoods) are valid
under a weaker assumption: that of independent censoring, in which the hazard (risk
of death) at time t conditional on the entire history depends only on the survival of
that individual to time t (pg 268, Venables & Ripley, 1994). This includes Type 11

censoring.

The time to failure for a single individual can be represented mathematically by a
non-negative r.v. T, which measures the length of the interval between a point of
origin and an end point. In the present context, the three end-points considered are
death, the occurrence of decompensation and the occurrence of HCC. T is measured
in months in all three cases. The survivor function S(t) is defined as S(¢) = P(T > ¢)
and is the marginal probability of being event-free up to time t. S(t) can be thought of
as the proportion of individuals still alive at time t. The cumulative distribution
function F(t) of Tis F(¢)=1-S(t)= P(T <t) and the probability density function
(p.d.f.) is f(t)=dF/dt if T is continuous (or f(t)=P(T=t) if T is discrete). The hazard
function h(t) (also known as the instantaneous failure rate or age-specific failure rate)
describes the instantaneous risk of failure at every time t, given that failure has not

occurred prior to that time 1.e. it is a limiting probability of death at time t, conditional

on survival to that time, 4(¢)= [|im
ot—0

{P(zST<t+5I/T2t)

. h(t) represents the
P } (t) rep

death rate at time t, the rate at which deaths occur divided by the proportion of the
AU)

population still surviving, so A(t) = m It should be noted that the hazard function
t

is not a probability but a death rate per unit of time so it is not necessarily less than 1.

—-H()

In continuous time, it can be shown by integration that S(r)=e where

11



t
H(t)= j h(u)du . H(t) is called the cumulative hazard function or integrated
0

hazard function. S(t) and h(t) are usually estimated from the observed survival times.
The hazard function plays a central role in survival analysis in that the precise nature
of f(t) or S(t) is often not known but there is information on how the failure rate will
change over time. In the investigations comprising the present thesis, h(t) measures
the “risk” of dying (for cirrhosis patients), of decompensating (for compensated

cirrhotics) and of HCC occurring (cirrhosis patients).

The exponential distribution is the simplest distribution that can be applied to survival
data (D. Oakes, pg 111, 1991). It applies when the lack-of-memory property holds:
P(T>t+s / T>s)=P(T>t) i.e. the conditional distribution of the remaining time to failure
T-s, given survival to time s, does not depend on the time point s. Under the

exponential distribution, the hazard function is therefore constant, h(t)=A and

S(t) = e ™. A distribution that is not as restrictive as the exponential is the Weibull

distribution with index A>0 and scale parameter p>0: S(t) = e ™", h(t) = Ap(pt)*".
This distribution includes the exponential as a special case (A=1) and has a monotone
hazard, increasing if A>1 and decreasing if A<l. A Weibull distribution is commonly
used in carcinogenesis models for time to incidence (as multi-stage theories suggest a
power law for the hazard function) (D. Oakes, pg 112, 1991). Commonly used
estimation methods, including those used in the present thesis, do not require
knowledge of the p.d.f. of T; they are known as non-parametric methods. These are

described in detail in Section 2.1.1.

For a continuous survival distribution, a subject observed to fail at time t contributes a
term f(t) to the likelihood (the density of failure at t) and a subject censored at time ¢
contributes S(c). The likelihood for a sample of size n (n independent subjects
indexed by 1) under independent right censoring, when T has density f(t;0) depending

on the parameter 0, can be written as lik =[] f(¢;;0)[],.S(c;;6), with u representing

all uncensored and c all censored subjects (the definition of the simple likelihood
being the joint density of the observed values considered as a function of the unknown

parameters). In terms of the observed time y=min (t,ci) the log likelihood is

12



=% log f(y;;60)+> logS(y;;0) which, using h(t)=f(t)/S(t), may be written as
[=3 logh(y;0)+> ,logS(y;;60) (using the identity log(AB)=log(A)+log(B)).
Maximum likelihood estimates of the parameters can be found by maximizing the log
likelihood. For a single homogeneous random sample, the hypotheses with regard to
the parameters of the survival time distribution are classically tested with the

likelihood ratio, Wald or score statistics (details of these three types of tests are given

in Section 2.1.2.1).

1.6 Statistical software
In the present thesis, the statistical analyses were undertaken on a p.c. using a

combination of two software packages: S-PLUS version 4 (MathSoft Inc.) and the
Statistical Package for the Social Sciences, SPSS version 8.0 (SPSS Inc.) on a P.C. S-
PLUS is based on the S language and has more extensive statistical capabilities than
SPSS. Interactive programming using S functions will be used in the present study
with details provided in the Appendix. The software package most commonly used
by medical researchers at the University of Crete for statistical analyses seems to be
SPSS. The Methods section contains descriptions of SPSS functions and capabilities,
with specifics provided in the Appendix. Survival analyses were undertaken using
either SPSS or S-PLUS. Prognostic indices were constructed using SPSS and
Microsoft Excel. S-PLUS was used for bootstrapping, jackknifing and for the

construction of tree models. SPSS was used for discriminant analysis.

1.7 Study aims

The main aims of the series of investigations comprising the present thesis are to
develop and validate prognostic models for cirrhosis and HCC patients using survival
analysis and discrimination techniques. In general, prognostic models are used to
investigate patient outcome in relation to patient and disease characteristics (Altman
& Royston, 2000). The development of prognostic classification systems for use as
clinical prediction rules is of major interest in many areas of clinical research (Graf et
al, 1999). There are two main ways in which a prognostic model may be useful:

a) it may be used to estimate the prognosis of patient groups and individual patients

in terms of their survival times
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b) it may allow the reliable classification of patients into two or more groups
with different prognoses. These classification methods can be used to avoid
unnecessary tests and to influence the type of therapy offered to patients.

The rates of development of decompensation and HCC in cirrhosis patients in general
and in Cretan cirrhotics in particular, and the degree to which they contribute to the
mortality rate, are relatively unknown. In the present study, the models developed will
include predictions and comparisons of times to decompensation and survival times
for compensated and decompensated cirrhotics and time to HCC incidence models for
cirrhosis patients. In addition, survival models will be developed for HCC patients

and discrimination models will be developed for patients with ascites.

The present study entails data on all patients with cirrhosis presenting at the
Gastroenterology Clinic after its opening and before the end of the year 2000. The
patient groups studied were the following:

a) patients diagnosed at the Clinic with cirrhosis: the natural history of cirrhosis in
Crete, according to disease aetiology.

b) Type C cirrhosis patients: treatment with plaquenil versus no treatment.

¢) PBC patients treated with UDCA: comparisons with the widely-applied prognostic
Mayo model

d) patients in whom HCC has developed: the natural history of HCC

e) HCC patients treated with the short-acting somatostatin analogue octreotide: a
randomised, controlled study of treated HCC patients versus untreated patients
and

f) HCC patients treated with a long-acting somatostatin analogue: a study of treated
HCC patients compared with historical controls.

g) patients who have developed ascites: 1) discrimination between malignant and
non-malignant cirrhotic ascites ii) discrimination between 3 types of peritoneal
effusions in ascites patients.

There are four specific questions of interest with regard to the natural history of

cirrhosis (patient group a)):

1) What is the average time until decompensation for patients presenting with
compensated cirrhosis, and how is this influenced by cirrhosis aetiology and other

prognostic factors?
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2) What is the average survival time for patients presenting with compensated
cirrhosis, and to what extent is this influenced by cirrhosis aetiology, other
prognostic factors and whether decompensation occurs?

3) What is the average survival time for patients presenting with decompensated
cirrhosis, and how is this influenced by cirrhosis aetiology and other prognostic
factors?

4) What is the HCC incidence rate in Cretan patients with cirrhosis?

Chapter 2 contains details of the statistical methods used both for the survival
analyses and for the discrimination between diagnostic groups. The data used in the
statistical analyses are described in Chapter 3, in which details are provided of the
patients involved, the design of each of the studies comprising the thesis and the
measurements available for each of the patient groups. Chapter 4 contains the results
of all analyses. The results are divided into sections, corresponding to the data sets a)
to g) above. In addition, results are presented from three epidemiological surveys
undertaken into the prevalence of HBV and HCV viral markers in Crete. An
interpretation of the results, comparisons with other studies and presentation of

possible study limitations are provided in Chapter 5.
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2. METHODS

2.1 Survival analysis

2.1.1 Non-parametric estimation methods and their application

2.1.1.1.The Kaplan-Meier product-limit method

The most widely used non-parametric method for estimating the survivor function is
the Kaplan-Meier product-limit (PL) estimator of survival (Kaplan & Meier, 1958).
The Kaplan-Meier PL estimate can be derived simply with the use of conditional

probabilities for the set of n individuals with s (s < n) observed failure times t) <t

<...<tg), using S(t)=P[T>1]=P[T>ty]xPT> t(2)|T >ty 1% x P[T > 1, |T >, ] where
! 1is the largest observed failure time prior to time t. Each conditional probability

number alive just after t; r.—d.
: O where r; represents the

can be thought of as

number alive just before t() oy ;

number of individuals at risk of failure just before time t;. By convention, if any
subjects are censored at time tj) then they are considered to have survived for slightly
longer than the deaths at t;. The Kaplan-Meier product-limit estimator of survival
is therefore

~ s d.
S =[] ——j) for t() <t <t

Jj=1 r;

As S(t) is subject to sampling error, the variance of the estimate can be estimated
using Greenwood’s formula (Greenwood, 1926), as wused in SPSS:

A . s d. ) . . .
VIS O1=[S (t)]ZZ—’ for t < t < tsen). Single time point survival
i r(r—d;)

estimates (e.g. survival after 5 years) can be made using Greenwood’s formula to
estimate the standard error and from this to obtain C.I.s. To compare entire survival

curves, however, a different procedure is needed (see Section 2.1.1.4 below).

If no censoring is present, the Kaplan-Meier PL estimate reduces to the empirical
survivor function

Number of subjects with survival time > t

S(t) = (pg 15, Collett, 1994).

Total number of subjects in the data set

One question sometimes asked is: what is the difference between the PL estimator and

the actuarial estimator for S(t)? The actuarial estimator is sometimes used to
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estimate S(t) from grouped data. In this procedure, failures and censored observations
are grouped into a small number of time intervals and the estimated hazards

d; / r; used in the product limit estimator are replaced by d; /(r; —c; /2) where ¢; is

the number of observations censored in the jth interval (Oakes, pg 115, 1991).
Essentially, the only difference is that the PL estimate is based on individual survival
times whereas the actuarial survival times are grouped into intervals. There are not
usually major differences between the two estimates, except if the data are heavily
tied (pg 56 Cox & Oakes, 1984). Also, a relatively high risk of early failure may be
obscured by the actuarial estimator. A second common question is

“What is the difference between life-table estimates and the PL estimates?”

The term ‘life-table estimate’ is actually synonymous to ‘actuarial estimate’ (Collett,
pg 17, 1994). Basically, the PL estimate can be considered as a special case of the
life-table (or actuarial) estimate where each interval contains only one observation (pg
66, Lee, 1992). The life-table/actuarial method requires a fairly large number of
observations so that the survival times can be grouped into intervals (pg 86, Lee,
1992). In the present series of investigations, detailed time data are available, rather
than only grouped data. Therefore, the Kaplan-Meier PL estimator of survival will be
used throughout the present series of investigations, to obtain estimates of survival

distributions for groups of cirrhosis and HCC patients.

2.1.1.2 Estimating median follow-up

The most obvious way to calculate the average follow-up time of the patients in a
study is to use the median follow-up time of all patients. This is, however, of
questionable value as it is directly affected by the times of the observed events
(Altman et al, 1995). Presumably, it therefore does not provide an accurate reflection
of the average length of time in the study for each patient. To use the median follow-
up time of survivors only may be inappropriate as the estimate is unstable if the
number of survivors is small. Two more acceptable alternatives when there is a
relatively high degree of censoring are, according to Altman et al (1995), to use either
the time interval from the median patient entry to the cut-off date of the study or the
median time to censoring using a ‘reverse’ Kaplan-Meier analysis, exchanging the
outcomes ‘dead’ and ‘censored’ and taking the 50% point of the resulting curve, as

described by Shuster (1991).
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It should be noted, however, that the median follow-up is a single measure of follow-
up and as such it can only play a limited role, as there are many factors influencing
survival curves (Shuster, 1991). When performing survival analyses, the Kaplan-
Meier survival curve adjusts for variable lengths of follow-up and provides an
unbiased estimate of the true target population survival curve, rendering calculation of
follow-up time relatively unimportant. As summaries of follow-up are useful in
comparing lengths of different studies, however, they are provided here for each data
set analysis. The ‘reverse’ Kaplan-Meier process was used, unless otherwise stated,

given that many of the data sets involved a high degree of censoring.

2.1.1.3 Estimating median survival

The median survival time is the time beyond which 50% of the individuals in the
population under study are expected to survive (pg 31, Collett, 1994). As the non-
parametric estimates of S(t) are step-functions, there will not usually be a realised
survival that makes the survivor function precisely 0.5 so the estimated median
survival time is defined to be the smallest observed survival (death) time for which
the value of the estimated survivor function is less than 0.5. A similar procedure holds
for the other percentiles; the p™ percentile of the distribution of survival times is
defined as t(p) such that F{t(p)}=p/100. Using the estimated survivor function, the

estimated pth percentile is the smallest observed survival time 7(p)such that

S{f(p)}<1—(p/100). Collett (1994) presents the following method for calculating

approximate confidence intervals for the percentiles: the standard error (se) of the

estimated p™ percentile is Se{f(p)}zf 1 )}se[ﬁ{f(p)}] where se[S{f(p)}]can be
i(p

found using Greenwood’s formula and an estimate of the p.d.f. at #(p)is

Sta(p)y =St (p)}
I(p)—u(p)

fi(p)=

where u(p)=maxit §(t(j)) >1- % +&} and

f(p) =min{ §(t(_/.)) <1 —%— g} for j=1,2,...,r (where there are r death times and n

individuals, n < r)and small ¢ (often taking €=0.05 is adequate although larger values
may be needed). Then the corresponding 100(1-0)% C.I. has limits 7(p) + z,,,,se{t(p)}

where z,, is the upper o/2 point of the standard normal distribution. This interval

estimate is only approximate in that the probability that the interval includes the true
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percentile is not precisely 1-a (Collett, pg 34, 1994). SPSS appears to use the above
methods for calculation of standard errors and confidence intervals for the median
survival time: the manual does not provide details but Collett (pg 310, 1994) states
that the SPSS output is the same as that provided by the package BMDP. Alternatives

with superior properties exist but they are more difficult to compute.

The expected survival time for an individual can be taken as the estimated median
survival time, derived from S(t), where S(t) may be obtained using the Kaplan-Meier
method described above or from Cox regression procedures as described in Section
2.1.2. The methods described in the previous paragraphs make no assumptions about
the functional form that the survival distribution would take in the absence of
censoring (pg 48, Cox & Oakes, 1984): they are known as single sample non-

parametric methods.

2.1.1.4 The log rank test

The non-parametric log rank test (Mantel & Haenszel, 1959) is the significance test
most commonly used to compare two or more groups of survival data without making
any assumptions about the shape of the survival curve. With the log rank procedure,
the duration of the experiment can be divided into intervals, the width of which may
be determined by the occurrence of deaths (or other end-point). For each time interval
and each group, the number of deaths and the number of those who leave the interval
alive is calculated. If there are two groups, with one undergoing treatment and the
other being a control group, under the null hypothesis of no treatment difference (i.e.
the risk of death being equal for the two populations), the observed number of deaths
in each interval should be divided between the groups in proportion to the number of
subjects at risk at the start of the interval (this gives the expected number of deaths
for that interval). Within each interval, the expected number of deaths can be
calculated, compared with the observed number of deaths and summed over all time
intervals. The null hypothesis that the risk of death at any time is equal for the two
groups is tested using the standard chi-square test. If the deviations are too large to be
explained by chance, there is evidence of a treatment difference (Stablein et al,
1981). In mathematical notation, for the two groups, let rj; and r;; be the numbers of
patients alive and not censored in groups 1 and 2 just before time t; with ri=r;i+r5; . Let

di=d;i+dy; be the number of individuals who die at t; in the two groups combined. Let
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cii and c,; be the numbers censored in each group in the previous time interval. Then,

at the next death time t(i+1), r1+1y=t1i-dii-c1i  for group 1 and similarly for group 2. For

each tj, the probability of death for each subject under the null hypothesis is calculated

as py :M For each group, the expected number of deaths at each t; is
(i +73)

e1i=pdi X r1i and e;=pgi X rz;. Then the total expected numbers of deaths E; and E,,

assuming an equal risk of dying at each time in both groups is calculated as

1n,d;
7.

E =>e; =), and E, =) e, :zrz’—’ It should be noted that the total

i ! rl

observed number of deaths, O=0,+0,=E;+E,, (where O, =) d,; and similarly for

0O,) so it is only necessary to calculate E;. Then the appropriate test is a chi-squared
test on 1 df (as there is one constraint, that the two frequencies add to the sum of the
expected, so 1 df is lost giving 2-1=1 df). Further details are given in Machin &
Gardner (pg 64-65, 1989) and Bland (pg 284-288, 2000). In some cases, the expected
number of deaths in a group maybe larger than the number of individuals starting in
the group, so a more accurate description than “expected number of deaths” is “the
extent of exposure to the risk of death” (Peto et al, 1977 cited in Armitage &Berry,
1987, pg 430)

The hazard ratio can be obtained from the calculations as it is the ratio of the
observed to the expected number of deaths in the first group divided by the same ratio

in the second group (p288, Bland, 2000): h=——
0,/E,

The Kaplan-Meier approach, with the associated log rank test is, however, limited in
its ability to fully describe and model a given data set. Therefore, regression models
such as the Cox regression model (Cox, 1972) in which adjustments can be made for
other prognostic variables, are also considered (see Section 2.1.2.1.). The log rank test
is equivalent to using the score test of the null hypothesis of equal hazards in the Cox
regression model (see Section 2.1.2.1. for a definition of the score test) (pg 254,
Collett, 1994). In fact, the log rank test has been derived as a test of the null

hypothesis y=1 under the proportional hazards model #,(¢)=yh,(¢)(see Section
2.1.2.1.) (pg 105, Cox & Oakes, 1984). For alternatives in which the hazards are non-
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proportional (e.g. hi(t)>ho(t) for t<t; and h;(t)<ho(t) for t>t; ), its properties may be
poor e.g. the test result may be negative even though the survival curves have entirely
different shapes. To ensure that this is not the case, one could consider introducing
time-dependent variables and/or plotting the cumulative hazards (to see if the
proportion difference in hazards is roughly the same at all times). If the mortalities in
one group are not a multiple of those in another (i.e. if the alternatives are not within
the proportional hazards class), the generalized Wilcoxon test is one of the tests

considered more appropriate (p124, Cox & Oakes, 1984).

The generalized Wilcoxon test, known as the Breslow test in SPSS, is one of the two
non-parametric procedures provided in SPSS in addition to the log rank test to assess
the null hypothesis of no difference in survivor functions for two groups of data: the

Wilcoxon test (mentioned in the previous paragraph). The third test is the Tarone-

Ware test. All three tests have the general form U =) w,(D, — E;)where D;

i=1
represents the observed number of deaths, E; represents the expected number of
deaths and r is the total number of death times in the two groups. The difference
between the tests is the weight factor wi. In the case of the log rank test w; =1 for all 1
whereas for the Breslow test, w; is the number at risk at each time point and for the
Tarone-Ware test w; is the square root of the number at risk. Therefore, the Breslow
test gives the most weight to early events (as the number at risk decreases as events
occur) and the Tarone-Ware test weights early cases somewhat less heavily than the
Breslow test. If the proportional hazards assumption does not hold, the Breslow test
may be more powerful than the log rank test but its power is low when the proportion
of censored cases is high (Prentice & Marek, 1979, cited in Norusis/SPSS Inc, 1994,
pg 281). The log rank test was applied throughout the present study to assess
differences in survival distributions for treated versus untreated cirrhosis patients and
also to test for possible differences in the survival times of patients with different
levels of prognostic factors. e.g. HCC Okuda II patients versus HCC Okuda I patients,
HCC males versus HCC females.
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2.1.1.5 Estimating survival probabilities

The proportion of subjects p surviving beyond any follow-up time t is estimated by

the Kaplan-Meier technique as p = ]‘[Ldi where r; is the number at risk just before
T

time t; (the i™ ordered survival time) and d; denotes the number of deaths at t; . The

p(-p)
nl

estimated standard error (SE) of p is given by SE = where n’ is the effective

sample size at time t and can be calculated as n'= i~ d; (Peto et al, 1977) or,
p

alternatively, n’= n-(no. of subjects lost-to-follow-up before time t) (Peto, 1984).

The 100(1-a)% C.I. for the population value of the survival proportion p at time t may
be calculated as p-(uj.42 *SE) to p+(ui.o2 *SE) where u;_q» is the appropriate value
from the standard normal distribution for the 100(1-0/2) percentile (pg 64, Machin &
Gardner, 1989). For example, for a 95% CI, 0=0.05 and u;.o» =1.96. These estimation
methods need to be interpreted with caution if n’ is less than 10 or p is outside the
range 0.1 to 0.9. The times at which survival proportions are to be estimated were
chosen using practical conventions: 5-year survival proportions are often quoted in
cancer studies. In the present study, percentages of subjects remaining
decompensation-free 3-, 5- and 7-years after diagnosis were estimated for
compensated cirrhotics (Table 4.1.1.2). Also 3-, 5- and 7-year survival percentages
were estimated for compensated cirrhotics and for cirrhotics presenting with
decompensation (Tables 4.1.1.6 & 4.1.1.12). In addition, percentages of cirrhosis
patients remaining HCC tumour-free 3-,5- and 7-years after presentation were
estimated (Table 4.1.1.14). Six- and 12-month survival percentages were estimated
for HCC patients treated with octreotide (Table 4.1.5.1.1.) and also those treated with
a long-acting somatostatin analogue (Table 4.1.5.2.1.).
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2.1.2 Regression models in survival analysis
2.1.2.1. The Cox Proportional Hazards model
In the Proportional Hazards (PH) model, the hazard of death at time ¢ for the i"

individual of n subjects in a study can be written

r iﬁ/"ﬁ
hi(t)=hy(t)e” ¥ =hy(t)e’ )

where x;; is the value of the jth explanatory variable Xj, j=1,..,p for the i™ individual,
hi(t) is the hazard function of individual i, i=1,...,n and Ay(?) is the baseline hazard
function (and gives the hazard when X=0, representing the ageing process of the
entire population). When 4(¢) =A=constant, the above equation defines an exponential
regression model (as defined in Section 1.5). When no assumptions are made about
the form of the baseline hazard function, the PH model is known as a Cox PH model,
following a paper by D.R. Cox (1972). The Cox PH model is the regression model
most commonly applied to survival data (pg 649, MathSoft, 1997) and can be used
both in SPSS and S-PLUS for survival analyses.

The PH model is so-called because the hazard ratio h(t)/h(t) is constant over time (i.e.

the hazards for different sets of covariates remain in the same proportion for all t), as

h(t)

can be seen if (1) is written as h—() = ¢”'* _ For an individual i, the effect on hi(t) of a
t
0

unit change in the jth covariate, when all other variables are held constant is exp([f3;)

and the relative risk (or hazard ratio) of an individual 1 with covariate values z;;
q

h.(t) _ Elﬁ/(zﬁ—zjk)

i (1)

constant in time, individuals 1 and k are said to have proportional hazards. Using the

compared to individual k with values zj is . As this ratio is

relationships stated in Section 1.5, (1) can also be written as

P
z /)’/XjJ
o\

@) =8, 6)
The PH assumption can be checked for each covariate using a log-minus-log (LML)
plot of the survivor function i.e. loge[-log.S(t)] against time t. If the hazards are
proportional, the curves generated for the different levels of a covariate, keeping the

other covariates constant, should be parallel because S;(t)=So(t)° from (2), for samples
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0 and 1, say (pages 41 & 251, Lee,1992). An LML plot is derived for the HCC
patients (long-acting somatostatin analogue treated versus historical controls, Figure

4.1.5.2.2.).

Using the Cox approach, the interest is in the proportional factors rather than the
baseline hazard. The model is therefore non-parametric with respect to time but
parametric in terms of the covariates. The parameter vector B is estimated by
maximising a partial likelihood. Consider a death at time t;. The set of all individuals
known to be alive just before time t (i.e. have not died or been censored) is known as
the risk set at time t. The risk of death at t; for each individual in the risk set is given
by (1). Then, conditional on this event (i.e. the death at t;), the probability that patient
h(Oep(B)  exp(f,)
Sl (T 2 0ho () exp(Brg) X pI(Ty = 1) exp(ficy)

indicator variable and R represents the risk set at time t . Clearly, the expression does

i died is , where I(Tg>t) is an

not depend on the baseline hazard. The partial likelihood for B is the product of all
terms like the one above over all observed deaths. Following Cox (1975), this

likelihood when there are no ties in death times can be written as

eXP(ﬂTx(i))
3 exp(,Bij)

JER;

A3)

where X is the value for the individual failing at time t, X; is the value of x for the j"
individual and R; represents the risk set at time t;. It is the logarithm of this partial
likelihood that is maximised. The product is taken over the individuals for whom
death times have been recorded. It is assumed that censoring is independent and
uninformative (the uninformative censoring meaning that the likelihood for
observations censored in [t, t+3dt] does not depend on f). The technical term ‘partial
likelihood’ refers to the fact that the component terms are derived conditionally on the
times that deaths occurred and the composition of the risk set at these times. The
times themselves are not used, but the ranked (i.e. ordered) death and censoring times
determine the composition of the risk sets. In the sense that it is conditional on the
risk sets, the method of partial likelihood is similar to the log rank test described in
Section 2.1.1.4. If hy(t) is restricted by a parametric assumption (e.g. if it is constant,
as in the exponential model), then the partial likelihood has to be modified
accordingly (Cox, 1975).

24



SPSS fits the Cox model by maximizing the partial likelihood using a Newton-
Raphson procedure and appears to use Breslow’s approximate likelihood (Breslow,
1974, pg65 Collett, 1994) to cope with tied observations (pages 280 &289, Collett,
1994). When using S-PLUS, Efron’s approximation to the likelihood (Efron 1977)
will be used to deal with ties for the data analysed in the present study. The Efron and
Breslow methods are equivalent when there are no ties in death times, as censoring is
assumed to occur after death when there are censored observations at a death time (as
mentioned in Section 2.1.1.1.). The Efron approximation is much more accurate than
the Breslow method when dealing with tied death times (being closer to the
appropriate likelihood function) although in practice the two methods often give

similar results.

For a given set of data, the larger the value of the maximized likelihood (the

likelihood function value when parameters are replaced by their maximum likelihood

estimates), i, the better the agreement between model and data. The maximized
likelihood can be computed from (3) by replacing the B’s by their maximum

likelihood estimates under the particular model chosen. In practice, it is more

convenient to use —2logL , minus twice the logarithm of the maximized likelihood,

which will always have a positive value. L (and therefore —2logL ) is not useful on
its own, as its value depends on the number of observations in the data set. Therefore,
—2logL is used in making comparisons between different models fitted to the same

data. Two competing models, one with p covariates and the other with p+q covariates
(e.g. with sex and age included or not included), may be compared by testing whether
the additional q parameter values are significantly different from zero. Under the null

hypothesis that they are not, the following hypothesis test can be used:

L
—2loge{ £ ('BA }~ x. - This is the likelihood ratio test.

Ly (P)

2
For a single unknown parameter 3, the score test statistic is %and the Wald
i

dlog L(P) . 4

test statistic is 3%i(4) where u(p) is the efficient score for B, u(f) = a5
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2
i(B) is the observed information function, i(ﬂ)=—{w}. Each of these

dp’
statistics has an asymptotic chi-squared distribution on 1 df under the null hypothesis
that B=0. The Wald statistic is equivalent to the statistic %, which has an
se

asymptotic normal distribution. These tests can be generalized to the case of p
unknown parameters using a p-component vector B, and a matrix of partial second
derivatives (Hessian matrix). Further details of the mathematics for the
multiparameter case can be found in Collett (pg 321-2, 1994). For the data sets
analysed in the present study, in order to determine which combination of variables
provides the most information, forward and backward stepwise selection procedures
were used in which variables were added and deleted according to the pre-specified
cut-off criteria of p-values of 0.05 and 0.1 for entry and removal respectively. Using
SPSS, covariates were tested for entry into the model one by one using the
significance level of the score statistic. After each entry, the variables already in the
model were tested for removal based on the significance of the Wald statistic. To test
the overall model (in SPSS and in S-PLUS), the difference between minus twice the
log likelihood for the baseline model (in which all B’s equal zero) and the present

model was computed and the likelihood ratio test described above was used.

SPSS syntax details for Cox models are provided in Appendix A I. The Cox PH
regression model is widely used in the present study, with Cox modelling being
undertaken mainly using SPSS but also using S-PLUS (see Appendix A II). For
binary X, exp(p;) is the ratio of the hazard function of a subject with X=1 to that for a
subject with X=0 e.g. if X is treatment and J is the logarithm of the ratio of the hazard
of death at time t for treated versus untreated patients. If e”>1, the conclusion is that
a treated person has a greater risk of death at any time than an untreated person. For a
two-level characteristic, the relative risk (RR) is defined as the ratio of the estimated
hazard for a case with the characteristic to that for a case without it (pg 296,
Norusis/SPSS Inc, 1994). This definition can be extended to categorical variables
with more than two categories, when contrast variables are set up to compare levels of

the categorical variable. Details on setting up contrast variables for categorical

covariates are given in Appendix B. For a continuous variable X;, the output ¢/ can
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be interpreted as the hazard ratio corresponding to a change of one unit in X; i.e. every
unit increase in the i covariate X; increases the risk of dying by the multiplicative

factor exp(f3;).

2.1.2.2. Checking the Cox PH model

2.1.2.2.1 Residuals

As with other regression models, residual and diagnostic plots can be examined for
outliers and lack-of-fit of the survival model. With survival data, however, there are
restrictions on the use of residuals and interpretation of these residuals may be much
more difficult than for those in linear models. Three common types of residuals used
in survival analysis are:

a) Cox-Snell residuals (Cox & Snell, 1968)

b) martingale residuals (Barlow & Prentice, 1988, Therneau et al, 1990)

¢) partial residuals (also known as Schoenfeld or score residuals, Schoenfeld, 1982)

The Cox-Snell residual for the i" individual is given by r.; = H,(t, )eﬁ'xf, where
H,(t,)is the estimated cumulative baseline hazard function at time t;, the observed
survival time of individual i. Therefore, r.; = H,(t,)=—logS,(t,), where H,(z,) and
S.(t,) are the estimated values of the cumulative hazard and survivor functions of the

i individual at time t;. If T is the random variable associated with the survival time of
an individual and S(t) is the corresponding survivor function, then the random
variable Y=-log S(t) has an exponential distribution with unit mean, irrespective of
the form of S(t) (see Collett, 1994, pg 151 for proof). As the Cox-Snell residuals are
estimates of —log S(t;), they should have an approximate unit exponential distribution.
If the observed survival time of the individual is right-censored then the
corresponding value of the residual is also right-censored. The residuals then form a
censored sample from the unit exponential distribution and so are expected to have a
mean and variance of 1 if the fitted model is correct. One way to assess this is to
compute the Kaplan-Meier estimate of the of the ‘survivor function’ of these values,

treating those residuals from censored observations as being censored themselves. If
the log-cumulative hazard plot of the residuals log{-—log S(rcsl.)} plotted against log

rcsi is approximately a straight line with slope 1 and intercept 0, this indicates that the

fitted survival model is appropriate (e.g. Figure 4.1.1.4, Figure 4.1.1.16). It should be
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noted, however, that for small samples this unit exponential distribution

approximation is not at all reliable.

Martingale residuals are formed by taking the difference between the death/event

indicator &; and the Cox-Snell residuals: 7, =35, —r;. They can be thought of as

being the difference between the observed number of deaths for individual 1 in the
time interval (0,t) and the corresponding estimated expected number on the basis of
the fitted model. Martingale residuals can be used to assess whether any particular
patients are poorly predicted by the model (with large negative or large positive
values indicating a lack of fit). They can also be used together with continuous
covariates for assessing the functional form required for the covariate (i.e. does it
need transforming?) with a random scatter about zero indicating that the covariate
form is adequate (e.g. Figure 4.1.1.3). The patterns in plots for categorical variables
are, however, often impossible to interpret. Martingale residuals are computed for
each subject separately for each variable and they focus on the difference between the
covariate values at the failure time of the subject who dies and the covariate means of
the corresponding risk set. As these residuals have zero expected mean and are
asymptotically uncorrelated, they can be plotted against the time ranks of all
individuals (whether they fail or are censored). Any changes in variability or trends
are taken as indication of departure from the proportionality assumption. These
residuals are difficult to interpret, however, as they are not symmetrically distributed
about zero. They take values between -0 and 1 (and these residuals for censored

observations are negative).

Disadvantages of both the Cox-Snell and martingale residuals include the facts that
they depend heavily on the observed survival time and they require an estimate of the
cumulative hazard function (pg 154, Collett, 1994). These disadvantages are
overcome when considering score residuals. These residuals do not depend on time
so they may be plotted against time to assess the appropriateness of the proportional
hazards assumption (e.g. age against time, Figure 4.1.1.15). They are plotted only for
uncensored cases. If the PH assumption holds, they are expected to be fairly evenly
distributed about zero. For each individual there is a set of values of residuals, one for

each explanatory variable included in the fitted Cox regression model. The score
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residual rgj; is the difference between the jth explanatory variable and a weighted
average of the values of the explanatory variable over individuals at risk at the death
time of the i individual. The residuals sum to zero, the expected value of rg; is zero
in large samples and they are uncorrelated with one another. Those individuals who
are unlikely to die at time t;, relative to those who are at risk of death at t; will have
small values of the score residuals and vice versa for those who are more likely to die

(pg 155-6, Collett, 1994).

In SPSS, both Cox-Snell residuals (these are simply the estimated cumulative hazard
function) and partial residuals for each explanatory variable are provided. Also,
martingale residuals can be constructed from the estimated cumulative hazard
function: if the status indicator is coded O for censored cases and 1 for uncensored
cases, the martingale residuals are the estimated cumulative hazard function
subtracted from the status indicator (page 308, SPSS Inc, 1997). It should be borne in
mind, however, that the use of residuals for model checking is more informative in
large data sets. The use of residuals in the present study is made for the cirrhosis
models for time to decompensation (n=306 patients) and survival (n=307 and n=138

patients presenting with compensated and decompensated cirrhosis respectively).

2.1.2.2.2 Time-dependent covariates

One way of checking whether the PH assumptions are violated (i.e. that the linear
component of the model varies with time) is by the addition of a time-dependent
variable to the model. Altman & de Stavola (1994) state that the term ‘time-
dependent’ may incorrectly imply time dependency of the coefficients rather than the

3

covariates themselves and it may therefore be preferable to use the term ‘ updated
measurements of the covariates’. As the term ‘time-dependent’ is more widely
known, however, it will be used here. There are two types of time-dependent
variables: internal variables and external variables. Internal time-dependent
variables require the survival of the subject to whom they refer in order to exist. An
example of an internal time-dependent variable in the hepatoma data set, whose value
may be recorded on a regular basis over the period of a clinical trial would be the size
of the tumour. This type of variable can be incorporated into survival analysis models,

the idea being that more recent values of tumour size may provide a better indication

of future life-expectancy than the value at the time origin. External time-dependent
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variables are either pre-determined, e.g. the age of the subject, or vary independently
of the survival process, e.g. air pollution. Two internal time-dependent variables are
considered in the present study: the occurrence of decompensation and the occurrence

of HCC in cirrhosis patients (Section 4.1.1.).

The Cox regression model in which some of the explanatory variables are time-
dependent, where the value of the jth variable for the i™ individual at time t is written

fﬂjxji(t)
as x;i(t), becomes: h,(¢) = hy(t)e’” . In this model, the baseline hazard function

hy(t) is interpreted as the hazard function for an individual for whom all the variables
are zero at the time origin, and remain so through time. The relative hazard is now
time-dependent, as the values of the variables depend on the time t. Therefore, the

model is no longer a proportional hazards model.

SPSS has the capability to allow time-dependent variables to be included in the Cox
model. The regression coefficients B;, however, have different interpretations in the
time-fixed and time-dependent models. In the time-fixed model, the coefficients f3;
represent the effects on the hazard, and therefore on survival, of the entry values of
the covariates. In the time-dependent model, however, the B; represent the effect that
the covariates have have at entry and at any time after entry, implying a constant
effect over time. Therefore, an assumption underlying the time-dependent model is
that the effects of the covariates are time-invariant. If this assumption holds, it is
expected that the coefficients in the time-fixed model will be smaller in absolute value
than the coefficients in the time-dependent model because of the time decay effect of
entry values (Altman & De Stavola, 1994). SPSS syntax details for time-dependent

models are provided in Appendix C.

It should be noted that if the main aim of the analysis is to assess possible treatment
effects in a clinical trial (e.g. treatment with UDCA, plaquenil, and short- and long-
acting somatostatin analogues), then the time-fixed model is the initial model of
choice. It should always be examined and following this, perhaps, a time-dependent
model fitted either to check the PH assumption or to extend the model. The reason for
this tentative approach to time-dependent modelling is that a treatment effect may be

masked by relevant time-dependent prognostic variables (if the path of the covariates
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is affected directly by treatment) i.e. even though the treatment has an effect on
survival, the effect may not be detected by the model (Altman & de Stavola, 1994).
An example of the masking effect is seen in a published time-dependent model
applied to PBC data. In this model, the time-dependent prognostic variables, and in
particular the bilirubin variable, carry the azathioprine treatment effect, resulting in a
non-significant therapy effect, whereas the treatment had previously been shown to
have a significantly beneficial effect on survival (Christensen et al, 1993). The time-
dependent modelling approach is more appropriate if the purpose of a study is to
model the evolution of a disease. In the present study, time-dependent modelling is

considered in the context of the natural history of cirrhosis (Section 4.1.1).

In order to investigate whether the effect of one or more covariates varies with time
(which would indicate that a model with time-varying coefficients should be used),
the data set can be split into smaller sets by censoring follow-up at various time points
(Altman & de Stavola, 1994) and fitting the chosen model to the nested data sets.
Trends or variations in the estimated coefficients and their significance indicate
departures from the PH assumption in the time-fixed model and this method can also
be used in the time-dependent model, with drifts in the estimated coefficient of a
model indicating possible violation of the assumption of constant effects (Altman &
de Stavola, 1994). This approach is employed in the present study for the estimated
survival times for decompensated cirrhotics data with follow-up censored at 3 years, 5

years and 7 years (results in Section 4.1.1).

2.1.2.2.3. Testing for the presence of informative censoring

The methods used in this thesis for the analysis of censored survival data are only
valid if censoring is non-informative i.e. the censoring is not related to any of the
factors associated with the actual survival time (informative censoring is defined in
Section 1.5). One way to examine the possibility of informative censoring is to plot
observed survival times against values of explanatory variables, and distinguish the
censored observations from the uncensored observations in the plot. If a pattern is
present, such as more censored observations for a particular range of the explanatory
variable, or at an earlier time on one treatment than the other, then there is a indication
of informative censoring. More formally, a linear logistic model could be used to

model a binary censoring response (0/1) and estimating whether particular
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explanatory variables lead to significant changes in the deviance when included in the
model, thus indicating violation of the assumption of non-informative censoring (pg
274, Collett, 1994). If informative censoring is in fact present, there is no satisfactory
way to compare groups of patients. The presence of informative censoring was tested
for in the cirrhosis data set by plotting sex against survival time, distinguishing
between censored and non-censored values (Figure 4.1.1.17) and also using logistic

regression techniques (Section 4.1.1.).

2.1.3 Sample size and the number needed to treat (NNT)

Calculation of the sample size required to detect a relevant effect in a prospective
study, as well as calculations to assess the power needed to detect a known effect with
the available data in a retrospective study, form an important aspect of any clinical
investigation. Sample size and power formulae were developed by Schoenfeld
(Schoenfeld, 1981) for survival analyses with randomized treatment comparisons in
which it is assumed that there is a factor of interest (e.g. treatment) Z;. Schoenfeld’s
formula represents the total number of patients required to detect a relative risk
between groups defined by Z; i.e. =exp(B;) under the null hypothesis Hy: ;=0 versus

H;: B1=InB with significance level a and power 1-f . Shoenfeld’ s formula, for a 2-

2
(ul_g + ul,ﬁ)
2

(log, 0 )>yw(1-p)p

sided test with significance level a and power 1-B, is: N =

where u, = y quantile of standard normal distribution, y is the probability of being
uncensored and p=Prob(Z;=1). For example, for a power of 0.8 with 0=0.05, u;.
«2=1.96 and u;. =0.84. It is assumed that the probability of censoring 1-y is nearly
identical under Hy and H;. Schoenfeld’s formula is used here in the context of

assessing the plaquenil treatment effect (see Section 4.1.2).

Another aspect that may be considered in treatment comparisons is the number
needed to treat (NNT), or alternatively NNTB (number needed to treat to benefit),
which is defined as the number of patients who need to be treated (with the new
treatment) to prevent one additional event (i.e. to achieve one more success than on
the old treatment). The NNT concept was originally introduced 10 years ago
(Laupacis, 1988, cited in Altman, 2000). In survival analysis, this number can be

calculated at any time point after the start of treatment, although there is no single
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NNT. The NNT is always at least 1.0 and takes its minimum value when the
proportions of successes are 0 on the old treatment and 1 on the new treatment (i.e.
the new treatment is always effective so all patients survive with it, otherwise all
patients die). An estimate of the survival probability in each group at the particular
time point (S,, say, for the active treatment group and S for the control group) and

corresponding standard error (s.e.) can be used to calculate the NNT.

The absolute risk reduction, ARR, is defined as S,-S. with 95%C.IL.

S2(-5,)  S:0-S,)

a nC

where n, is the

ARR+1.96se(ARR), with se(ARR)=\/

number of patients at risk at the particular time point in the active treatment group and
n, is the corresponding number in the control treatment group. If the standard errors of

S. and S, are known, then se (ARR) can be calculated as v {[SE(S)]* + [SE(So)]*}.

Then, NNT =$ with 95%C.1. (%,%}where Ar and Ay are the lower and
upper confidence limits for ARR. This method of calculating the NNT was used in the
present investigations. An alternative way of calculating the NNT involves the use of
the estimated hazard ratio and corresponding s.e. (perhaps from a Cox model) and the

estimated survival probability for the control group at that time (Altman & Andersen,

hl sh= e” where h is the hazard ratio and b is the
[S.(D]" =S (1)

regression coefficient. The 95% C.I. for this NNT can be found by replacing h by the

1999). Then NNT =

two limits of the 95%C.1. for h; if the C.I. is not given explicitly, it can be calculated

b-1.96se(b) to e

. +1. . o) o
using e b+1.965e®) " Thig C.IL may be too narrow, however, as it ignores

imprecision in the estimate of S¢(t) (Altman & Andersen, 1999).

When there is no treatment effect, the ARR is 0 and the NNT is infinite. This causes
difficulty with interpretation of the C.I. for non-significant treatment effects, which
will include a negative limit and may seem not to include the best estimate. A
negative number needed to treat for the lower confidence limit is also known as the
number needed to treat to harm (NNTH). By an NNT of — 10, what is meant is that
if 10 patients are treated with the new treatment, one fewer has a positive outcome

than if they had all received the standard treatment (or no treatment). Altman (1998)
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suggests that the C.I. in the case of a non-significant treatment effect be noted as
(NNTH X; to © to NNTB X;), where X; and X, are positive integers, with the
graphical scale on a plot ranging from NNTH=1 to NNTB=I1 via infinity. In the
present study, the NNT was estimated at 12 months for the HCC patients treated with
octreotide and for those receiving long-acting somatostatin treatment (Sections

4.1.5.1 and 4.1.5.2.)

2.1.4 Accuracy assessment

2.1.4.1. The Brier score and measures of residual variation

In the assessment of prognostic classification schemes, it is important to consider two
aspects: firstly, the accuracy of the chosen prognostic classification model and
secondly, the accuracy of the model in relation to that of other prognostic schemes. In
survival analysis, model assessment and comparisons are generally made in terms of
Kaplan-Meier estimates of survival probabilities (Section 2.1.1.1. above) and using
estimated regression coefficients of survival models (Section 2.1.2.1. above).
Recently, measures of inaccuracy have been developed which may be calculated to
assess the usefulness of estimated patient-specific survival probabilities associated
with a prognostic survival classification scheme, where the ‘patient-specific’
probability of being event-free up to time t is defined as S(t/X=x) = P(T>t/X=x), for a
given vector of covariates X=x, observed at t=0 (Graf et al, 1999). A measure of
inaccuracy can be calculated that relates the estimated patient-specific survival

probabilities to the observed outcome, based on a suitable loss function.

Graf et al (1999) describe a partition of the sample space containing ‘risk strata’
X1,...Xg where the membership of a particular stratum is described by a one-
dimensional covariate defined by X =jif X € X;, j=1,...,g. The corresponding
estimated probabilities of being event-free up to time t* for patients in risk stratum X
are denoted 7(t*/X =j). One example of data with two risk strata would be a
randomized allocation to treatment or placebo and comparison using Kaplan-Meier
survival curves. Alternatively, for a Cox model, the survival curve can be estimated
for each combination of covariates based on the estimated baseline survival function
and estimated model coefficients, so each individual in the sample may have a

different estimated survival function z(t*/X ).
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One measure of inaccuracy that can be used in the presence of random censoring is

the empirical Brier score, defined as

Bsc(fk):l § {(O—;?(t*/)?i))zlnd(fi <6 =1)(6%”(1—;?@*/)?1.))21”51(@ > %) )
n i= 1 .

( 1
(T;) G(t*)
where 7T, =min(7,,C,)and &, =Ind(T,<C,), i=1,...,n (as in Section 1.5) and the
censoring time C, is distributed according to G(t)=P(C>t). G(¢) represents the Kaplan-

Meier estimate of the censoring distribution G, based on (I,,1-6,), which is

equivalent to the reverse Kaplan-Meier process in the absence of ties in the data. The
Brier score can be calculated at various points in time in order to assess the overall
accuracy of the scheme under consideration. The higher the score, the greater the
inaccuracy of the model predictions. The greatest time point is chosen so that

censoring is not too heavy e.g. median follow-up time (Graf et al, 1999).

The empirical Brier score can be calculated when #(¢*/ X,) = #(*) = S(*) is used as a

prediction for all patients, S(t*) being the Kaplan-Meier estimate at t*, and is denoted

BS®(t*) . Details for hand calculation of the empirical Brier score, as used in the

present study, are provided in Appendix D.

The measure of explained residual variation R? is defined as R* =1 - %ﬁ:‘:; If
0

the accuracy of the Cox model is being assessed, then values of R close to 0 indicate

that there is no advantage over simple Kaplan-Meier estimates.

In the survival analysis model, the time-to-event itself cannot be accurately predicted.
The best that can be done when there is prognostic information available at t=0 is to
estimate the probability that the event will not occur until a certain time t*, given the
observed covariate information (Graf et al, 1999). Therefore, the measures of
inaccuracy are comparisons of the estimated event-free probability of the observed
individual outcome. In the present thesis, empirical Brier scores and estimates of the
explained residual variation were obtained for Cox PH model predictions of the time

to decompensation for compensated cirrhotics (Section 4.1.1, Figure 4.1.1.7).
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2.1.4.2. The bootstrap and the jackknife

Bootstrap and jackknife techniques are used in the present study to investigate the
stability of Cox regression models in terms of the choice of variables included in the
model. The aim is to confirm the large-sample approximations for Cox regression in
relation to estimates of regression coefficients. The non-parametric bootstrap (Efron
1982, Efron & Tibshirani 1986) and the parametric jackknife (M.H. Quenouille,
1956) are computer-intensive resampling methods. The basic idea behind the
bootstrap is that if independent identically distributed observations X;,X»,...,X, are
available then available characteristics of the distribution of the X’s can be assessed
by studying the variability of the estimate across a large number B of bootstrap
samples (Altman & Andersen, 1989). The bootstrap samples are obtained by taking
samples of size n from the original data using random sampling with replacement.
The mean of estimated statistics from the bootstrapped samples approximates the
mean of the population and the standard deviation of the estimate approximates the
standard error of the statistic as if there had been repeated sampling from the
population without replacement (pg823, Sokal & Rohlf, 1995). The statistics
considered here are the estimated regression coefficients from the Cox model. The
estimated bias is calculated as the difference between the mean of the replicates and
the observed values from the original data. Two types of percentile estimates will be
used to obtain confidence limits: empirical percentiles, which are simply the
percentiles of the empirical distribution of the replicates and bias-corrected and
adjusted (BCa) percentiles, which require more computational time than the
empirical percentiles but are believed to be more accurate. In the analyses undertaken
in the present study, B is taken to be 1000, the recommended minimum number for
the empirical percentile limits calculated to be sufficiently accurate (pg 823, MathSoft
Inc, 1997), unless otherwise stated. The S-PLUS bootstrap function and an example

of its application is provided in Appendix E.

In jackknife resampling, a statistic is calculated for n possible samples usually of size
n-1, each with one observation omitted (as used here). Jackknife estimates of bias,
mean and standard error are calculated in a different way from the equivalent
bootstrap statistics. ‘Jackknife after bootstrap’ is used in S-PLUS to obtain estimates
of the variation in the functionals (SE, mean and bias) of the bootstrap distribution

and to examine the influence of particular observations on the functionals (see
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Appendix E). In the present study, the focus is on the variability of the bias.
‘Jackknife after bootstrap’ provides standard error (SE) estimates for the bias i.e. the
mean of the distribution of biases. Therefore, the SE of the bias is the SE of the mean,
and the ‘influence’ indicates the influence of each observation on the mean. Influence
plots (the influence having been calculated using normalized versions of the SE
estimates) give an indication of which observations are particularly influential, the
criterion being an absolute relative influence greater than 2 (pg 840, MathSoft Inc,
1997). The models investigated using resampling techniques in the present study were
the overall Cox survival model coefficients for cirrhotics (Section 4.1.1.), the
coefficients in the time to decompensation model for compensated cirrhotics (Section

4.1.1.) and Cox model coefficients for the PBC patients (Section 4.1.3.).

2.1.4.3. Cross-validation techniques

The cross-validation, or leaving-one-out, technique is applied in the present study
using SPSS to internally validate the discriminant analysis model derived for
classification of the peritoneal effusions of patients with ascites (the patients
described in Section 3.4 below). Cross-validation is used to obtain an estimate of the
misclassification rate when the model is applied to new data. Using this technique,
each of the cases is left out in turn, the discriminant functions are calculated based on
the remaining cases and the omitted case is subsequently classified. As the omitted
case has not been used in the calculations, the misclassification rate obtained is thus
presumed to be less biased than the misclassification rate obtained directly from the

discriminant analysis classification model.

2.1.5. Comparisons with the Mayo prognostic model

2.1.5.1. The Mayo model

In the medical literature, one frequently finds articles in which observed survival
times of groups of patients are compared with survival times predicted by previously
developed and validated statistical models. One such extensively referenced model is
the Cox proportional hazards “Mayo model” developed at the Mayo Clinic, U.S.A.
(from a database on 312 patients referred to the clinic between January 1974 and May
1984) in order to improve the selection of patients for and timing of liver
transplantation (Dickson et al, 1989). The end-point used in the original model was

death from any cause (with transplant patients being censored at the date of
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transplantation). The model was cross-validated on 106 Mayo Clinic patients, who
were subsequently incorporated into the analysis, the final model parameters being
derived from 418 patients, 25 (6%) of whom underwent liver transplantation. Extra-
mural validation was also undertaken using 176 PBC patients from Boston and Texas,
U.S.A.(Grambsch et al, 1989). Five variables are combined in the model to obtain a
risk score (R) for each patient, which has the following form:

R=0.871loge(bilirubin in milligrams per decilitre)-2.53log.(albumin* in grams per
decilitre)+0.039(age in years)+2.38log.(prothrombin time in seconds)+0.859(oedema

score).

* Albumin was measured by serum protein electrophoresis.

Larger values of R indicate a higher risk (i.e. poorer prognosis). If S(t,X) denotes the
probability that a patient with risk factors given by X=(X,...,X;) and with risk score
R will still be alive t years later and it is assumed that there is a known survival
function Sy(t) for individuals with risk score Ry then, from the PH assumption, S(t,X)=
{So(t)}*PERY (from equation (2), Section 2.1.2.1.). The underlying survival function

for the Mayo model with Ry=5.07 is provided in Table 2.1.5.1.1. below.

Table 2.1.5.1.1. Underlying survival function for the original Mayo model

t(years) |1 2 3 4 5 6 7

So(t) 0.970 0.941 0.883 0.833 0.774 0.721 0.651

So(t) gives the survival probabilities for a patient with risk score 5.07, the mean of the combined Mayo
data set.

Adapted from Table 4, pg 6, Dickson et al, 1989

An updated version of the Mayo model has also been applied in recent PBC studies in
which the end-point is considered to be either death or liver transplantation (Lindor et
al, 1996, Poupon et al, 1999) as compared to the original model in which patients
undergoing liver transplantation were censored at the date of transplantation. Treating
transplantation patients as being censored on the date of transplantation has been
disputed as violating the assumption of random censoring. The incorrect censoring
occurs because patients who undergo transplantation are known to be at a higher risk
of death than other patients (as discussed by Bonnand & Poupon, 1996) so censoring
time cannot be considered independent of end-point. Independence is one of the

underlying assumptions in the proportional hazards model-fitting procedure. The
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updated Mayo model, although differing only slightly from the original model
because only 6% of patients underwent transplants, takes account of transplantations
by treating both liver transplantation and deaths as events, keeping the model
coefficients fixed (Lindor & Therneau, 1996). Any bias in using the updated model is
therefore “in favour of” the Mayo model, in that those patients who undergo liver
transplantation are not on the verge of dying (although treated as such in this model).
In the present investigation, the updated Mayo model was used to create a ‘simulated
control group’. The model remains the same as the original model apart from the

underlying survival function, which is displayed in Table 2.1.5.1.2. below.

Table 2.1.5.1.2. Underlying survival function for the updated Mayo model

t(years) | 1 2 3 4 5 6 7

So(t) 0.970 0.938 0.866 0.805 0.737 0.682 0.588

So(t) gives the survival probabilities for a patient with risk score 5.07, the mean of the combined Mayo
data set.

Adapted from pg 1783, Lindor & Therneau, 1996

Since its development in 1989, the Mayo model has been widely used in comparing
actual with predicted survival times in groups of patients undergoing liver
transplantations (Markus et al, 1989), in UDCA-treated patients (Lindor et al, 1996,
Poupon et al, 1999), in non-U.S. PBC patients (Krzeski et al, 1999) and also in
sufferers of PBC in the community (Kim et al, 2000). The main advantage of the
Mayo model over other similarly developed models (European model, Yale model,
Oslo model, Glasgow model, Australia model, cited in Wiesner, 1998) is that it does
not necessitate liver biopsy (the justification by the authors not including biopsy
results as a variable in the prognostic model being the strong correlation between
stage and Mayo risk score) and hence can be considered a ‘bed-side’ application. The
measurements used in the Mayo model are inexpensive, non-invasive, and universally
available. The European model was constructed using similar entry criterion to the
Mayo model whereas the Yale model used the estimated date of onset of PBC as
initial time point although the variables in the model were measured at the date of
diagnosis. Survival comparisons were made between the updated Mayo model

predictions and the Cretan UDCA-treated PBC data (Section 4.1.3.).
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2.1.5.2 Graphical and statistical comparisons

Using the available Cretan single-time point PBC data (‘single time point’ meaning
that updated measurements were not available), the baseline characteristics of 114
patients undergoing UDCA treatment are compared with those of Mayo model
predictions (Table 3, pg 5 Dicksen et al, 1989). Actual survival was estimated using
the Kaplan-Meier PL estimator (as described in Section 2.1.1.1.). Predicted survival
was calculated for each patient using the Mayo model. Subsequently, graphical
comparisons were made of the Kaplan-Meier PL estimate of the survival curve with
that predicted by the Mayo model, the latter having been obtained using the direct-
adjusted method of Thompsen et al (1991). The mean Mayo model curve is the
average of the per-patient survival curves that are predicted by the Mayo model. In
mathematical terms, the estimated survival probability at time t for patient i with
covariates z; can be written as Si(t)=S(t,z)) and an estimate of the mean survival

function S;,(t)=XSi(t)/n of the n PBC patients with covariate vectors zi,...,z,
. . .= 1&g
(analogous to that given by the Kaplan-Meier curve) is S(t)=—> S(,z;) . In
n =1

applying the direct-adjusted method, i.e. in assuming that the Kaplan-Meier survival
curve may be regarded as an estimate of the mean survival curve obtained as the
average of the individual-specific survival curves, it is assumed that the potential
follow-up times are the same for all patients (M Voeth, 1992). The averaged Mayo-
model predictions were available only at yearly intervals (and only for 7 years

following diagnosis) so linear interpolation was used.

In order to test for differences between the survival predicted by the Mayo model for
untreated patients and the actual survival of our UDCA-treated patients, the one-
sample log-rank test was applied (Woolson, 1981). The one-sample log-rank test is
often applied to indicate possible differences in survival times between observed
survival times and Mayo clinic predictions using the Mayo-model predicted survival
curve for each patient as a control for that patient (Markus et al, 1989). Although the
one-sample log rank test is the method most widely used in recent PBC medical
literature to compare with Mayo model predictions (Poupon et al, 1999 E1, Krzeski et
al, 1999, Markus et al, 1989 and others), the use of such tests may not be completely
satisfactory in this context as the mean survival function is random, not fixed as

assumed by the test.
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2.1.6. Incidence rates

The term incidence refers to new cases of disease occurring among previously
unaffected individuals. The rate of occurrence of an event in a population is the
number of events that occur during a specified time interval divided by the total
amount of observation time accumulated during that interval. When estimating an
incidence rate, the ‘events’ are new cases of disease occurring among disease-free
individuals. The denominator is the sum of the length of time during the specified
interval that each member of the population was in the study and disease-free (pg42-
43, Breslow & Day, Vol I, 1980). The incidence rate is normally expressed as the
number of person-years of observation. Crude HCC incidence rates in Cretan cirrhotic

patients were estimated in the present study (Section 4.1.1).

When the survival analysis techniques described above (Sections 2.1.1 and 2.1.2) are
used in modelling the time to incidence, the hazard rate h(t) is in fact the
instantaneous incidence rate (i.e. the incidence rate defined for each instant t of time)
and the cumulative incidence rate is the sum of the hazard rates over the time
interval. Estimates of hazard, and hence, cumulative HCC incidence rates were
obtained by Cox PH regression analysis for cirrhotic patients. The cumulative
probability of remaining HCC-free at specific time points was estimated using the

Kaplan-Meier method (Table 4.1.1.14).

2.2 Multivariate techniques to distinguish between ascites diagnostic groups
2.2.1. Recursive partitioning methods

Tree-based modelling is an exploratory technique used to uncover structure in data. In
the present context, classification trees were constructed as an alternative to logistic
regression modelling. The basic idea in tree-based modelling is to derive a set of
decision (or classification) rules using a procedure known as recursive partitioning.
This technique involves the formation of subgroups, within which there is
homogeneity and between which the outcomes being distinct. The procedure may be
seen as a kind of variable selection that handles interactions between variables
automatically (pg 329, Venables & Ripley, 1994). The path found in the decision tree
in graphical form is followed from the top node (called the ‘root’) to a terminal node

(called a ‘leaf’), according to the rules, which are known as ‘splits’, found at the
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interior nodes. The first split is the most important predictor. In the present study, the
classification tree procedure was used to distinguish between 27 patients with
malignant ascites and 23 patients with ascites caused by cirrhosis, using ascitic fluid
to serum ratios of various biochemical parameters (details of the particular
biochemical measurements considered are provided in Section 3.4). S-PLUS version
4.5 was used for the recursive partitioning techniques employed. The final tree

obtained is depicted in Figure 4.2.1.1.

In S, the tree can be seen as providing a probability model. At each node i there is a
probability distribution pik over the classes (here there are two classes so k=1,2). Each
case in the data set is assigned to a leaf so at each leaf i there is a random sample njx
from the multinomial (or binomial) distribution specified by pik. It is the deviance
(likelihood ratio statistic) which is used to determine which partition of a node is
‘most likely’ given the data (pg 413, Chambers & Hastie, 1993), where the deviance
of the tree is D=XD; the summation being over nodes i, Di=-2Znylog(pix), summed
over the classes k. The estimated proportions are given by the observed numbers of
each class divided by the total number at the node. The reduction in deviance when a
node is split in two gives a measure of the value of a split. The partitioning process
takes the maximum reduction in deviance over all allowed splits of all leaves to
choose the next split. The tree construction process thus uses a ‘one step lookahead’
(pg 332, Venables & Ripley, 1994) i.e. the next split is chosen each time in a optimal
way. Further theoretical details are provided in Venables & Ripley (1994) and
Chambers & Hastie (1993). For the ascites patient data, the minimum split size and
minimum node size (i.e. minimum number of patients at the node) were initially
specified to be the S-PLUS defaults of ten and five respectively but were
subsequently relaxed to five and two respectively due to the small numbers involved.
Such small split and node sizes are bound, however, to have an effect on the overall

accuracy of the model.

2.2.2. Discriminant analysis
The basic problem solved by discriminant analysis in the present study is that of
separation of patients with ascites into three diagnostic groups according to the nature

of their peritoneal effusions, using patient samples from the three populations
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representing disease state (transudate, malignant exudate, non-malignant exudate). A
description of the ascitic patient groups is given in Section 3.4. Separation is based on
a combination of biochemical parameters, given that classification of a patient with
unknown disease status into one of the three groups is not possible based on only one
biochemical measurement. With one biochemical measurement, the means of the
three distributions may not be identical but the distributions may overlap
considerably. The aim was to consider the combined effect of all biochemical
variables to discover which combination of variables leads to the maximum
discrimination between the three groups. Linear discriminant analysis was applied to
find a rule to discriminate between the three distinct diagnostic groups, with n;
(n1=23, n=13, n3=25) individuals in the jth group (j=1,2,3), each individual having
been measured on v variables, Xi,...,Xy. It was assumed that the original classification

into groups is made independently of the x variables and is known a priori.

The simplest case in discriminant analysis occurs when there are only two
populations. With two populations, the basic strategy is to form a linear combination
of the variables z= bix;+...+ byXy, known as Fisher’s linear discriminant function,
and then to assign a new individual either to group A or group B on the basis of the
value of z obtained for that individual. Values of by,...,by are chosen to provide
maximum discrimination between the groups, the idea being to make the variation in
z between the groups much greater than the variation within the groups. Therefore,
the ratio A” is maximized, where A’=(mean zx- mean zg)*/(variance of z within
groups). A completely symmetrical rule (assuming equal prior probabilities) would be
to use the mean z; of mean z, and mean zg as the allocation cut-off and so, if
mean(z,)> mean(zg), allocate an individual to A if z>z,, otherwise to B. When there
are more than two populations, the above procedure is generalized (in SPSS) to
maximization of the ratio of the sum of squares (SS) between groups to the SS within
groups. This leads to calculation of the eigenvalues (also called latent roots) of a
matrix. The solution which corresponds to the largest eigenvalue gives the linear
function coefficients which maximise the ratio of the SS, and is called the first
canonical variate or first canonical discriminant function (the latter term being
given in SPSS output). The second canonical variate gives the next highest ratio,
subject to the condition that it is uncorrelated with the first, etc. The number of

canonical variates is min(v, g-1), where g is the number of groups. Fisher’s linear
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discriminant function for two groups may therefore be viewed as the first and only

canonical variate.

With our three populations, discrimination takes place in the two-dimensional space
defined by the two canonical variates and an individual is allocated to the group for
which the distance between the individual’s data point and the group mean in the x-y
plane is least (pg 342, Armitage & Berry,1987). The average score for a group is
called the group centroid in SPSS. Further algebraic details for linear discriminant
analysis can be found in Everitt & Dunn (pg 238, 1991). There are two assumptions in
applying linear discriminant analysis. The first is that the covariance matrices for all
groups are equal (otherwise a quadratic discrimination function may be more
appropriate). The second assumption is that the variables are from a multivariate
normal (MVN) distribution, although if violation is not too severe discriminant
analysis may still be applied. Checking the distributions of individual variables may
provide a clue as to whether an MVN distribution is likely, as if there is an MVN
distribution, the individual variables will be normally distributed (although the
opposite is not necessarily true). The equality of covariance matrices assumption was
tested in SPSS using Box’s M test, although the test is sensitive to departures from
MVN (i.e. tends to call covariance matrices unequal if the normality assumption is
violated). Only subjects with complete data were included in the discriminant
analysis. A backwards stepwise selection procedure was used in SPSS, with the
minimization of Wilk’s lambda, to determine the most influential variables in the
discrimination process. Equal priors were assumed i.e. it was assumed that the
probability of a patient belonging to any of the three groups is equal. A territorial map
was constructed to display group separation on the basis of the first two linear

discriminant functions (Figure 4.2.2.1).

2.3 Model validation

The idea of validating a prognostic model is usually taken to mean establishing that it
works for patients other than those from whose data the model was derived (Altman
& Royston, 2000). The performance (prediction accuracy) of a prognostic model may
be assessed using a variety of approaches, as have been described in the previous
paragraphs, including comparisons of observed and predicted event rates. An issue of

semantics occurs in the use of the term ‘valid’ as the word “validity’ is a psychometric
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measurement method term meaning “Does a measurement method measure what it is
supposed to?” With psychometric data, a correlational approach is usually taken to
assess within-subject to between-subject variation. In model fitting, however, such an
approach is not appropriate as the main issue is the quality of predictions for
individuals or groups of subjects. The term ‘validated’ means something wider than
mere performance evaluation. A statistically validated model may be clinically invalid

if, for example, there is not enough available intrinsic prognostic information.

Definitions for two types of validated model have been proposed by Altman &
Royston (2000):

1) a statistically validated model, motivated by the question “With the available
factors, is the model the best that can be found?” This model is one that passes the
statistical tests, including goodness-of-fit on the original data and unbiased prediction
on new data.

2) a clinically validated model motivated by the question “Does the model predict
accurately enough for the required clinical aims? This model is one that performs well

on a new data set, according to context-specific statistical criteria laid down for it.

From the above definitions, a clinically validated model may be statistically invalid

(e.g. if there is strong prognostic information, even a biased model may provide a

clinically useful separation of patients into prognostic groups) and vice versa (e.g. if

the intrinsic prognostic information is too weak the predictions, even if unbiased, will

not enable a clinically useful separation). Altman & Royston state that “a clinically

validated model is likely to be more useful than a statistically validated one” (even

though the first author is a renowned statistician and the article was published in a

statistical journal!). The ability to develop a successful model depends on the

following features (Altman & Royston, 2000):

a) the potential for accurate prognosis; presumably this is unknown

b) the intrinsic prognostic information in the variables available; this will depend on
the physiology of the disease, among other factors

¢) the measurement process; some measurements may be more reliable than others

d) the accuracy with which the measurements are converted to predictions

Three main types of validation strategies exist:

1) internal validation: procedures are restricted to a single data set
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2) temporal validation: evaluation on a second data set from the same centre

3) external validation: evaluation on data from a different centre
In the present thesis, internal validation of the discriminant analysis models was
undertaken using cross-validation techniques (described in Section 2.1.4.3) whereas
bootstrapping techniques were applied for the survival analysis models (Section
2.1.4.2). An estimation method of predictive accuracy that was undertaken for the
survival analysis models, where applicable, was the Brier score, as described above
(Section 2.1.4.1) Temporal and external validation were not possible as no other data

sets were available in the time span of the present thesis.
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3.
3.

1

SUBJECTS

Cirrhosis patients

The first and largest patient group considered were the 470 cirrhosis patients whose

prognostic data were entered into the Gastroenterology Clinic database between the

opening of the Clinic and December 2000.

The available prognostic factors at presentation were the following:

sex (62% male)

cirrhosis aetiology (see Section 1.1 for definitions)

o chronic hepatitis C (HCV, 40%)

¢ alcohol (27%)

o chronic hepatitis B (HBV, 14%)

¢ alcohol in combination with viral infection (6%, 31% of these in
combination with HBV, 69% in combination with HCV)

o cryptogenic aetiology (6%)

o other aetiology (8%)

age (mean 63 years, s.d. 12.0, ranging from 18 years to 88 years)

type of decompensation (at presentation or during follow-up)

o ascites (60%)

¢ variceal bleeding (16%)

o hepatic encephalopathy (5%)

¢ other/unknown (17%)

the occurrence of HCC over the follow-up period (12%)

Prior to the statistical analysis, the records were divided into the following sub-groups

according to the circumstances of admission to the Clinic (whether the patient had

compensated or decompensated cirrhosis & whether diagnosis was made at

presentation or prior to presentation):

1)

2)

3)

patients diagnosed when they presented at the Clinic with compensated
cirrhosis; 312 subjects

patients diagnosed when they presented at the Clinic with decompensated
cirrhosis; 98 subjects

patients who presented at the Clinic some time after initial diagnosis,
presenting with decompensated cirrhosis; 40 subjects (i.e. the initial diagnosis

occurred before the Clinic opened)
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4) patients who presented at the Clinic some time after initial diagnosis,
presenting with compensated cirrhosis; 8 subjects
5) patients who presented at the Clinic some time after both diagnosis and the
occurrence of decompensation; 6 subjects
6) patients with unknown diagnosis date and unknown date of presentation to the
Clinic; 6 subjects
The demographic characteristics of the Cretan cirrhotic patients at presentation to the
clinic are presented in Table 3.1.1 below. Sixty-three percent of the patients
decompensated, either presenting at the clinic with decompensation or
decompensating at some later date. Death was classed as being due to liver failure if
it was associated with the progressive impairment of liver function. The survival
times of patients who died from causes independent of the cirrhosis are regarded as
right-censored. For those patients whose survival status at the end of the study was
unknown, the time from diagnosis to the time at which they were last known to be

alive (e.g. at onset of complications) is regarded as a censored survival time.

Using the data from group A in Table 3.1.1., the decompensation-free time and
overall survival time of compensated cirrhotics from time of their diagnosis were
estimated. There were 306 patients included in the time-to decompensation analysis
(of the 312 patients in the data base, 5 patients had missing diagnosis dates and 1 had
unknown date of decompensation; these 6 patients were omitted from statistical
analysis). There were 150 events (occurrence of decompensation) and 156 censored
cases (51%). The median age at diagnosis was 64 years. Follow-up from diagnosis to
decompensation ranged from 1 to 136 months. The median follow-up time was 55

months (estimated using reverse censoring).
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Table 3.1.1. Characteristics of all 470 cirrhosis patients entered into the Gastroenterology Clinic database,

1989-2000.
Diagnosis of |Diagnosis of  [Presents at |Presents at Presents at{Unknown |All
compensated|decompensated |clinic after |clinic after clinic after|diagnosis |patients
cirrhosis at |cirrhosis at initial initial initial date and  [in
clinic clinic diagnosis  |diagnosis with |diagnosis [unknown |databas
with decompensatio jand after [presentatio |e
compensatedjn decompen |n date
cirrhosis sation
Group A B C D E F
n| 312 98 8 40 6 470
Sex
Male 169 79 5 28 5 5 291
Female] 143 19 3 12 1 1 179
Type of cirrhosis
Alcohol] 56 48 2 16 2 4 128
Alcohol+virus 17 7 0 2 0 0 26
Hepatitis B 45 13 0 5 1 2 66
Hepatitis C 151 16 5 12 2 0 186
Kpuy 13 11 0 3 1 0 28
Other/No aetiologyl
given* 30* 3 1 2 0 0 36
[Age at presentation [62.3 (12.0) (62.9 (13.0) 68.6 (2.8) 67.3 (10.7) 61.3 57.8 (3.1) [62.9
12 missing |1 missing 1 missing (12.5) Imissing  |(12.0)
[Age at diagnosis  |62.3 (12.0) 68.6 (2.8) 57.8 (3.1)
[Decompensate ?
Yes 154 98 0 40 6 0 298
Type of
[decompensation
Variceal bleeding] 23 15 0 7 2 0 47
Hepatic
encephalopathy 11 1 0 4 0 0 16
Ascites 88 67 0 22 3 0 180
Ascites & hepatic
encephalopathy 2 4 0 1 0 0 7
Ascites & ABP| 7 4 0 1 0 0 12
Ascites & variceal
bleeding 2 1 0 0 0 0 3
Variceal bleeding]
& hepatic|
encephalopathy| 1 0 0 0 0 0 |
Other 0 1 0 0 0 0 1
Unknown| 20 5 0 5 1 0 31
Develop HCC?
Yes| 36 9 0 8 1 1 55

*Includes dual B & C infection in 3 patients

Of the 307 patients diagnosed as having compensated cirrhosis who were included in

the overall survival analysis, 70 died and 237 were censored (77.2%). Follow-up from

diagnosis to death ranged from 1 to 138 months, with median 56 months. There were
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3 losses-to-follow-up, all three occurring at one month after diagnosis (at which point
they decompensated). The single end-point of the study was death from liver disease.
The 16 patients who died without signs of decompensation were censored at the times
of their death i.e. deaths occurring without prior decompensation were assumed to be
deaths unrelated to the wunderlying liver disease. Prognostic survival and

decompensation models are presented in Section 4.1.1.

Of the 470 patients in the cohort, 144 (31%) presented at the Clinic with
decompensated cirrhosis, either at the time of diagnosis (98 patients, group B) or at
some date after the initial diagnosis (40 patients, group D). Six of the database entries
were of patients presenting after decompensation had already appeared. These six
cases were excluded from further analysis. In the decompensated cirrhosis group there
were 66 events (i.e. deaths) in total and 72 censored cases (52%). The median age at
presentation was 64 years. Follow-up ranged from 1 to 136 months, with median 59
months. There were 27 losses to follow-up after presentation with decompensation (in
fact, the 27 patients were lost-to-follow-up within one month of presentation and a
further 6 patients actually died within a month of presenting with decompensation).
The characteristics of these 27 patients are presented in Table 3.1.2 below, in which it
can be seen that their baseline characteristics in terms of sex, cirrhosis aetiology, age
and type of decompensation are very similar to those of the 111 patients who were not

lost to follow-up.

In Table 3.1.3 below are presented summaries by cirrhosis aetiology (alcohol, HBV,
HCV, a combination of virus plus alcohol, cryptogenic/other) for compensated and
decompensated cirrhotic patients. It can be seen that the baseline characteristics of
compensated and decompensated cirrhotics differ between the five aetiological
groups. In the compensated cirrhotic group, although the male to female ratio is
roughly even overall and for those with cryptogenic cirrhosis, the cirrhotics with
alcohol or a combination of alcohol and viral markers as aetiology are
overwhelmingly male (96% male alcoholic cirrhotics). There are more males than
expected with HBV as underlying aetiology of their compensated cirrhosis (31
observed, 24 expected) and many fewer than expected with HCV (47 observed, 82
expected) under the assumption of independence (p<0.00001).
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Table 3.1.2. Characteristics of the 27 patients presenting with decompensation who were lost to

follow-up within one month of diagnosis and the 111 patients remaining in the study.

Subjects
Lost to follow-up | Remaining in study
(n=27) (n=111)
Sex Male 24 (89%) 83 (75%)
Female 3 (11%) 28 (25%)
Cirrhosis Alcohol 15 (56%) 49 (44%)
aetiology Alcohol+virus 1 (4%) 8 (7%)
HBV 4 (15%) 14 (13%)
HCV 5 (19%) 23 (21%)
Cryptogenic 2 (7%) 12 (11%)
Other/unknown 0 0
Age (mean, s.d.) 61.9 (12.2) 64.7 (12.6)
Decompensation | Variceal bleeding 3(11%) 19 (17%)
type Hepatic encephalopathy 1 (4%) 4 (4%)
Ascites 20 (74%) 69 (62%)
Ascitesthepatic encephalopathy | 1 (4%) 4 (4%)
Other 1 (4%) 6 (5%)
Unknown 1 (4%) 9 (8%)

There is also strong evidence of a difference in ages between the groups, with HCV
cirrhotics appearing older on average than the other groups (p<0.0005). HCV
cirrhotics have mean age 66 years, se 0.7 as compared to those with both alcohol and
virus as aetiology who have mean age 52 years, se 3.0. In the decompensated cirrhosis
group, alcohol is much more common an aetiology than in the compensated cirrhotics
(46% versus 18%). The proportion of females in the former group is much lower than
in the latter (22% versus 46%). However, very similar patterns in age and sex
distributions by aetiology are seen in those presenting with decompensated cirrhosis
(Table 3.1.3.). The higher mean age of the HCV cirrhotic patients compared to the
HBYV patients does not necessarily imply a longer HCV infection or a longer time to
development of cirrhosis. In fact, HBV positive patients are known to generally
acquire the infection at an earlier age than HCV positive patients (Chiaramonte et al,

1999). The two hepatitis patient groups may therefore have similar average durations
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of infection and progression times to cirrhosis, even though the HCV-infected

subjects are older on average in both compensated and decompensated cirrhotics.

Table 3.1.3. Patient characteristics by cirrhosis aetiology for 312 patients diagnosed with compensated

cirrhosis and 138 patients presenting with decompensated cirrhosis.

Type of cirrhosis

HBV +
alcohol/ [cryptogenic/{  Total
alcohol HBV HCV HCV+ other
alcohol
Compensated cirrhotics
N (%) 56 (18%)|45 (14%) 151 (48%)|17 (5%) |43 (14%) 312 (100%)
Sex'  Male 54 (96%) 31 (69%) |47 (31%) (16 (94%) 21 (49%) (169 (54%)
Female 2 (4%) (14 (31%) |104(69%)|1 (6%) 22 (51%) [143 (46%)
Mean age in years” (se) 59 (1.5) |63 (2.1) |66 (0.7) |52 (3.0) |62 (0.7) |60 (2.5)
Decompensated cirrhotics
N 64 (46%)|18 (13%)|28 (20%)9 (7%) |19 (14%) (138 (100%)
Sex’  Male 62 (97%) (14 (78%) |12 (43%)(9 (100%)[10 (53%) (107 (78%)
Female 2 (3%) 4 (22%) |16 (57%)|0 (0%) |9 (47%) |31 (22%)
Mean age in years® (se) 60 (1.4) |66 (2.5) |71 (1.8) |59 (5.4) |68 (3.5 |64 (l1.1)
Decompensation type’
variceal bleeding 9 (14%)2 (11%) 3 (11%))2 (22%) |6  (32%) 22 (16%)
hepatic encephalopathy|7 (11%)2 (11%) |0 (0%) [1 (11%) |0  (0%) [10 (7%)
Ascites 40 (63%) (14 (78%) |23 (82%) |4 (44%) |8  (42%) [89 (64%)
Other 8 (13%)10 (0%) 2 (7%) 2 (22%) |5 (26%) |17 (12%)

! chi-squared test statistic(4 df) =87.93, p<0.00001

2K ruskal-Wallis test statistic (4 df)=26.31, p<0.0005

3 chi-squared test statistic (4 df) =42.449, p<0.00001

* Kruskal-Wallis test statistic (4 df)=17.96, p=0.001

> Numbers in each cell were not sufficiently large for a chi-squared test

In addition to estimation of survival times for compensated and decompensated
cirrhotics, estimation of the HCC incidence rate in those patients diagnosed at the
clinic (with either compensated or decompensated cirrhosis) was undertaken. Here,
the end-point was taken to be the occurrence of HCC with deaths prior to HCC being
treated as censored values (81cases). Of the 410 patients in this group (groups A and
B combined), 45 were diagnosed as having HCC during the study period. In 6 cases,
however, the diagnosis of HCC occurred within 1 month of the diagnosis of cirrhosis

(4 cases of decompensated cirrhosis and 2 cases of compensated cirrhosis) and in one
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case, the date of diagnosis of HCC was unknown. In a further 5 cases, the cirrhosis
diagnosis date was unknown (all cases of compensated cirrhosis). These 12 patients
were excluded from the analyses. In the present analysis, therefore, 38 (9.6%) of the
398 patients were considered to have developed HCC after the diagnosis at the clinic
of cirrhosis. Follow-up ranged from 1 to 138 months with a median follow-up of 51
months. Of the 398 patients, 305 were diagnosed as having compensated cirrhosis

whereas 93 had decompensated cirrhosis at diagnosis.
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3.2 Patients with PBC

The data consist of prognostic measurements at diagnosis on 114 individuals who
were consecutively diagnosed at the Gastroenterology Clinic as having PBC between
September 1989 and March 2000. These patients fulfilled the clinical, biochemical,
serologic and histologic criteria for PBC. Follow-up was until March 2001. Of the
114 PBC patients in the cohort, 9 had missing information with regard to diagnosis
date and one person had missing biochemical measurements. None of these subjects
died within the study period. These 10 subjects were completely omitted from the
analyses. One patient was lost to follow-up after her initial presentation to clinic; she
is considered censored after 1 month for the purposes of the present analysis. The
median follow-up time (estimated using reverse censoring) was 64 months, and the
follow-up time ranged from 1 to 141 months. There were no liver transplants
undertaken at the University Hospital during this time period. The single end-point
was death related to the disease. There were 17 deaths during the study period (16%
of the 104 patients included in the analysis). At the time of the analysis, 86 of the 104
patients were still alive. All patients were administered UDCA treatment following
diagnosis. Dosage was 15mg/kg body weight. There were no refusals and no

treatment withdrawals, UDCA being an extremely well tolerated drug.

In addition to recording the sex of the patients, the following measurements were
taken at the time of accrual: age, serum bilirubin, serum albumin, prothrombin time,
Mayo risk score, presence of oedema and positivity for AMA , ANA, ASMA, HBsAg
(12 missing out of 104) and anti-HCV(12 missing out of 104). Biopsies were taken
at approximately the same time. Histological staging was performed according to
Ludwig et al (1978) in 103 out of the 104 patients. In the present study, patients with
stage III or stage IV were classified as having ‘advanced disease’ and were compared
to those with stages I or II. The reason why stage III patients were included in the
present categorization of ‘advanced disease’ is that the majority of stage III patients
progress to stage IV (and as no repeat biopsies were taken, it is not possible to
ascertain this). Also, it is not easy to distinguish between the two stages, due to the
histological heterogeneity of the disease (PJ Scheuer, 1967, Ludwig et al, 1978, cited
in Jones et al, 1997). Missing values are assumed to be independent of end-point (i.e.

death). Classifications of ‘II-III’ were allocated to the ‘III-IV’ group. A 3-level
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oedema score was calculated as follows: 0, minimal oedema (i.e. either no oedema or
oedema not requiring diuretic therapy), 0.5 moderate oedema (oedema that subsided
after treatment with diuretic agents or for which no therapy was prescribed) and 1,
severe oedema (oedema that persisted despite treatment with diuretic agents). This

oedema scoring system is identical to that used in the Mayo model.

Log transformations were applied to the quantitative serum measurements prior to
Cox regression analysis. The variables considered for inclusion in the models fitted
were: Mayo risk score, age at diagnosis, log (serum bilirubin), log (serum albumin),
log (prothrombin time), oedema (minimal versus either moderate or severe), stage
(ITI-IV versus I-II) and AIC status (absent/present). Backwards and forwards
selection procedures were used for model selection with entry criterion p<0.05 and
removal criterion p>0.05 for each variable at each step (Wald test). Likelihood ratio
tests were applied for overall model-fitting. Graphical and statistical comparisons
were made with a simulated control group of PBC patients, using the updated Mayo

model (see Section 2.1.5. for theoretical details).

It was believed that it may be more appropriate to distinguish between those PBC
patients with autoimmune cholangitis (AIC) and those without AIC in making
comparisons between UDCA-treated and control group subjects. Nineteen of the
patients were diagnosed as having autoimmune cholangitis (AIC). Summaries of
prognostic variables by AIC status are given in Table 3.2.1. below. When differences
in the average levels of prognostic variables were assessed, the only variable for
which there was weak evidence of a difference between the two groups was the serum
bilirubin concentration, with the AIC group having median 1.00 mg/dL as compared
to 0.80 mg/dL for the non-AIC group (Mann-Whitney test U=547, p=0.028). No
differences were found between groups for the discrete variables. There was no
statistical evidence provided of a difference in average risk scores between the two
groups. Comparisons with simulated control groups were undertaken using the Mayo

predictions for the AIC patients and non-AIC patients separately.
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Table 3.2.1. Characteristics of PBC patients at baseline by autoimmune cholangitis (AIC) status: 19

AIC patients and 85 non-AIC patients

AIC patients (n=19) Non-AIC patients (n=85)
Demographic variables
Median age in years (mean , s.e) 60 (58, 2.58) 61 (59, 1.18)
Sex, male 1 (5%) 9 (11%)
Clinical variable-Oedema N (%)
Minimal oedema 16 (84%) 77 (91%)
Moderate oedema 1 (5%) 4 (5%)
Severe oedema 2 (11%) 4 (5%)
Histologic variable— Ludwig stage” N (%)
Stage 1 or stage 2 10 (56%) 49 (58%)
Stage 3 or stage 4 8 (44%) 36 (42%)

Biochemical variables’

Median (mean, SE)

Total serum bilirubin (mg/dL)

1.00 (1.18, 0.11)

0.80 (1.18, 0.17)

Serum albumin (gm/dL)

4.1(4.2,0.18)

4.1 (4.1, 0.06)

Prothrombin time (seconds)

13.0 (13.5, 0.35)

12.8 (13.0, 0.14)

Risk score

Median (mean, SE)

Mayo model risk score

4.87 (5.03, 0.26)

461 (4.79, 0.13)
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3.3. Patients with HCC

3.3.1 Untreated HCC patients

Between January 1992 and January 1996, 73 patients were hospitalized with HCC in
the Gastroenterology Clinic. The prognostic variables available at diagnosis were:
age, sex, place of residence, tumour size, Okuda stage (I, II or III), cirrhosis
(present/absent), the presence of hepatitis markers (HCV, HBsAg, HCV+HBsAg,
anti-Hbe and anti-HBs), a-fetoprotein AFP (ng/ml), albumin (g/L), bilirubin (mg/dL)
and prothrombin time (s). The characteristics of the patients at diagnosis are presented
in Table 3.3.1.1. below, in which it can be seen the vast majority of these patients
were cirrhotics (62 out of 73, 85%) and male (61 out of 73, 84%). The missing values
are assumed to be MCAR (missing completely at random, i.e. the missing data
mechanism is assumed to be independent of the variables measured, pg 14, Little &

Rubin, 1990).

Of these HCC patients, 48 received no therapeutic intervention. The patients who did
not receive any treatment were similar with regard to prognostic factors to those who
received some form of treatment e.g. the Okuda indices were for 9% 1, 43% II and
48% III in the untreated patient group and 8%, 42% and 50% for I, II and III
respectively in the remaining patients. Also, there were 7 females (15%) and 41
(85%) males in this subgroup whilst the other subjects consisted of 5 (20%) females
and 20 males (80%). Survival analysis of the 48 untreated patients was undertaken,
using December 1996 as the cut-off date for the analysis. Survival times were
recorded in months. The single end-point considered was death due to HCC. There
were 41 deaths during this time period, all the deaths of patients in the study being
due to HCC. The median follow-up time was 5 months, the range being 1 to 33

months.

A scatter diagram (Figure 3.3.1.1.) indicated that there were no strong correlations
between the continuous variables, although there was evidence of weak positive
correlations between bilirubin concentration and prothrombin time and also between
age and albumin concentration. With regard to the hepatitis markers, there was strong
evidence of a negative association between HCV status and HBsAg (p=0.0002, chi-

square test) and evidence of a positive association between anti-HBc and HBsAg
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(p=0.0051, Fisher’s exact test). Histograms of the variables indicated that the AFP

and bilirubin concentrations had positively skewed distributions whilst the

distributions of the other continuous variables appeared approximately normal.

Natural logarithms were taken of the AFP and bilirubin concentrations prior to

statistical analysis, resulting in approximate normality.

Table 3.3.1.1. Characteristics at diagnosis of 73 HCC patients

Characteristics No. (%)
Sex Male 61 (84)
Female 12 (16)
Age (1)* 52-68 years 33 (46)
69-84 years 39 (54)
Place of residence (1) Heraklion 28 (39)
Rethymnon 24 (33)
Lassithi 9 (12.5)
Hania 9 (12.5)
Other 2 (3)
Tumour (6) Small 4 (6)
Medium 18 (27)
Large 22 (33)
Multiple 23 (34)
Okuda index (7) 1 8(9)
11 28 (42)
111 32 (49)
Cirrhosis (0) Present 62 (85)
Absent 11 (15)
Ascites (5) Present 23 (34)
Absent 45 (66)
|Hepatitis indicators:
HCV (3) Positive 38 (54)
HBsAg (3) Positive 18 (26)
AgHBe (25) Positive 3(6)
anti-HBc (25) Positive 14 (29)
anti-HBs (25) Positive 4 (8)
Concentrations: Range
mean AFP (ng/ml) + SE (2) 1050 + 229.6 4 to 8650
mean albumin (g/L) + SE (6) 33+0.6 23 to 41
mean bilirubin (mg/dL) + SE (7) 4.7+ 0.77 0.5t0294
mean prothrombin time (s) + SE (11) 14+0.1 12 to 17

*The numbers in brackets indicate the no. of missing values
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Figure 3.3.1.1. Pairwise scatterplots for the continuous prognostic variables measured at diagnosis for

48 untreated HCC patients: prothrombin time (Quick-time), AFP, bilirubin, age and albumin.
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3.3.2 HCC patients treated with octreotide versus controls

A randomised, controlled study of 58 patients with HCC was undertaken, with patient
accrual beginning in June 1991 and continuing until December 1995. The cut-off date
of the trial was March 1996. Inclusion criteria were liver biopsy diagnosis of HCC
and/or levels of alpha-fetoprotein (AFP) over 500 ng/l with compatible liver
ultrasound, computed tomography scan or hepatic angiography. Exclusion criteria
were small tumours judged to be suitable for surgery, variceal bleeding and hepatic

encephalopathy during the previous 30 days.

The patients included in the study were randomised into one of two groups, using
random number tables to determine group allocation. One group was administered
500 pg of octreotide subcutaneously in two divided doses. The other group received
no treatment and served as the control group. All patients had a monthly follow-up
with routine liver biochemical tests. Every two months, AFP concentrations were
determined and a liver ultrasound was performed every three months. Survival times
were recorded in months. Twenty-eight patients were randomised to the treatment
group and 30 patients formed the controls. The end-point was death due to HCC.
There were four patient withdrawals from the treatment group (none from the control
group). Analysis was by intention-to-treat. There were 56 deaths during the course of
the trial and 2 censored observations (as 2 subjects were withdrawn alive at the end of

the trial). Follow-up ranged from 1 to 42 months.

At time of entry to the trial, the size of the tumour was recorded as small (4 cases),
medium (9 cases), large (18 cases) or multiple (18 cases). Nine other prognostic
variables were measured at entry: AFP concentration (ng/ml), age, sex, serum
albumin concentration (g/L), serum bilirubin concentration (mg/dL), cirrhosis
(present/absent), place of residence, hepatitis (HbsAg present, anti-HCV present, both
markers present, neither marker present) and treatment (treated/controls). As the
distributions of AFP concentration values and bilirubin concentrations were highly
positively skewed, logarithms were taken of these values before any analyses were

performed. The resulting variables had approximately normal distributions.
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Table 3.3.2.1. Clinical and laboratory data summaries for HCC patients: 28 octreotide-treated patients

and 30 untreated controls

Patient group
Treated (n=28) Controls (n=30)
Age in years, median (range) 69 (53 to 84) 68 (52 to 87)
Sex
Male | 23 (82%) 25 (83%)
Female | 5 (18%) 5 (17%)
Cirrhosis
Present | 24  (86%) 23 (77%)
Absent | 4 (14%) 7 (23%)
Mean concentration of serum 5.8 (0.6 to 17.0) 6.6 (1.0 to 21.0)
bilirubin (mg%) (range)
Mean concentration of serum 33.3(25t0 41) 31.4 (25 to 40)
albumin (g/L) (range)
Child-Pugh index
A 1 (4%) 2 (6%)
B 10 (42%) 12 (38%)
C 13 (54%) 16 (56%)
Viral markers
HBsAg 6 (21%) & (27%)
Anti-HCV 15 (54%) 16 (53%)
HBsAg kot anti-HCV 1 (4%) 1 (3%)
Absent 6 (21%) 5 (17%)
Tumour size
Small (<3 cm) 3 (11%) 1 (5%)
Medium (3-8 cm) 5 (18%) 6 (19%)
Large (>8 cm) 11 (39%) 10 (33%)
Multiple 9 (32%) 13 (43%)
AFP (ng per ml)
<100 10 (36%) 10 (33%)
100 -299 4 (14%) 5 (17%)
300 - 500 4 (14%) 5 (17%)
>500 10 (36%) 10 (33%)
Okuda stage
I 2 (7%) 3 (10%)
I 13 (46%) 10 (33%)
111 13 (46%) 17 (57%)
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The continuous variables age, AFP, bilirubinand albumin were grouped into 3-level
factors, with approximately equal numbers at each level, for appropriate Kaplan-
Meier curves to be plotted and log-rank tests performed. Two prognostic classification
factors were also available at the time of entry to the study: the Child-Pugh index
(A,B,C) and the Okuda stage (LILIII). As can be seen in Table 3.3.2.1 above, there
were no major dissimilarities between the two patient groups at time of entry to the

trial.
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3.3.3. HCC patients treated with long-acting stomatostatin analogues versus
historical controls

Following the success of the subcutaneous short-acting octreotide treatment, both in
patients from the clinic (see Section 4.1.5.1 for these results) and in other studies, it
was decided in 1997 that no inoperable HCC patient would be left untreated, unless
they so desired. It was decided that all patients diagnosed at the clinic between 1*
October 1997 and 31% August 2000 would be accrued and treated with a long acting
somatostatin analogue, with random assignment to either lanreotide (given twice
every month) or octreotide LAR (given once every month). Patients in the study
received no other treatment. The choice of long-acting forms as opposed to short-
acting treatment was made by clinicians for patient’s convenience and also as there
may be a possible pharmacological advantage to long-acting forms (stable drug levels
in the blood for a long period of time). There were 32 patients diagnosed with
inoperable HCC during this time period, all of whom took up the option of treatment.
The patients were followed up until 1 December 2000 (the cut-off date for the
analysis). In order to enable comparisons of survival times with those of untreated
patients, a historical control group was formed, based on medical records of HCC

diagnoses at the University Hospital between 1992 and 1996.

Prognostic variables available for both groups at diagnosis included Okuda and Child-
Pugh staging at diagnosis. Only 2 of the treated patients had tumours classified as
Okuda I (with Child-Pugh stages B and C) and two as Child-Pugh C (Okuda II and
III). In order to have homogeneity as far as possible between the treated and untreated
patients with respect to the prognostic variables, the following selection restrictions
were applied to the potential control group: only untreated patients with tumours of
Okuda stages I or II were included and subsequently, of those selected patients with
an unfavourable Child-Pugh index (stage C), only those of Okuda stage I were kept in
the control group. Under these conditions, it is believed that any prior bias in favour
of the treated patients (known to occur often with historical controls) was minimized,
as patients who have tumours classed as Okuda stage III at the time of diagnosis are
known to have a worse prognosis than those with tumours classed as I or II and
similarly (although not to such a great extent) for those classed as Child-Pugh stage C.

The control group thus consisted of 20 untreated historical patients.
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The available prognostic variables were: treatment (treatment/no treatment), age, sex,
Child-Pugh index (grades A, B or C), Okuda stage (LII or IIl), cirrhosis
(present/absent), viral markers (B,C, negative) and typether (the therapy administered
came from one of two pharmaceutical companies; octreotide LAR 30mg vs lanreotide
30mg)." All variables were measured at the time of diagnosis. A summary of the
prognostic variables for each group is provided in Table 3.3.3.1. below. The mean
age of the patients at diagnosis was 69.8 (s.d. 8.2) years; the mean ages of treated
and untreated patients were 70.3 (sd 8.9) years and 69.0 (sd 7.1) years respectively.
Mean imputation was used for the single untreated patient of unknown age. There
were no other missing values. Survival times were recorded in months, the end-point
being death due to HCC. All deaths were due to HCC (i.e. there were no deaths due to
other causes). There were 36 deaths and 16 censored observations, 15 of the censored
observations occurring in the treated patient group and being due to termination of the
study. In the control group, the censoring was due to one patient being lost to follow-
up after 25 months. There were no treatment withdrawals during the study. The
median follow-up time (using the ‘reverse’ Kaplan-Meier method) was 24 months, the

ranging from 2 to 33 months.

! Typether- this variable distinguishes between the pharmaceutical companies providing the treatment,
although the 2 treatments were considered equivalent. The allocation was random.
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Table 3.3.3.1. Characteristics of 32 long-acting somatostatin treated HCC patients and 20 untreated

historical control HCC patients'.

Treated patients Historical controls
(n=32) (n=20)
Sex
Male | 26 (81%) 19 (95%)
Female | 6 (19%) 1 (5%)
Okuda stage
I]|10(31%) 7 (35%)
II | 20 (63%) 13 (65%)
I | 2 (6%) 0
Child-Pugh index
A | 24 (75%) 8 (40%)
B | 6(19%) 12 (60%)
2 (6%) 0
Cirrhosis
present | 26 (81%) 19 (95%)
absent | 6 (19%) 1 (5%)
BCLC’
AjorA; | 11 (34%) -
B | 6(19%) -
C | 15(47%) -
Viral markers
HCV+ | 9 (29%) 7 (35%)
HBV+ | 9 (29%) 8 (40%)
Negative | 13 (42%) 5(25%)
Therapy label’
Octreotide LAR | 16 (50%) -
Lanreotide | 16 (50%) -

TChi-squared tests were applied to assess evidence of associations between patient group and the prognostic factors

(with the exception of ‘cirrhosis’, for which Fisher’s exact test was applied due to the small numbers in each cell).

No evidence of an association between prognostic factors and treatment status was found i.e. Bonferroni-adjusted

p>0.05 for all tests. Okuda indices II and III were merged prior to testing, as were Child-Pugh indices B and C.

Not available for the historical control group
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3.4. Patients with ascites

The patients suffering from ascites whose data are analysed in the present study were
admitted to the Department of Internal Medicine of the University Hospital between
November 1995 and February 1997. All patients were in a clinically stable condition.
Two separate data sets were analysed. The first data set consisted of measurements on
50 ascites patients (group A), of whom 23 patients were cirrhotics whilst the
remaining 27 patients had malignant peritoneal effusions. The age ranges were 45 to
83 years (median 66 years) and 39 to 88 years (median 59 years) for the patients with
cirrhosis and malignant neoplasms respectively. In group A patients with malignant
ascites, the malignancies were of the following types: ovarian carcinoma (12
patients), hepatoma (3 patients), pancreatic carcinoma (3 patients), breast carcinoma
with hepatic metastases (2 patients), colon carcinoma (2 patients), peritoneal
neoplasm (2 patients), stomach carcinoma (2 patients), gallbladder carcinoma (1
patient). The 23 patients with cirrhotic ascites had four types of underlying liver
disease: hepatitis B (12 patients), hepatitis C (5 patients), alcoholic cirrhosis (5
patients) and primary biliary cirrhosis (1 patient). The second data set consisted of
measurements on 61 subjects without signs of sepsis (group B, 27 males, 34 females).
This group consisted of 23 cases of malignant ascites (MA), 13 cases of non-
malignant ascitic exudates (NMA) and 25 cases of (non-malignant) ascitic transudates
(TA)’. The ages of the patients in group B ranged from 27 to 88 years (median 62

years).

In analysing the first data set described above, the aim was to evaluate the
effectiveness of the ascitic fluid to serum ratio of various acute phase proteins,
immunoglobulins and cytokines complemented by other biochemical measurements
such as total protein, albumin and lactate, in differentiating between malignant ascites
and ascites caused by cirrhosis. In undertaking the statistical analyses it is, of course,
assumed that the diagnoses of malignant and cirrhotic ascites were made
independently of the measurements included in the models. Spearman’s rank
correlation coefficients were calculated to assess the degree of association between
the biochemical ratio parameters. For group A patients, the non-parametric Mann-

Whitney test was used to compare the levels of each biochemical ratio between the

? Transudates are non-malignant
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two disease groups for the variables displaying a skewed distribution. The univariate
tests were adjusted for multiple comparisons using the Bonferroni correction,
resulting in a p-value less than 0.0019 representing significance at the 5% level (pg
384, JA Rice, 1988). Subsequently, a multivariable recursive partitioning approach
was taken in order to determine the most significant biochemical predictors of the two
disease groups when considering the variables simultaneously, as described in

Section 2.2.1.

The aim in the statistical analysis of the second data set was to accurately identify the
nature of a peritoneal effusion by investigating a wide array of acute-phase proteins
and cytokines, complemented by other biochemical parameters, in the serum and
ascitic fluid of patients. Initially, nonparametric Spearman rank correlation
coefficients were calculated to assess the degree of pairwise associations between the
biochemical variables. Log transformations were applied to the variables where
necessary, to achieve approximate normality. For group B patients, one-way
ANOVAs were subsequently performed to assess possible evidence of differences in
the mean levels of biochemical measurements between the three groups. An
indication of between which pairs of effusion types differences may lie was given by
the use of Student-Newman-Keuls (SNK) contrasts. The Bonferroni correction factor
was applied to adjust for multiple comparisons (pg 384, JA Rice, 1988). Multivariate
discriminant analysis techniques were subsequently employed (as described in
Section 2.2.2). Only the variables achieving significance at the univariate level were

considered in the multivariate analyses.
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3.5 Epidemiological survey

The seroprevalence of the viral markers HBsAg and anti-HCV in Crete were
estimated in three separate epidemiological surveys. The first survey involved
retrospective data from 65 219 blood donors in three Cretan prefectures taken over a
five year period (1992 to 1996): Heraklion (16 792 donors), Rethymnon (16 432
donors) and Hania (31 995 donors). Only 7871 (12%) donors were female. Also
estimated was the exposure to HBV in Hania and Heraklion, using positivity for the
hepatitis B core antigen, HbcAb as the measure of exposure. There were no repeated
measurements included in the survey. The second survey involved retrospective data
obtained from 46 901 high-risk hospital patients (22 779 males, 49%) of the 281,184
(138,850 male) admissions recorded over the five-year time period. 15 391 patients
(33%) were from the University Hospital in Heraklion, 21 285 patients were from the
General District Hospital in Hania (45%) and 10 225 patients (22%) were from the
General District Hospital in Rethymnon. The criteria for inclusion were alcoholism,
altered liver function tests or exposure to standard risk factors for HBV and HCV
infection (family history, professional risk, major or minor surgical operations,
multiple sexual contacts etc). An exclusion criterion for HBV testing was previous
vaccination for hepatitis B. Further inclusion and exclusion details are given in the
corresponding publication (Koulentaki et al, 2001). All patients were tested for
HBsAg, but only 73% were tested for the presence of anti-HCV whilst only patients
at the Heraklion and Hania hospitals were tested for HBcAb.

In each of the two above surveys, the standard large sample normal approximation to
the binomial distribution was used to assess differences in prevalence between regions
(pg 123-5, Armitage & Berry, 1987). In addition, Cochran’s test was applied to test
for overall differences between sexes, whilst accounting for different sample sizes
from each region (pg 380-4, Armitage & Berry, 1987). Finally, an odds ratio approach
was taken to compare risks by gender, with the estimation of 95% C.I.s for the odds

ratio estimates (pg 458, Armitage & Berry, 1987, pg 21, A. Agresti, 1984).

The third survey was a community-based serosurvy. The design was, in fact, that of a
two-stage stratified sampling process. For stage 1, 8 regions in Heraklion and 5 rural
areas (villages) were selected at random with probabilities proportional to population

size. Stage 2 involved samples being drawn at random from each of the stage 1 units,
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using uniform sampling fractions. In total, 446 (50 % female) and 479 (40% female)
subjects were tested in urban and rural areas respectively. Significance tests and
confidence intervals were again obtained using standard tests for differences between
proportions. It is known, however, that the simple random sampling formulae may
underestimate the true standard errors, contributing more precision to the sample

estimates than they actually have (pg 202, Moser & Kalton, 1971).
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4.1 Survival analysis

4.1.1 The natural history of cirrhosis

A. Prognosis for compensated cirrhotics

The Kaplan-Meier PL estimate of the ‘decompensation-free’ function is given in
Figure 4.1.1.1. The median overall time to decompensation was 58 months with 95%
confidence limits (CL) of 51 and 65 months. The two prognostic factors available at
diagnosis that were found to have a significant effect on the time to decompensation
(using the log rank test and univariate Cox PH models) were the aetiology of the

cirrhosis and the sex of the patient (Table 4.1.1.1).

Table 4.1.1.1. Estimated median time to decompensation and log rank test results by prognostic factors
sex, age and aetiology (n=306")

Factor Time to decompensation
n . Lower Upper stgggtzzlzgﬂ p value
Median | 950, CLL | 95% CL
Overall: 150 events, 156 (51%)
censored 306 58 51 65
Sex 9.20 (1) 0.0024
Male 168 50 38 62
Female 138 72 53 91
Age at diagnosis (12 missing) 1.30 (1) NS
<64 yrs 144 66 48 83
>=64 years 162 57 46 68
Type of cirrhosis 30.50 (4)] <0.0001
Alcohol 56 35 19 51
Alcohol+virus* 17 31 16 46
Hepatitis B 45 36 20 52
Hepatitis C 145 81 45 117
Cryptogenic/Other| 43 58 55 61

3306 of the 312 patients were included in the survival analysis (5 had missing dates of diagnosis and 1 had missing
date of decompensation).
* 6 had alcohol+HBV, 11 had alcohol+tHCV

Kaplan-Meier estimates of the proportion of patients remaining compensated (i.e.
‘decompensation-free’) against time to decompensation according to cirrhosis
aetiology are depicted in Figure 4.1.1.2. It is clearly seen that those with hepatitis C
have longer times to decompensation than the other groups (overall log rank test
statistic 30.5 on 4 df, p<0.0001, risk of decompensation for those with hepatitis C
being 0.57 times that of cryptogenics, with 95% CL 0.34 and 0.96; the median time to
decompensation for hepatitis C cirrhotics was 81 months with 95% CL of 45 and 117

months.
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Figure 4.1.1.1. Kaplan-Meier estimate of the ‘decompensation-free’ function for the 306 patients

diagnosed with compensated cirrhosis.
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Figure 4.1.1.2. Kaplan-Meier estimates of the ‘decompensation-free’ functions for patients diagnosed

with compensated cirrhosis by aetiological group.

The 3-, 5- and 7- year decompensation rates are presented by cirrhosis aetiology in
Table 4.1.1.2, from which it can be seen that 65% of the cirrhotics initially diagnosed
as compensated remain in the same state after 3 years, with this percentage falling to

49% after 5 years and 34% after 7 years. For those patients who are anti-HCV
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positive, the decompensation-free percentage after 7 years is 47% (95%C.1. 34% to

61%) as contrasted with 15% for those with alcohol as aetiology (with 95% C.I. 3% to

26%).

Table 4.1.1.2. Estimated percentage of cirrhosis patients remaining decompensation-free 3, 5 and 7 years

after diagnosis by aetiology and gender (n=306)

Cumulative percentage of decompensation-free patients
3 5 7
No. of y y y
patients
% Lower Upper (%  Lower Upper |% Lower Upper
95%  95% 95%  95% 95%  95%
CL CL CLCL CL CL
All 306 65 60 71 49 42 56| 34 26 42
Aetiology  Alcohol 56| 49 36 62| 29 16 421 15 3 26
Alcohol+virus* 17 47 21 73 38 11 64
HBsAg positive 45 49 34 65 30 12 48 24 6 42
anti-HCV posititve 145 79 72 86| 65 55 74 47 34 61
No aetiology
given/cryptogenic| 43 65 50 79| 35 12 590 27 3 50
Sex male 168 60 52 68| 44 35 531 25 14 36
female 138] 72 64 80 54 44 64| 43 32 55

*The maximum follow-up time was 76 months

Table 4.1.1.3. Estimated relative decompensation rates by significant prognostic factors after fitting a

Cox PH model for time to decompensation (n=299%)

. Lower 95% |Upper 95% |Wald
Factor Relative rate CL Cip statistic p value
Age at diagnosis 299 1.02 1.00 1.03 4.49 (1) 0.034
Type of cirrhosis 29.81 (4) <0.0005
Alcohol 55 1.72 1.00 2.97
Alcohol+virus 16 1.57 0.67 3.66
Hepatitis B 45 1.48 0.83 2.67
Hepatitis C| 141 0.58 0.34 1.00
Cryptogenic/No
actiology given| 42 1

*Initially 312 patients, but 13 patients had unknown values for at least 1 variable, including 6 with unknown time

to decompensation

The results of the multivariate Cox PH model are presented in Table 4.1.1.3 above, in

which it be seen that age at diagnosis and cirrhosis aetiology are both significant

prognostic factors for the time to decompensation. A year’s increase in the age at

diagnosis leads to a 2% increase in the hazard of decompensation. The risk of

decompensation of cirrhotics with alcohol as aetiology is estimated to be 72% higher
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than that of cryptogenic cirrhotics, with 95% CL of 0% higher and 197% higher,
whereas type C patients have an estimated risk 42% lower than the risk of
cryptogenics, with 95% CL of a 66% decrease and equal risk. Figure 4.1.1.3 is a plot
of the martingale residuals against the age at diagnosis variable, from which it appears
that age can be adequately used in the model without transformation (note that the
censored cases have been distinguished from those in which decompensation occurs,
the former taking negative values as described in Section 2.1.2.2.1.) as there is

roughly random scatter about 0.
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Figure 4.1.1.3. A plot of martingale residuals for the Cox time to decompensation model by age at
diagnosis; stars represent decompensation-free cases and squares represent patients who decompensate

during the study period.

A log-cumulative hazard plot of the Cox-Snell residuals is given in Figure 4.1.1.4,
from which it may be inferred that the model fits the data satisfactorily, as the plot is
fairly close to a straight line. The 6 smallest (most negative) Cox-Snell residuals,
including the log-residual of —6.1, correspond to patients who decompensate one

month after diagnosis.
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Figure 4.1.1.4. A log-cumulative hazard plot of the Cox-Snell residuals for the Cox PH model fitted

for time to decompensation.

Bootstrap analysis confirmed the stability of the Cox model for time to
decompensation in compensated cirrhotics. In Table 4.1.1.4 below it can be seen that
the estimated regression coefficients and their SEs prior to resampling are very similar
to the bootstrap results. The median and mean of the coefficients g* were also in
close agreement. Based on the 90% CL for both the BCa and the empirical
percentiles, all coefficients except HBV (versus cryptogenic) and alcohol/virus

(versus cryptogenic) were significantly different from zero, as in the original model.

Table 4.1.1.4 Bootstrap estimates of regression coefficients and standard errors based on the Cox
decompensation model (1000 replicates)

Variable | Regression Bootstrap Estim- Median & 90% Median & 90% BCa
Coefficient regression ated empirical confidence confidence limits
coefficient bias limits
— - ~ - o, o, o, o, o, o,
Age 0.016 0.007 0.017 0.008 0.001 0.004 | 0.017 | 0.029 | 0.003 0.015 0.028

Cirrhosis aetiology:

Alcohol | 0.544 | 0.279 0.565 0.311 0.021 0.068 | 0.560 1.081 | 0.003 | 0.527 | 1.035
HBV 0.400 | 0.299 0.407 0.311 0.007 -0.122 | 0.402 | 0919 | -0.139 | 0.397 | 0.893
HCV -0.543 | 0.272 -0.542 0.296 -0.001 -1.014 | -0.553 | -0.048 | -1.001 | -0.535 | -0.014
Alcohol | 0.454 | 0.432 0.424 0.470 -0.030 -0.342 | 0.443 1.155 | -0.309 | 0474 | 1.177
+ virus

Histograms of the empirical distribution of replicated regression coefficients for each

variable with a smoothed density estimate are provided in Figure 4.1.1.5, from which
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it can be seen that the distributions are very close to normal. Using jackknife after
bootstrap techniques to assess the influence of each of the observations on the bias, no
highly influential points were detected (the maximum absolute relative influence on

the bias being less than 5 for all observations).
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Figure 4.1.1.5. Histograms of the empirical distributions of parameter replicates for the Cox time-to-
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decompensation model (B=1000)

A prognostic index (PI) for decompensation was derived from the Cox model as :

PI=0.016 * (age —62.29) + 0.54*Ind{alcohol} + 0.40*Ind{ HBV}- 0.54*Ind{HCV}
+ 0.45 *Ind{alcohol+ viral hepatitis}

where Ind{X}=1 if X is the aetiology, 0 otherwise.

If a compensated cirrhosis patient has cryptogenic cirrhosis aetiology, the PI is simply
0.016 * (age —62.29). The PI for the patients in the study ranges from -0.94 to 0.88.
Figure 4.1.1.6 shows the estimated probability of being decompensation-free at 3, 5
and 7 years as a function of the PI. The SPSS syntax for derivation of this figure is
provided in Appendix F. For example, a man (or woman) aged 44 with HBV as the
underlying cause will have PI of 0.016*(44-62.29)+0.40=0.11 and will therefore have
estimated probabilities of being decompensation-free for at least 3, 5 and 7 years after
diagnosis of 0.49, 0.29 and 0.15 respectively. Once the PI has been calculated, these
probabilities can be estimated graphically using Figure 4.1.1.6. If the same person

had HCV as underlying aetiology, the corresponding PI would be 0.016*(44-62.29)-

75




0.54 =-0.83 with estimated probabilities of being decompensation-free for at least 3, 5

and 7 years after diagnosis of 0.75, 0.62 and 0.48 respectively.

1.0

At least 3 years

At least 5 years
I

Probability of being decompensation-free

At least 7 years

PI

Figure 4.1.1.6 Estimated probability of a compensated cirrhosis patient diagnosed at the Clinic
remaining decompensation-free for at least 3, 5 and 7 years after diagnosis, as a function of the

prognostic index (PI).

0,30
0,25 * 2
. L 2
0,20
2 L 4
]
o
% 0,15
2 L 4
]
0,10
0,05
0,00
0 1 2 3 4 5 6
Time (years)

Figure 4.1.1.7. The Brier score for the PI derived from the Cox model for time to decompensation in

306 patients diagnosed with compensated cirrhosis.

Figure 4.1.1.7 is a graph of the Brier score for the data as a function of time. For a

short time after diagnosis, it can be seen that the Cox model predictions are accurate,
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as the Brier score is relatively low (e.g. 0.14 at 1 year). From 5 years onwards,
however, the score approaches 0.25, 0.25 being the score when the trivial prediction

z(t*)=0.51s made for all patients. R? takes values of 1% and 2% at 1 and 2 years

respectively and reaches a maximum of 6% after 3 years, but from 5 years on, there is
no advantage of the Cox model over the simple Kaplan-Meier estimate (as the R
value falls to 4% after 4 years and 0% after 5 years). This may be expected, as the
median follow-up time is just under 5 years and at this time the Kaplan-Meier
estimate approaches 0.5, a situation where predictions are harder to make than

initially when almost all patients are alive (Graf et al, 1999).

The median survival time for patients presenting with compensated cirrhosis was 10.5
years with 95% C.I. 103 to 149 months. The Kaplan-Meier PL estimate of the overall
survival function is given in Figure 4.1.1.8 below. The two prognostic factors
available at diagnosis that were found to have a significant effect on the survival time
were again the aetiology of the cirrhosis and the sex of the patient (Table 4.1.1.5
below).

Table 4.1.1.5. Estimated median survival times and log rank test results for patients diagnosed as

having compensated cirrhosis by sex, age and aetiology (n=307%).

Survival time in months for
. . Logrank
n compensated cirrhotics statistic | p value
Median Lower | Upper (df
95% CL |95% CL
Overall: 70 events, 237 (77.2%)
censored 307 126 103 149
Sex (3 missing) 304 11.58 (1)]  0.0007
Male 145 106 78 134
Female 162 114** 104 123
Age (10 missing) 297 1.52 (1) NS
<64 yrs| 145 130 91 169
>=64 years 162 126 84 168
Cirrhosis aetiology 304 16.54 (4)] 0.0024
Alcohol 56 120 101 139
Alcohol+virus 17 84 68 100
Hepatitis B 45 85%* 66 103
Hepatitis C 146 113%* 103 124
Cryptogenic/Other 43 72 65 83

*Initially 312 patients, but 5 have missing survival time
** Estimates of the mean survival time (as it was not possible to estimate the variability of the median)

The mean survival time for type C cirrhotics was estimated to be 113 months with

95% C.1. 103 to 124 months. Compensated type C cirrhosis patients appear to have
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longer survival times on average than the other aetiological groups (overall log rank
test statistic 16.5 on 4 df, p<0.002, the hazard for those with hepatitis C as aetiology
being 66% lower than that of cryptogenics, with 95% CL of 83% lower and 31%
lower. Female compensated cirrhotics have longer survival times on average, with
death risk for females estimated to be 58% lower than that of males, with 95% CL

75% lower and 30% lower than the risk for males.
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Figure 4.1.1.8. Kaplan-Meier estimate of the survivor function for the 306 patients diagnosed with

compensated cirrhosis.

Kaplan-Meier PL estimates of the survivor function according to cirrhosis aetiology

are depicted in Figure 4.1.1.9. below.
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Figure 4.1.1.9. Kaplan-Meier estimates of the survivor function for the 306 patients diagnosed with

compensated cirrhosis by cirrhosis aetiology.
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The 3-, 5- and 7- year survival rates are presented by cirrhosis aetiology in Table
4.1.1.6 below, from which it can be seen that 89% of the patients with an initial
diagnosis of compensated cirrhosis remain alive after 3 years, with this percentage
decreasing to 79% after 5 years and 67% after 7 years. Seven years after diagnosis,
76% of HCV patients and 70% of alcoholics remain alive, as contrasted with 47% of

HBYV patients and 48% of those with cryptogenic cirrhosis.

Table 4.1.1.6. Estimated percentage of patients surviving 3, 5 and 7 years after diagnosis of

compensated cirrhosis (n=307)

Survival percentages for compensated cirrhotics

No. of 3y Sy Ty
patients % Lower Upper|% Lower Upper (% Lower Upper
95%  95% 95%  95% 95%  95%
CL CL CL CL CL CL
All cirrhotics 307 | 89 85 93 79 74 85 67 59 75
Aetiology
Alcoholl 56 89 80 97 78 66 90 70 55 84

Alcohol+virus*| 17 85 66 100 | 74 49 100
HBsAg+ 45 75 62 89 64 48 81 47 27 68

anti-HCV + 146 |94 90 98 88 81 94 76 64 88

No actiology|
given/cryptogenic| 43 85 75 96 74 58 89 48 25 71
Sex male] 168 | 85 80 91 72 64 80 60 50 71

female] 139 |94 89 98 87 80 94 76 64 87

* There were no events after 5 years or more after presentation. This may be due to the small numbers in this sub-
group by this time.

The results of the multivariate time-fixed Cox PH model for overall survival
prognosis of compensated cirrhosis using the three variables available at diagnosis are
presented in Table 4.1.1.7 below. Sex, age at diagnosis and cirrhosis aetiology can all
be seen to be significant prognostic factors for the survival of these patients. Females
have an estimated death rate of 0.37 relative to males, with 95% CL of 0.20 and 0.69.
An estimate of the death rate of cirrhotics with with anti-HCV positive is 0.45
compared to cryptogenics, with 95% CL of 0.22 and 0.94. An increase of one year in
age results increases the risk of death by 3%, with 95% CL of 0% (i.e. no change in
risk) and 5%.

79



Table 4.1.1.7. Estimated relative death rates by prognostic factor after fitting a Cox PH model for

patients diagnosed with compensated cirrhosis (n=297%)

Factor Relative Lower Upper Wald p value
95% CL | 95% CL | statistic
rate
Sex

Female 0.37 0.20 0.69 9.86 (1) 0.0017
Age at diagnosis 1.03 1.00 1.05 5.15(1)]  0.0233
Type of cirrhosis 10.10 (4)] 0.0388

Alcohol 0.53 0.25 1.14

Alcohol+virus 0.34 0.07 1.54

Hepatitis B 1.07 0.51 2.27

Hepatitis C 0.45 0.22 0.94

Cryptogenic/Other| 1

*Initially 312 patients, but 15 patients had unknown values for at least 1 variable, including 5 with unknown
survival time

The stability of the above model was investigated using bootstrap analysis. In Table
4.1.1.8 below it can be seen that the estimated regression coefficients and their SEs
prior to resampling are similar to the bootstrap results, although the bias in the
alcohol/virus aetiology coefficient stands out at -0.56. The median and mean of

the #* were in close agreement for all variables other than the alcohol/virus aetiology

indicator variable (mean coefficient —1.643, empirical median —1.136, BCa median —
1.046). Based on the 90% CL for both the BCa and the empirical percentiles, the
coefficients for sex, age and HCV were significantly different from zero, as in the
original model. Histograms of the empirical distribution of replicated regression
coefficients for each variable with a smoothed density estimate are provided in Figure
4.1.1.10., from which it can be seen that the distributions are close to normal for all
apart from the alcohol+viral hepatitis aetiology indicator variable, for which the
distribution appears to be bimodal. Using jackknife after bootstrap techniques to
assess the influence of each of the observations on the bias, there were found to be
two highly influential points in the distribution of the alcohol+viral hepatitis aetiology
indicator variable (with absolute relative influence on the bias of 10.07 and 9.78, see
Figure 4.1.1.11). When the Cox model was refitted omitting the influential
observations, the empirical distribution histograms appeared close to normal for all
variables (Figure 4.1.1.12) and no highly influential points were detected. The
regression coefficients, and hence the relative risks, changed only very slightly for
variables other than the alcohol+viral hepatitis variable (see Table 4.1.1.9 below). In
fact, only the RR for the alcohol plus virus actiological category changed to more than

the second decimal place, changing from 0.34 to 0.003.
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Table 4.1.1.8 Bootstrap estimates of regression coefficients and standard errors based on the Cox survival model

for compensated cirrhotics (1000 replicates)

Variable | Regression Bootstrap Estima | Median & 90% empirical Median & 90% BCa
Coefficient regression ted confidence limits confidence limits
coefficient bias
— —~ — ~ o, o, o, 0, o, o,
B se(ﬂ) B* se( B 5% 50% 95% 5% 50% 95%
Sex -0.993 0.316 -1.010 0.344 -0.016 -1.586 -1.000 -0.450 -1.581 -0.985 -0.446
Age 0.025 0.011 0.026 0.011 0.001 0.008 0.026 0.046 0.005 0.024 0.044
Cirrhosis aetiology:
Alcohol -0.627 0.388 -0.631 0.401 -0.004 -1.283 -0.642 0.038 -1.248 -0.608 0.059
HBV -0.077 0.380 0.121 0.422 0.044 -0.566 0.113 0.813 -0.723 0.046 0.685
HCV -0.789 0.370 -0.778 0.380 -0.011 -1.397 -0.791 -0.143 -1.404 -0.791 -0.155
Alcohol -1.082 0.772 -1.643 1.875 -0.560 -6.283 -0.136 0.131 -6.126 -1.046 0.179
+ virus

Table 4.1.1.9 Regression coefficients and standard errors for the Cox survival model for compensated cirrhotics,

before and after the removal of observations found to be influential using jackknife after bootstrap techniques.

Variable Cox model regression coefficients and | Cox model regression coefficients and standard
standard errors prior to stability analysis errors following stability analysis
B SE(B) Z P s SE(S) Z P
Sex -0.993 0.316 -3.141 0.002 -0.988 0.317 -3.120 0.002
Age 0.025 0.011 2.270 0.023 0.023 0.011 2.102 0.036
Alcohol -0.627 0.388 -1.615 0.110 -0.645 0.388 -1.661 0.097
HBV 0.077 0.380 0.202 0.840 0.073 0.380 0.192 0.850
HCV -0.789 0.370 -2.131 0.033 -0.794 0.370 -2.146 0.032
Alcohol+viral hepatitis | -1.082 0.772 -1.402 0.160 -5.894 8.015 -0.735 0.460
Sex AgeDiag alc
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Figure 4.1.1.10. Histograms of the empirical distributions of parameter replicates for the Cox survival model for

compensated cirrhotics (B=1000)
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Figure 4.1.1.11. Influence plots for regression coefficients in the Cox model for survival time of compensated

cirrhotics.
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Figure 4.1.1.12. Histograms of the empirical distributions of parameter replicates for the Cox survival model for

compensated cirrhotics excluding influential observations (B=1000)

It is known that HCC and decompensation may occur at some date following
diagnosis of compensated cirrhosis. The model derived above can be extended to take
account of the occurrence of HCC and/or decompensation. In Table 4.1.1.10a are
displayed the results of entering the binary factor HCC (no, yes) into the prognostic
model derived previously, as a time-dependent variable. In the time-dependent model,
the coefficients represent the effects that the covariates have both at entry and any
time thereafter (and so cannot be interpreted as easily as those in time-fixed models,
and cannot be interpreted as direct effects on the hazard at entry). The presence of the
HCC variable overrides the effect of sex and age at diagnosis. A model incorporating
the occurrence of decompensation as a time-dependent variable, in addition to the
variables sex, age at diagnosis and cirrhosis aetiology is given in Table 4.1.1.10b. It

can be seen that following backwards selection procedures sex, cirrhosis aetiology
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and decompensation (yes/no) remain as significant prognostic factors. Finally, a
model is fitted in which both HCC (no, yes) and the occurrence of decompensation
(no, yes) are introduced as time-dependent variables in addition to the other
prognostic variables (Table 4.1.1.10¢). The final model contains only the two time-
dependent variables, showing that once the occurrence of HCC or decompensation

has been accounted for, the other variables (sex, aetiology, age) are not of significance

in the survival prognosis.

The corresponding SPSS syntax for the time-dependent

model is given in Appendix C.

Table 4.1.1.10a. Factors associated with survival for those diagnosed with compensated cirrhosis,

including HCC as a time-dependent covariate in the prognostic model (n=297)

Factor Regression coefficient [SE (B;) p value
(B2

HCC 3.03 0.297 0.0000;
Cirrhosis aetiology 0.0138

Alcohol -0.39 0.376

Alcohol+virus -0.88 0.764

Hepatitis B -0.22 0.393

Hepeatitis C -1.15 0.371

Cryptogenic/Other|

Table 4.1.1.10b. Factors associated with survival for those diagnosed with compensated cirrhosis,

including the occurrence of decompensation as a time-dependent covariate in the prognsotic model

(n=297)
Factor Regression coefficient |SE (B;) p value
(B>
Sex
Female -1.14 0.355 0.0013
Decompensate 3.79 0.480 0.0000,
Cirrhosis aetiology 0.004
Alcohol -0.82 0.380
Alcohol+virus -1.33 0.767
Hepatitis B 0.49 0.380
Hepatitis C 0.11 0.415
Cryptogenic/Other|

Table 4.1.1.10c. Factors associated with survival for those diagnosed with compensated cirrhosis,

including the occurrence of decompensation and HCC as time-dependent covariates in the prognostic

model, considering also sex, age and type of cirrhosis (n=297)

Factor Regression coefficient |SE (B;) p value

(B2
Decompensation 3.64 0.478 0.0000,
HCC 2.83 0.306 0.0000
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B. Prognosis for decompensated cirrhotics

The Kaplan-Meier PL estimate of the survival function for those presenting with

decompensated cirrhosis is given in Figure 4.1.1.13 below. The median overall

survival time was 59 months (with 95% C.I. 43 to 76 months). The single prognostic

factor available at diagnosis that were found to have a significant effect on the time to

decompensation (using the log rank test and univariate Cox PH models) was the type

of decompensation (Table 4.1.1.11).
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Figure 4.1.1.13. Kaplan-Meier estimate of the survival function for the 138 patients who present with

decompensated cirrhosis.

Table 4.1.1.11. Estimated median survival time and log rank test results for the 138 patients who present with

decompensation by prognostic factors sex, age, type of decompensation and cirrhosis aetiology

Estimated survival time in months
for decompensated cirrhotics Logrank
n o p value|
Median Lower Upper 95% |statistic (df)
95% CL CL
Overall: 66 events, 72(52.2%) 138 59 3 76
censored
Sex 0.02 (1) NS
Male[ 107 58 47 69
Female| 31 72 37 106
Age 0.06 (1) NS
<64 yrs| 67 59 43 75
>=64 years| 71 58 35 81
Type of decompensation 21.38 (3) | 0.0001
Variceal bleeding| 22 64 33 95
Hepatic encephalopathy/hepatic 10 5 ) ]
encephalopathy-tother
Ascites| 89 64 49 79
Other/Unknown| 17 54 16 92
Cirrhosis aetiology 5.00 (3) NS
Alcohol/Alcohol+virus| 73 64 41 87
Hepatitis B] 18 14 0 34
Hepatitis C| 28 59 33 86
Cryptogenic/Other/Missing] 19 64 25 102
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Kaplan-Meier estimates of the survivor function according to the nature of the

decompensation are depicted in Figure 4.1.1.14. below.
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Figure 4.1.1.14. Kaplan-Meier estimate of the survival function for the 138 patients who present with

decompensated cirrhosis by type of decompensation.

It is clearly seen that those suffering from hepatic encephalopathy have shorter
survival times than the other groups (overall log rank test statistic 21.4 on 3 df,
p=0.0001), with the hazard for those with hepatic encephalopathy being 4.95 times
that of those who display variceal bleeding (95%C.I. 1.84 to 13.32). The median
survival time for cirrhotics presenting with hepatic encephalopathy was 5 months with

95% C.I. 2 to 8 months.

The percentages of decompensated cirrhotics surviving after 3, 5 and 7 years are
presented by type of decompensation in Table 4.1.1.12. Three years after presentation
with decompensated cirrhosis, 62% of patients remain alive, whereas this falls to 48%
after 5 years and 36 % after 7 years. These percentages vary greatly between the
decompensation groups e.g. after 3 years only 13% of those who suffered from
hepatic encephalopathy remain alive, as contrasted with 72% of those with variceal

bleeding and 66% of those with ascites.
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Table 4.1.1.12. Estimated percentage of patients surviving 3, 5 and 7 years after presentation with

decompensated cirrhosis by aetiology and type of decompensation (n=138)

Survival percentages for decompensated cirrhotics
No. of 3y 5y 7y
patientsio, Lower Upper [% Lower Upper % Lower Upper
95%CL  95%CL 95%CL  95%CL 95%CL  95%CL
All cirrhotics 138] 62 53 71] 48 38 58] 36 26 45
Cirrhosis aetiology
Alcohol/Alcohol+virus 73| 66 54 79 52 38 66| 41 25 57
Hepatitis B 18| 34 9 60| 26 2 501 13 0 34
Hepatitis C 28| 69 49 88| 50 28 71| 30 8 52
Cryptogenic/Other/Missing™* 19| 64 40 87| 55 29 81
Type of decompensation
Variceal bleeding] 22| 72 52 93] 60 37 83| 32 0 64
Hepatic encephalopathy** 10| 13 0 36
Ascites 89| 66 54 77| 52 39 64| 40 27 54
Other/unknown*** 17) 59 33 84

*The last death was at 5 years, 4 months. After this there were only 3 censored observations
**Or hepatic encephalopathy plus other complication: the longest survival time here was 3 years,

9 months

***The last death was at 4 years, 6 months. After this there were only 3 censored observations

The multivariate Cox PH model fitted stepwise selection procedures indicated that

age was also a significant prognostic factor, when considered jointly with the type of

decomposition (Table 4.1.1.13).

Table 4.1.1.13. Cox estimates of relative death rates by significant prognostic factor for those who

present with decompensation, initially considering sex, age, type of decompensation and type of

cirrhosis (n=136)

Factor Relative LO:V er Upoper Wald |p
rate 5% 95% statistic |value
CL CL
Age at decompensation 1.02 1.00 1.04 |3.62(1)]0.057
0.000
Type of decompensation 1878 3)] 3
Variceal bleeding 1
Hepatic encephalopathy/ hepatic encephalopathy + other|] 5.72 2.08 | 15.72
Ascites|] 0.84 0.42 1.69
Other/Unknown| 1.02 0.40 2.60

The adequacy of the Cox model was checked with the use of partial and martingale
residuals (Figures 4.1.1.15 and 4.1.1.16). In Figure 4.1.1.15 it can be seen that the
partial residuals are distributed fairly evenly around the zero line, as is expected if the

assumption of proportional hazards is met.
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Figure 4.1.1.15. A plot of the partial residuals for age at decompensation from the Cox PH model

against survival time for decompensated cirrhosis patients.
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Figure 4.1.1.16 A log-cumulative hazard plot of the Cox-Snell residuals for the Cox PH model fitted

for survival time of patients with decompensated cirrhosis.

From the log-cumulative hazard plot of the Cox-Snell residuals (Figure 4.1.1.16) it
may be inferred that the Cox PH model fits the data well, as the points lie close to a
straight line with unit gradient. To check the assumption that time-fixed coefficients
are indeed appropriate, the data set was split into 3 data sets , with follow-up censored
after 3, 5 and 7 years and models refitted (as described in Methods 2.1.2.2.2.). No

noticeable trends were found in the estimated coefficients.

Figure 4.1.1.17 depicts sex by survival time for decompensated cirrhotics, with
censored values distinguished from uncensored, to test for the possibility of
informative censoring (given the 27 losses-to-follow-up). No pattern is evident, thus

allowing the inference that it is unlikely that informative censoring is present (see
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Methods 2.1.2.2.3.). When a logistic regression model is fitted using backwards
stepwise selection (with entry criterion p<0.05 and removal criterion p>0.01) with
age, sex and type of decompensation initially included as explanatory variables and
event status as the response status (censored/uncensored), the final model is the null
model, again providing evidence that it is satisfactory to use PH regression techniques

here.
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Figure 4.1.1.17 A scatterplot of sex by survival time for decompensated cirrhotics, with censored

values distinguished from uncensored.

C. HCC incidence rates

The crude HCC incidence rate in the cirrhosis patients (410 diagnosed as having
cirrhosis at the clinic, 12 excluded) was estimated to be 2.3 per 100 person-years. For
the 305 compensated cirrhotics, the incidence rate was 2.5 per 100 person-years
whereas for the 93 patients with decompensated cirrhosis, it was found to be 1.5 per

100 person-years (this apparently unexpected finding is discussed in Section 5).

The overall median time to HCC incidence in cirrhotic patients was found to be 10
years 1 month, with 95% C.I. 9 years 8 months to 10 years 7 months. Overall, 10% of
the patients developed HCC at some point during the follow-up period (as detailed in
Section 3.1.). Sixteen percent of the type B cirrhosis patients developed HCC during
follow-up, 14% of those with a combination of a virus and alcohol (although there
were only 22 patients in this group), 9% of those with cryptogenic aetiology , 8% of
the type C patients and 8% of those with alcohol abuse as aetiology. The cumulative
probabilities of the cirrhotic patients remaining tumour-free after 3 years, 5 years and
7 years are provided in Table 4.1.1.14, by compensation status. It can be seen that 3
years after diagnosis, 92% of compensated cirrhotics are tumour-free whilst after 5

years and 7 years the corresponding percentages decrease to 87% and 85%
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respectively. For those diagnosed with decompensated cirrhosis, the 3-, 5- and 7-year
tumour-free rates are 95%, 91% and 91% respectively. From Table 4.1.1.14 it can
been seen that the percentages vary somewhat according to aetiology; at 3 years, only
82% of those with positive HBsAg remain tumour free as compared with between

94% and 96% for all other aetiologies, although the confidence intervals overlap.

Table 4.1.1.14. Estimated cumulative percentages of 398 cirrhosis patients who remain HCC tumour

free 3, 5 and 7 years after diagnosis, obtained using Kaplan-Meier analysis

Cumulative percentage of tumour free patients
No. of % L 3y . Sy . Ty
patients|”° ower Upper|% Lower Upper (% Lower Upper
95%  95% 95%  95% 95% 95%
CL CL CL CL CL CL
Cirrhotics compensated| 305 92 8 951 87 83 92 85 80 90
decompensated* 93 95 89 100 91 81 100
Aetiology Alcohol 103] 94 88 99 92 86 98| 72 46 98
Alcohol+virus* 22| 95 85 100] 80 59 100
HBsAg + 55| 82 70 94 76 61 92| 76 61 92
anti-HCV + 162 94 90 9§ 92 87 96| 87 80 95
No aetiology given/
cryptogenic 56| 96 90 100[ 82 66 98| 82 66 98
Sex male 240, 89 95 94 83 77 89| 83 77 89
female 158 97 94 100] 95 90 99 90 83 97

* There were no events (i.e. no new tumours) 5 years or more after diagnosis, this may be due to the small
numbers in the study by this time

A Cox PH model was fitted using backwards selection with initial variables sex, age,
decompensation status and cirrhosis aetiology. The final model contained only age at
presentation (an increase of 1 year in age increasing the risk of HCC by about 4%)
and sex (with the risk for females being about 1/4 that for males) as significant
prognostic factors (Table 4.1.1.15). As the rate of censoring was very high (about

90%), however, these estimates should be regarded only as indicative.

Table 4.1.1.15 Estimated relative carcinogenesis rates for factors found to be significantly associated
with liver carcinogenesis in a Cox PH model, initially considering sex, age, cirrhosis aetiology and

decompensation status at diagnosis (n=398)

Factor Relative rate |Lower 95% Upper 95% Wald p value
CL CL statistic
Sex
Female| 0.25 0.11 0.58 10.27 0.0013
Age at diagnosis 1.04 1.00 1.07 5.16 0.023

The overall cumulative HCC incidence rates based on the Cox PH model and

incidence rates stratified by aetiological group are displayed in Figures 4.1.1.18 and
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4.1.1.19 respectively. The overall estimated cumulative 1-, 3- and 5-year HCC
incidence rates (obtained using estimates of the cumulative hazard) were 3% (se
0.9%), 8% (se 1.5%) and 13% (2%) respectively. The estimated cumulative 1-, 3-
and 5-year HCC incidence rates in our cirrhosis type B patients were 10% (se 4%),
20% (se 6%) and 27% (se 8%) respectively whilst in our type C patients the
corresponding percentages were only 2% (se 1%), 7% (se 2%)and 9% (se 2%)

respectively.

Cumulative hazard
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Figure 4.1.1.18. The cumulative incidence rate (cumulative hazard) of hepatocellular carcinoma for

398 cirrhotic patients.
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Figure 4.1.1.19. The cumulative incidence rate (cumulative hazard) of hepatocellular carcinoma for

398 cirrhotic patients by aetiological group.
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4.1.2. Treatment of type C cirrhosis

For the compensated cirrhosis patients with HCV as aetiology, the cirrhosis was
known to be either active (i.e. high aminotransferases) or inactive (i.e. normal levels
of aminotransferases) at diagnosis. The former group received Plaquenil
(hydroxychloroquine) treatment whereas the latter group were not treated and served
as controls. There were 162 compensated type C patients in total with aetiology of
either solely HCV (151 patients) or a combination of HCV and alcoholism (11
patients). Of these 162 patients, the 52 patients with active cirrhosis were treated for a
six-month period whereas the 110 patients with inactive cirrhosis (including 10 of the
patients with dual aetiology) were not provided with treatment. A retrospective study
of this sub-group of the cirrhosis cohort was undertaken to assess possible effects of

treatment with Plaquenil on a) time to decompensation b) survival time.

There was no evidence of heterogeneity between groups with regard to their
prognostic factors (i.e. age, sex) at diagnosis. Sixty of the patients decompensated at
some later stage. Nine of the untreated patients died without evidence of
decompensation whilst 4 of the treated patients died without decompensation. The 13
cases of deaths without prior decompensation were treated as censored, as the deaths
were presumed to be unconnected to the underlying liver disease. There were 21
deaths due to liver disease in total (13%) over the study period. Of the 52 treated
patients, 22 later decompensated (42%) and 4 died (8%) whereas from the 110
untreated patients 38 decompensated (35%) and 17 later died (15%). Fifteen patients

developed HCC over the study period (11 non-treated, 4 treated).

Kaplan-Meier PL curves for the estimated time to decompensation by treatment status
for HCV cirrhotics are presented in Figure 4.1.2.1 below. There were 6 missing dates,
with corresponding patients omitted from the analysis. There is clearly no evidence of
a difference between the two groups at the 5% significance level (log rank test p-value

0.7).
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Figure 4.1.2.1 Kaplan-Meier curves for the estimated time to decompensation for 162

type C cirrhotics by treatment status (52 patients with active cirrhosis treated with

Plaquenil, 110 untreated inactive cirrhotics).
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Figure 4.1.2.2. Kaplan-Meier survival curves for 162 type C cirrhotics by treatment

status (52 patients with active cirrhosis treated with Plaquenil, 110 untreated inactive

cirrhotics).

92



Kaplan-Meier PL estimates of the survival functions by treatment status are presented
in Figure 4.1.2.2. above. There is no evidence of a difference in the survival functions
between the two groups at the 5% significance level (log rank test p-value 0.06),
although from Figure 4.1.2.2. it appears that an assumption of proportional hazards
may not be appropriate for this group. Application of the generalized Wilcoxon test
(which does not assume the hazards are proportional, Section 2.1.1.4) provided only
weak evidence of a difference in the survival times between the plaquenil-treated and
untreated type C patients (test statistic 4.74 on 1 df, p=0.029). By inspection of the
graph, it seems that the difference in survival times becomes evident only after long
time periods (greater than 8 or 9 years). As no differences in either decompensation or
survival rates were detected between the treated and untreated patients, they were
regarded as a single group for the present study of cirrhotics (and hence led to the

results presented in Section 4.1.1.).

It should be noted that treating only deaths after decompensation as being due to liver
disease may not be the correct approach if, for example, the treatment has such severe
side effects that it may lead to death from causes not involving decompensation.
Including all deaths as end-points (not only deaths following decompensation),
however, still provides no evidence of a treatment effect. It is likely, however, that
there are too few patients available in this analysis to detect a true effect. Using
Schoenfeld’s formula (Section 2.1.3), to detect an effect of 6=2 (i.e. double the
relative risk, RR, for the untreated group), with a power of 0.8 and 0=0.05, at least
356 patients would be needed. This required sample size increases as the RR
decreases. Alternatively stated, with the given sample size and RR=0.36, the power of

the study is only 59%.

Another point to consider is that the untreated patients were those with inactive
cirrhosis whereas the active cirrhotics formed the treatment group. Inactive type C
cirrhotics have a better prognosis, on average, than active type C cirrhotics so
although the two groups display heterogeneity, any bias is likely to be in favour of the
untreated (inactive) cirrhosis patients. A separate point to note is that the
heterogeneity between the two groups with regard to the presence/absence of dual

cirrhosis aetiology may also play a role in the predictions.
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4.1.3. UDCA treatment for PBC patients

The baseline characteristics of the PBC subjects and the univariate analyses involving
estimation of the relative risk (RR) of death by prognostic variable are presented in
Table 4.1.3.1. The vast majority of the PBC patients were female (90%) and middle-
aged (mean age 59 years, se 1.1, range 32 to 85 years). Forty three percent of the
patients had advanced disease at diagnosis, based on Ludwig staging. The numbers of
patients positive for HBsAg and anti-HCV were 2 and 4 respectively, although there
were 12 patients whose viral marker statuses were not determined. The missing values

were believed to be missing at random.

The overall mean survival time was 117 months, with lower and upper 95%
confidence limits of 107 months and 127 months. The baseline factors (i.e.
measurements at diagnosis) found to significantly increase the hazard of death using
univariate analyses (log rank tests) were being of older age (p<0.01), having moderate
or severe oedema (p<0.0001), having severe disease according to Ludwig staging
(p<0.001), having low albumin concentration (p<0.05), having high prothrombin time
(p<0.05) and having a high Mayo risk score R (p<0.05). For example, the risk of
death was 10.2 times higher in patients with Ludwig stage 3 or 4 at baseline than for
those with stage 1 or 2. Treating R as a continuous variable in a Cox regression
analysis assessing the association of the Mayo risk score with survival, it was found
that each unit increase in the risk score increased the risk of death by a factor of 2.8

(95% C.I. 1.9 to 4.2).

The actual survival curve of the UDCA-treated patients, estimated using the Kaplan-
Meier product-limit method, and the survival expected for untreated patients using the
Mayo model predictions are plotted in Figure 4.1.3.1.below. These two curves were
found to be significantly different over the first seven year period, with a better actual
overall survival of the treated patients than for the simulated control group (observed
number of deaths=17, expected number of deaths under Mayo model=39, x*= 12.81
on 1 df, p<0.001, n=104). From the graphical display, it appears that the difference in
the observed survival pattern as compared to the expected survival time increases as
the time after diagnosis increases. At 1 year after diagnosis, the observed and
expected percentages of survivors coincide at 95%, whereas at 7 years the observed

survival rate is 82% as compared to an expected rate of 62%.
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Table 4.1.3.1. Relative risk of death (RR) of 104 PBC patients by demographic, clinical, histological

and biochemical prognostic variables and also by Mayo risk score

RR' Lower 95% | Upper 95%
CL’for RR | CL for RR

Demographic variables
Median age in years® (mean ,s.e) | 61 (59, 1.1) 3.6 1.2 11.0
Sex, no. of males (%) 10 (10%) 0.4 0.1 1.8
Clinical variable: oedema N (%)
Minimal oedema 93 (89%) 1
Moderate oedema 5 (5%) 12.1 3.2 46.4
Severe oedema 6 (6%) 10.0 3.1 32.6
Histologic variable: Ludwig N (%)
stage*
Stage 1 or stage 2 59 (57%) 1
Stage 3 or stage 4 44 (43%) 10.2 23 44.8
Biochemical variables’ Median (mean, SE)
Total serum bilirubin (mg/dL) 0.90 (1.18,0.14) 1.7 0.6 4.8
Serum albumin (gm/dL) 4.1 (4.1, 0.00) 0.4 0.1 1.0
Prothrombin time (seconds) 13.0 (13.1, 0.13) 3.6 1.0 12.8
Risk score’ Median (mean, SE)
Mayo model risk score 4.64 (4.83,0.12) 3.2 1.0 9.9

T RR=relative risk; Univariate Cox models were used to assess to estimate the RR. The risk for patients in each
category is compared to those in the base category (RR=1).

2CL=confidence limit

>The median was used as a cut-off in dichotomizing continuous variables. Here, the RR given is for the group of
patients with values above the median, compared to patients with values below the median (who have RR=1).

*One missing value.
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Figure 4.1.3.1. Actual (Kaplan-Meier) survival of 104 UDCA-treated PBC patients and estimated
survival as predicted by the Mayo natural history model (p<0.001).

In considering the 19 AIC patients as a separate group from the remaining 85 PBC
patients, the mean survival time was estimated to be 115 months in each group, with
95% Cls of 97 to 132 months and 104 to 127 months in AIC and non-AIC patients
respectively. The mean risk score in the AIC group was 5.03 (with 95% C.I. 4.51 to
5.55) whilst in the non-AIC group it was 4.79 (with 95% C.I. 4.52 to 5.05). Figure
4.1.3.2 depicts the Kaplan-Meier PL estimate of the survival curve for the AIC
patients and the Mayo model curve representing survival of untreated patients. There
was found to be significantly higher overall survival in the treated AIC patients than
in the simulated control group (observed number of deaths=3, expected number of
deaths under Mayo model=11, y*= 5.61 on 1 df, p<0.05, n=19). As with the overall
PBC group, it appears that the difference in the observed survival pattern as compared
to the expected survival time increases as the time after diagnosis increases. At 1 year
after diagnosis, the observed percentage of survivors is 95%, compared to a prediction
of 94% whereas at 7 years the observed survival rate is 80% as compared to an
expected rate of 58%. In Figure 4.1.3.3, which depicts the Kaplan-Meier PL estimate
of the survival curve for the non-AIC patients and the Mayo model curve representing
the survival pattern of a similar group of untreated patients, the same general pattern
is seen as in Figures 4.1.3.1 and 4.1.3.2. At 1 year after diagnosis, the observed
percentage of survivors is 95% as predicted, whereas at 7 years the observed survival
rate is 83% as compared to an expected rate of 63%. There was found to be

significantly higher overall survival in the treated non-AIC patients than in the
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simulated control group (observed number of deaths=14, expected number of deaths

under Mayo model=29, y*=7.54 on 1 df, p<0.01, n=85).

1,00 O=
0,90 -+
0,80 -
0,70
0,60 -
0,50 -+
0,40 —

— Kaplan-Meier
0,30 .

020 —O=Mayo model | |
0,10 |

0,00 T T T T T T T T T T T
0 12 24 36 48 60 72 84 96 108 120 132 144

Time ( months)

Survival probability

Figure 4.1.3.2. Actual (Kaplan-Meier) survival of 85 non-AIC UDCA-treated PBC patients and
estimated survival as predicted by the Mayo natural history model (p<0.01).
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Figure 4.1.3.3. Actual (Kaplan-Meier) survival of 19 UDCA-treated PBC patients with AIC and
estimated survival as predicted by the Mayo natural history model (p<0.05).

The Mayo model risk score was very highly correlated with bilirubin, albumin,
prothrombin time and age at diagnosis (p<0.0001 in all cases using Spearman rank
correlation coefficients), as one might expect given that the combination of these
variables led to the creation of the risk score. Multivariate Cox regression analysis
was therefore undertaken with the following three variables initially considered:

Ludwig stage, AIC status and risk score. The Cox model resulting from the stepwise
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selection procedures contained the risk score (RR 2.5, 95%C.1. 1.6 to 3.9, p<0.0001)
and Ludwig stage (IILIV versus LII, RR 5.7, 95% C.I. 1.2 to 26.1,p=0.025). The
stability of the model was investigated using bootstrap analysis (with B=2000
replicates). In Table 4.1.3.2 it can be seen that the estimated regression coefficients
and their SEs prior to resampling differ from the bootstrap results, with estimated
biases 0.85 and 0.12 for Ludwig stage and R respectively. The medians and the
bootstrap mean of the regression coefficent replicates were not in close agreement for
either variable. Histograms of the empirical distribution of replicated regression
coefficients for each variable with a smoothed density estimate are provided in Figure
4.1.3.4, from which it can be seen that the distribution appears distinctly non-normal
for the Ludwig stage variable, with the distribution of the coefficients for R appearing
somewhat positively skewed. Using jackknife after bootstrap techniques to assess the
influence of each of the observations on the bias, there were found to be six influential
points, two of these being highly influential (with absolute relative influence on the
bias of 6.9 and 6.6 for the Ludwig variable). When the Cox model was refitted
omitting the six influential observations, although the RR were not much changed the
confidence intervals for the Ludwig stage variable became extremely wide, indicating
instability of the coefficient. The same occurred when the model was refitted leaving

out only the two most influential observations.

When the Cox procedure was repeated considering the five variables used in the
creation of the Mayo model, the final survival model for our PBC group contained
only the age at diagnosis (RR 1.1, 95%C.I. 1.0 to 1.1, p=0.038) and log.(albumin)
concentration (RR 0.002, 95% C.I. 0.000 to 0.046, p<0.0001). Bilirubin
concentration, oedema status and prothrombin time were not found to be significant
predictors of survival when considered jointly with the other Mayo model variables.

Again, bootstrapping techniques indicated the instability of the model coefficients.
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Table 4.1.3.2. Bootstrap estimates of regression coefficients and standard errors based on the Cox

survival model for PBC patients with R and Ludwig stage as prognostic variables (2000 replicates)

Variable Regression Bootstrap Estimated | Median & 90% Median & 90% BCa
Coefficient regression bias empirical confidence | confidence limits
coefficient limits
ﬁ se(,g) ﬁ* Se(ﬁ*) 5% 50% | 95% | 5% 50% | 95%
Ludwig 1.742 | 0.777 2.564 | 2.561 0.822 0.527 | 1.753 | 9.055 | 0.364 | 1.735 | 8.835
stage:11I/IV
Risk score, | 0.921 | 0.224 1.035 | 0.386 0.114 0.603 | 0.983 | 1.629 | 0.487 | 0.862 | 1.405
R

Ludwig stage

Density
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Figure 4.1.3.4. Histograms of the empirical distributions of parameter replicates for the Cox survival

model for PBC patients (2000 replicates); the model contained the variables Ludwig stage (III or IV

versus I or IT) and R, the Mayo risk score.
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4.1.4. Natural history of HCC

Log rank test results are presented in Table 4.1.4.1. There was significant evidence
of a difference in the survival distributions at the different levels of the following
variables: tumour (p=0.033), Okuda index (p=0.0002), AgHBe (p=0.018) and albumin
(p=0.030) and marginal evidence of a difference in the survival functions for the

variable prothrombin time (p=0.062).

Table 4.1.4.1. Estimated median survival times of 48 HCC patients by demographic, clinical and

biochemical prognostic factors

Factor Groups Median survival time in |Log rank p-value
months (95% C.1.) statistic (d.f.)
Sex Male 6 (5,7) 1.78 (1) NS
Female 3 (2,4
[Age (years) <68 6 (4,8) 1.18 (2) NS
68-72 5 (1,9)
>72 6 (1,11)
Place of residence Iraklion 5 (2,8) 1.13 (4) NS
Rethymnon 5 (2,8)
Lassithi 8 (3,13)
Hania 6 (3,9
Other 3 (-,-)
Tumour One 6 (4,8) 4.60 (1) 0.032
> one 3 (1,5
Okuda stage 1 16 (-,-) 17.01 (2) 0.0002
11 7 (4,10)
111 2 (1,3)
Cirrhosis Present 6 (4,8) 0.12 (1) NS
Absent 7 (4,10)
Ascites Present 6 (4,8) 1.65 (1) NS
Absent 6 (0,12)
| Hepatitis indicators:
HCV Positive 7 (4,10) 0.21 (1) NS
Negative 6 (5,7)
HBsAg Positive 4 (1,7) 2.01 (1) NS
Negative 6 (5,7
AgHBe Positive 1 (--) 5.88 (1) 0.018
Negative 6 (4,8)
anti-HBc Positive 5 (3,7 4.18 (1) 0.041
Negative 8 (4,12)
anti-HBs Positive 6 (4,8) 0.23 (1) NS
Negative 6 (4,8)
[AFP (ng/ml) <101 6 (5,7) 2.95 (2) NS
101-699 5 (2,8
>699 7 (2,12)
Bilirubin (mg/dL) <1.5 6 (4,8) 441 (2) NS
1.5-3.0 6 (5,7)
>3.0 3 (1,5
Prothrombin time (s) <13.5 6 (3,9 5.58 (2) NS
13.5-14.49 S5 (2,8)
>14.49 2 (1,3)
Albumin (g/L) <31 2 (0,4) 7.04 (2) 0.030
31-36 8 (4,12)
>36 6 (2,10)
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The Kaplan-Meier estimated survival curves for the prognostic factors are given in
Figures 4.1.4.1 to 4.1.4.6 below. As the Kaplan-Meier curves for prothrombin time
indicated the possibility of non-proportional hazards, the generalized Wilcoxon test
was applied (Methods 2.1.1.4.). The generalized Wilcoxon statistic for the
prothrombin time factor was 8.37 (p=0.015). For the other factors, there was no

indication of non-proportional hazards so the log-rank test was assumed appropriate.
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Figure 4.1.4.1. Kaplan-Meier estimate of the survival function from the time of diagnosis, for 48

untreated HCC patients, by the number of tumours present.
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Figure 4.1.4.2. Kaplan-Meier estimate of the survival function from the time of diagnosis, for 48

untreated HCC patients, by Okuda staging.
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Figure 4.1.4.3. Kaplan-Meier estimate of the survival function from the time of diagnosis, for 48

untreated HCC patients,, by hepatitis B e antigen (AgHBe) status.
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Figure 4.1.4.4. Kaplan-Meier estimate of the survival function from the time of diagnosis, for 48

untreated HCC patients, by albumin concentration.

Survival probability

Time (months)

40

Anti-HBc
e

positive
—

O negative

Figure 4.1.4.5. Kaplan-Meier estimate of the survival function from the time of diagnosis, for 48

untreated HCC patients, by antibody to hepatitis core antigen (anti-HBc) status.
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Figure 4.1.4.6. Kaplan-Meier estimate of the survival function from the time of diagnosis, for 48

untreated HCC patients, by prothrombin time (seconds).

Results from the individual Cox's proportional hazards models fitted using the forced-
entry method are presented in Table 4.1.4.2. The contrasts used are indicator

contrasts, comparing each level of the factor to the lowest/negative level.

Table 4.1.4.2. Univariate Cox model relative risks (RR) in the untreated HCC patients for the
following significant prognostic factors: number of tumours, Okuda index, HBeAg status, albumin

concentration, prothrombin time

Variable ¥+ (d.f.) p-value R.R. 95% C.I
>1 tumour 4.04 (1) 0.044 2.12 (1.00, 4.48)
Okuda index 14.83 (2) 0.0006
11 4.17 (0.88,19.85)
11 9.72 (2.17,43.46)
Hepatitis indicators:
HBeAg 4.78 (1) 0.029 3.78 (1.05, 13.60)
Concentrations:
Albumin 6.17 (1) 0.013 0.89 (0.81,0.98)
Prothrombin time (s) 5.54 (1) 0.019 1.54 (1.07,2.20)

*Score test statistic

The R.R. of dying for those with Okuda index 1II is 4.2 times that for those with
Okuda index I whilst the R.R. of dying for those with Okuda index I1I is 9.7 times that
for those with Okuda index I. The R.R. for those with AgHBe positive is
approximately 3.8 times that for those with AgHBe negative. For the albumin
variable, a unit increase in albumin concentration results in an 11% decrease in the

hazard rate.
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As the number of patients was relatively small and, in addition, the data set contained

some missing values, a multivariable model was not fitted. Therefore, only limited

inferences can be drawn. It appears that:

having multiple tumours is associated with a higher risk of death as compared to
having one tumour

those with Okuda indices of II and IIl have a higher risk of death than those
classified as Okuda I.

the hepatitis indicators AgHBe and anti-HBc being positive may be an indication
that the risk of death is higher.

those patients with higher albumin concentrations have a lower instantaneous risk
of death

as the prothrombin time (‘quick’ time) increases, the hazard increases.
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4.1.5. Treatment for HCC patients

4.1.5.1. Octreotide

Table 4.1.5.1.1. shows the estimated average survival times and the percentages of
patients surviving 6- and 12-months by each prognostic variable. Thirty seven percent
of non-treated and 75% of those treated were alive at six months. At 12 months, the

corresponding percentages were 13% and 56% and at 24 months 3% and 20%.

Table 4.1.5.1.1. Estimated median survival times and cumulative survival percentages at 6- and 12-months by

prognostic factor for 58 HCC patients: 28 treated with octreotide and 30 untreated controls

Factor No. of Median survival Percentage Percentage Log
patients | (months) surviving at 6 surviving at 12 rank
months months p-val.
Treatment 0.002
Octreotide | 28 13.0 75 56
None (controls) | 30 4.0 37 13
Cirrhosis 0.029
Present | 47 6.0 47 31
Absent | 11 8.0 91 40
Okuda stage 0.020
1[5 16.0 100 100
I |23 7.0 55 40
I | 30 7.0 56 26
Sex NS
Male | 48 7.0 58 34
Female | 10 4.0 40 30
Tumour size NS
Small | 4 11.0 75 50
Medium | 11 9.0 89 44
Large | 21 4.0 44 31
Multiple | 22 7.0 56 39
Age (years) NS
<67 | 19 7.0 53 32
67-72 | 20 5.0 50 22
>72 | 19 8.0 63 47
Place of residence NS
Heraklion | 21 7.0 62 38
Rethymnon | 23 7.0 56 37
Lassithi | 8 5.0 50 25
Hania | 4 1.0 25 25
Other/unknown | 2 6.0 50 0
AFP (ng per ml) NS
<90 | 19 8.0 58 31
90-620 | 20 6.0 45 25
>620 | 19 7.0 63 46
Bilirubin (mg%) NS
<l |16 13.0 65 53
1-6 | 22 7.0 52 33
>6 | 20 7.0 60 27
Serum albumin (g/L) 0.016
<3 |18 3.0 36 14
34 |21 8.0 68 29
>4 | 19 14.0 69 69
Viral markers NS
Anti-HCV 31 8.0 61 39
HBsAg 14 4.0 36 21
HbsAg and anti-HCV 2 6.0 50 0
Negative 11 8.0 64 42
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The log rank test provided evidence of significant differences for the following
factors:

a) treatment (p=0.0024, df=1). The median survival time for those patients who
received treatment was 13 months (se=1.90, with 95% C.I. 9 to 17 months) whilst for
those who did not receive treatment it was 4 months (se=1.10 and 95% C.I. 2 to 6
months). The Kaplan-Meier PL estimate of the survival function by treatment status is

provided in Figure 4.1.5.1.1.
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Figure 4.1.5.1.1. Kaplan-Meier estimates of the survival function by treatment status (24 patients

treated with octreotide, 23 untreated controls).

The NNT at 12 months is estimated to be 2.3 (i.e. giving patients treatment would
lead to 1 extra survivor at 1 year for every 2.3 patients treated) with 95% C.I. 1.5 to

4.9 patients needing to be treated for one extra survivor after one year.

b) cirrhosis (p=0.0285, df=1). Those patients with cirrhosis appear to have a higher
instantaneous risk of death than thse not suffering from cirrhosis, even though the
number of non-cirrhotics in the sample is small (11 subjects). Figure 4.1.5.1.2.
displays the Kaplan-Meier PL estimate of the survival function by treatment status
only for the cirrhotics (n=47, p=0.0114, df=1). As 81% of the HCC patients were also
cirrhotics, it is not surprising that the curves closely resemble those of Figure

4.1.5.1.1.
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Figure 4.1.5.1.2. Kaplan-Meier PL estimates of the survival function by treatment status for cirrhotic

patients with HCC (24 patients treated with octreotide, 23 untreated controls).

¢) albumin (p=0.0161, df=2). Higher albumin concentrations were associated with
higher survival rates

d) Okuda stage (p=0.020,df=2). Okuda I patients have a median survival time of 16
months (SE 9.0 months) whereas Okuda II and Okuda III patients have median
survival times of 7 months (SE 2.2 and 0.8 respectively). Further logrank tests were
performed to test the effectiveness of the drug whilst controlling for Okuda I/II versus
Il patients and also small/medium versus large/multiple tumours. The subgroup
results are presented in Table 4.1.5.1.2., from which it can be seen that treatment

remains effective even after controlling for Okuda staging and tumour size.

Table 4.1.5.1.2. Comparison of survival distributions of treated versus untreated patients, controlling

for Okuda grouping (log-rank p = 0.013) and tumour size (log-rank p = 0.009)

Median survival times in months (SE)
Treated Untreated
Okuda I or II 13 (1.93) 6(1.49)
Okuda III 9 (2.51) 3(1.73)
Small/medium tumour 19 (2.83) 11 (4.38)
Large/multiple tumour 13 (2.12) 4 (0.65)

In order to assess possible influences of other variables, Cox PH models were fitted
to the data using stepwise regression procedures using likelihood ratio (LR) tests for
overall model-fitting with score statistic entry criterion p<0.05 and Wald statistic
removal criterion p>0.1 for each variable at each step. The most suitable model

contained the variables treatment, log (AFP), albumin, cirrhosis, and tumour size, as
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shown in Table 4.1.5.1.3. Treated patients had an instantaneous risk of death 0.38
times that of those who did not undergo treatment, accounting for the other prognostic
variables. As the concentrations of albumin and AFP increased, the hazard decreased.
A unit increase in the albumin concentration decreased the hazard rate by about 10%,
all other covariates remaining unchanged. The relative risk for those with cirrhosis
was 5.5 i.e. the estimated relative risk of dying was 5.5 times greater for those with
cirrhosis, adjusting for the other covariates. Having medium, large and multiple
tumours was associated with a having a higher risk of death compared to having small

tumours.

Table 4.1.5.1.3. Multivariate Cox PH regression analysis relative risks (RR) for the significant

variables for HCC prognosis

95% C.1. for e”

Variable p-value RR (") Lower limit | Upper limit
Treatment 0.010 0.38 0.18 0.79
Log AFP 0.070 0.88 0.76 1.01
Cirrhosis 0.002 5.47 1.90 15.78
Albumin 0.012 0.90 0.83 0.98
Tumour size 0.108

Medium vs small 0.558 1.50 0.39 5.80

Large vs small 0.042 3.78 1.05 13.31
Multiple vs small 0.196 2.28 0.65 7.91
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4.1.5.2. Long-acting somatostatin analogues

From Table 3.3.3.1 (Section 3.3.3) it appears that the two patient groups display
prognostic homogeneity for all discrete factors. Also, no evidence was found of
differing age distributions between the two groups (Mann-Whitney test). The
estimated 12-month survival rates for treated patients and historical controls were
61% (with 95% C.1. 43% to 80%) and 30% (with 95% C.I. 10% to 50%) respectively.
In Table 4.1.5.2.1, product-limit estimates of six- and twelve- month survival
percentages and corresponding confidence intervals are presented for the treated
patients. The median age of the treated patients (71 years) was taken as the cut-off for
the categorization in Table 4.1.5.2.1. It should be borne in mind that some estimates
provide only a vague indication of the true proportions as they may be based on very

small numbers in the sub-groups: see Table 3.3.3.1 for the actual numbers involved.

Table 4.1.5.2.1. Estimated cumulative 6- and 12-month survival percentages by prognostic factor for 32 long-

acting somatostatin-treated HCC patients.

Percentage surviving six Percentage surviving twelve
months (95% CI) months (95% CI)
Overall 74 (58, 89) 61 (43, 80)
Sex
Male | 71 (53, 89) 56 (36,77)
Female | 83 (54, 100) 83 (54, 100)
Okuda stage”
1] 100 90 (71, 100)
orIIl | 60 (39, 82) 46 (21, 70)
Child-Pugh’
A | 82(67,98) 67 (47, 87)
BorC | 50 (15, 85) 50 (15, 85)
Cirrhosis
present | 71 (53, 89) 67 (47, 87)
absent | 83 (54, 100) 83 (54, 100)
BCLC
AjorA, | 100 89 (68, 100)
B | 63 (21, 100) 42 (0, 85)
C | 57(32,83) 50 (24, 76)
Viral markers
HCV+ | 75 (45, 100) 56 (17, 95)
HBV+ | 76 (47, 100) 76 (47, 100)
Negative | 69 (44, 94) 52 (24, 80)
Therapy label
Octreotide LAR | 72 (49, 95) 64 (39, 90)
Lanreotide | 75 (54, 96) 53 (39, 86)
Age
Less than 71 years | 72 (48, 95) 48 (14, 81)
At least 71 years | 75 (54, 96) 69 (46, 91)
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Figure 4.1.5.2.1. Kaplan-Meier PL estimates of the survivor function for 52 HCC patients by treatment
status (32 treated with a long-acting somatostatin analogue, 20 untreated controls), with 95%

confidence intervals.

From Figure 4.1.5.2.1., it appears that there is a difference in the survival functions
between the two groups, with the untreated patients having a higher estimated risk of
death at each time point. The corresponding log rank test (1 df, test statistic 4.58) had
a p-value of 0.032, leading to rejection of the null hypothesis of no difference in the
risk of death for treated versus untreated patients at the 5% significance level. The
estimated median survival times and 95% C.I. were 15 months (with 95% C.I. 6 to 24
months) and 6 months (95% C.I. 2 to 10 months) for the treated and untreated patients
respectively. The NNT at 12 months is 3.2 (i.e. giving patients treatment would lead
to 1 extra survivor at 1 year for every 3.2 patients treated), with 95% C.I. (1.7, 29

patients needing to be treated).

Forwards and backwards Cox regression models were fitted, using likelihood ratio
(LR) tests for overall model-fitting with entry criterion p<0.05 and removal criterion
p>0.1 for each variable at each step. The results of the Cox regression analysis
indicate that the ratio of the estimated hazard rates for untreated patients compared to
treated patients is 3.1 (95% C.I. 1.5 to 6.4), having adjusted for possible differences in

Okuda indices i.e. for any particular time interval, an untreated patient is estimated to
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be at 3.1 times the risk of death of an treated patient (N.B. a ratio of 1 would imply
equal risk). It was found that it was only necessary to adjust for the binary Okuda
factor in the final model, with a hazard 5.2 times greater for those being classified as
Okuda II (including the two Okuda III treated subjects in this group) as compared to
Okuda I patients, with 95% C.I. (2.2, 12.3).

The assumption of proportional hazards was checked using a log-minus-log plot of
the estimated survival function (In[-In S(t)] vs t). The curves of the two groups of

patients appear approximately parallel (Figure 4.1.5.2.2.).

Log-minus-log (LML) plot by treatment status
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0 12 24 36
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Figure 4.1.5.2.2. Log-minus-log (LML) plot by treatment status (32 HCC patients treated with a long-

acting somatostatin analogue, 20 untreated HCC controls).
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4.2 Classification of ascitic patient groups using biochemical data

4.2.1 Distinguishing between non-malignant cirrhotic ascites and malignant
ascites

In the group A data, the ascitic fluid to serum ratios of ceruloplasmin (CER), a; —
macroglobulin  (AMG), haptoglobin (HAP), a;-antitrypsin (AAT), a;-acid
glycoprotein (AAQG), transferrin (TRF) and the immunoglobins IgA, IgG and IgM
were found to be highly correlated (r>0.5). Table 4.2.1.1. depicts the median and
upper (P75) and lower (P25) quartiles of the ratios for which there was found to be a
significant difference between patients with malignant neoplasms and those with

cirrhosis at the adjusted 5% significance level.

Table 4.2.1.1. Medians, lower and upper quartiles of biochemical parameter ratios in 23 patients with
non-malignant cirrhosis and 27 patients with malignant neoplasms where significant differences were

detected between the two groups at a univariate level.

Biochemical Cirrhosis Malignant neoplasm | Sensitivity | Specificity
parameter ratios (n=23) (n=27) (%) (%)
(ascitic fluid:serum)

P25 | Median | P75 | P25 | Median | P75
Protein 0.21 0.27 | 0.47 | 0.60 0.73 | 0.81 | 93 87
Albumin 0.12 0.21 | 0.31 | 0.62 0.77 | 090 | 89 87
Lactate dehydrogenase | 0.36 0.50 | 0.58 | 0.76 1.25| 24285 83
(LDH)
Ferritin 0.23 0.35 ] 0.60 | 0.79 1.15| 198 | 81 78
Immunoglobulin IgG 0.11 0.30 | 0.36 | 0.40 0.69 | 0.84 | 81 78
Ceruloplasmin (CER) | 0.18 0.36 | 0.44 | 0.40 055] 0.63 |74 70
a, — macroglobulin 0.12 0.15]0.22 | 0.27 032 | 042 |81 78
(AMG)
a;-antitrypsin (AAT) 0.15 0.22 | 0.38 | 0.34 0.57 | 0.70 | 70 65
a;-acid glycoprotein 0.12 0.27 1 0.37 | 0.40 0.59 | 0.73 |78 74
(AAG)
Transferrin (TRF) 0.23 0.34 | 0.45 | 0.45 0.63 | 0.74 | 78 74
Interleukin 8 (11-8) 1.53 1.91 | 222|392 6.62 | 10.31 | 85 83

In Table 4.2.1.1. it can be seen that no unique variable displays 100% sensitivity or
100% specificity. There was no evidence of a difference between the two groups with

respect to the average ratios of C3 (medians 0.66 and 0.79 for the cirrhosis and
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malignant neoplasm groups respectively), C4 (medians 0.56 and 0.72), IL-la
(medians 0.68 and 1.06), IL-2 (medians 0.61 and 0.69), IL-6 (medians 15.52 and
19.21), CRP (medians 0.43 and 0.40), IgA (medians 0.27 and 0.50), IgM (median
0.28 and 0.40), haptoglobulin (median 0.22 and 0.25), IL-1b (medians 0.61 and 0.63),
or TNF-a (medians 1.63 and 2.01).

Figure 4.2.1.1. is a schematic representation of the results of the recursive
partitioning model obtained when initially entering all variables found to be
significant at a univariate level. The most significant parameter was found to be the
albumin ascitic fluid:serum ratio, split at a value of 0.392 which separated 20
cirrhotics from the remaining 27 patients with malignant neoplasms and 3 cirrhotics
(with deviance 68.99). The next most important parameter was deemed to be the IL-
la ascitic fluid: serum ratio, split at 2.17, which separated 25 of the 27 subjects with
malignant neoplasms from the 5 remaining subjects (with deviance 6.73). The final
split again involved the albumin ratio (and separated the two subjects with malignant
neoplasms from the three cirrhotics, with zero deviance). The model had a
misclassification rate (and residual deviance) of 0 i.e. 100% correct classification of
subjects into the two disease groups using only the biochemical parameter albumin

and IL-1a ascitic fluid: serum ratios.

Applying the rules is simple, and can be illustrated as follows: a patient with an
albumin ratio of 0.45 and IL-1a ratio of 2.0 would be predicted as being in the
malignant neoplasm group (no other biochemical parameters are required). Figure
4.2.1.2. is a scatter plot of the albumin ratios against IL-1a ratios for each disease
group, from which it can be seen that the patients can be divided completely into the 2
disease groups using only the 2 biochemical parameter ratios predicted by the
recursive partitioning model. As can be seen from the scatter plot, the vast majority of
subjects (47 out of 50) can, in fact, be distinguished on the basis of only the albumin

ratio.
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Figure 4.2.1.1. A graphical display of the recursive partitioning rules which discriminate between

patients with cirrhosis and those with malignant neoplasms.
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Figure 4.2.1.2. Scatterplot of albumin ratios by interleukin-1a ratios by disease group (27 ascites

patients with malignant neoplasms and 23 ascites patients with non-malignant cirrhotic effusions).
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A second approach taken was to initially include in the model only those variables
found to be significant in the univariate tests and to apply more stringent conditions to
the recursive partitioning (i.e. a minimum split of 10 and a minimum node size of 5).
Only the albumin ratio was found to be a significant predictor, with an initial split of
0.392, a second split of 0.683, a final split of 0.595 a residual mean deviance of 0.264,
and a misclassification error rate of 0.06. This misclassification rate is precisely that

expected from the above scatter diagram (1-47/50).
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4.2.2 Distinguishing between malignant exudates, non-malignant exudates and
transudates

In the measurements taken from group B ascites patients (described in Section 3.4),
many of the serum and ascitic fluid measurements were highly correlated. The seven
significant variables in the serum measurements using one-way ANOVA were found
to be tumor necrosis factor —alpha (TNF-a)), complement factor C3, complement
factor C4, interleukin-la (IL-1a), HAP and the acute phase proteins AAG and AAT.
Summaries are presented in Table 4.2.2.1. The groups between which the significant
differences lie are provided by the SNK contrasts, from which it appears that in the
main it is the two exudate groups that differ from the transudate group. For C4 and
AAT there also appears to be a difference between the malignant and non-malignant

exudate groups.

Table 4.2.2.1. A summary of serum laboratory parameter levels measured in 61 ascites patients by
peritoneal effusion status (malignant ascites exudate MA, non-malignant ascites exudate NMA, ascites

transudate TA) found to be significant at univariate analysis.

Laboratory |Group|Mean|SD |Bonferroni |Laboratory |Group|Mean|SD |Bonferroni
parameter adjusted parameter adjusted
p-value p-value
C3 (mg/L) MA [1713 [608.0{<0.001" HAP# MA  [341.7 [128.4]<0.001"
NMA [1318 [451.2 (mg/dL) NMA |285.5|152.7
TA 775.3 [407.0 TA 106.0 |63.1
C4# (mg/L) |MA [675.4 (245.5|<0.001° AATH MA  |476.8 [145.9/<0.001°
NMA |551.7 |322.1 (mg/dL) NMA |357.1 |125.7
TA 224.7 [127.8 TA 291.0 |80.6
TNF-a MA [87.1 [25.7 |<0.001' AAG MA  |167.0 [53.7 |<0.01'
(fmol/ml) NMA |91.3 (445 (mg/dL) NMA [147.2 |73.0
TA 42.8 |32.0 TA 88.8 |54.2
IL-1a# MA [54.5 [38.9 |<0.001'
(fmol/ml) NMA (38.5 |37.3
TA 17.1 [11.1

"Grp MA vs Grp TA, Grp NMA vs Grp TA

2 Grp MA vs Grp TA, Grp NMA vs Grp TA and Grp MA vs Grp NMA
3 Grp MA vs Grp TA, Grp MA vs Grp NMA

*Log - transformed before 1-way ANOVA test

In the ascitic fluid, mean values of the following variables differed significantly
between groups: the number of white blood cells (WBC), total protein (PROT), LDH,
IL-1a, albumin (ALB), TNFa, ferritin, complement factor C3, complement factor C4,
CER, AMG, HAP, AAG, AAT, TRF and interleukin - 8 (IL-8). Summaries are
presented in Table 4.2.2.2. below. The groups between which the significant
differences lie are provided by the SNK contrasts, from which there is an indication

that, as in the serum measurements, it is usually the two exudate groups that differ
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from the transudate group. For C4, albumin and AAT there also appears to be a

difference between the malignant and non-malignant exudate groups.

Table 4.2.2.2. A summary of ascitic fluid laboratory parameter levels measured in 61 ascites patients
by peritoneal effusion status (malignant exudates MA, non-malignant exudate NMA, transudate TA)

found to be significant at univariate analysis.

Laboratory | Group |[Mean |SD p-value Laboratory | Group |Mean |SD p-value
parameter parameter
WBC# MA [2588 [2500 [<0.001' [IgA MA [|153.5 [93.7 |o.01
(uL) NMA (1912 |2309 (mg/dL)  |[NMA [173.7 [109.0

TA |181.7 [139.2 TA 66.4 58.4
Protein MA |45 0.84 <0.001' |IgG MA |778.5 3342 0.0l
(g/dL) NMA (4.9 1.01 (mg/dL)  |[NMA [1019.4 |677.2

TA (2.5 1.82 TA 4312  [305.8
Albumin |MA |27 0.61 <0.001° |CRP# MA |24 1.4 0.01"
(g/dL) NMA |[1.9 0.69 (mg/dL)  |[NMA |[1.7 0.8

TA (0.8 0.93 TA 1.1 0.9
LDH MA (4613 [287.0 [<0.001"' CER MA |234 9.9 <0.001'
(IU/L) NMA [458.9 |[379.0 (mg/dL)  |[NMA [23.4 8.0

TA [89.1 [275 TA 9.9 49
FRT MA [600.6 [366.9 [<0.001' TNF MA 165.0 [50.5 [<0.001'
(ng/ml) NMA [526.5 [294.6 (fmol/ml) |NMA [123.8 [42.2

TA |103.1 [84.4 TA 69.3 35.0
C3# (mg/L) [MA  [1350 [537.9 [<0.001' [IL-la# MA  [56.2 382 [<0.001"

NMA [804.6 [369.4 (fmol/ml) |NMA |[67.1 46.9

TA  |417.0 [359.0 TA 15.5 22.6
C4# (mg/L) [MA  [491.5 [314.3 [<0.001°  [IL-6# MA |1345 [57.7  |o.01*

NMA [405.1 |271.1 (fmol/ml) |NMA [98.9 58.4

TA [91.6 [54.0 TA 56.3 36.9
AMG MA 492 |18.6 <0.001" IL-8 MA |7423 |515.8 [<0.001'
(mg/dL)  |[NMA [50.2 [19.3 (pg/ml) NMA |[803.3 [490.7

TA (263 |11.6 TA 204.6 [127.2
HAP# MA 842 |[38.5 <0.001" AATH MA  [249.6 |79.7 [<0.001°
(mg/dL) NMA [64.8 |40.6 (mg/dL)  |[NMA [190.2 |(83.4

TA [21.8 [20.0 TA 75.0 55.7
TRF MA [1202 |48.3 <0.001" AAG MA  |91.2 30.1  [<0.001'
(mg/dL) NMA (954 (404 (mg/dL)  |NMA [83.6 36.1

TA |57.1 [323 TA 226  |23.9

" Grp MA vs Grp TA, Grp NMA vs Grp TA

2Grp MA vs Grp TA, Grp NMA vs Grp TA and Grp MA vs Grp NMA
3Grp MA vs Grp TA, Grp MA vs Grp NMA

* Grp MA vs Grp TA

# Log - transformed before 1-way ANOVA test

None of the single measurements resulted in complete discrimination between the
three groups. The stepwise discriminant analysis resulted in the following five
parameters being considered jointly to have the maximum discrimination power
between the three groups: the ascitic fluid levels of PROT, LDH, TNF-a, C4 and
HAP. The canonical discriminant functions used for classification are presented in

Table 4.2.2.3. below.
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Table 4.2.2.3. Canonical discriminant function coefficients derived from the stepwise discriminant

analysis for three groups of ascites patients with peritoneal effusions*

Canonical function

1 2
PROT 1.064 1.991
LDH 0.684 0.521
TNF 1.045 -1.944
C4 0.799 -0.344
HAP 0.678 -0.130
(Constant) -16.341 6.119

* the coefficients are unstandardized and the data on natural logarithmic scale

For example, subject A with measurements of 3.30 g/dL, 244 TU/L, 276.98 fmol/L,
155 mg/L and 85.8 mg/dL for PRT, LDH, TNFa, C4 and HAP respectively would
have the following scores:

Canonical function 1: 1.064*In(3.30) + 0.684*In(244) + 1.045*In(276.98) +
0.799*In(155) + 0.678*In(4.452) — 16.341 = 1.6158

Canonical function 2: 1.991*In(3.30) + 0.521*In(244) - 1.944*In(276.98) -
0.344*In(155) - 0.130*In(4.452) + 6.119 = -1.8850

(where “In” represents the natural logarithm)

As can be seen in the territorial map below (Figure 4.2.2.1.), subject A would be

classified as having a malignant exudate (MA).

Figure 4.2.2.2. below is a graphical scatter display of the individual canonical
function scores in which the centroid of each group is also displayed. As can be seen
from this scatter plot, differentiation between the transudates and the exudates is
much clearer than differentiation between the two exudate groups. In the present
investigation, a further step was taken by inclusion of the age and sex of the patients
in the model before the stepwise variable selection procedure but the final model

remained unchanged with only the five protein measurements being influential.
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Territorial Map
Canonical Discriminant
Function 2
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Canonical Discriminant Function 1

Symbols used in territorial map

Symbol Group Label

1 1 Malignantascites

2 2 Non-malignant exudates
3 3 Transudates

*

Indicates a group centroid

Figure 4.2.2.1. A territorial map of the canonical discriminant functions for group separation

(1=MA,2= NMA 3= TA).
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Figure 4.2.2.2. Canonical discriminant function scatter plot for the 3 groups of ascites patients

Overall, 89% of the cases were correctly classified, with 100% correct classification
of the 25 transudates. In Table 4.2.2.4. it can be seen that the model correctly
classified 19 of the 23 of patients in group MA, while the remaining four were

classified as NMA.

Table 4.2.2.4 Classification table for discrimination between the three groups of ascitic patients

Predicted Group Membership

Actual Group No of Cases MA NMA TA
Group MA 23 19 4 0
100% 83% 17% 0%
Group NMA 13 3 10 0
100% 23% 77% 0%
Group TA 25 0 0 25
100% 0% 0% 100%

Cross—validation was used to investigate the applicability of the final model to new
data. With this method, each individual is classified based on the data of the other 60
cases. As can be seen in Table 4.2.2.5., 69% of the patients were correctly classified

under the cross — validation process.

Table 4.2.2.5 Classification table under cross validation

Predicted Group Membership

Actual Group No of Cases MA NMA TA
Group MA 23 16 7 0
100% 70% 30% 0%
Group NMA 13 8 3 2
100% 62% 23% 15%
Group TA 25 0 2 23
100% 0% 8% 92%
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4.3 Seroprevalence of viral markers in Crete

The crude prevalence rates of HBsAg and HCV in Cretan blood donors were
estimated to be 0.40% and 0.38% respectively. Male blood donors had a higher
prevalence of HBsAg compared with female blood donors (0.41% versus 0.28%, Z-
statistic =5.28, p<0.01 and Cochran’s test p<0.01). The estimated odds of HBSAg
positivity were 98% higher for males (OR=1.98, 95% CI: 1.21 to 3.23). Exposure to
HBYV was detected in 8.8% of blood donors in Hania (5.9% of females and 9.2% of
males, no evidence of a difference between sexes) and 9.1% in Heraklion (9.4% of
males. 7.0% of females, again no evidence of a difference between sexes). Overall,
the estimated odds of being exposed to HBV were 57% higher for males than females
(OR:=1.56, 95% CI: 1.37, 1.80). Anti-HCV was detected in 0.38% of donors, with
higher rates in Heraklion (0.52%) and Rethymnon (0.52%) than in Hania (0.23%).
Significant differences between the three prefectures were also found for HBsAg

levels, with Rethymnon having the lowest prevalence (0.27%).

In the hospital patients, the crude prevalences of HBsAg and anti-HCV were 2.66%
and 4.75% respectively. A lower prevalence of HBsAg was detected in Rethymon
patients than in thoses in the other two prefectures, both overall (1.46% cf 3.96% in
Heraklion and 2.30% in Hania) and for males and females separately (2.03% in
Rethymnon males c.f. 5.41% in Heraklion males and 2.80% in Hania males, p<0.001,
and 0.94% in Rethymnon females c.f. 2.90% in Heraklion females and 1.73% in
Hania females, p<0.001). In all three hospitals, the RR of positivity for HBsAg was
significantly higher for males than females (5.4% vs. 2.9% in Heraklion hospital
patients, RR=1.9, p<0.001, 2.8% vs. 1.7% in Hania hospital patients, RR=1.6,
p<0.001, 2.0% vs. 0.9% in Rethymnon hospital patients, RR=2.2, p<0.001). The
overall prevalence of HCV was 5.2% in Rethymnon, 2.4% in Hania and 6.6% in
Heraklion. Similarly to HBsAg, there were significant differences between anti-HCV
positivity rates in males and females in Heraklion (males 7.3%, females 6.0%, RR

1.23, p<0.001) and Hania (males 2 .7%, females 2.0%, RR 2.4, p<0.01).

In measurements taken from Cretan subjects from the general population, exposure to

HBYV was estimated at 29% and 25% in the urban and rural populations respectively

121



(no significant difference) whilst the crude carrier rates were estimated to be 2.7% and
0.8% respectively (p<0.01). The prevalence of anti-HCV was not found to differ
significantly between urban and rural populations, being 4% in the urban population
and 2% in the rural population. HCV-RNA was found in 50% of cases in the urban
population and 25% in the rural population, although again this difference was not

found to be statistically significant).
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5. DISCUSSION

Patients with cirrhosis

Of our total cohort of 470 consecutive cirrhotis patients (who were 62% male), 320
(68%) had compensated cirrhosis at presentation and 144 (31%) had decompensated
cirrhosis, whilst 6 (1%) were of unknown status. This is in contrast to a series of 1155
consecutive cirrhosis patients (who were 65% male), 63% of whom had features of
decompensation at first presentation (D’Amico et al, 1986). The percentages by
cirrhosis aetiology appear similar for the male cirrhotics in each cohort, with 33% of
the males in the Italian cohort having alcohol abuse as aetiology and 14% of males
being positive for HBsAg as compared to our 42% and 16% respectively. For
females, however, there is a somewhat different picture, with 15% having alcohol
abuse as cirrhosis cause and 6% being HBsAg-positive as contrasted with our 2% and
10% respectively. For our compensated cirrhosis patients, life expectancy is
relatively long, with 67% of our patients surviving 7 years after diagnosis (Table
4.1.1.6) as compared to a 6-year survival rate of 54% in the Italian patients (D’ Amico
et al, 1986). The survival prognosis is poorer in both cohorts, however, for those
patients in whom decompensation has already occurred, with 36% survival at 7 years

in our group (Table 4.1.1.12) and a 6-year survival percentage of 21% in the Italian

group.

In our patients, decompensation and survival rates were found to differ according to
cirrhosis aetiology, with type C patients having lower risks of decompensation and
death than the other aectiological groups (with RR of decompensation 0.58 compared
to cryptogenics, Table 4.1.1.3., and RR of death 0.45 compared to cryptogenics,
Table 4.1.1.7.). The cirrhosis patients who have alcohol as aetiology have a higher
risk of decompensation (RR 1.72, 95% C.I. 1.00 to 2.97) than other aetiological
groups. There is no evidence, however, of a decreased survival time in alcoholic
cirrhotics, whether they are diagnosed as compensated or whether they present with

decompensation.

Overall, 49% of our compensated cirrhosis patients remain decompensation-free 5
years after diagnosis (Table 4.1.1.2). The predicted rates of hepatic decompensation
in the present study may be higher in our type B and C patients than in those of

similar studies for patients with virus-related cirrhosis. The percentage of HBsAg-
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positive patients who remain decompensation-free 5 years after diagnosis in the
present study is only 30% (Table 4.1.1.2) whereas a multicentre retrospective study
undertaken within the European concerted action on viral hepatitis (EUROHEP)
involving nine hospitals in Western Europe estimated the percentage of HBV
cirrhotics decompensating 5 years after diagnosis to be 23% (Fattovich et al, 1995).
The percentages of our HCV patients estimated to remain decompensation-free at 3
and 5 years after diagnosis are 79% and 65% respectively (Table 4.1.1.2) whereas a
EUROHEP study found cumulative percentages of patients developing
decompensation at 3 years and 5 years after diagnosis to be only 12% and 18%
respectively (Fattovich et al, 1997). A further European study of 103 compensated
cirrhosis type C patients in France found a 4-year risk of decompensation of 20%
(Serfaty et al, 1998). Both in the EUROHEP cohort and in the French cohort,
however, the majority of patients had received treatment during the follow-up period:
226 of the 384 patients in the EUROHEP cohort (59%) and 57% of the French cohort,
the latter having been treated exclusively with interferon (IFN). Absence of IFN
therapy has been found to be a predictor of decompensation and death (and HCC) in
103 HCV cirrhotics in France (Serfaty et al, 1998). Only 32% of our compensated
HCYV cirrhotics received treatment (Plaquenil) and there is no firm evidence that this

treatment is a predictor of decompensation or death.

The predicted survival rates for compensated HCV patients in our study appear
comparable to those of other studies. The percentages of our compensated HCV
patients estimated to survive 3- and 5- years after diagnosis are 94% and 88%
respectively (Table 4.1.1.6.) and corresponding percentages from a EUROHEP study
are 96% and 91% (Fattovich et al, 1997). For compensated HBV patients, however,
the predicted survival rates appear somewhat lower in our study than in the
corresponding EUROHEP study. The percentages of our compensated HBV patients
estimated to survive 5- years after diagnosis are 64% (Table 4.1.1.6.) as compared to
84% in both the EUROHEP cohort (Realdi et al, 1994) and another group of HBsAg-
positive compensated cirrhotics (de Jongh et al, 1992). The EUROHEP investigators
suggested, however, that the high predicted survival rates in their cohort may be due
to differences in patient characteristics between study cohorts, particularly as their

cohort had a low rate of splenomegaly (29%) and hepatic stigmata (28%), suggesting
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a relatively early stage of the disease. These indicators were not available for our

retrospective analyses.

The percentages of our decompensated HCV patients estimated to survive 3 and 5
years after presentation are 69% and 50% respectively (Table 4.1.1.12.). These
survival rates appear very similar to those of the EUROHEP cohort of type C cirrhosis
patients, estimated after the first appearance of decompensation, at 5 years to be 50%
(Fattovich et al, 1997). The percentages of our decompensated HBV patients
estimated to survive 3 and 5 years after presentation are 34% and 26% respectively
(Table 4.1.1.12.). The 5-year survival of a group of Dutch type B decompensated
cirrhotics was only 14% (de Jongh et al, 1992) whereas the corresponding EUROHEP
cohort had survival of 50% after decompensation (Fattovich et al, 1995). The survival
chances of our cirrhotics who present with ascites appear to be high, as a recent study
of 216 Spanish cirrhotics with ascites found a 27% chance of survival after 5 years
(Fernandez-Esparrach et al, 2001), as compared to our 52% survival percentage (with

95% C.1. 39% to 64%) for the equivalent group (Table 4.1.1.12).

The above findings indicate that in our cirrhosis patients, whilst overall survival rates
for both compensated and decompensated cirrhotics are likely to be similar to those of
other European groups of cirrhotics, rates of decompensation in our compensated
types B and C cirrhosis groups may well be higher than in other European cohorts.
One explanation for the increased rates of decompensation in our viral cirrhosis
groups may be that the mean ages at diagnosis were 63 years (s.e. 2.1) and 64 years
(s.e. 0.7) for HBV and HCV patients respectively as compared to means of 44 years
(range 17-74) and 54 years (s.d. 5 years) in the corresponding EUROHEP cohorts
(Realdi et al, 1994, Fattovich et al, 1997). Age has been found, both in the present
study and from the EUROHEP Cox models, to be a significant prognostic factor for
both decompensation and survival (Realdi et al, 1994, Fattovich et al, 1997, Fattovich
et al, 2000). Fattovich et al (1997) found that the probability of survival in type C
cirrhosis depended on the presumed source of infection, with better chances of
survival in patients with a history of intravenous drug abuse or blood transfusion than
other sources (such as a family member with chronic liver disease). When considering
the survival times of our decompensated patients, it should be noted that they were

followed from the time of their presentation to the clinic which was not necessarily
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the same as the time of diagnosis (29% presented at the clinic some time after the
initial diagnosis) whereas the EUROHEP estimates were taken using the time of
initial decompensation in the cohort of compensated patients as the starting point. It
may well be, therefore, that our decompensated cirrhosis patients have longer survival
times on average than other European groups when considered from the time of

diagnosis.

Although information on the survival rates of cirrhosis patients with alcoholism as
aetiology is scarce, liver disease is known to progress more rapidly amongst persons
with joint alcoholic liver disease and HCV infection than those with HCV alone
(WHO fact sheet 164, 2000). Our findings indicate that this holds even when the
disease has already progressed to the cirrhotic stage (Tables 4.1.1.1 and 4.1.1.5), with
deterioration also being more rapid than in those subjects with only alcoholic liver

disease.

The rate of HCC incidence in Cretan cirrhotic patients was estimated to be 2.3 per 100
person-years. In other studies, incidences range from 1.5 per 100 person-years in 349
HbsAg positive compensated cirrhotics (Fattovich et al, 1995) to 6.4 per 100 person-
years in male compensated cirrhotics who were both HBsAg positive and anti-HCV
positive (Chiaramonte et al, 1999). The overall cumulative 3- year HCC incidence
rate (obtained using estimates of the cumulative hazard) in our cirrhosis patients was
estimated to be 8% (se 1.5%). In 240 patients with cirrhosis diagnosed at enrollment
to a study undertaken in Osaka, Japan, the estimated cumulative risk (estimated using
Kaplan-Meier methodology, as in the present estimates) was 12.5%, with se 2.5%

(Tsukuma et al, 1993).

In our cirrhosis type B patients the cumulative 3- and 5-year HCC incidence rates
were 20% and 27% respectively whilst in our type C patients the corresponding
percentages were only 7% and 9% respectively. These results are in the opposite
direction to those obtained in a study of 259 Italian compensated cirrhotics with
cumulative 5-year HCC appearance rates in HBsAg-positive cirrhotics at 10% and in
HCV-positive cirrhotics at 21% (Chiramonte et al, 1999) and to those obtained in a
follow-up study of 795 cirrhosis patients in Japan, with HCC appearance rates at the
fifth year at 14% in the HBsAg positive patients and at 22% in the HCV positive
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patients (Ikeda et al, 1993). The cumulative incidence rates found for HCV patients in
our study were similar to the corresponding EUROHEP percentages: 4% at 3 years
and 7% at 5 years (Fattovich et al, 1997). For the HBV patients, the corresponding
EUROHEP estimates were much lower: 3% at 3 years and 6% at 5 years (Fattovich et
al, 1997). One possible explanation for these differences is that in our cohort, only 55
HBYV patients were included in the analyses with 9 cases of HCC appearance during

follow-up.

A somewhat surprising result was that the incidence rate in our compensated Cretan
cirrhotics was higher than in the patients with decompensated cirrhosis (2.5 per 100
person-years and 1.5 per 100 person-years respectively). However, deaths from liver
disease are likely to override HCC incidence for given time intervals involving
advanced stages of decompensated cirrhosis. A “survival bias” may be introduced as a
result of reduced progression rate to HCC compared to earlier time points, due to
deaths as a result of decompensation (Chiaramonte et al, 1999). These deaths are
treated as censored observations in the estimation of HCC incidence rates, as in
similar studies (e.g. lkeda et al, 1993). This provides an explanation for the
observation that the estimated incidence rate is higher in the compensated as opposed
to the decompensated cirrhotics. An alternative explanation is that the estimates are
approximate, particularly given the small number of decompensated cirrhotics.
Another plausible explanation for the unexpected incidence rates is that the estimated
rates are crude rates. Age-adjusted rates may provide more reliable estimates,
although these are not estimable in the present study, given the small numbers

involved.

In the compensated cirrhosis group, the proportion of type C patients was higher than
in the decompensated patients (48% and 16% respectively) whilst the proportion of
those with alcohol as aetiology was lower (18% c.f. 49%). Cirrhosis aetiology is
thought to have an effect on the risk of HCC, and this is also indicated by the present
findings with higher incidences in the HBV as compared to the HCV cirrhotics. The
differing HCC incidence rates may be an explanation for the differing survival rates
found in the aetiological groups. Some previous studies have found an association
between the cause of cirrhosis and the number of HCC nodules (Fasani et al, 1999)

whilst others have found HCC to grow more aggressively in patients with HBV than
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those with HCV (Okuda et al, 1984, Shijo et al, 1991, cited in Fasani et al, 1999). A
higher prevalence of HCC in cirrhosis patients with multiple aetiologies than in HCV
carriers has also been reported (Fasani et al, 1999). In a study of 917 outpatients with
chronic hepatitis or compensated liver cirrhosis, each of the serum markers for
hepatitis virus (HBsAg, anti-HBC in high titre and anti-HCV) was significantly
associated with the risk of liver cancer, as was the diagnosis of liver cirrhosis at
enrollment to the study. The amount of alcohol consumed per day (>80g ethanol

versus <80g ethanol) did not, however, have an effect on the risk of liver cancer

(Tsukuma et al, 1993).

The study of the survival of Cretan cirrhotic patients has all the inherent limitations of
a retrospective analysis. One limitation of the study is that the severity of cirrhosis at
diagnosis was not recorded. In fact, there were only demographic and aetiological
prognostic factors available for inclusion in the survival and decompensation models.
Therefore, clinically useful inferences are limited. For example, it is well known that
the presence of HCC or decompensation are stronger risk factors for early death than
cirrhosis aetiology, age or sex and determination of the extent to which the former
preside over the other risk factors is not likely to be of primary importance. The
availability of measurements such as that of serum albumin may be of high inferential
use, this measure having been associated with prognosis in cirrhosis due to alcohol,
hepatitis B and cryptogenic causes (Gines et al, 1987, cited in Bonis et al, 1999) and
also cirrhosis due to hepatitis C (Fattovich et al, 1997). Fattovich et al (2000) found
the serum y-globulin level to be a significant prognostic factor in the probability of
decompensation and survival of HBV cirrhotics and offer the explanation that the
levels of this biochemical variable reflect the degree of alteration of the hepatic
circulation in the cirrhotic liver. Available a-fetoprotein (AFP) measurements at
presentation may also be beneficial, particularly as it has been suggested that patients
with levels of greater than 20ug/l may have undiagnosed HCC (Colombo et al, 1991).
The limited value of the prognostic information available for the models presented is
reflected in the short-term predictive accuracy of the multivariable Cox model, as
compared to the simple Kaplan-Meier estimates, as depicted in the time-to-

decompensation model, for which R? falls to 0 after 5 years (Section 4.1.1.).
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It may also be beneficial to have genotype assays for HCV. The most common
genotypes in European patients with cirrhosis type C are genotypes 1b and to a lesser
extent, type 2 (Fattovich, 2001). In cirrhotics, HCV type 1b is not associated with a
greater risk for HCC compared to other genotypes but patients with this genotype
have a threefold increase in the risk of decompensation (Fattovich, 2001). Some
previous reports indicate that genotype 1b may be over represented amongst HCV
patients with cirrhosis and HCC (Nousbaum et al, 1995, Hatzakis et al, 1996, Zein et
al, 1996 cited in Bonis et al, 1999). A separate study, however, found no such
association (Bonis et al, 1999). It is thought that HCV-infected subjects with higher
amounts of HCV RNA in their serum (i.e. higher viral loads) are more resistant to
interferon therapy (Di Bisceglie, 1998). It would be interesting to measure the viral
loads in our HCV treated patients. It is also believed that sustained responses to
interferon are more likely to be obtained in those with a shorter duration ot the
disease, milder histological features, genotypes other than 1b and limited quasispecies

diversity (Dienstag, 1997).

A co-infection with B and C viruses has been found in certain studies to produce more
accelerated disease of the liver indicating possible synergistic effects of each infecting
genotype, rather than additive (Roudot-Thoraval et al, 1997, cited in Bonis et al, 1999,
Benvegnu et al, 1994, cited in Fasani et al, 1999). In the present study, however, the
number of subjects with dual infection was too small (2 males and 1 female
presenting with compensated cirrhosis due to dual B and C infection, 2 males
presenting with compensated cirrhosis due to dual B and A infection and 1 male
presenting with decompensated cirrhosis due to B,C and A infection) to allow
inferences to be drawn. In a recent EUROHEP investigation, a 20% prevalence of
anti-HDV was found in 200 HBsAg positive compensated cirrhotics, a rate said to
parallel those of previous European studies (Fattovich et al, 2000). A somewhat
higher risk of HCC and mortality was found in the HDV-infected HBV cirrhotic

patients, although the mortality results did not quite reach statistical significance.

The presence of hepatitis B e antigen (HBeAg, a marker of viral replication) in
HBsAg-positive patients may also be of prognostic significance. A EUROHEP study
of survival of compensated type B cirrhotics found HBeAg status to be one of six

significant prognostic factors for survival (Realdi et al, 1994). A further EUROHEP
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study of HBV cirrhotics found that HBeAg positivity at entry was the only significant
prognostic factor (in a Cox model) for HBsAg loss at a later date and that the loss of
HBsAg was associated with a low risk of developing HCC and long survival
(Fattovich et al, 1998). In the same study, the yearly incidence of HBsAg loss in
untreated patients with compensated cirrhosis type B was estimated to be 0.8% during
the first five years of follow-up. A study of a large cohort Dutch type B cirrhotics also
supported the idea of HBeAg status being an important prognostic indicator for
survival, with a change in HBeAg status during follow-up resulting in a 55% decrease
in mortality rate (de Jongh et al, 1992). The EUROHEP investigators also studied the
effect of interferon —alpha and found a significantly higher probability of HBsAg
loss in the treated group as compared to the untreated controls (Fattovich et al, 1998).
Another interesting finding was that in the interferon-alpha treated group, HBsAg loss
occurred only if HBeAg had been present at entry.

Another limitation of the present investigation is that the results may not be strictly
representative of the natural history of cirrhosis, given that a minority of the type C
patients received treatment, albeit without significant survival implications (details in
Section 4.1.2.). A separate issue is that of the effects of possible pre-existing end-
stage liver disease. Bonis et al (1999), who developed predictive models for the
development of HCC, liver failure or liver transplantation in patients presenting with
chronic hepatitis C, state that “those who developed a primary end-point within 4
months of initial evaluation were excluded [from the analysis] since it is likely that
end-stage liver disease already existed”. In the present study, a similar exclusion
criterion was enforced in the case of HCC incidence (with exclusion of those for
whom HCC occurred within one month of initial evaluation, details in Section 3.1).
Further models could be developed for our data using similar exclusion criteria for

decompensation and liver failure.

PBC data

The results of our study on UDCA-treated PBC patients indicate that in our PBC
population there is a beneficial effect of UDCA on long-term survival. The present
study, however, has the inherent limitations of any trial that is not randomized and
controlled, particularly as it has a long accrual period. The Mayo model patients were,

however, also accrued over a long time period (January 1974 to May 1984, Grambsch
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et al, 1989), albeit without being administered treatment for PBC. Our study has the
statistical advantage over other similar studies that there was a single clear end-point
in the analysis which did not involve referral for liver transplantation. The criteria for
referral for liver transplantation may vary between different countries and locations,
resulting in differences in possible interpretations of UDCA benefits, depending on
the particular study (Goulis et al, 1999). As liver transplantation was not an option for
the Cretan PBC patients, this was not a potential source of bias in the estimation of

observed survival per se in our data.

The Mayo model seems to stratify the patients well according to risk of death in that
the risk score was found to be the most important predictor of survival status using
Cox regression analysis, both considered singly and in combination with other
prognostic variables. Dichotomizing the patients based on their risk scores resulted in
two groups of patients with those in the low risk score group having significantly
better chances of survival than their high risk score counterparts. When the five
variables considered in the Cox regression-derived Mayo model, however, were
considered in a similar Cox regression analysis for our data, the only significant
predictors of survival time were found to be initial age and log(albumin)
concentration. Our Cox analysis results must be interpreted with care, however, due

to the strong evidence of lack of stability of the model coefficients.

There are certain important points to be considered in the quantitative application of
Mayo natural history model predictions to compare survival of untreated PBC patients
to survival of UDCA-treated patients. Firstly, the Mayo model has been applied to a
Greek population whose baseline characteristics may not be similar to those of the
original population. In the Ludwig staging classification, there appear to be a higher
proportion of Greek PBC patients initially at Ludwig stage I or II (58% in total) than
in the 418 patients from which the Mayo model coefficients were derived (28% in
total at stage I or II, Dickson et al, 1989). In the Mayo model, the data were collected
at randomization to a clinical trial (the starting date being the date of entry to the trial)
whereas in Crete, the starting point was the time of disease diagnosis. The differences
observed in the two patient groups tie in with the measurements being taken at
diagnosis as opposed to the date of enrollment into the study. It is notable that the

initial average age of the patients was higher in the Cretan patients, however, with
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median 59 years, than in the Mayo model patients (median 50 years). The mean risk
score of our patients was 4.83 (sd 1.21, range 2.32 to 8.93), a value very similar to
that of the Mayo model mean of 5.07 (range 2.78 to 10.17) for the combined Mayo
data set (418 patients, Markus et al, 1989). Also, the Mayo natural history model was
developed over a decade before the present data were analysed. During this time
period there may have been improvements in baseline care other than the treatment
effects. A double-blind randomized study of UDCA-treated versus placebo groups of
PBC patients, comparing to Mayo model predictions have shown there to be an
inflated effect of treatment based on the Mayo model (Lindor et al, 1996). Based on
the above observations it is unclear in which direction, if any, the resulting survival
bias may be, although it does appear that it should not be taken for granted that the
baseline hazard in the Cretan PBC patients is the same as that of the Mayo model
population. A second point to consider is the use of the one sample log-rank test
procedure in comparisons with a hypothetical control group is not ideal, as the mean
survival function is random and not fixed as assumed in applying the test (Dickson et
al, 1989). This test is, however, the one of choice in many such comparisons and has
been widely applied in making Mayo model comparisons using PBC patients (e.g. W.
Ray Kim et al, 2000, Poupon RE et al, 1999, Krzeski et al, 1999, Markus et al, 1989).

It is hoped that in the near future it will be possible for liver transplantations to be
undertaken in Crete. The survival probabilities of our PBC patients could be used to
assess when transplantation could take place. It has previously been suggested that
transplantation should be considered when the estimated 6-month survival probability
drops below 80% (Christensen et al, 1993). As there was a high degree of censoring
(84% censored values) in our data set, it was not possible to develop a prognostic
model containing all known information. In fact, it has been suggested that the
number of events (deaths) per variable (EPV) considered for inclusion in a PH model
should be at least 10, as with a smaller number the parameter estimates in PH models
have been found to be unreliable (Peduzzi et al, 1995, Peduzzi et al, 1996 cited in
Altman & Royston, 2000). Using the present data, the EPV for a two-variable model

is 8.5 and for a three-variable model it is 5.7.

It is a well-documented observation that in untreated PBC patients, elevated levels of

serum bilirubin are an independent predictor of a poor prognosis (Wiesner, 1998,
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Shapiro et al, 1979, Dickson et al, 1989). This has also found to be true for UDCA-
treated patients in a trial in which comparisons were made between patients with
‘normalised serum bilirubin level’ (i.e. <17 pumol/L, continuing on a consecutive
measurement) and those without normalized levels (Bonnand et al, 1999). In a recent
study of Polish PBC patients, bilirubin was found to be the most important predictor
of prognosis, whether or not there had been prior treatment with UDCA (Krzeski et al,
1999). The importance of bilirubin is also reflected in the standard prognostic models
(Mayo, European, Yale, Oslo) in which the level of bilirubin is the most heavily
weighted variable (Wiesner, 1998). It is interesting that in our UDCA-treated patients,
bilirubin levels did not appear to be a significant predictor of survival (neither at
univariate nor multivariate analysis). This observation may reflect relatively early
diagnosis of the patients in the study, many of whom were asymptomatic for PBC and
were diagnosed as a result of routine blood tests. Perhaps these results would be
different if a time-dependent model was considered, with repeated measurements of
bilirubin over time. Recently, a new Mayo model has been developed which
incorporates repeated measurements, leading to higher accuracy and precision in the

two years following the patient’s last visit (Wiesner, 1998).

A separate issue is that of the extent of development of complications of liver disease
such as ascites or gastrointestinal bleeding, which may be considered as clinically
meaningful surrogates for survival. In the present cohort, the subjects in whom ascites
or variceal bleeding occurred were given standard treatment (paracentesis or diuretics

for ascites and sclerotherapy or band ligation for variceal bleeding).

Natural history of HCC

From the results of the survival analysis of 73 consecutively diagnosed HCC patients,
it could be cautiously inferred that the situation with regard to the relationship
between HCC and the viral markers HBV and HCV in Cretan cirrhotics is in contrast
to that present in mainland Greece, with HCC being associated with 54% HCV and
only 26% HBsAg, our results approaching those of Japan, Italy and Spain (further
details having been provided in Section 1.4). This may be due to the fact that the
prevalence of HBsAg on Crete is lower than in mainland Greece (with an estimated
overall prevalence in blood donors on Crete of 0.40%, Koulentaki et al, 1999, as

compared to 0.84% in sporadic donors in Greece, Kyriakis et al, 2000), and resembles
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the situation in Spain and Japan whilst anti-HCV positivity has been found to be
higher in both rural and urban Cretan populations than in the population of mainland
Greece, both in the present study and in previous investigations (Lionis et al 1997a,
Lionis et al 1997b, Fragiadakis, 1996). The finding that HCC is associated more
frequently with HCV than HBsAg may appear at first glance to be in contrast to the
finding that in the Cretan cirrhosis cohort, the incidence of HCC is at much higher
rates in the HBV than the HCV group. One explanation is that, given the higher
prevalence of chronic HCV than HBV in Crete (and assuming similar rates of
progression of both HBV and HCV to cirrhosis), the higher incidence rates of HCC
found in our HBV cirrhotics may be more than compensated for by the difference in
prevalences in the general population, resulting in more HCC patients being type C
than type B. In fact, hepatitis B is believed to have a higher cancer potential than
hepatitis C, a fact consistent with the finding of higher HCC incidence rates in type B
Cretan cirrhotics. A further postulation is that the plaquenil treatment may have had a
positive effect with respect to decreasing the incidence of HCC, on the HCV
cirrhotics to whom it was administered, whereas none of the type B cirrhotics were

administered any form of treatment.

It is noteworthy that of the patients diagnosed as having HCC during the follow-up
period (1992-1996), small hepatocellular tumours (Okuda stage I) were rarely
identified. In the publication of the analysis of these data, it was stated that it would
be essential to create a surveillance programme of patients with HCV or HBV chronic
liver disease (Kouroumalis et al, 1997). This surveillance programme has not yet been

implemented.

Treatment of HCC

The first published study of the effect of treating inoperable hepatocellular carcinoma
with somatostatin analogues and demonstrating improved survival with subcutaneous
octreotide administration in such patients came from our clinic (Kouroumalis et al,
1997) and the survival analyses which were undertaken have been presented in the
present study. Additional evidence has been reported from Austria as a case report
(Raderer et al, 1999) whilst in Germany another a trial along similar lines is in
progress, with the administration of long acting octreotide in patients with inoperable

hepatocellular carcinoma (Allgaier et al 2000). Hepatocellular carcinoma has a

134



variable and heterogeneous clinical presentation and course, making the design of
controlled trials for assessment of a new treatment modality extremely difficult (D
Shouval, 1998). These difficulties were overcome in the case of our octreotide study,
with our results being referred to as ‘promising’ and ‘deserve to be explored further’
(D Shouval, 1998). Another recent published study assessing the survival of Greek
HCC patients was the study of tamoxifen treatment (Manesis et al, 1995). The
estimated median survival times and survival rates were lower than in both our
somatostatin analogue studies, with 22% survival after 12 months (as contrasted with
56% and 61% for our octreotide- and long-acting somatostatin-treated patients
respectively). In both Greek studies, patients with tumours judged to be suitable for

surgery at diagnosis were excluded.

In the patients involved in the octreotide study, two distinct groupings of somatostatin
receptors were detected, in terms of their concentrations in the liver tissue (fmol/mg
protein), unrelated to the underlying liver pathology (Kouroumalis et al, 1998). One
possible explanation is a heterogenous distribution of somatostatin receptors in the
tumoral tissue. This has been reported in certain adenocarcinomas (Reubi et al, 1990),
pituitary adenomas (Greenman & Melmed, 1994) and carcinoid tumours (Reubi et al,
1994). In the long-acting somatostatin patient group, there appeared to be two distinct
patterns: some patients remained remarkably stable for months with a biochemical
improvement and in some instances with a recession of tumour size whereas other
patients followed a relatively rapid deterioration leading to an early death. It is
speculated that this could be related to the presence or absence of somatostatin
receptors in the tumoural tissue (Dr D Samonakis, personal communication), although
it was not possible to assess this quantitatively. With regard to the statistical analysis,
it would be very interesting if the appropriate variable (e.g. receptor density) could be

included in future prognostic models.

Ascites patients: differentiation between malignant and non-malignant ascites

Differentiation between malignancy-related and non-malignant ascites remains a
difficult task. The results of the recursive partitioning models fitted in the present
study indicate that, of the biological parameters considered, the most important factor
in distinguishing patients with non-malignant (cirrhotic) peritoneal effusions from

those with malignant ascites is the ascitic fluid:serum albumin ratio. These findings
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are similar to those of a previous study, which indicated the importance of the
serum:ascitic fluid albumin concentration gradient (Lee et al, 1992). There was also
an indication that the ascitic fluid: serum interleukin-1a ratio may be of importance,
although the split involved separation of only five subjects (three cirrhotics and two
with malignant neoplasms) from the remaining twenty-five patients and when more
stringent modelling conditions were used, the result was a misclassification rate of
only 6% using the albumin ratio alone (as expected). Given the high observed
correlations between the variables and high empirical sensitivities and specificities,
the presence of other measurements possibly of similar importance to interleukin-1a
(such as LDH and ferritin) must be considered a possibility. It is known that the
presence of masking may complicate covariate evaluation in tree models (pg 102,
Segal, 1998). Therefore, the model fitted in the present setting should be seen only as
being indicative of the biochemical parameters that may be important in
distinguishing cirrhosis from malignancy when based solely on the biochemical
measurements. The small number of patients in the study increases the uncertainty of
the validity of the specific model for patients other than those in the present trial,
given the relatively large number of biochemical variables. The present investigation
should be regarded as being a preliminary analysis, requiring validation in a
prospective setting. Despite the aforementioned shortcomings, however, it is believed
that this illustrates a simple and potentially very accurate model that renders the

present study important as a basis for further research.

AAT in ascitic fluid has been reported to be a 95% specific and sensitive marker to
separate malignant and non-malignant ascites (Villamil, 1990). The present results
partially support these findings at a univariate level when using ascitic fluid to serum
ratios, with a lower sensitivity (70%) and specificity (65%, see Table 4.2.1.1.,
Section 4.2.1.). AAT, LDH and ferritin have also recently been reported to have high
sensitivity but low specificity in separating malignant from non-malignant pleural
fluid (Alexandrakis et al, 1997). LDH levels in peritoneal fluid of ovarian cancers
have also been used as a marker of diagnosis (Schneider et al, 1997). In the present
study, high sensitivities and also high specificities were obtained for both LDH and
ferritin. Complement measurements, reported to be useful tests in malignant ascites
(Wang et al, 1997), offer no advantage over simple albumin measurements according

to our experience.
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An issue for consideration is the heterogeneity of the cancer patients in terms of
tumour location. Among the 27 ascities patients with carcinomas, 12 had carcinomas
of the ovary. The serum markers of TPS and CA-125 have been reported to be of
additive value for the identification of epithelial ovarian neoplasms (Schneider et al,
1997). A higher proportion of women than men in the sample were cancer patients
(22 females, 15 males) whereas the cirrhosis group consisted in the main of men (8
females, 15 males). A further issue is that, in the absence of further examinations,
patients with malignant ascites cannot be further classified as to the presence or
absence of cirrhosis. The statistical analysis aimed to discriminate between patients
with malignant ascites and those ascitics with cirrhosis and without malignancy, using
a restricted set of biochemical parameters. The ascitic patients with cirrhosis and
without malignancy may have different biochemical characteristics to the general

population of patients with ascites but without malignancy.

It is interesting that in the simultaneous discrimination between the three groups of
patients (malignant exudates, non-malignant exudates, transudates), the concentration
of albumin in the ascitic fluid was not one of the variables considered significant in
the final multivariate model. This does not mean that albumin is not a useful
discriminatory variable in this case, but rather that during the modelling procedure,
when considering the variables jointly it was not necessary to include the albumin
measurement to achieve a high discriminatory power for the three groups. Judging by
the results of the univariate analysis, however, the importance of the ascitic fluid
albumin concentration as a single predictor in distinguishing between the three groups

is very clear (see Table 4.2.2.2, Section 4.2.2.).

Seroprevalence of viral markers

The viral marker seroprevalence estimates vary greatly between the populations
considered (blood donors, high-risk hospital patients, community-based urban and
rural populations). One common feature, however, appears to be their geographical
distribution. Lower prevalence rates of HBsAg were found in Rethymnon compared
to the other two counties, both in the blood donors and in the hospital patients.
Similarly, lower rates of anti-HCV were found in Hania compared to the other two

counties. Also, in general, lower rates of both anti-HCV and HBsAg positivity were
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found in females as compared to males at each location. In our blood donor
population, there appears to be a high exposure (8.8%) to and low carrier rate (0.40%)
of HBV in comparison to other European countries. For example, Sweden has been
reported to have an overall exposure rate to HBV of 3.6% and a carrier prevalence
rate of 0.6% (Banke et al, 1971, Hansson et al, 1975, Iwarsson et al, 1972, cited in
Koulentaki et al, 1999). A recent estimate of national HBsAg prevalence rates in non-
regular donors was 0.84% (Kyriakis et al, 2000) whilst a study of blood donors in
northwest Greece reported a HBsAg prevalence of 0.85% (Zervou et al, 2001). This is
lower than previous HBsAg blood donor rates in selected Greek groups e.g. 4.9% in
6708 Hellenic Air recruits tested in 1971 (Vissoulis et al, 1972 cited in Kyriakis et al,
2000). It has been postulated that there has been a fall in the HBsAg seroprevalence in
the general population in Greece in recent years (Kyriakis et al, 2000). The Cretan
blood donor HBsAg seroprevalence estimates at 0.40% are seen to be even lower than

the general Greek donor estimates mentioned above.

It is widely known that the estimated prevalence of viral markers in blood donors is
likely not to reflect the prevalence in the general population. In fact, estimates
obtained using blood donor populations are likely to be lower than those in the
general population: in the U.S. the prevalence of HCV infection among volunteer
blood donors in 1900 was only one third that of the general population (0.6% and
1.8% respectively, Wasley & Alter, 2000). This finding is confirmed in our study,
where the general population HCV prevalence estimate of 3.0% is about eight times
that of the blood donor population estimate whilst the HBV estimate of 1.7% is about
4.3 times that of the corresponding blood donor population estimate. As blood donors
are frequently used in such surveys, however, it is possible to compare prevalence

rates between countries using estimates for blood donor populations.

The crude anti-HCV blood donor prevalence rate at 0.38% appears to be at a similar
or lower rate than in blood donor populations of other southern European countries.
For example, in Spain anti-HCV prevalence rates of 0.93% and 1.12% have recently
been reported (Munoz-Gomez et al, 1996, Salmeron et al, 1996) whilst in Italy a
prevalence estimate obtained from 4614 blood donors of 0.3% has been reported
(Meliconi et al, 1996). On the other hand, estimates of HCV seroprevalence rates in

Crete obtained using both our community-based estimates (4.0% in the urban sample
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and 2% in the rural sample) and those of a study carried out in primary health care
(PHC) centres throughout Greece have been found to be higher than those obtained in
other regions of Greece. In the latter study, the HCV carrier rate was found to be
higher in Cretan centres (4.8%) than in those found in other regions in Greece (Lionis
et al, 2000). The lowest prevalence in the PHC study was found in Macedonia, at
2.1%. The high seroprevalence estimates of anti-HCV in Crete compared to other
regions of Greece are also in accordance with the findings of a previous study
undertaken in rural Crete, with 10.9% of the 257 subjects tested when visiting the
local health centre being found positive for anti-HCV and 3% of 164 subjects tested
from surrounding villages found to be positive for anti-HCV (Lionis et al, 1997b).
The corresponding prevalences of HBsAg were 1.2% and 0 respectively. Using the
community-based HBsAg and anti-HCV positivity estimates obtained in our study
and the estimates of previous studies undertaken in Crete, it can be inferred that the

prevalence of HCV is likely to be higher than that of HBV in the Cretan population.

One major setback in all three epidemiological surveys undertaken in the present
study is the lack of detailed breakdown by demographic factors such as age. Age is
very likely to be a confounding factor (as, for example, age has a negative correlation
with intravenous drug use). Young males are known to have higher rates of
participation in risk activity which can result in exposure to blood borne viruses such
as hepatitis B or C and males are also more likely if infected with hepatitis B to go on
to be chronic carriers. In estimation of the HBV and HCV marker prevalence rates,
the ages of individual subjects were not available in any of the groups considered
although retrospective data were obtained at a later date on the distribution of age
groups. It is mandatory that all males undertaking national service donate blood.
Therefore, it is likely that the average age of the blood donors is lower than that in the
general population. In addition, it would have been useful to have been provided with
knowledge of the permanent addresses of the blood donors as a substantial proportion
of those doing their National Service in Crete may not be permanent residents of
Crete, so the rates may not be in fact truly representative of Cretan blood donor rates.
It would also have been useful to have details for each subject on their status: regular
or sporadic donor, and if sporadic, whether military recruit or family donor. National
blood supply in recent years have been found to be 53% from directed family donors,

37% from regular donors, 6% from Hellenic Armed forces donors and 4% from Swiss
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Red Cross donors (Hellenic Blood Transfusion Service, 1991-96, cited in Kyriakis et
al, 2000). For nosocomial patients, similar problems of age bias are likely to be
encountered, this time in the opposite direction i.e. older subjects on average than in
the general population. The estimates obtained using the sample from urban and rural
areas of Crete are likely to be the most representative of the seroprevalence rates in

the general population in Crete.

General limitations of the statistical analyses

The statistical analyses that were undertaken can only provide an indication of the
true state of affairs as they were limited by many factors. Two main limitations are
presented below:

1) Many of the data analyses involved relatively small numbers of patients. This was
particularly true for the multivariate analyses undertaken for the patients with ascites.
It is known that with small numbers of patients, there is a low signal-to-noise ratio
with an increased risk of selecting unimportant variables and failing to include
important ones (Altman & Royston, 2000). Therefore, the results should be treated
only as indicative. For the cirrhosis data, although associations were found between
prognostic factors such as sex and cirrhosis aetiology (Table 3.1.3.), it was not
possible to test for interactions in all the survival models, as the numbers in certain
cells were too small. The presence of interaction terms, such as the effect of cirrhosis
aetiology on the hazard of death being different in the patients of each sex, would
affect interpretation of the results. Another example of the effect of small numbers is
the lack of stability of the Cox survival model for the compensated cirrhotics, in
which omission of two observations caused a large difference in the regression
coefficient (and hence the hazard) for the alcohol+virus aetiology contrast. There

were only 17 patients in the alcohol +virus category.

A related issue to the consequence of the small numbers of patients available is that of
having a high degree of censoring. High proportions of censored data were present in
the majority of the survival analysis studies undertaken in the present investigation,
and this was particularly evident in the PBC study. The high degree of censoring was
reflected in the instability of the model coefficients (as seen using the bootstrapping
techniques). The effective sample size in a survival analysis model is often taken to

be Ny where N is the sample size and y represents the proportion of uncensored
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values (as in Schmoor et al, 2000). As mentioned above in the discussion of the PBC
data, it is recommended that the EPV in a PH model are at least ten, with lower values
resulting in an unreliable model. Most published studies do not meet this criterion,

however (Altman & Royston, 2000)!

2) For most of the statistical analyses undertaken in the present thesis, as expected
using statistical methods to derive prognostic models, the analyses were data-
dependent rather than prespecified. It is known that data-driven methods are expected
to provide an overoptimistic assessment of predictive performance. This problem of
overoptimistic prediction has only recently come to light. In addition, the Cox models
fitted to the data of the cirrhotic patients were based on sparse prognostic information
and no validation data sets were available. The estimated Brier score and measures of
residual variation employed may result in over-optimism when calculated in the same
data from which the prognostic classification system has been derived (Graf et al,
1999). Computer intensive statistical techniques such as bootstrapping and leave-
one-out cross-validation, attempt to reduce overoptimism at the model-building
stage. They can also be used to estimate shrinkage factors, which can be applied to
regression coefficients to counterbalance overoptimism (Altman & Royston, 2000,
Schumacher et al, 1997). This new area will be examined in future research.
Bootstrapping techniques can be used to investigate not only the stability of the
variables included in a Cox model but also the estimated survival probabilities for
individual patients (Altman & Andersen, 1989). This was not investigated in the
present study due to the sparseness of prognostic information, but it is hoped that it

will be investigated further using new data in the future.

Further approaches to model-fitting

The survival analyses undertaken in the present study have relied heavily on the Cox
PH model, in which the hazard function in patient groups is compared to the baseline
population using a multiplicative model on the log hazard scale. There is a second
class of models that has been considered in the statistical literature, using which the
survival functions are modelled directly on the time scale, thus accelerating or
decelerating the time to failure. These are called accelerated failure time models (pg
14, Everitt & Dunn, 1998). Other than the PH model, the most popular model
associating h(t) and x is the accelerated failure time model (pg31, DuCroq, 2000).
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An alternative to the use of time-dependent models is to create multistate models.
Altman & de Stavola (1994) state that it may be appropriate to consider applying a
multistate model rather than a time-dependent model in cases in which the variables
under consideration are few and discrete or identify complications which prelude
death. The decompensation of cirrhosis patients could be taken to be such a variable.
This type of model could also be applied in the case of PBC data in which
transplantation could be taken into account as an intermediate event (as mentioned by

Bonnand & Poupon, 1996).

The theory underlying the survival analyses has been described in a traditional
manner in the present thesis, so as to be comprehendible by a wide range of health
science professionals. Venables & Ripley (1994, pg267) mention that the modern
mathematical approach to survival analysis is based on continuous parameter
martingales. The general approach taken in the present study in obtaining prognostic
models is the “classical approach”, in that maximum likelihood methods have been
applied in drawing inferences from the models fitted. An alternative that could be
explored is that of a Bayesian approach, although there is general controversy
surrounding the use of pre-specified prior distributions. Also, there are alternatives to
the use of traditional survival analysis modelling methodologies, such as neural
networks and regression trees (CART). These have only recently been explored in the
literature and although there does not appear to be evidence that they offer any
consistent advantage in the context of survival analysis (Altman & Royston, 2000),

one personal aim is to explore this area further in the future.

It is hoped that the investigations undertaken in the present thesis provide a new
insight into prognosis for Cretan cirrhosis patients. As the aim was to obtain clinical
predictions for this previously unexamined group of subjects, rather than to delve into
the statistical intricacies of various approaches to modelling, the models formed were
based in the main on widely applicable traditional statistical methodology. Certain
weaknesses in terms of the validity of specific models have been highlighted using
computer-intensive techniques. The overall picture obtained suggests that there are
interesting findings in terms of both therapeutic options and possibly useful clinical

tools for this diverse group of patients.
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7.1 APPENDIX A. Survival analysis in SPSS and S-PLUS
I) Cox regression in SPSS
When fitting a Cox regression model in SPSS, syntax of a similar format to the

following may be used:

COXREG
survtime /STATUS=event (1)

/CONTRAST (sex)=Indicator(1)

/METHOD=BSTEP (LR) sex age albu bili
/PRINT=CI (95) SUMMARY BASELINE

/SAVE SURVIVAL HAZARD XBETA

/PATTERN AGE (50)

/CRITERIA=PIN(.05) POUT(.10) ITERATE (20)
/OUTFILE=COEFF (mdlcffs) TABLE (mrfns).

The SAVE subcommand allows one to save the linear combination of mean corrected

covariate values multiplied by regression coefficients from the final model (XBETA)

The printout includes an estimate of the baseline cumulative hazard at the observed

time point (i.e. survival time) of each individual. This is the quantity H,(z,) .

Also provided are estimates of the survivor function, the s.e. of the estimate and the
estimated cumulative hazard at baseline and also when all variables are at their mean.
The means used are also provided in the output. These variables can all be obtained

and saved using the OUTFILE command.
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IT) An example of an S-Plus survival analysis session: HCC treated patients

versus historical controls

Kaplan-Meier analysis and log rank test

> attach (Histcont20cntrls)
> Surv (TIME, 1-EVENT)

[1] 7.016393+ 22.983607 26.950820+ 22.
24.983607 6.983607 18.000000+

[10] 4.000000+ 8.000000+ 3.934426 11.
5.016393 4.983607 13.967213

[19] 4.000000 4.032787 14.983607 5.
2.983607+ 9.016393+ 5.016393+

[28] 8.000000+ 18.000000+ 32.983607+ 4.
4.000000 16.000000 16.000000

[37] 33.000000 6.000000 9.000000 5.
4.000000 3.000000 8.000000

[46] 4.000000 10.000000 25.000000+ 5.
9.000000

> histcont20.surv<-survfit (Surv (TIME, 1-EVENT)~PATTYPE, conf.type="1log-log")

> summary (histcont20.surv)

983607

016393

934426

000000

000000

000000

Call: survfit(formula = Surv(TIME, 1 - EVENT) ~

0.

[eNeoNeoNoNeoNoNoNolNolNoloNeNoNe)

0.6
.4
.3
.2
.2
.1
.1
.0
.0
.0

cNeoNeoRoNeoNoNoNoNo)

14.983607+ 23.967213+

2.000000

12.950820

24.950820+

5.000000

14.000000

11.967213

14.983607+

6.000000

3.000000

22.000000

PATTYPE, conf.type = "log-

7982

.7690
.6937
. 6540
.6158
.5788
.5404
.5033
.4533
.4065
.3624
.3204
.2805
.1487
.0536

560
999
573
713
311
566
225
910
373
170

0.

[eNoNeoNoNeoNoNoNolNolNoloNeNolNe)

0.
.887
.776
.692
.647
.552
.501
.449
.335
.272

leNeoNeoRoNeoNoNoNeoNe)

996
.984
.950
.929
.907
.884
.859
.832
.801
L7677
.732
.696
.658
.551
.477

974

log")
PATTYPE=1
time n.risk n.event survival std.err lower 95% CI upper 95% CI
2.00 32 1 0.969 0.0308
3.93 30 1 0.936 0.0435
4.00 29 2 0.872 0.0598
4.03 26 1 0.838 0.0663
4.98 25 1 0.805 0.0716
5.02 24 1 0.771 0.0761
5.93 22 1 0.736 0.0803
6.98 21 1 0.701 0.0838
11.02 16 1 0.657 0.0893
11.97 15 1 0.614 0.0935
12.95 14 1 0.570 0.0965
13.97 13 1 0.526 0.0985
14.98 12 1 0.482 0.099%6
22.98 7 2 0.344 0.1088
24.98 3 1 0.230 0.1185
PATTYPE=2
time n.risk n.event survival std.err lower 95% CI upper 95% CI

3 20 2 0.90 0.0671

4 18 3 0.75 0.0968

5 15 3 0.60 0.1095

6 12 2 0.50 0.1118

8 10 1 0.45 0.1112

9 9 2 0.35 0.1067

10 7 1 0.30 0.1025
14 6 1 0.25 0.0968
16 5 2 0.15 0.0798
22 3 1 0.10 0.0671
33 1 1 0.00 NA

NA

NA

> plot (histcont20.surv, conf.int=T,lty=c(3,2),1log=T,xlab="Survival
time (months)", ylab="Survival probability")
> legend (25,0.9,c("control"”, "treated"),lty=c(2,3),1lwd=2)

> survdiff (Surv (TIME, 1-EVENT) ~PATTYPE)
Call:
survdiff (formula = Surv(TIME, 1 - EVENT)

N Observed Expected (0O-E)*2/E
PATTYPE=1 32 17 22.9 1.52
PATTYPE=2 20 19 13.1 2.65

~ PATT

(O-E) "
4
4

YPE)

2/V
.58
.58
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Chisg= 4.6 on 1 degrees of freedom, p= 0.0324
>

#Same as SPSS results, but here we have the expected no. too!

Cox PH modelling
> attach (Histcont20cntrls)
> plot (histcont20.surv,lty=c(3,4), xlab="Survival time
(months)",ylab="H(t)")
> histcont20.cox<-coxph (Surv (time, l1-event) ~pattypetokiandii)
#The Efron approximation is used as the default here (not the Breslow method
#as used in most applications), as it is much more accurate when
#dealing with tied death times, and is as efficient computationally.
> summary (histcont20.cox)

Call:
coxph (formula = Surv(time, 1 - event) ~ pattype + okiandii)
n= 52
coef exp(coef) se(coef) 4 o)
pattype 1.18 3.25 0.379 3.12 0.00180
okiandii 1.70 5.49 0.440 3.87 0.00011
exp (coef) exp(-coef) lower .95 upper .95
pattype 3.25 0.307 1.55 6.83
okiandii 5.49 0.182 2.32 13.01

Rsquare= 0.345 (max possible= 0.988 )

#The R2 measure is taken from Nagelkirke (1991) pg281
Likelihood ratio test= 22 on 2 df, p=0.000017

Wald test = 18.3 on 2 df, p=0.000109
Efficient score test = 20.4 on 2 df, p=0.0000367

> plot (survfit (histcont20.cox),lty=2:3,1lwd=2,add=T, log=T)

#The above plot gives a single line + CIS

#Using strata separates the groups for the graph

#Separate baseline hazards are estimated for each stratum

> histcont20.coxs<-coxph (Surv(time, l-event)~strata (pattype)+tokiandii)
> summary (histcont20.coxs)

Call:
coxph (formula = Surv(time, 1 - event) ~ strata(pattype) + okiandii)
n= 52
coef exp(coef) se(coef) z i)
okiandii 1.84 6.28 0.508 3.62 0.0003
exp (coef) exp(-coef) lower .95 upper .95
okiandii 6.28 0.159 2.32 17

.967 )
df, p=0.0000271
df, p=0.000297
df, p=0.0000551

Rsquare= 0.287 (max possible= 0
Likelihood ratio test= 17.6 on 1
Wald test = 13.1 on 1
Efficient score test = 16.3 on 1
> plot (survfit (histcont20.coxs),lty=2:3,1lwd=2,add=T, log=T)

> plot (survfit (histcont20.coxs),conf.int=T,1lty=2:3,1lwd=2,add=T, log=T)
#The CIs are very wide for the control group
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7.2 APPENDIX B. Contrasts for Cox models using SPSS

In fitting the Cox models, sets of contrast variables are set up in order to compare
levels of categorical variables such as sex and cirrhosis aetiology. The contrasts used
in the present study are either indicator contrasts or simple contrasts. Indicator
contrasts involve the setting up of dummy variables. If the categorical variable has k
levels, k-1 dummy variables are set up. Cases in the reference category are coded 0
for all indictor variables except the ith, which is coded 1. When using simple
contrasts, ecach category of the variable is compared to the reference category. For the
purposes of Cox modelling, the same model coefficients are provided whether simple

or indicator contrasts are used.

The SPSS procedure for estimation of the baseline cumulative hazard, however, prints
a different baseline cumulative hazard (/PRINT=BASELINE) according to whether or
not indicator contrasts have been used. Other types of contrasts (eg deviation
constrasts) lead to the same baseline cumulative hazard as that produced using simple
contrasts. This is a similar situation to logistic regression, in which changing the type
of contrast used results only in a change of constant term in the model (the constant
being the equivalent of the baseline hazard here) not in the odds ratios obtained. The
baseline cumulative hazard produced using simple contrasts has been used in the

present study for models involving categorical variables.
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7.3 APPENDIX C. SPSS syntax for time dependent covariates

CLEAR TIME PROGRAM.

TIME PROGRAM.
COMPUTE rik = (T >TmToRiks) .

IF missing(TmToRiks) rik=0.

COMPUTE cancer = (T _>TmDghcc) .
IF missing (TmDghcc) cancer=0.
COXREG

SrvTmDg /STATUS=died (1)

/CONTRAST (typgpd2)=Indicator (1)/CONTRAST
(sex)=Indicator (1)

/METHOD=BSTEP (LR) typgpd2 sex agediag rik cancer
/PRINT=CI(95)

/CRITERIA=PIN(.05) POUT(.05) ITERATE (20)

*In the above, T assumes the same value as the survival time
indicator (SrvTmDg) .

*'rik’ assumes a value of 0 if the survival time is shorter
*than or equal to the time to decompensation (TmToRiks) and a
*value of 1 if the survival time is greater than TmToRiks (as
*this means that decompensation occurred, from the way the
*variables in the file were set up).

*!cancer’ assumes a value of 0 if the survival time is shorter
*than or equal to the time to HCC (TmDgHCC) and a value of 1
*if the survival time is greater than TmDgHCC (as this means
*that HCC occurred, from the way the variables in the file
*were set up).

CLEAR TIME PROGRAM.
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7.4 APPENDIX D. Calculating the empirical Brier score using a Cox model.

For any Cox model, the survival curve can be estimated for each combination of
covariates based on the estimated baseline survival function and estimated model
coefficients, so each individual in the sample may have a different estimated survival
function 7z(1*/X ).

S )
It is known that S(¢) = [So (t)]e a and essentially 7 =S(t*).
For any particular Cox model, SPSS provides an estimated baseline survivor function
So(t) for each time point t in a separate file (NB ties are assigned slightly different
values). Alternatively, the formula Sy(t)=exp(-Ho(t)) can be used.

The following steps provide a detailed description of the calculations that can be
performed to obtain the Brier score.

1. Inexcel, calculate p'x for each individual using the estimated p’s from the
Cox model. Obtain a column B"x next to columns of x’s (creating dummy
variables where necessary) with each individual 1,2,...,n in each ro,w as with
the initial data set.

2. Call p"x the prognostic index, PIL

3. For each subject, exponentiate PI.

4. Insert T columns of constants Sy(t), one for each chosen t*, t*=1,...,T e.g.
t=12,24,36,48,60,72. Raise the estimated baseline survivor function Sy(t*) to
the value obtained in step 3 for each subject. This gives the estimated S(t) for
each subject, in row form.

To calculate the empirical Brier score, use the equation provided in Section 2.1.4.1.
(Graf et al, 1999) for different t*:

1. Get the Kaplan-Meier (KM) censoring distribution G

2. Choose a t*

3. For each individual, see if their time in the study t<t* & censored => not

included in the calculation

4. Ift<t* & died => take 7 * 77* (1/ G at time of death)
5. Ift>t* => take (1- 7)* * (1/ G at t*)

6. sum over individuals
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7. divide by the number of individuals (including all censored individuals)

To get measure of explained residual variation:
1. Get the KM estimate at t* (for all patients) & call this 7 (t*)
2. Repeat the above steps 3-7
3. Use formula to calculate R”.
This will give an estimate of the gain in accuracy in using the Cox model at each t*,

as compared to the KM estimate.
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7.5 APPENDIX E. S-PLUS: the bootstrap and jackknife-after-bootstrap
techniques

)] The S-PLUS bootstrap function

> bootstrap
function(data, statistic, B = 1000, args.stat = NULL, group = NULL,

sampler = samp.boot.mc, seed = .Random.seed, sampler.setup,
sampler.wrapup, block.size = min(100, B), trace = T,
assign.framel = F, save.indices = F, statistic.is.random,

seed.statistic = 500)
{
# Capture call.
func.call <- match.call ()
# Record unevaluated data and statistic as in the call.
substitute.stat <- substitute(statistic)
substitute.data <- substitute (data)
# If statistic isn't function, store it as a call object to pass to
fit.func.

if (mode (substitute.stat) == "call" || mode(substitute.stat) ==
"{") statistic <- substitute.stat # Get name of data.
data.name <- ifelse(length(substitute.data) == 1, deparse(

substitute.data), "data")
# Coerce vector to matrix so can index successfully.
if(is.null (dim(data))) data <- as.matrix (data)
# Get function to evaluate the statistic given data and indices.
is.df.data <- is.data.frame (data)
fit.func <- resamp.get.fit.func(statistic, substitute.stat,
data.name, is.df.data, is.null (args.stat),
assign.framel)
# Set seed in case statistic uses randomization
seed <- eval (seed)
if (missing(statistic.is.random)) {
set.seed(seed.statistic)
prev.seed <- .Random.seed
}
# Get parameter values for observed data.
if (assign.framel)
on.exit (if (exists(data.name, frame = 1)) remove (
data.name, frame = 1))
n <- dim(data) [1]
observed <- fit.func(l:n, data, statistic, args.stat)
# Determine if statistic uses randomization; this may fail if
# a statistic sometimes use randomization.
if (missing(statistic.is.random))
statistic.is.random <- any(.Random.seed != prev.seed)
if(statistic.is.random) seed.statistic <- .Random.seed
# Check that observed is vector or matrix. The need for a vector
# or matrix arises due to the use of apply to return a vector or vectorized
matrix.
if (is.null (observed))
stop ("Statistic returned a NULL result on observed data.
It must return a vector or matrix."
)
if(!is.atomic (observed)) stop(
"Statistic must return a vector or matrix.")
# Getting parameter names and coercing matrix to vector.
names.observed <- resamp.get.dimnames (observed, substitute.stat
)
dim.obs <- dim(observed)
if(!is.null (dim.obs))
observed <- as.vector (observed)
names (observed) <- names.observed# Sampler setup
if (missing(sampler.setup))
sampler.setup <- function(seed = 0)
{
if (length(seed) == 1)
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set.seed(seed)
else if (length(seed) == 12)
.Random.seed <<- seed
else stop("wrong seed length in sampler.setup")
return (seed)
}
if (missing (sampler.wrapup) )
sampler.wrapup <- function ()
return (.Random. seed)
seed.start <- sampler.setup (seed)
must.swap <- statistic.is.random & any(.Random.seed !=
seed.statistic)
# Need to swap only if both the sampler and statistic use .Random.seed
call.stat <- function(i, fit.func, data, statistic, args.stat,
inds.mat)
fit.func(inds.mat[, i], data, statistic, args.stat)
if (!missing(group)) {
# Find group using model.frame() stuff when have data frame.
# Note this doesn't apply for matrix or vector.
if(is.df.data) {

m <- list(as.name ("model.frame.default"), data
= func.call$data, group = func.call$
group)

mode (m) <- "call"

m <- eval(m, sys.parent())

group <- model.extract(m, group)

}
# Get indices.
group.inds <- split(l:n, group)
ngroup <- length(group.inds)
}
nblocks <- ceiling(B/block.size)
reps <- matrix(NA, length (observed), B)
temp <- l:block.size
B2 <- block.size
inds.mat <- matrix(NA, n, B2)
if (save.indices)
all.indices <- matrix(as.integer(0), n, B)
on.exit ({
if(lall(is.na(reps))) {

B <- (1 - 1) * block.size

cat ("\nDid ", B,

" replications, saving results in .boots
trap.partial.results, interrupt again to abort completely.\n"
)

reps <- t(reps[, 1:B, drop = F])

dimnames (reps) <- list (NULL, names.observed)

func.call$B <- B

seed.end <- "Unknown, due to interrupt"

assign(".bootstrap.partial.results", where = 1,
immediate = T, bootstats(replicates =
reps, observed = observed, n = n, call
= func.call, seed.start = seed.start,

seed.end = seed.end, dim.obs = dim.obs,

group = group, indices = switch(
save.indices,

all.indices,

NULL) ) )

}

, add = T)

for(i in l:nblocks) {
if (trace)

cat ("Forming replications ", 1 + (i - 1) *
block.size, " to ", min(i * block.size,
B), "\n")
if (i == nblocks)

if (B %% block.size) {
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B2 <- B %% block.size
temp <- temp[l:B2]
inds.mat <- inds.mat[, temp]
}
if (missing (group))
inds.mat[] <- sampler(l:n, B2)
else for(si in l:ngroup)
inds.mat[group.inds[[si]], ] <-
sampler (group.inds|[[si]], B2)
if (must.swap) {
seed.sampler <- .Random.seed
.Random.seed <<- seed.statistic
}
reps[, temp + block.size * (i - 1)] <- unlist(lapply/(
temp, call.stat, fit.func, data, statistic,
args.stat, inds.mat))
if (save.indices)
all.indices[, temp + block.size * (i - 1)] <-
inds.mat
if (must.swap) {
seed.statistic <- .Random.seed
.Random.seed <<- seed.sampler

}
}
reps <- t(reps) # Assign dimnames
dimnames (reps) <- 1list (NULL, names.observed)
seed.end <- sampler.wrapup ()
if (assign.framel)
on.exit (if (exists(data.name, frame = 1)) remove (
data.name, frame = 1))
else on.exit ()
if (trace)
cat ("\n")
bootstats (replicates = reps, observed = observed, n = n, call
= func.call, seed.start = seed.start, seed.end =
seed.end, dim.obs = dim.obs, group = group, indices =
switch (save.indices,
all.indices,
NULL) )

IT) The S-PLUS jackknife after bootstrap function

> jack.after.bootstrap
function (boot.obj, functional = mean, threshold = 2, ..., frame.eval.boot =

sys.parent (1))
{

# Performs jackknife-after-bootstrap to obtain information on some

functional of
# the bootstrap distribution. Returns estimates of the functional, its

standard
# error, and measures of the influence of each observation. The standard

error

# estimates tend to be too large. I'm interested in finding a well-
supported

# alternative, probably involving weighting.

# Hardwired options functional="Bias", "Mean", "SE". Otherwise functional

is a function.

if (!inherits (boot.obj, "bootstrap")) stop("boot.obj must be a
'bootstrap' object.")

func.call <- match.call ()

func.call$functional <- substitute (functional)

B <- boot.objs$B

n <- boot.objs$n

inds <- 1:n

n.param <- length (boot.obj$obs)
# Get functional corresponding to "Mean", "Bias", or "SE".
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if (is.character (functional)) {

if (functional == "Mean" || functional == "mean")
functional <- mean

else if (functional == "Bias" || functional == "bias")
functional <- mean

else if (functional == "SE" || functional == "se")

functional <- function (x)
{
sgrt (var (x))
}
else stop ("Functional must be a function or a character string
'Bias', 'Mean', or 'SE'.")
}
# Get resampling indices.
inds.mat <- resamp.get.indices (boot.obj, frame.eval.boot)
# Functional of full sample.
func.full <- apply(boot.obj$rep, 2, functional, ...)
# Locate matches.
has.match <- function (samp, target)
duplicated(c(samp, target)) [ (length(samp) + 1): (length(samp) +
length (target)) ]
matches.mat <- apply(inds.mat, 2, has.match, inds)
# Allocate space.
func.vals <- matrix(nrow = n, ncol = n.param)
# Loop over parameters.
#* Maybe also calculate and store the mean of each subset of reps.
jack.boot <- function(in.samp, reps, func, ...)
{
func (reps[!in.sampl, ...)
}
for(j in 1l:length (boot.obj$obs)) {
func.vals[, j] <- apply(matches.mat, 1, jack.boot,
boot.objSrep([, j1, functional, ...)
}
# Corrections if functional is "Bias".
if (is.character (func.call$functional) && (func.call$Sfunctional ==
"Bias" || func.callS$functional == "bias")) {
func.full <- func.full - boot.objS$obs
func.vals <- sweep(func.vals, 2, boot.obj$obs)
}
# Calculate the SE(s) of the functional.
if (any(is.na(func.vals)))
stop ("At least one observation is in every sample, so we cannot
calculate its influence. Increase B and try again.")
func.se <- apply(func.vals, 2, function(x, n)
sqrt (((n - 1)/n) * sum((x - mean(x))"2)), n)
# Calculate jackknife influence values.
rel.influence <- ( - (n - 1)) * scale(func.vals, center = T, scale =
sqrt(n) * func.se) # Fiddle with names.
names (func.se) <- names (boot.obj$obs)
dimnames (func.vals) <- list(inds, names (boot.obj$obs))
dimnames (rel.influence) <- dimnames (func.vals)
# Summary of relative influences.
lri.func <- function(x, rel.inf, thresh)
rel.inf[abs(rel.inf[, x]) >= thresh, x, drop = F]
large.rel.influence <- lapply (names (boot.obj$obs), lri.func,
rel.influence, threshold)

names (large.rel.influence) <- names (func.se) # Return results.
result <- list(call = func.call, functional = data.frame (Func =
func.full, SE.Func = func.se), rel.influence = rel.influence,
large.rel.influence = large.rel.influence, values.functional =
func.vals, dim.obs = boot.obj$dim.obs, threshold = threshold)
class (result) <- "jack.after.bootstrap"
result

—
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III) S-PLUS output for resampling procedures applied to the Cox model
regression coefficients for the time to decompensation model

\%

attach (Tab2Clinl

-+ + Vv

)

> summary (boot.coxtab3)

Call:

bootstrap (data = Tab2Clinl,

Number of Replications: 1000

Summary Statistics
Observed
AgeDiag 0.01598
alc 0.54365
hbv 0.39984
hcv -0.54175 -
alcvrs 0.45444 -

Empirical Percenti
2.5%

AgeDiag 0.002303
alc -0.022494

hbv -0.193405

hcv -1.094236
alcvrs -0.587220

BCa Percentiles:
2.5%
AgeDiag 0.0003073
alc -0.0817291
hbv -0.2183393
hcv -1.0768208
alcvrs -0.5449295

Bias
.0007215
.0213268
.0069000
.0005061 -
.0301293

[oNoNeoNoNo]

les:

5%
0.004425
0.068496

-0.121942
-1.013532 -
-0.341516

5%
0.003288
0.003166

-0.138510
-1.000785
-0.309355

Correlation of Replicates:

AgeDiag
AgeDiag 1.0000 O
alc 0.1282 1
hbv 0.1039 0
hcv 0.1116 O
alcvrs 0.2309 O

> limits.emp (boot
2

AgeDiag 0.0023025
alc -0.0224935

hbv -0.1934053

hcv -1.0942364
alcvrs -0.5872202

limits.bca (boot.c
$limits:

2

AgeDiag 0.0003073

alc -0.0817291

hbv -0.2183393

hcv -1.0768208

alcvrs -0.5449294

.1282
.0000
.6962
L7278
.4583

alc hbv
.1039
.6962
.0000
L7129
.4332

[oNeN S eNe]

O O O oo

= O ok O

.0167
.5650
.4067
.5423
L4243

boot.coxtab3<-bootstrap (Tab2Clinl,
coef (coxph (Surv (TmToRiks,Riksi) ~AgeDiag+alc+hbv+hcv+alcvrs,
Tab2Clinl,na.action=na.omit)),B=1000, seed=0, trace=F)

statistic

Mean

O O O oo

95%

.02932
.08109
.91885
.04805
.15461

P O ok o

O O OO

95%
.02756
.03515
.89325
.01361
.17658

hcev
11106
.7278
L7129
.0000
.4484

.coxtab3, probs=c(0.
.5%
95 0.004425374
75 0.068496041
65 -0.121942083
78 -1.013532089 -
27 -0.341516028

5%

[oNeoNeNoNe]

= coef (coxph (Surv (TmToRiks, Riksi
) ~ AgeDiag + alc + hbv + hcv + alcvrs,
na.omit)), B = 1000, seed = 0,

trace = F)

SE
.007744
.310593
.311125
.295861
.470241

97.5%
.03237
.17384
.02227
.05285
.27829

R oRrEFo

97.5%
.03093
.12263
.00015
.07881
.32242

RO Rk Oo

alcvrs
.2309
.4583
.4332
.4484
.0000

OO oo

025, 0.05,

50%

.01661882
.56049002
.40167593
.55318683
.44297274

oxtab3, probs=c(0.025, 0.05,

.5%

356 0.003288221
484 0.003165798
013 -0.138509977
306 -1.000784834 -
910 -0.309354536

5%

O O O O o

50%
.01530439
.52709243
.39684600
.53485325
.47381791

= O oORr o

0.

Tab2Clinl,

5, 0.95,
95%

.02931801
.08108630
.91884596
.04804968
.15461232

0.

R O o O

5, 0.95,

95%
.02755938
.03515402
.89325327
.01360901
.17658228

R OorPk o

0

na.action =

.975))
97.5%

.03237126
.17383837
.02227156
.05284853
.27829000

.975) ,detail=T)

= oo

97.5%
.03093014
.12262520
.00014673
.07881200
.32241916
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> plot (boot.coxtab3)

> jab.coxtab3bias<-jack.after.bootstrap (boot.coxtab3, "bias")

> jab.coxtab3bias

Call:
jack.after.bootstrap (boot.obj boot.coxtab3, functional = "bias")
Functional Under Consideration:
[1] "bias"
Functional of Bootstrap Distribution of Parameters:
Func SE.Func
AgeDiag 0.0007215 0.009808
alc 0.0213268 0.396590
hbv 0.0069000 0.403536
hcv -0.0005061 0.382169
alcvrs -0.0301293 0.572065
Observations with Large Influence on Functional:
$SAgeDiag: Salc: Shbv: Shcv: Salcvrs:
AgeDiag alc hbv hcv alcvrs
7 -2.494 1 -2.917 1 -2.808 1 -2.953 1 -2.439
15 -2.258 4 3.186 4 2.787 4 3.615 17 -2.074
23 -4.978 6 2.093 7 2.880 7 2.955 25 2.981
37 -=2.729 7 2.735 14 -2.494 14 -2.386 38 -2.537
41 -2.998 15 -3.015 15 -2.604 15 -2.461 253 -2.019
45 -2.049 17 -2.387 24 -2.010 21 -2.0093 296 2.030
77 =2.427 21 -2.083 25 3.758 25 4.687 297 3.842
79 2.318 25 4.385 31 -2.035 32 -2.708 298 4.051
82 2.786 32 -3.083 32 -2.759 33 -3.389 299 2.898
91 -2.557 33 -2.748 33 -2.800 37 -2.342 300 2.440
106 3.248 37 -2.808 37 -2.034 38 -2.674 301 3.130
107 =-2.083 38 -3.261 38 -2.489 41 -2.348 302 -2.294
108 2.413 41 -2.411 39 2.047 164 -2.205 304 -3.012
115 2.729 56 -2.034 41 -2.719 265 -2.086 305 -5.369
130 2.279 75 -2.113 108 2.083
183 =-2.070 77 =-3.221 109 -3.164 306 -2.343
93 -2.380 115 -2.198 310 4.519
95 -2.127 134 2.523 312 2.165
295 -2.082 140 -2.323
164 -2.117
275 2.082

> plot (jab.coxtab3bias)
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7.6 APPENDIX F. Calculation of a prognostic index in SPSS

*The mean age is subtracted from each individual age.

COMPUTE agediag0 = agediag - 62.29
VARIABLE LABELS agediagO 'mean 62.29 subtrctd'
EXECUTE

COXREG
tmtoriks /STATUS=riksi (1)
/CONTRAST (gp2)=Simple(l) /CONTRAST (gp3)=Simple (1)
/CONTRAST
(gpd)=Simple (1) /CONTRAST (gp5)=Simple (1)
/METHOD=ENTER agediag0 gp2 gp3 gpd gp5
/SAVE=SURVIVAL HAZARD XBETA
/PRINT=CI (95) BASELINE
/CRITERIA=PIN(.05) POUT(.10) ITERATE (20)

*The PI calculated using the coefficients provided by the
*model.

*gp2 is a binary variable taking value 1 if individual had
*value 2 in the cirrhosis aetiology variable (ie alcohol)
*otherwise 0, gp 3 has value 1 if *HBV otherwise 0 and so on.

COMPUTE PI = (0.0158*agediag0) + (0.5417*gp2)+(0.3951 * gp3) -
(0.5372 *gp4)+(0.4523 * gpbh)
EXECUTE

*The PI was exponentiated to obtain S(t).

COMPUTE expPI = EXP(pi)
EXECUTE

*Survivor functions were calculated for each subjects at 36
*months, 60 months & 84 months using the baseline survivor
*functions S (36)=0.5226, S,(60)=0.3287, S,(84)=0.1836

COMPUTE surv3yr 0.5226 ** expPI

EXECUTE .

COMPUTE survbyr = 0.3287 ** expPI
EXECUTE .

COMPUTE surv7yr = 0.1836 ** expPI
EXECUTE
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7.7 APPENDIX G. ENGLISH-GREEK GLOSSARY

A

absolute risk reduction, ARR

accrual
actuarial estimator

albumin

analysis of variance (ANOVA)

ANOVA table
antigen

azathioprine

B

backward elimination
baseline hazard
bed-side application
bell-shaped

bias

bilirubin

bimodal distribution
binary data

binary variable technique
C

categorical variable
censored

censoring

chi-squared test
clinical trial

cohort

compensated cirrhosis
confidence interval (C.1.)
contingency table
continuous data
contrast

control group
correlation

correlation coefficient

Cox proportional hazards (PH) regression

model

peimon amoivtov Kvdvvov, MAK
TPOCAYM®YN 1| TPOGELELON
OVOAOYIGTIKOG EKTUUNTNG
Aevkopotivn

avaALGT J1GTOPAG

mivakog avaAvong Sl0eTopag
avTyovo

alabelonpivn

EMAOYT S1000YIKNG apaipEoNG
Baom emkivouvotnTo
eapuoYn KAvIG
K®OWOVOELONG

pepoAnyio

yoAepvOpivn

SKOPLEN KATAVOUT

dvadikd dedopéva

OWETAPANTY TEYVIKN

Ta&vounuévn HETOPANTA
AOYOKPIEVO

Aoyokpicia

dokwacio y* 7 Eheyxoc x
KAviKn doxun

KoOpTN

OVTIPPOTOVEVT Kippwon
dtdlotnua gumietocvuvng (A.E.)
TVOKaG CUVAPELNG

ouvveyn dedouéva
avTurapafoin, aviumapadeon,
opnada erEyyov

GLCYETION

GUVTEAEGTNG CLGYETIONG
LOVTELO OVOAOYIKMV ETIKIVOLVOTHTOV

(AE) tov Cox
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critical values
cross-validation

crude

crude rate

cumulative distribution function
cumulative hazard function
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