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Abstract 
 
Part I 

Developmental changes in early postnatal inhibitory circuits in the medial prefrontal 

cortex compared to primary somatosensory cortex of the mouse. 

 

The prefrontal cortex (PFC) controls higher cognitive abilities severely impaired in 

neurodevelopmental disorders. The PFC is characterised by delayed maturation extending 

until the end of adolescence. The cellular mechanisms controlling the early development of 

prefrontal circuits are still largely unresolved. Our study delineates the developmental cellular 

processes in vitro that are on-going in the mouse medial PFC (mPFC) during the second and 

third postnatal weeks (P10 and P20) or neonatal and pre-juvenile periods, respectively, and 

compares them to those in the barrel cortex (BC). We show that the basal synaptic 

transmission decreases with age as a result of a concurrent reduction of spontaneous 

postsynaptic excitatory currents and increase of inhibitory ones. Although total cell density in 

the mPFC is decreased from the second to third postnatal week, the number of parvalbumin 

(PV) and serotonin receptor (5HT3aR)-positive interneurons is increased. Furthermore, our 

data indicate that increased GABAA receptor activity leads to increased basal synaptic 

transmission of neonatal mPFC, showing that the effect of GABA is not inhibitory in this time 

window in mPFC in contrast to BC. Supporting evidence comes form results describing the 

expression of KCC2, an integral transporter involved in the switch between depolarizing and 

hyperpolarizing action of GABA. KCC2 levels are decreased in neonatal mPFC compared to 

both pre-juvenile PFC and BC at both ages.  In parallel, the intrinsic properties of both 

interneurons and pyramidal are altered from P10 to P20 in both brain areas. Finally, we show 

that all the above developmental events relate to increased network activity in the mPFC from 

the second to the third postnatal week, in vivo.   
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Part II 

Mice with decreased number of interneurons exhibit aberrant spontaneous and 

oscillatory activity in the barrel cortex. 

 

GABAergic (γ-aminobutyric acid) neurons are inhibitory neurons and protect neural tissue 

from excessive excitation. Cortical GABAergic neurons play a pivotal role for the generation 

of synchronized cortical network oscillations. Imbalance between excitatory and inhibitory 

mechanisms underlies many neuropsychiatric disorders and is correlated with abnormalities 

in oscillatory activity, especially in the gamma frequency range (30-80Hz). We investigated 

the functional changes in cortical network activity in response to developmentally reduced 

inhibition in the adult mouse barrel cortex (BC).  We used a mouse model that displays ~50% 

fewer cortical interneurons due to the loss of Rac1 protein from Nkx2.1/Cre-expressing cells 

(Rac1 conditional knockout (cKO) mice), to examine how this developmental loss of cortical 

interneurons may affect basal synaptic transmission, synaptic plasticity, spontaneous activity 

and neuronal oscillations in the adult BC. The decrease in the number of interneurons 

increased basal synaptic transmission, as examined by recording field excitatory postsynaptic 

potentials (fEPSPs) from layer II networks in the Rac1 cKO mouse cortex, decreased long-term 

potentiation (LTP) in response to tetanic stimulation but did not alter the pair-pulse ratio 

(PPR). Furthermore, under spontaneous recording conditions, Rac1 cKO brain slices exhibit 

enhanced sensitivity and susceptibility to emergent spontaneous activity. We also found that 

this developmental decrease in the number of cortical interneurons results in local neuronal 

networks with alterations in neuronal oscillations, exhibiting decreased power in low 

frequencies (delta, theta, alpha) and gamma frequency range (30-80Hz) with an extra 

aberrant peak in high gamma frequency range (80-150Hz). Therefore, our data show that 

disruption in GABAergic inhibition alters synaptic properties and plasticity, while it 

additionally disrupts the cortical neuronal synchronization in the adult BC. 
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Περίληψη 
 

Μέρος Ι 

Αναπτυξιακές αλλαγές κατα την πρώιμη μεταγεννετική περίοδο του ανασταλτικού 

κυκλώματος του έσω προμετωπιαίου φλοιού σε σχέση με τον κύριο σωματοαισθητικό 

φλοιό. 

 

Ο προμετωπιαίος φλοιός  (prefrontal cortex, PFC) ελέγχει ανώτερες γνωστικές ικανότητες 

που έχουν σοβαρή βλάβη στις νευροαναπτυξιακές διαταραχές. Ο PFC χαρακτηρίζεται από 

καθυστερημένη ωρίμανση που εκτείνεται  μέχρι το τέλος της εφηβείας. Οι κυτταρικοί 

μηχανισμοί που ελέγχουν την πρώιμη ανάπτυξη των κυκλωμάτων του προμετωπιαίου 

φλοιού παραμένουν σε μεγάλο βαθμό αδιευκρίνιστοι. Η μελέτη μας αναλύει τις 

αναπτυξιακές κυτταρικές διεργασίες in vitro που βρίσκονται σε εξέλιξη στον έσω PFC (medial 

PFC, mPFC) του ποντικιού από τη δεύτερη και την τρίτη μεταγεννητική εβδομάδα ή νεογνική 

και προ-νεανική, αντίστοιχα, συγκριτικά με αυτές στο βαρελοειδή φλοιό (barrel cortex, BC). 

Τα αποτελέσματα μας δείχνουν ότι η βασική συναπτική μεταβίβαση μειώνεται με την ηλικία 

ως αποτέλεσμα της ταυτόχρονης μείωσης των αυθόρμητων μετασυναπτικών διεγερτικών 

ρευμάτων και της αύξησης των ανασταλτικών. Αν και η ολική κυτταρική πυκνότητα του mPFC 

μειώνεται από την δεύτερη στην τρίτη μεταγεννητική εβδομάδα, ο αριθμός των 

ενδονευρώνων που εκφράζουν την παρβαλβουμίνη (parvalbumin, PV) και τον υποδοχέα της 

σεροτονίνης (5HT3aR) αυξάνεται. Επιπλέον, τα δεδομένα μας υποδεικνύουν ότι η αυξημένη 

δραστικότητα του GABAA υποδοχέα οδηγεί σε αυξημένη βασική συναπτική μεταβίβαση στο 

νεογνικό mPFC, δείχνοντας ότι η επίδραση του GABA δεν θα μπορούσε να είναι ανασταλτική 

σε αυτό το χρονικό παράθυρο στον mPFC. Ένα πρόσθετο στοιχείο για την υποστήριξη αυτής 

της υπόθεσης είναι η έκφραση του KCC2, ενός μεταφορέα που εμπλέκεται στη μεταστροφή 

μεταξύ της εκπολωτικής σε υπερπολωτικής δράσης του GABA. Η έκφραση του KCC2 είναι 

μειωμένη στο νεογνικό mPFC σε σύγκριση με το προ-νεανικό mPFC και το BC, σε αμφότερα 

χρονικά σημεία. Παράλληλα, οι εγγενείς ιδιότητες των ενδονευρώνων μεταβάλλονται με 

τέτοιο τρόπο ώστε η ωρίμανσή τους να ρυθμίζεται από την ηλικία, ενώ οι αλλαγές στις 

ιδιότητες των πυραμιδικών νευρώνων είναι πιο μικρές. Τέλος, δείχνουμε ότι όλα τα 
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παραπάνω αναπτυξιακά συμβάντα σχετίζονται με αυξημένη δραστηριότητα των νευρικών 

δικτύου στο mPFC από τη δεύτερη έως την τρίτη μεταγεννητική εβδομάδα, in vivo. 

 

Μέρος ΙΙ 

Μύες με μειωμένο αριθμό ενδονευρώνων επιδεικνύουν διαταραχές στην αυθόρμητη 

δραστηριότητα και στη ρυθμική δραστηριότητα των δικτύων του σωματαισθητικού 

/βαρελοειδούς φλοιού.  

 

Οι GABAεργικοί ενδονευρώνες είναι οι κύριοι ανασταλτικοί νευρώνες και προστατεύουν 

τους εγκεφαλικούς ιστούς από την υπερβολική διέγερση. Οι GABAεργικοί  ενδονευρώνες του 

φλοιού έχουν σημαντικό ρόλο για την παραγωγή συγχρονισμένης ρυθμικής φλοιικής 

δραστηριότητας. Πολλές νευροψυχιατρικές διαταραχές συσχετίζονται με ανισορροπία 

ανάμεσα στους μηχανισμούς διέγερσης και αναστολής σε συνδυασμό με μεταβολές στη 

ρυθμική δραστηριότητα των νευρικών δικτύων, ειδικά σε γάμμα συχνότητες (30-80 Hz). 

Ερευνήσαμε τις αλλαγές της δραστηριότητας των φλοιικών δικτύων όταν απουσιάζει η 

αναστολή στον ενήλικο βαρελοειδή φλοιό (barrel cortex-BC) μυών. Χρησιμοποιήσαμε 

γενετικά τροποποιημένα ζώα ως πειραματικά μοντέλα-εργαλεία με 50% μείωση των 

ενδονευρώνων του ώριμου φλοιού, εξαιτίας της απαλοιφής της πρωτεΐνης Rac1 στους 

ενδονευρώνες που εκφράζουν το NKx2.1/Cre κατά την εμβρυική ηλικία [Rac1 conditional 

knockout (cKO)]. Σκοπός μας ήταν να εξετάσουμε πώς η αναπτυξιακή μείωση των φλοιικών 

ενδονευρώνων επηρεάζει τη βασική συναπτική μεταβίβαση, την συναπτική πλαστικότητα, 

την αυθόρμητη δραστηριότητα και τη ρυθμική δραστηριότητα στον ώριμο BC. Καταγραφές 

πεδίου διεγερτικών μετασυναπτικών δυναμικών (fEPSPs) είδαν ότα τα δίκτυα της φλοιικής 

στοιβάδας ΙΙ των Rac1cKO ζώων χαρακτηρίζονται από αυξημένη βασική συναπτική 

μεταβίβαση, μειωμένη μακροχρόνια ενδυνάμωση ( long-term potentiation, LTP) μετά από 

ένα έντονο ερεθισμό και ανεπηρέαστη αναλογία συζευγμένων παλμών (pair-pulse ratio, 

PPR). Επιπλέον, καταγραφές αυθόρμητης δραστηριότητας σε φέτες εγκεφάλου των Rac1cKO 

ζώων έδειξαν αυξημένη ευαισθησία και επιδεκτικότητα στην εμφάνιση αυθόρμητης 

δραστηριότητας. Επίσης, βρήκαμε ότι στα ζώα με μειωμένο αριθμό των φλοιικών 

ενδονευρώνων, η δραστηριότητα των τοπικών νευρικών δικτύων εμφανίζει μειωμένη ισχύ 

στις χαμηλές συχνότητες (δέλτα 0-4 Hz, θήτα 4-8 Hz, άλφα 8-12 Hz) και στις γάμμα 

συχνότητες (30-80 Hz) με μία πρόσθετη παρεκκλίνουσα  κορυφή στις υψηλές γάμμα 
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συχνότητες (80-150 Hz). Συνεπώς, τα αποτελέσματά μας απέδειξαν ότι η διαταραχή της 

GABAεργικής αναστολής αλλάζει τις συναπτικές ιδιότητες και τη συναπτική πλαστικότητα, 

και επιπλέον διαταράσσει τον συγχρονισμό των νευρικών δικτύων του ενήλικου BC.  
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1. Cerebral cortex 
 

The cerebral cortex is the outer layer of neural tissue of the cerebrum of the brain in 

humans and other mammals and is involved in higher-order brain functions such as sensory 

perception, cognition, generation of motor commands, spatial reasoning and language 

(Lodato and Arlotta, 2015; Lui et al., 2011). It consists of the grey matter, or neuronal cell 

bodies and unmyelinated fibers, surrounding the deeper white matter (myelinated axons) in 

the cerebrum. The cerebral cortex develops from a morphologically uniform neuroepithelium 

located in the “dorsal” part of the telencephalic vesicles, or pallium. The pallium is further 

subdivided into the archipallium or archicortex (hippocampus, dentate gyrus), paleopallium 

or paleocortex (olfactory/piriform and entorhinal cortex), neopallium or isocortex 

(neocortex) and claustrum/pallial amygdala (Puelles et al., 2000). Each of these large domains 

is further subdivided. 

 

1.1 . Cortical areas 
 

The cerebral cortex can be divided into several distinct areas on the basis of 

differences in function and anatomy including cytoarchitectonic features such as differences 

in cell size and morphology, differences in cell density across cortical layers, the presence or 

absence of certain layers, and the relative thickness of cortical layers (see chapter 2). A 

detailed parcellation of the cerebral cortex based on cytoarchitecture in different species 

including humans was provided for the first time by Brodmann in 1909 (Brodmann, 1909; 

Guillery, 1999). The largest part of the cerebral cortex, which is of more recent phylogenetic 

origin is referred to as the neocortex and processes sensory, motor, language, emotional, and 

associative information. Phylogenetically older areas of the cortex, termed the allocortex, fall 

into two types: the paleocortex and archicortex. The paleocortex includes the piriform lobe, 

specialized for olfaction, and the entorhinal cortex. The archicortex consists of the 

hippocampus, which is a three-layered cortex encoding declarative memory and spatial 

navigation functions. 

Within the neocortex, there are distinct functional domains, including the prefrontal 

cortex (PFC) (implicated in problem solving, emotion, complex thought), the primary motor 

cortex (M1) (initiation of voluntary movement), the motor association cortices (control and 
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coordination of complex movement), the primary somatosensory cortex (S1) (receives tactile 

information from the body), the sensory association areas (processing of multisensory 

information), the primary visual cortex (detection of simple visual stimuli), the visual 

association areas (complex processing of visual information), the primary auditory cortex 

(detection of sound quality; loudness, tone), the auditory association areas (higher order 

processing of auditory information), Broca's area (speech production and articulation), 

Wernicke's area (language comprehension) (Figure 1). Although the rodent cortex has a 

simpler anatomical and functional organization compared primates, it remains an ideal model 

to study structure-function relationship of well-defined local cortical networks (Feldmeyer et 

al., 2013) (Figure 2).  

 

 
 

 

 

Figure 1. Functional divisions of the cerebral cortex. (Image credit: Blausen.com staff). 

Figure 2. Simplified representation of cortical functional divisions in rodents. The blow up of the barrel cortex circuit 
diagram on the right shows the richness of intra- and transcolumnar cortical connections which outnumber by far the 
topographically-ordered, layer-specific thalamic inputs.  M1: primary motor cortex, S1 primary somatosensory coertx, 
Vis: Visual cortex, PFPM: prefrontal/premotor cortical areas [derived from (Feldmeyer et al., 2013)].  
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1.1.1 Barrel cortex (BC)  
 

The primary somatosensory cortex (S1, Brodmann areas 1, 2, and 3) lies on the post 

central gyrus, which is located in the parietal lobe and processes bodily sensation. The sensory 

control of various parts of the body can be mapped on S1 in an orderly manner. Thalamic 

inputs relay sensory signals from skin, muscles, tendons, and joints of the body to the primary 

somatosensory cortex (Ebner and Kaas, 2014). 

Rodents use whiskers to detect, locate, and identify objects as they explore their 

environment, and they are much less dependent on vision than humans  (Bosman et al., 2011) 

The axons innervating the individual macro-vibrissae of the mystacial pad arise from neurons 

in the trigeminal ganglion that project to the trigeminal nucleus in the brainstem, where they 

selectively innervate clusters of neurons called barrelettes. These in turn project to barreloids 

of the contralateral thalamic ventral posterior (VP) nucleus that relays somatosensory 

information to structures called barrels in the cortex. The cortical neurons that receive 

information from each whisker are clustered in a vertical column, the so-called barrel column 

in S1 (Figure 2, S1, red shapes) (Campi and Krubitzer, 2010; Haidarliu and Ahissar, 1997). 

These functional units have been called “barrels” to describe their structure and the cortical 

region in which they are located is called “barrel field” (Simons and Woolsey, 1979; Fairént et 

al., 2009). The barrel cortex (BC) is a part of the primary somatosensory cortex organised 

vertically in barrel-related columns and horizontally in six layers. Generally, the barrel-related 

columns of cells are associated with somatosensory perception (Guo et al., 2014). The cellular 

composition, intrinsic connectivity and functional aspects of the barrel column circuitry have 

been studied in great detail (Anastasiades et al., 2016; Feldmeyer et al., 2013). 

 

1.1.2. Prefrontal cortex (PFC) 
 

The anterior most portion of the frontal lobe is referred to as the prefrontal cortex 

(PFC, Brodmann areas 9, 10, 11, 12, 45, 46, and 47) and comprises the frontal association 

areas.  In contrast to other cortical association areas PFC is considered to be critical for 

cognitive functions and not for processing sensory information per se (Fuster, 2015).  The so-

called “executive functions” of the PFC include: planning, reasoning, working memory, 
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decision making, temporal organization of behaviour, increased inhibitory control, focusing 

attention, planning of motor behaviour based on current goals, language comprehension, 

modulation of emotional state (Best and Miller, 2010; Diamond and Goldman-Rakic, 1989; 

Diamond, 2002; Kolb, 2015; Kolb et al., 2012; Luna et al., 2015; Siddiqui et al., 2008). 

The PFC has been anatomically defined as the part of the cerebral cortex that receives 

projection fibers from the mediodorsal nucleus of the thalamus and/or amygdala and has 

extensive projections to basal ganglia and the rest of the cerebral cortex (Kolb, 2015; Rose 

and Woolsey, 1948a). Brodmann identified a distinct granular layer IV as a prominent 

characteristic of the frontal region in primates and defined the PFC as the granular frontal 

region (Brodmann, 1909). The primates have an expanded PFC and may have subregions not 

present in other mammals (Öngür and Price, 2000).  The primate PFC can be divided into 

dorsal, medial and orbital regions. The dorsomedial PFC is subdivided into dorsal (frontal 

association, anterior cingulate and prelimbic) and ventral PFC (infralimbic and medial orbital) 

areas, while the orbital PFC is subdivided into ventral, lateral, dorsolateral and ventrolateral 

orbital areas (Fuster, 2015; Öngür and Price, 2000; Petrides et al., 2012) (Figure 3). 

 

 
Figure 3. Functional division of the human prefrontal cortex. (A and B) Frontal-side view (left) of the human 
brain with illustration of common functional divisions of the prefrontal cortex, including anterior cingulate cortex 
(ACC). Dashed black line indicates sagittal midline. dlPFC, dorsolateral prefrontal cortex dmPFC, dorsomedial 
prefrontal cortex; vmPFC, ventromedial prefrontal cortex; vlPFC, ventrolateral prefrontal cortex; OFC, oribital 
frontal cortex [adapted/copied/modified from (Carlén, 2017)].     

 
Old studies, in primate and non-primate mammals, have shown that the PFC as the 

cortical frontal region, which receives projections from the mediodorsal nucleus (MD) of the 

thalamus (Rose and Woolsey, 1948a; Rose and Woolsey, 1948b). They found that the 

connection of MD projection with PFC (MD-prefrontal connectivity) arose in proposed 

anatomical homology between mammalian species. Based on this observation, several 
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studies have defined PFC in rats and mice based on MD-prefrontal connectivity (Guldin et al., 

1981; Leonard, 1969; 2016). In addition, comparative studies across species have defined PFC 

based on cortex-basal ganglia- thalamocortical connectivity as well as connectivity with 

amygdala (Kolb, 2015; Uylings et al., 2003). Despite commonalities across species, the medial 

regions of PFC in rodents lack a prominent granular layer IV, which in sensory areas is the 

main target of thalamic input. In fact, the mouse medial PFC (mPFC) is anatomically specified 

as the agranular part of the frontal lobe and is divided into distinct subregions, namely 

infralimbic, prelimbic and cingulate cortex  (Heidbreder and Groenewegen, 2003; Van De 

Werd et al., 2010) (Figure 4). Finally, a recent study mapped the local mouse mPFC circuits 

and revealed the contribution of discrete cell types in local circuits emphasizing the extensive 

connectivity between interneuron subtypes (see more for interneurons subtypes in chapter 

2.2.) (Ährlund-Richter et al., 2019).  

 

	
 

 
 

Figure 4. The mouse prefrontal cortex. (A to C) Frontal-side view of the mouse brain with schematic illustration of the 
subdivisions of the agranular mouse prefrontal cortex. (A) All areas, (B) with MOs removed, (C) with MOs and ORB 
removed. Dashed black line indicates sagittal midline. MOs, secondary motor area; ACA, anterior cingulate area; PL, 
prelimbic area; ILA, infralimbic area, ORB, orbital area; AI, agranular insular area [adapted/copied/modified from (Carlén, 
2017)].  
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2. Neocortex organization and cell types 
 

The neocortex is organized into six layers (Figure 5). Each layer contains between 10 

and 14 billion neurons and has distinct connections within the cortex and with subcortical 

structures. The six layers are numbered, from superficial to deep, with Roman numerals. 

Layer I is the molecular layer, which contains very few neurons but many dendritic and axonal 

processes in synaptic interaction; layer II, the external granular layer, contains many small 

neurons, which establish intracortical connections; layer III, the external pyramidal layer, 

contains medium-sized neurons giving rise to association and commissural fibres; layer IV, the 

internal granular layer, is the site of termination of afferent fibres from specific thalamic 

nuclei; layer V, the internal pyramidal layer, contains pyramidal cell bodies and is the origin 

of projection fibres to extracortical targets, such as basal ganglia, thalamus, brainstem and 

spinal cord; and layer VI the multiform, or fusiform layer, also contains association and 

projection neurons and outputs to the thalamus. Each cortical layer contains different 

neuronal shapes, sizes and density as well as different organization of nerve fibers (Bayer and 

Altman, 1991; Gilmore and Herrup, 1997).  Also, the neocortex is organised in vertical 

structures called cortical columns. Each column is the basic functional unit of the neocortex 

(Horton and Adams, 2005; Molnar, 2013;	Mountcastle and Vernon, 1957.).  

The proper functioning of the adult neocortex requires a network of excitatory and 

inhibitory stimuli primarily produced by projection neurons (pyramidal neurons-using 

glutamate as a neurotransmitter) and interneurons (using γ-aminobutyric acid (GABA) as a 

neurotransmitter). Evidence suggests that disruption of the excitatory–inhibitory balance (E/I 

balance) maintained by pyramidal cells and interneurons is linked to the etiology of several 

neuropsychiatric disorders, such as epilepsy, depression, autism spectrum disorders (ASD) 

and schizophrenia (SCZ) (Lewis et al., 2003; Marin, 2012; Nelson and Valakh, 2015; Rubenstein 

and Merzenich, 2003; Yizhar et al., 2011). Consequently, disruption of GABAergic inputs on 

pyramidal cells might point to a common pathophysiological mechanism underlying multiple 

neuropsychiatric conditions. As such, understanding the mechanisms that govern the 

development and function of inhibitory interneurons will be central to understanding the 

basis of severe neuropsychiatric disorders, particularly those that first appear in childhood 

(Rubenstein, 2010). 
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2.1. Pyramidal neurons 

Pyramidal or projection neurons were first discovered and studied by Santiago Ramón 

y Cajal. They comprise ~70-90% of all neurons in the cortex. They are found in forebrain 

structures such as the cerebral cortex, hippocampus, and amygdala, but not in the olfactory 

bulbs, striatum, midbrain, hindbrain, or spinal cord.  They are distinguished by a pyramidal 

shaped cell body (soma) with two distinct dendritic trees, the basal and apical tree, while their 

axon extends long distances to their synaptic targets. The basal dendrites emerge from the 

base and the apical dendrites from the apex of the pyramidal cell body (Spruston, 2008). They 

form nearly all corticocortical connections, both ipsi- and contralateral, as well as most 

subcortical connections. They contain the excitatory neurotransmitter glutamate. Pyramidal 

cells are the principal neurons of the cerebral cortex, generating nearly all cortically initiated 

excitation (Elson and DeFelipe, 2002; Elston, 2007; 2014; Jones, 1984).  

The diversity in pyramidal neuron function could be reflected in the variability of their 

intrinsic properties. Some pyramidal neurons respond to somatic current injections with a 

regular-spiking pattern that exhibits spike-frequency adaptation, whereas others exhibit 

intrinsic burst firing (Connors and Gutnick, 1990; Staff et al., 2000). Generally, classification 

of pyramidal neurons has relied on a combination of somato-dendritic morphology, intrinsic 

electrophysiological properties, gene expression pattern and projection target. Comparative 

studies between visual and somatosensory cortex have suggested cell- type specific 

properties rather than dependence on cortical area (Groh et al., 2009).  

Figure 5.  A representative column of neocortex. The distribution of 
cells bodies across layers is shown in the middle and the arrangement 
of fibers in the different layers is shown on the right.  
(from http://www.learnneurosurgery.com) 
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2.1.2. Origin of cortical pyramidal neurons 

In rodents, pyramidal and non-pyramidal neurons originate from different regions of 

the telencephalon. Pyramidal neurons are generated in the cortical ventricular zone (VZ) and 

follow a conventional scheme of “inside-out” cortical pattern (Molyneaux et al., 2007; Rakic, 

2006). Specifically, early postmitotic neurons migrate radially away from the VZ towards the 

surface of the cerebral vesicles to form the primordial plexiform layer or preplate (PP) (Bayer 

and Altman, 1991; Committee, 1970; Rakic, 1988; 2007). The later-generated neurons 

migrate to form a layer within the PP, the so-called cortical plate (CP), thus splitting it into a 

superficial marginal zone (MZ; Layer I) and a deep subplate (SP) area. The neurons of the CP 

assemble into layers II– VI in an “inside-out” sequence: the deeper layers are assembled first 

and those closer to the surface last (Figure 6) (Bayer and Altman, 1991).  

 

 

Figure 6. (a) Cortical development. In mouse, cortical development begins with the birth of a cell population 
along the lateral ventricle, known as the ventricular zone (E11; VZ). Most of the neurons and glial cells of the 
cerebral cortex are generated from this cell population. Once generated, neurons migrate towards the pial 
surface and complete their differentiation in the cortical plate. Neurons that will populate the deeper layers of 
the cortex are generated and then migrate away from the VZ earlier than the neurons that will populate 
progressively more superficial layers. On E12-E13, the cerebral wall is bilaminar consisting of the VZ and 
overlying primitive preplate. By E17-E18, the thickness of the overlying intermediate zone/white matter and 
developing cortical plate are at their maximum, with all neuronal cells having exited the cell cycle and migrated 
to their final laminar distribution within the developing cortex. By E13-E16, the afferent axons and the migration 
of telencephalic INs from the basal telencephalon are drawn in purple and black, respectively.  CP, cortical plate; 
IZ, intermediate zone; MZ, marginal zone; PP, preplate; SP, subplate; TC, thalamocortical axons; SVZ, 
subventricular zone [derived from (Vitalis and Rossier, 2010)]. (b) The neurons are layered according to birth 

date. The color bar on the right is meant to indicate the relative age among the cells. The oldest layer VI neurons 
are colored yellow, and the youngest layer II/III neurons are colored purple [derived from (Gilmore and Herrup, 
1997)]. 
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2.2. Interneurons (INs) 

Cortical INs constitute 20–30% of the mature neuronal population.  Mature cortical 

INs project locally within the cortex, are inhibitory and use GABA as main neurotransmitter. 

GABAergic interneurons are integrated in almost all central nervous system networks, where 

they act to influence cell excitability, spike timing, synchrony, and oscillatory activity by 

feedback or feedforward inhibition. They carry out a vital role in regulating the postnatal 

development of cortical circuits (Gelman et al., 2012; Hensch, 2005; Kullmann et al., 2012; 

Markram et al., 2004; Sale, 2010; Whittington et al., 1995; Xu and Callaway, 2009). 

Interestingly, the influence of GABAergic INs on pyramidal cells is largely dependent on the 

subcellular location of their inputs, which varies among different IN subtypes. Cortical INs 

have also been implicated in developmental processes, including the regulation of neuronal 

migration during corticogenesis and the development of cortical circuitry (Batista-Brito and 

Fishell, 2009; Heck et al., 2006; Lim et al., 2018; Owens and Kriegstein, 2002).  

INs provide afferent synapses on the proximal dendritic branches, initial segment of 

the axon and somata of target pyramidal neurons. They target dendritic shafts and do not 

synapse onto dendritic spines of pyramidal cells. Additionally, a subgroup of cortical 

interneurons target other inhibitory cells. Cortical INs have smooth or sparse spiny dendrites 

and receive excitatory and inhibitory inputs onto dendrites (Gelman et al., 2012; Huang and 

Paul, 2019). Cortical GABAergic INs are highly diverse in terms of morphology, molecular 

properties, synaptic targets and physiological characteristics (Markram et al., 2004). Studies 

have tried to classify INs based on morphology (DeFelipe et al., 2013), transcriptional 

signatures (Paul et al., 2017) and molecular components (Marin and Rubenstein, 2003; Métin 

et al., 2006).  

Today, it is widely accepted that distinct types of INs exist but the exact subtype 

number is not known. Following the recommendation of the Petilla terminology (Ascoli et al., 

2008), INs are defined by a consideration of neurochemical, anatomical and 

electrophysiological characteristics (Figure 7).  Nearly all INs in the neocortex express one of 

the main three non-overlapping markers: parvalbumin (PV), somatostatin (SST) and the 

ionotropic serotonin receptor 5HT3a (5HT3aR). Each group consists of several subgroups. In 

turn, each subgroup consists of several functionally distinct types or classes of interneurons, 
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most of which are still poorly defined (Ascoli et al., 2008; Markram et al., 2004; Rudy et al., 

2010; Tremblay et al., 2016) (Figure 8). 

The largest class of cortical interneurons is characterized by the expression of the 

calcium binding protein parvalbumin (PV). Two main subclasses of PV+ INs can be 

distinguished, both of which exhibit characteristic fast- spiking firing properties: basket cells 

and chandelier cells. PV+ basket cells are the most abundant type of interneuron in the 

neocortex. Their axons form synapses on the soma and proximal dendrites of pyramidal cells 

and other interneurons (Hu et al., 2014). They are distributed through layers II to VI in the 

neocortex and across all cortical regions. Chandelier or axo-axonic cells have the most 

stereotypical morphology of all interneurons, due to the characteristic shape of their 

elaborated axonal arbor that resembles a chandelier light fixture. Chandelier cells form 

synapses onto the axon initial segment of pyramidal cells (Somogyi et al., 1982). They are 

mainly found at the border between layers Ι/II and in layer VI. A substantial fraction of 

chandelier cells in the mouse does not contain detectable levels of PV (Taniguchi et al., 2013). 

In addition, there is a relatively rare type of fast-spiking interneuron, the PV+ translaminar 

interneuron that is particularly abundant in layers V and VI (Bortone et al., 2014).  

 

 

 

 

Figure 7. Types of INs firing patterns according to Petilla terminology. Cortical GABAergic INs display 
a vast repertoire of discharge responses [derived from (Ascoli et al., 2008)]. 
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A second class of interneurons is characterized by the expression of the neuropeptide 

SST and the preferential targeting of dendrites in their synapses. There are two major types 

of SST+ IN: Martinotti and non-Martinotti cells. SST+ Martinotti cells constitute a 

transcriptionally heterogeneous group of interneurons characterized by axonal plexus in layer 

I (Wang et al., 2004; Xu et al., 2006). Martinotti cells are abundant in layer V, but they are also 

common in layers II to VI (Jiang et al., 2015; Nigro et al., 2018). Martinotti cells have relatively 

heterogenous firing patterns (low threshold spiking (LTS), adapting or bursting), but they 

often mediate disynaptic inhibition (Silberberg and Markram, 2007). SST+ non-Martinotti cells 

are found throughout layers II to VI and characteristically lack axons in layer I. They exhibit 

lower input resistance and higher firing frequency than Martinotti cells but lower than PV+ 

basket cells (Nigro et al., 2018; Xu et al., 2006). Also, non-Martinotti cells are particularly 

abundant in layer IV (Ma et al., 2006), and these primarily target PV+ basket cells (Xu et al., 

2013). The neocortex contains long-range GABAergic projection INs that express SST, they are 

most abundant in deep layers and project to other regions of the neocortex. They have 

adapting and irregular spiking firing properties; they frequently co-express nitric oxide 

synthase (NOS) (Tamamaki and Tomioka, 2010).  

A third, very heterogeneous, class of cortical INs expresses the serotonin receptor 

5HT3aR (Rudy et al., 2010). The majority of these INs also express vasoactive intestinal 

peptide (VIP). They are mainly disinhibitory because they preferentially target SST+ and PV+ 

interneurons (Jiang et al., 2015).  The most characteristic VIP+ interneurons are bipolar cells 

with vertically oriented axons. They are most frequently encountered in layers II/III, and 

mainly exhibit continuous adapting firing properties and co-express the calcium-binding 

protein calretinin (CR) (Prönneke et al., 2015). In addition, there are multipolar VIP+ cells, 

which are transcriptionally very different from bipolar interneurons. Indeed, these are small 

basket cells that co-express the neuropeptide cholecystokinin (CCK) and so they are 

transcriptionally more similar to other CCK+ basket cells that lack the expression of VIP (He et 

al., 2016; Tasic et al., 2018).  CCK+;VIP+ double positive  basket cells have a small soma and 

are particularly abundant in supragranular layers of the cortex, whereas CCK+ basket cells 

lacking VIP are more frequently found in layers V and VI (He et al., 2016). Both CCK+ types of 

INs express 5HT3aR (Rudy et al., 2010). CCK+ basket cells target the soma of pyramidal cells 

and other interneurons and display regular or burst spiking firing (Kawaguchi and Kubota, 

1998). Non-VIP neurogliaform (NGFC) cells are the most abundant type of interneurons in 
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layer I, although they are also sparsely distributed through other layers. They are 

characterized by a very dense axonal arbor and late spiking firing properties. NGFC cells 

express 5HT3aR and very often co-express the marker Reelin and NPY (Lee et al., 2010). Lastly, 

non-VIP single bouquet cells (SBCs) are also abundant in layer I and are transcriptionally 

similar to NGFC cells (Tasic et al., 2018), although these have a multipolar dendritic arbor that 

extends to deep layers of the cortex (Jiang et al., 2015). SBCs express 5HT3aR and Reelin. Two 

additional types of interneurons express 5HT3aR: NPY+ multipolar cells and Meis2+ interstitial 

GABAergic neurons. NPY+ multipolar interneurons exhibit irregular spiking properties and are 

particularly abundant in layers I/II (Gelman et al., 2009; Miyoshi et al., 2010). Meis2+ neurons 

are located in the white matter and project axons to deep layers of the cortex and striatum 

(Frazer et al., 2017).  

 

 
Figure 8. The most recent classification of neocortical GABAergic INs. Nearly all the INs in neocortex express 
one of the main three non-overlapping markers: parvalbumin (PV, blue), somatostatin (Sst, red), and the 
ionotropic serotonin receptor 5HT3a (5HT3aR, green-yellow). Further subdivisions within each molecular group 
are revealed by morphological features, cellular and subcellular targeting biases, and expression of other 
markers, as well as some known anatomical, electrophysiological, and synaptic properties [derived from 
(Tremblay et al., 2016)]. 
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2.2.1. Origin of cortical Interneurons 

The specification of the interneuronal population into distinct subtypes requires the 

coordination of diverse molecular cues from their origin to their final destination in the 

cortex.  Fate-mapping experiments both in vivo and in vitro have demonstrated that the 

embryonic subpallium is the primary source of different cortical IN subtypes in rodents 

(Gelman and Marin, 2010; Marin and Rubenstein, 2001; Wonders and Anderson, 2006). The 

embryonic subpallium structures of rodents and primates, including humans, have several 

proliferation regions, each characterized by a specific combination of transcriptional factors 

(Flames et al., 2007; Hansen et al., 2013; Ma et al., 2013). These contain the lateral, medial 

and caudal ganglionic eminences (LGE, MGE and CGE, respectively), the preoptic region, 

which includes the preoptic area (POA) and the adjacent preoptic-hypothalamic (POH) border 

domain and the septum. Most of cortical GABAergic interneurons are derived from MGE, CGE 

and POA (Gelman and Marin, 2010) (Figure 9). 

Cortical GABAergic INs are first born and specified in these embryonic subpallium 

structures and only subsequently invade the cerebral cortex through a long-distance 

migration using two well-defined tangential routes located in the marginal zone (MZ) and the 

subventricular zone/intermediate zone (SVZ/IZ) (Marin and Rubenstein, 2001) (Figure 10). 

The time of cell birth influences IN specification and laminar position. The early-born MGE-

derived INs primarily settle in infragranular layers (deep layers), while late-born MGE-derived 

interneurons populate the supragranular layers (superficial layers) followed by late-born CGE 

and POA derived INs located in the supragranular layers (Fairén et al., 1986; Miyoshi et al., 

2007; 2010; Pla et al., 2006; Rymar and Sadikot, 2007; Valcanis and Tan, 2003; Xu, 2004). The 

cellular and molecular mechanisms guiding interneurons from their place of origin to the 

cortex have recently started to be elucidated (Butt et al., 2008; Marin and Rubenstein, 2001; 

Métin et al., 2006; Sultan et al., 2013).  

 
Figure 9. Cortical interneurons are born in the subpallium and migrate tangentially to the cortex. The schema 
represents an E13.5 embryo brain hemisection. The arrows show representative migratory routes. POA-derived 
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interneurons (blue) have a bias to invade the cortex through its rostral region, while CGE-derived interneurons 
(yellow) primarily reach the cortex by its caudal pole. LGE (red) is a major source for many olfactory bulb 
interneurons, although they are also produced in other regions. For simplicity, the septum and the thalamus are 
not depicted in the schema [derived from (Gelman et al., 2012)]. 

 

The large majority of PV+ and SST+ INs derive from the MGE (Butt et al., 2005a; Flames 

et al., 2007; Fogarty et al., 2007; Inan et al., 2012; Lim et al., 2018; Taniguchi, 2014; Xu et al., 

2008).  The MGE is the origin of about 50-60% of the population of cortical interneurons in 

the mouse (Miyoshi et al., 2010). The majority of the MGE cells express the transcription 

factor Nkx2.1. Nkx2.1 null mice have an atrophic MGE and show a drastic reduction of cortical 

interneurons at birth (Sussel et al., 1999). It has recently been shown that Nkx2.1 is upstream 

of the LIM-homeobox transcription factor Lhx6. Nkx2.1 directly activates Lhx6 and specifies 

the fate of INs (Du et al., 2008; Liodis et al., 2007).  MGE-derived progenitors start to express 

Lhx6 as soon as they leave the ventricular zone (Grigoriou et al., 1998). Lhx6 expression 

persists through adulthood in most PV and SST expressing cortical INs (Cobos et al., 2005; Du 

et al., 2008; Fogarty et al., 2007; Liodis et al., 2007) (Figure 11). Lhx6 loss of function analysis 

has shown that it is required for the normal specification and migration of MGE-derived 

GABAergic neurons. Lhx6 null animals exhibit a loss of PV and SST INs in the neocortex and 

hippocampus (Liodis et al., 2007). Hence, the MGE appears to be the main source of three of 

the most prominent interneuron subtypes: the basket, chandelier, and Martinotti cells.  

 

 
Figure 10. Migration pathways of cortical interneurons from the mouse ventral telencephalon. Diagram 
showing rostral and caudal coronal sections through an embryonic [embryonic day 13.5 (E13.5)] mouse 
telencephalon. The large majority of cortical interneurons originate from the proliferative zone (PZ) (the 
ventricular and subventricular zones) of two subcortical structures, the MGE (blue PZ) and CGE (green PZ), before 
migrating tangentially (filled red arrows) into the developing cortical plate (CP). Transplantation experiments 
suggest that interneurons from the MGE also migrate caudally (dashed red arrow) via the CGE before undergoing 
tangential migration [modified from (Butt et al., 2007)]. 
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In addition to the MGE, the CGE is the other main source of remaining cortical INs. 

Recent data suggest that CGE may produce about 30-40% of all cortical INs (Lee et al., 2010; 

Miyoshi et al., 2010; Rudy et al., 2010). The bipolar VIP+ INs, most of neurogliaform and NPY+ 

multipolar INs derive from the CGE (Butt et al., 2005b; Miyoshi et al., 2010; Torigoe et al., 

2016; Xu, 2004). Moreover, genetic fate mapping and neurochemical profile demonstrate 

that 5-HT3AR- expressing neurons include the entire spectrum of CGE-derived interneurons 

(Lee et al., 2010). Furthermore, a small proportion of interneurons (about 8–10%) derive from 

the embryonic POA including PV+, SST+ and NPY+ INs (Gelman and Marin, 2010; Gelman et al., 

2009; 2012).  Finally studies have indicated that any LGE contribution to cortical interneurons 

is far smaller than that of the MGE (Anderson, 1997; Wichterle et al., 2001).  

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 11.  Lhx6 is expressed in tangentially migrating GABAergic interneurons. Nkx2.1 directly 
activates Lhx6. Lhx6 is required for the normal pattern of tangential migration of GABAergic interneuron 
progenitors and for their correct distribution in the cortical layers of postnatal animals. Also, Lhx6 is 
preferentially expressed in the PV+ and SST+ subpopulations of cortical interneurons and is required in 
vivo for their specification. 
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3. Cortical early postnatal development 

In some cortical areas, development begins prenatally and continues postnatally until 

late adolescence, possibly throughout the lifespan, via precisely-orchestrated processes 

(Gogtay et al., 2004).  

	
3.1. Early cortical postnatal events 

During prenatal development, the main events that take place include neuronal 

proliferation, migration, cell death, differentiation and target selection (Vieira et al., 2009; 

Webb et al., 2010). During early postnatal development major events that contribute to 

cortical circuit maturation include spatial and temporal patterns of electrical activity, 

intrinsically determined cell death of early postnatal cortical interneurons and the 

depolarizing action of the neurotransmitter GABA (γ-aminobutyric acid) (Allene and Cossart, 

2010; Allene et al., 2008b; Ben-Ari, 2014a; Ben-Ari et al., 2012; Brockmann et al., 2011; 

Khazipov and Luhmann, 2006; Khazipov et al., 2004; 2013; Kirmse et al., 2015; Southwell et 

al., 2012a). Most studies on these developmental changes, especially of the GABAergic 

system in the cortex, have focused on the primary somatosensory cortex, visual cortex and 

hippocampus (Bartolini et al., 2013; Hensch, 2016; Le Magueresse and Monyer, 2013).  

In rodent cortex, inhibitory synaptogenesis and functional maturation of GABA 

synapses begin postnatally and rapidly achieve adult-like levels before adolescence begins 

(De Felipe et al., 1997; Le Magueresse and Monyer, 2013). In primate neocortex, also, the 

functional maturation of inhibitory synapses follows a protracted postnatal development 

with inhibitory synaptogenesis completed before birth, but the expression of GABA synapse-

related gene products changing significantly throughout postnatal development (Datta et al., 

2015; Hoftman and Lewis, 2011).  

 
3.1.1. Depolarizing GABA 
	

The major inhibitory transmitter GABA (γ-aminobutyric acid) plays a crucial role in 

inhibiting adult neurons, acting primarily via chloride-permeable GABAA receptor channel 

(GABAAR). GABAARs are approximately four time more permeable to Cl- than to HCO3- 

(bicarbonate anions)(Kaila and Voipio, 1987). In most mature neurons, the reversal potential 
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of GABAAR signaling (EGABA = 70mV) is closer to Cl- reversal potential (ECl) than to the more 

positive HCO3- reversal potential (EHCO3) (Kaila, 1994).  

GABAergic signaling plays a vital role in brain physiology, and its dysfunction can lead 

to pathological conditions such as epilepsies that are generated when the balance between 

excitation and inhibition (E-I) is disturbed (Andersen et al., 1964; Ben-Ari, 2006; Ben-Ari and 

Holmes, 2005; Eccles, 1966; Jansen et al., 2010; Roberts, 1974; 1986a; 1986b; Wang et al., 

2018). GABAergic signaling is established before glutamatergic transmission and GABA is a 

principal excitatory transmitter during embryonic development and early postnatal ages 

(Ben-Ari, 2001; 2002a; 2012; 2014b; Ben-Ari et al., 2007). During early development of the 

brain, neurons have greater intracellular chloride concentration [Cl-]in, compared to adult 

neurons, allowing the GABAAR responses to be depolarizing under certain conditions (Ben-Ari 

et al., 1989). Only in mature neurons, the Cl- can be extruded, which results in hyperpolarizing 

GABAAR currents (Rivera et al., 1999). From embryonic to early postnatal stages, the 

excitatory action of GABA has been implicated in multiple processes of neural development, 

such as cell proliferation, migration, differentiation, synaptogenesis, neuronal circuit 

formation, stability and oscillatory activity (Ben-Ari, 2002b; Ben-Ari et al., 1989; Owens and 

Kriegstein, 2002; Owens et al., 1996a; Wang and Kriegstein, 2009).  

At early postnatal ages, a landmark study from Ben-Ari and colleagues showed that 

developing networks are spontaneously active due to GABA excitatory actions  (Ben-Ari et al., 

1989). Using intracellular recording from CA3 hippocampal neurons in brain slices, this work 

demonstrated that GABA acts via GABAAR depolarization and excites immature neurons, due 

to an initially higher [Cl-]in, and the elevated [Cl-]in is reduced progressively with development. 

It was also shown that GABAergic activity was expressed first and preceded glutamatergic 

(AMPA receptor-mediated) synaptic transmission during development and that the early 

glutamatergic synapses functioned predominantly through postsynaptic NMDA receptors. 

The main finding was that the developmental E-I switch in GABA action and GABAergic 

responses occurred between P5 and P7 in the rat neonatal hippocampus (Ben-Ari et al., 1989). 

This finding was further confirmed in other brain regions, such as the mouse and rat 

hippocampus, neocortex, amygdala, cerebellum (Ben-Ari et al., 1989; 2007; Gulledge and 

Stuart, 2003; LoTurco et al., 1995; Luhmann and Prince, 1991; Martina et al., 2001; Owens et 

al., 1996a). This GABA switch has been conserved throughout evolution in central and 

peripheral structures in multiple species (Ben-Ari et al., 2007). In the human brain, 
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depolarizing GABAergic responses may occur in the first postnatal weeks of in-term babies 

(Dzhala et al., 2005). 

The developmental switch of GABA action from depolarizing to hyperpolarizing results 

from changes in cation-chloride co-transporter expression: Na+-K+-Cl- cotransporter 1 

(NKCC1), a cation-Cl- importer, is highly expressed in neuronal precursor cells during early 

brain development (Plotkin et al., 1997; Yamada et al., 2004), while the expression of the K+-

Cl- cotransporter 2 (KCC2), a cation-Cl- exporter, increases after the first postnatal week (Ben-

Ari, 2001; 2002a; 2012; 2014b; Ben-Ari et al., 2007). KCC2 is proposed to provide the main 

mechanism for the E-I switch of GABAergic transmission via progressive reduction of [Cl-]in 

(Ben-Ari, 2002b; Dzhala et al., 2005; Fiumelli et al., 2005; Ganguly et al., 2001; Huberfeld et 

al., 2007; Li et al., 2007; Lu et al., 1999; Rivera et al., 1999). In immature neurons, NKCC1 

drives Cl− into the cell due to the inward Na+ gradient maintained by the Na+-K+ ATPase. This 

increased [Cl-]in results in more positive ECl than the membrane potential (Vm). GABA-

mediated activation of GABAAR at Vm produces Cl− efflux, resulting in membrane 

depolarization. Mature neurons coexpress NKCC1 and KCC2 co-transporters and the NKCC1 

function is downregulated while KCC2 function increases (Plotkin et al., 1997; Stein et al., 

2004). KCC2 extrudes Cl−, lowering the [Cl-]in, leading to more negative ECl than the Vm. GABA-

mediated activation of GABAAR at Vm produces Cl− influx, resulting in membrane 

hyperpolarization (Figure 12).  STE20/SPS1-related proline–alanine-rich protein kinase (SPAK) 

phosphorylates both KCC2 and NKCC1 with reciprocal effects on their function, decreasing 

KCC2 activity and increasing NKCC1 activity in immature neurons. SPAK function decreases as 

neurons mature, via With-no-lysine kinase 1 (WNK1)-mediated phosphorylation, which 

contributes to the developmental increase in KCC2 function (de los Heros et al., 2014; Friedel 

et al., 2015).  

Many studies have proposed that GABAAR exhibits excitatory function before P7 (first 

postnatal week) in the hippocampus, cortex, amygdala (Ben-Ari et al., 1989; 2007; Gulledge 

and Stuart, 2003; LoTurco et al., 1995; Luhmann and Prince, 1991; Martina et al., 2001; Owens 

et al., 1996a). Most of the groups showed this GABA shift via intracellular recordings on slices 

and provided evidence that the energy supply in cortical slice preparation is sufficient, 

therefore the excitatory GABAergic responses can be considered as a reliable physiological 

concept (Kirmse et al., 2010; Ruusuvuori et al., 2010; Tyzio et al., 2011).   
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As the KCC2 transport is integral in mediating the switch from depolarizing to 

hyperpolarizing actions of GABA, it is important to understand the conditions under which 

KCC2 regulation is altered. The action of pro-BDNF through the p75 receptor as well as NMDA 

receptor downregulates KCC2 enhancing the excitatory action of GABA (Lee et al., 2011; 

Riffault et al., 2016). In addition, oxytocin and its receptor is necessary for the correct timing 

of the GABA switch by upregulating KCC2 activity (Leonzino et al., 2016). A recent report 

proposed that the activity of neuronal spicing factors, SRRM3 and SRRM4, elevates the Kcc2 

gene expression by inactivating the gene of repressor REST via alternative spicing. As a result, 

SRRM3-SRRM4 switch the GABA effect from E-I by upregulation of Kcc2 expression (Nakano 

et al., 2019).  

	
Figure 12. GABAAR signaling shifts from depolarizing to hyperpolarizing responses during development. 
Representation cartoons in (a) an immature and (b) a mature neuron (description in the  text; derived 
from(Fishell and Rudy, 2011)). 

	
Furthermore, many studies have focused in GABA delayed developmental shift in 

various mouse models mimicking human brain disorders.  It has been shown that in mice with 

maternal immune activation (MIA), the GABA shift from depolarization to hyperpolarization 

in hippocampal and cortical neurons is delayed (Corradini et al., 2018; Fernandez et al., 2018). 
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Another study found that in the Fmr1 deficient model of fragile X syndrome, early postnatal 

correction of GABA depolarization (bumetanide treated) led to sufficient normalization of the 

mature BC network (He et al., 2018). In addition, studies in the Scn1a and SCn1b mouse 

models of Dravet syndrome and the 22q11.2 deletion syndrome have shown delayed GABA 

switch signaling in hippocampal and neocortical development (Amin et al., 2017; Yuan et al., 

2019). In humans, the KCC2 is encoded by SLC12A5 and loss-of-function variants of human 

SLC12A5 have pathogenic potential such as epilepsy and many neurodevelopmental disorders 

that are associated with seizures (Fukuda and Watanabe, 2019; Moore et al., 2017a).  

The impaired KCC2 has been proposed as a potential therapeutic target of epilepsies 

by many studies in animal models and human patients (Moore et al., 2017b). In addition to 

KCC2, a promising novel target is the blocking of NKCC1, which results of in decreased [Cl-]in 

and shift of E-I GABA actions in order to treat neonatal seizures and a wide range of 

pathological conditions (Ben-Ari, 2017; Nardou et al., 2009; Wang and Kriegstein, 2010). 

Various studies have focused on both cation-chloride co-transporters (NKCC1 and KCC2) and 

have suggested that these molecules are essential for developmental chloride plasticity, 

shaping GABAerigic signaling and neuronal connectivity. Dysfunction of either one occurs in 

many developmental neurological and psychiatric disorders (Barmashenko et al., 2011; Kaila 

et al., 2014; Schulte et al., 2018; Wang et al., 2018).   

 

3.1.2. Early activity patterns  

Early during development, the immature cortical neurons are self-organized into local 

neuronal clusters and are spontaneously active (Allene et al., 2008b; Katz and Crowley, 2002). 

The main characteristic of developing networks is the spontaneous neuronal activity which is 

crucial for network maturation (Cang et al., 2005; Kandler and Gillespie, 2005; Katz and Shatz, 

1996; Khazipov and Luhmann, 2006; Khazipov et al., 2004; Nicol et al., 2007). The cortical 

neuronal activity is associated with intracellular calcium rise that can either be produced by a 

membrane potential depolarization or intracellularly without any electrical activity. The 

developing cortical networks are characterized by the ability to generate a variety of 

uncorrelated or coherent activity patterns (Allene and Cossart, 2010; Allene et al., 2008a; Le 

Magueresse and Monyer, 2013). 
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At embryonic stages the immature networks display uncorrelated membrane 

potential spikes or synchronous “non-electrical” calcium rises (Allene et al., 2008b; Bortone 

and Polleux, 2009; Crepel et al., 2007; Komuro and Rakic, 1996; Owens et al., 1996b). 

Embryonic calcium activity has been proposed to play a regulatory role during neurogenesis 

(Owens and Kriegstein, 1998; Weissman et al., 2004). Around birth in rodents, neuronal 

activity becomes synchronized through gap junctions and is supported by the activation of 

intrinsic voltage-dependent conductances before becoming mostly synapse-driven 

(synchronous plateau assemblies; SPAs) (Allene et al., 2008a; Crepel et al., 2007).  

Later, at early postnatal stages, two spontaneous synapse-driven network patterns 

have been extensively described in somatosensory cortex and hippocampus: the giant 

depolarizing potentials (GDPs) and early network oscillations (ENOs) (Figure 13). GDPs are 

driven by GABAergic transmission and terminated when GABA switches from excitatory to 

inhibitory (Allene et al., 2008b; Ben-Ari et al., 1989; 2007; Conhaim et al., 2011; Crepel et al., 

2007; Garaschuk et al., 1998). A recent study showed that KCC2 regulates GDPs already at 

their developmental onset in early hippocampal networks (Spoljaric et al., 2019). ENOs are 

mediated by glutamatergic transmission and require activation of AMPA and NMDA 

receptors, but not GABAA (Allene et al., 2008a; Corlew et al., 2004; Garaschuk et al., 2000; 

McCabe et al., 2006). ENOs are observed immediately after birth and are dominant during 

the first postnatal days, until they are replaced by GDPs.  Allene et al. (2008), have shown that 

NMDA-R-driven ENOs precede GABAA-R-driven GDPs (Allene et al., 2008a)  

Moreover, rhythmic activity patterns have been identified during early postnatal 

development. In vivo recordings, in early postnatal barrel cortex (P0-P4) revealed early 

gamma oscillations in response to sensory stimulation and are driven by a thalamic oscillator 

after the emergence of cortical inhibition (Minlebaev et al., 2011; Yang et al., 2012). Spindle 

bursts were also observed at birth, in neonatal rat somatosensory and visual cortex (Hanganu 

et al., 2006; Khazipov et al., 2004) and at P3 in the rat PFC (Brockmann et al., 2011). In 

addition, while spindle bursts and gamma oscillations synchronize small local neuronal 

networks, long1 and slow oscillations were identified within developing cortex to synchronize 

	
1 Long oscillations: rare oscillations of longer duration (>40 s) and large amplitude (250 –750mV) occurring on 
average every 20 min during in vivo recordings.  
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larger cell assemblies. Spindle bursts2 and gamma oscillations may arise from an early 

functional circuit and long oscillations may serve as a propagating activation signal, 

consolidating these immature neuronal networks. In the generation of these early oscillatory 

activity patterns in vivo, the involvement of the subplate, gap junctional coupling, and NMDA 

receptor-mediated synaptic transmission are essential (Yang et al., 2009). Interneuron 

contribution to these early activity patterns and their activity-dependent maturation have an 

essential role in cortical development (Cossart, 2011; Le Magueresse and Monyer, 2013; 

Luhmann et al., 2014; Wamsley and Fishell, 2017).  

 

	
Figure 13.  Development of cortical neuronal activity. Throughout development, neurons are dependent on 
activity for proliferation, their selection of settling position, and their morphological and synaptic 
development. This activity includes a wealth of dynamic cortical network activities such as cortical early 
network oscillations (cENOs), giant depolarizing potentials (GDPs), spindle bursts and gamma oscillations. 
(modified from (Wamsley and Fishell, 2017)).   

 

3.1.3. Postnatal programmed cell death  

In the rodent cerebral cortex, many studies have suggested that developmentally 

regulated programmed cell death is observed during the first postnatal week. It is estimated 

that the proportion of neuronal loss in the cerebral cortex is approximately 30% (Ferrer et al., 

1990; Finlay and Slattery, 1983; Heumann and LEUBA, 1983; Heumann et al., 1978; Miller, 

1995; Verney et al., 2000). During postnatal development, neocortical pyramidal neurons 

undergo programmed cell death between P2 and P5 in the mouse, and the cell death is 

Bax/Bak dependent (Wong et al., 2018). Interestingly, pyramidal programmed cell death is 

heterogeneous across functionally diverse neocortical areas or even across layers within a 

single cortical area (Blanquie et al., 2017; Heumann and LEUBA, 1983; Verney et al., 2000). 

For example, a higher rate of programmed cell death has been reported in the motor cortex 

	
2 Spindle bursts:  Oscillatory events observed in vivo in the neonatal cortex. They are produced by the 
synchronized depolarization of a small localized group of neurons and can be evoked by sensory stimuli. Spindle 
bursts are slower events compared with early gamma oscillations.  
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compared to the somatosensory cortex and important differences across layers have been 

found between areas (Blanquie et al., 2017). Subplate neurons undergo programmed cell 

death between P2 and P5 while early-born MGE-derived INs follow at P5 (deep layers). Later 

at P7, late-born MGE- derived INs (superficial layers) and Cajal-Retszius cells undergo 

programmed cell death followed by CGE- derived INs at P9 (Wong and Marin, 2019) (Figure 

14).  

 

 
Figure 14. Developmental timeline of programmed cell death in the mouse neocortex. During embryonic 
development, programmed cell death is particularly abundant among progenitor cells in the ventricular zone 
(VZ) and subventricular zone (SVZ). Apoptotic progenitors are shown in red. During postnatal development, 
pyramidal cells (green) and subplate neurons (light blue) undergo programmed cell death starting from 
postnatal day 2 (P2), followed by infragranular medial ganglionic eminence (MGE) interneurons (magenta) at 
P5, supragranular MGE interneurons (magenta) and Cajal-Retzius cells (gold) at P7, and caudal ganglionic 
eminence (CGE) interneurons (blue) at P9. Other abbreviations: CP, cortical plate; MZ, marginal zone; SP, 
subplate. The numbers 1–6 refer to the layers in the postnatal cerebral cortex. (derived from (Wong and Marin, 
2019)).  

	
During postnatal development in mice, more than 40% of cortical GABAerging INs 

undergo Bax/Bak-dependent cell death between the end of first and the start of the second 

week (P5-P10) (Southwell et al., 2012b). This process seems to impact all subtypes of INs (De 

Marco García et al., 2011; Denaxa et al., 2018; Priya et al., 2018; Wong et al., 2018). 

Programmed IN death is dependent on age (around 12 days after being born in the 

subpallium); with the early-born dying before late-born  INs (Southwell et al., 2012b; Wong 

et al., 2018). In addition, recent studies have proposed that neuronal activity plays a 

fundamental role in the survival of cortical INs during the critical cell death period. First, Ca+ 
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imaging experiments in vivo have shown that the active INs are much more likely to survive 

than inactive INs (Wong et al., 2018). Second, cell-autonomous manipulation leading to 

increased excitability of cortical INs enhances their survival (Denaxa et al., 2018; Priya et al., 

2018), while decreasing excitability of INs diminishes their survival (Close et al., 2012; Priya et 

al., 2018). Remarkably, GABAergic INs are destined to die in the absence of inputs from local 

excitatory neurons, which are the main drivers of INs activity during the first postnatal week 

(Anastasiades et al., 2016). In other words, the increased excitability of pyramidal neurons 

(with DREADDs3) during the period of IN cell death enhances the survival of INs, whereas 

reducing excitability of pyramidal neurons has the opposite effect (Wong et al., 2018). 

 

3.2. PFC early development 

Each cortical area is characterized by differential maturation	(Rabinowicz, 1986).  The 

PFC develops and matures during adolescence, when cognitive abilities reach adulthood 

levels (Kolb et al., 2012; Schubert et al., 2014). This timeline is delayed compared to other 

primary sensory areas (such as BC) and allows for significant perturbations by environmental 

factors (Best and Miller, 2010; Casey et al., 2000; Kolb et al., 2012) (Figure 15). The developing 

PFC may mature in different ways, when the PFC is exposed to different environmental events 

during development, such as sensory stimuli, stress, drugs, hormones, and social experiences 

(Kolb, 2015; Kolb et al., 2012) The developing PFC, from infancy to adulthood, undergoes 

considerable transcriptional, structural, cognitive and neuronal activity changes (Diamond, 

2005; Kolb et al., 2012; Kroeze et al., 2017; Schubert et al., 2014; Tsujimoto, 2008). A recent 

transcriptome analysis proposed an expression pattern switch from genes involved in 

neuronal network stabilization from infancy to adulthood (Kroeze et al., 2017). 

Similar to other sensory areas, PFC maturation includes proliferation and migration of 

neurons, dendritic growth, synaptogenesis, synaptic-pruning, myelination and formation of 

micro- and macro-circuits via efferent/afferent axonal projections (CASEY et al., 2005; Casey 

et al., 2000; Delevich et al., 2019; Kolb, 2015; Schubert et al., 2014). Magnetic resonance 

imaging (MRI) studies in humans have shown that white matter, which contains a large 

number of myelinated fiber tracts, increases in volume in the frontal cortex between 

childhood and adulthood	(YAKOVLEV, 1967)	(Bartzokis et al., 2001)	(Perrin et al., 2008). This 

	
3	DREADDs:	Depolarizing	designer	receptors	exclusively	activated	by	designer	drugs.	
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white matter maturation corresponds with increased cognitive abilities	(O’Muircheartaigh et 

al., 2014)	 (Deoni et al., 2014).  Dendritic spine pruning is initiated later in the PFC in both 

humans (Kolb et al., 2012) and rats (Koss et al., 2014). Neurotransmitter systems primarily 

related to reward sensitivity are also modulated during adolescence. Dopamine neurons 

increase their firing rate during adolescence (McCutcheon and Marinelli, 2009). 

Interestingly, studies in medial PFC (mPFC) have proposed that the early neuronal 

synchronization in hippocampus may facilitate the maturation of mPFC networks. In brief, 

theta bursts were identified in rat hippocampus immediately after birth and drove 

discontinuous oscillatory activity in the neonatal mPFC. At P10-P11, in rat mPFC, 

discontinuous spindle burst and gamma oscillation were replaced with continuous oscillatory 

activity. At P8-P10 hippocampus, the sustaining gamma-theta coupled oscillations entrained 

mouse mPFC activity (Bitzenhofer et al., 2015; Brockmann et al., 2011; Lahtinen et al., 2002).  

The hippocampal- driven entrainment of neonatal prefrontal network in fast oscillations relies 

on the activation of layerII/III and not layerV pyramidal neurons with increasing frequency 

across development (Bitzenhofer et al., 2017; 2019). As a result, these works have proposed 

that the neurons from layers II/III drivers of fast oscillatory rhythms at neonatal ages. This 

layer-specificity seems to be a developmental feature of mPFC, since recent work in neonatal 

and adult sensory cortices has shown that gamma rhythms can be driven by pyramidal 

neurons from all layers (Adesnik, 2018; Adesnik and Scanziani, 2010). 

 

Figure 15 Structural architecture of the developing brain. The graph describes the importance of prenatal 
events, such as the formation of neural tube (neurulation) and cell migration. After birth, the importance of 
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synapse formation and myelination beyond age three and the formation of synapses based on experience 
(derived from (CASEY et al., 2005)).  
	
3.2.1. Pyramidal neurons  

The PFC pyramidal neurons have an expanded dendritic architecture to support their 

numerous connections (Jacobs et al., 2001). Interestingly, they have about 70% more spines 

than the pyramidal neurons of the primary sensory or motor cortices. Elston et. al., (2006) 

have written that “the highly branched, spinous neurons in the human granular PFC may be 

a key component of human intelligence”. 

 Studies in dorsolateral PFC (DLPFC) show diversity in the functional properties of PFC 

pyramidal cells of adult monkeys (Chang and Luebke, 2007; Zaitsev et al., 2012). For example, 

in layers II/III of monkey DLPFC four electrophysiological classes of pyramidal neurons have 

been identified: two classes contain regular-spiking neurons with low and high excitability 

(non-adapting or weakly adapting neurons), the third class includes low-threshold spiking 

cells (LTS)4 and the fourth class consists of cells with an intermediate firing pattern. This 

diversity of pyramidal neurons may contribute to heterogeneous information processing 

during working memory and other cognitive operations that engage the activity of cortical 

circuits in the superficial layers of the DLPFC (Zaitsev et al., 2012).  

The first postnatal month is a time of rapid development in the rodent sensory 

neocortical regions (Lendvai et al., 2000; Stern et al., 2001). This period is significant for 

changes such as formation, plasticity and maturation of excitatory synapses, described both 

by functional and structural alterations (Feldmeyer and Radnikow, 2009; Fox1995; Lohmann 

and Kessels, 2014). Little is known about the development of diverse functional properties of 

neurons in PFC. A thorough characterization of rat mPFC pyramidal neurons reveals a diversity 

of subtypes across deep and superficial layers in young adulthood (van Aerde and Feldmeyer, 

2013). In addition, many studies performed in various parts of the brain have shown that both 

intrinsic properties of neurons and synaptic transmission undergo dramatic changes during 

early postnatal development and that each immature region could have distinct combinations 

of intrinsic and synaptic properties (Bahrey and Moody, 2003; Burgard and Hablitz, 1993; 

Kriegstein et al., 1987; McCormick and Prince, 1987; Ramoa and McCormick, 1994).  

	
4	LTS cells which fire a burst of three-five spikes followed by regular firing at all suprathreshold current 
intensities and exhibited strong firing adaptation.	
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Based on the above observations, some studies in developing mPFC pyramidal 

neurons have proposed that there is a unique sensitive time windows for synaptic maturation 

of pyramidal neurons from individual cortical layers. For example, during rat mPFC layer V 

development, the intrinsic properties, synaptic inputs and morphology of pyramidal neurons 

develop together during early postnatal life. The greatest changes were reported during the 

first ten days after birth, but the adult- like properties emerged after the end of the third 

week (P21) (Zhang et al., 2011). Another recent study in layer III and V pyramidal neurons of 

mouse mPFC showed that the morphology and the intrinsic membrane properties develop to 

a large extent concomitantly in both layers, with a rapid growth at second postnatal week 

(P13-P16). The number of excitatory synaptic inputs on layer III pyramidal neurons increases 

rapidly during the second postnatal week, while that on layer V neurons increases more 

slowly. On the other hand, inhibitory synaptic inputs develop more slowly in layer III than 

layer V. This results in an increased E/I ratio in layer III compared to layer V at two weeks 

postnatally (Kroon et al., 2019). This study confirms that the second postnatal week as a 

period of rapid growth, similar to that in other neocortical regions by combining functional 

and structural measurements of developing pyramidal neurons in mouse mPFC (Romand et 

al., 2011; Zhu, 2000). 

 

3.2.2. Interneurons  

The neonatal functional maturation of GABAergic circuit and E/I balance of PFC are 

critical for PFC-dependent behaviours and plasticity in adults, while their malfunction leads 

to many psychiatric disorders (Benes, 1991; Ferguson and Gao, 2018; Kilb, 2012; Smith-Hicks, 

2013; Tseng et al., 2009). From prenatal to late adolescence, it is not surprising that the PFC 

network becomes highly vulnerable to genetic and environmental factors (Andersen, 2003). 

In addition, as the mPFC is one of the last cortical regions to develop (Huttenlocher, 1990) 

most studies have focused on understanding developmental processes during adolescence 

(Caballero et al., 2016); therefore, our knowledge on the neonatal physiology of mPFC is very 

limited.  

It has been shown that PV expression is lowest in juveniles and increases during 

adolescence to levels similar to those observed in adulthood, whereas the expression of 

carletinin-positive INs in the PFC is higher during early adolescence and lower in adulthood 
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(Caballero et al., 2013; 2014a; 2016). As a result, PV+ expression is not evident in the neonatal 

period and emerges during the pre-juvenile period in the mPFC (de Lecea et al., 1995; del Rio 

et al., 1994; Spampanato and Sullivan, 2016; Zheng et al., 2011). PV+ INs are powerful 

regulators of E/I balance in the PFC, and help optimize the representation and processing of 

information in PFC. Dysfunction of  PV+ INs is sufficient to results in behavioural (and other) 

changes similar to those observed in a range of psychiatric diseases (Ferguson and Gao, 2018). 

Furthermore, the function of GABAAR also changes,	with differential expression of GABAA α-

subunits in different developmental periods, in the monkey PFC (Datta et al., 2015). The 

changes in GABAAR activation underlie the differential regulation of synaptic plasticity from 

the ventral hippocampus to the PFC in adolescent and adult rats (Caballero et al., 2014a; 

2014b). 

 Studies, earlier in development in rat mPFC, have shown an intense development of 

GABAergic inputs onto layer II/III pyramidal cells between postnatal days 10 and 20 (Virtanen 

et al., 2018). A similar developmental trajectory of synaptic inhibition has been observed in 

layer III pyramidal neurons of monkey PFC with significant changes between the early 

postnatal period and young adulthood (González-Burgos et al., 2015). The firing properties of 

PV+ neuron have been correlated with the fast-spiking (FS) phenotype both in chandelier and 

basket cells. Both of them populate layer II and only basket cells are located in deeper layers 

after postnatal day 12 in mouse mPFC (Miyamae et al., 2017). The intrinsic membrane 

properties of cells with FS phenotype are poorly developed during the first postnatal week 

and rapidly mature during the second postnatal week. Also during early periods, the INs 

prefer to innervate pyramidal neurons before targeting other INs in mouse mPFC (Yang et al., 

2013b).  

In addition, the intrinsic membrane properties of SST+ INs in the mouse mPFC are 

mature after the second postnatal week and their development differs from PV+ INs. 

Inhibitory inputs to SST+ INs mature slower than the excitatory inputs (Pan et al., 2017). 

Another study has proposed that the intrinsic membrane properties of low-threshold spiking 

INs mature during the second postnatal week with the synaptic input from pyramidal neurons 

playing a promoting role for their maturation (Cui et al., 2009). Finally, it has been shown that 

the immature INs do not participate in circuits generating gamma oscillations in neonatal 

mPFC but that pyramidal neurons have a critical role (Bitzenhofer et al., 2019; Pan et al., 2017; 

Yang et al., 2013a)  
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3.2.3. PFC and neurodevelopmental disorders 

Studies have shown that the order of key events in brain development is largely 

conserved between humans and rodents (Öngür and Price, 2000; Semple et al., 2013). 

Additionally, the end of first and beginning of the second postnatal week of rodents roughly 

corresponds to the second trimester of human gestation, a period of high vulnerability for 

mental disorders (Beamish et al., 2017; Selemon and Zecevic, 2015). The existing evidence 

suggests that rodents are useful models for studying neurodevelopmental processes. 

Decoding the developmental cellular and physiological mechanisms of PFC neuronal 

maturation and circuit formation during the perinatal period could contribute to a better 

understanding of neurodevelopmental risk impact to psychiatric disorders. In the human 

brain, depolarizing GABAergic responses may occur in the first postnatal weeks of in-term 

babies (Dzhala et al., 2005) 

Disturbance or failure of any developmental process during early PFC development 

could underlie the symptoms associated with neuropsychiatric and neurodevelopmental 

disorders (Kolb et al., 2012; Kratimenos and Penn, 2019; Sugranyes et al., 2011). Furthermore, 

the medial regions of the PFC, the mPFC, such as the infralimbic, prelimbic and cingulate 

areas, are implicated in the cognitive deficits of many neurodevelopmental disorders	
(Arnsten, 2009; Gamo and Arnsten, 2011). Neurodevelopmental disorders such as intellectual 

disability (ID), autism spectrum disorders (ASDs), attention deficit (hyperactivity) disorder 

(AD(H)D) and schizophrenia share cytoarchitectural, connectional and functional features 

suggesting a similar neurodevelopmental origin (Arnsten, 2009; Schubert et al., 2014). 

The disruption of PFC inhibitory circuits, caused by developmental alterations of 

GABAergic INs, is the common feature of these psychiatric disorders (Marin, 2012). Also, 

GABAergic dysfunction leads to neuro-developmental disorders manifested during childhood 

(Smith-Hicks, 2013; Tsujimoto, 2008). Specifically, interneuron loss, misplacement, and 

abnormal maturation characterize these disorders (Filice et al., 2016; Gogolla et al., 2009; 

Hashemi et al., 2016; Lacaille et al., 2019).  
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4. Mature cortical network and oscillatory activity 
 

As mentioned in chapter 2, the mature cortical network consists of two main neuronal 

types, excitatory (pyramidal neurons, responsible for glutamate release) and inhibitory 

neurons (GABAergic interneurons, responsible for GABA release), which collaborate to 

organize, regulate and synchronize the flow of information through neuronal networks. The 

formation of functional networks through synchronized oscillatory activity critically depends 

upon excitation to inhibition balance (E/I balance) (Haider and McCormick, 2009; Uhlhaas and 

Singer, 2013). Findings have indicated that oscillatory activity in neuronal networks facilitates 

a temporal link between neurons to form neuronal assemblies and facilitate synaptic 

plasticity, mechanisms that together support temporal representation and long-term 

consolidation of information (Buzsáki, 2006; Buzsáki and Draguhn, 2004).  

Neural oscillations are involved in the maturation and plasticity of cortical networks 

at several developmental stages. Spontaneous correlated neuronal activity is crucial in the 

developing nervous system (Ben-Ari, 2001; Katz and Shatz, 1996; Khazipov and Luhmann, 

2006; Luhmann et al., 2016) (see chapter 3.1.2). For example, studies in visual cortex have 

shown that the activity of neurons in the neonatal visual cortex is synchronized by the 

patterned retinal activity (Chiu and Weliky, 2001; Hanganu et al., 2006) and is pivotal for 

synchronized connections in the mature visual cortex (Cang et al., 2005; Stellwagen and Shatz, 

2002).  

 

4.1. Neuronal Oscillations and synchrony 
	

Neuronal oscillations are a fundamental mechanism that enables coordinated activity 

during normal brain functioning. Neuronal oscillations reflect rhythmic neuronal activity 

within a limited frequency range. Electroencephalography (EEG) records oscillatory activity 

typically falling into low frequency bands at delta (1-4Hz), theta (4-8Hz), alpha (8-12Hz) and 

beta (12-30Hz) and high frequency oscillations at gamma (30-80Hz) and high gamma bands 

(>80Hz) (Moran and Hong, 2011; Sun et al., 2011). With extracellular local field potential 

recordings, we can measure the sum of oscillatory activity originating from a local group of 

neurons.  Several studies focus on rhythmic activity in the gamma-frequency range because 

of its relevance to cognitive functions and its correlation with schizophrenia (SCZ). However, 
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recent studies provide important evidence of abnormalities in low frequency oscillatory 

activity in neuropsychiatric disorders, especially in SCZ (Moran and Hong, 2011; Uhlhaas and 

Singer, 2010). 

Oscillatory activity in lower frequencies has been associated with a variety of 

functions. Data on the role of oscillatory activity in the delta range (1–4 Hz) are limited; there 

are reports about delta activity evident during encoding of sensory stimuli (Lakatos et al., 

2005; 2008). A reduction of delta power, as well as a reduction in all low frequencies (theta, 

alpha, beta) has been recently shown in an animal model of psychosis (Kalweit et al., 2017).  

Theta oscillations (4–7 Hz) are prominent in the hippocampus but occur also in other regions, 

such as the ento- and the perirhinal cortex, the prefrontal, somatosensory, and visual cortex, 

and superior colliculus (Raghavachari et al., 2006; Tsujimoto et al., 2006). In the hippocampus, 

they are generated by the interplay of glutamatergic and GABAergic neurons, with cholinergic 

inputs regulating GABAergic inputs (Stewart and Fox, 1990;Leung and Shen, 2007; White et 

al., 2000). This activity has been implicated in mnemonic processes and is particularly 

effective in inducing LTP (Hölscher et al., 1997; Huerta and Lisman, 1993; Pavlides et al., 

1988). Hippocampal theta oscillations temporally coordinate prefrontal activity in adult 

rodents (Siapas et al., 2005; Sirota et al., 2008). Alpha oscillations (8–12 Hz) are very 

prominent in the thalamus but have also been recorded in all cortical and subcortical areas 

(Başar et al., 1997; Steriade et al., 1993). It is well-known that they are generated by reciprocal 

interaction between excitatory and inhibitory neurons with a crucial role of underlying 

cholinergic and serotonergic mechanisms (Lörincz et al., 2008; Hughes et al., 2004; Millson et 

al., 1991). This activity is related to functional inhibition of task-irrelevant processing and 

visuospatial attention (Kelly et al., 2006; Sauseng et al., 2007;1 Worden et. al., 2000). There 

is evidence that SCZ patients are characterized by diminished alpha power in the resting state 

EEG (Iacono, 1982; Sponheim et al.). Beta frequency oscillations (13–30 Hz) are prominent in 

all cortical structures, subthalamic nucleus, hippocampus, basal ganglia and olfactory bulb. 

They have been associated with the perception of environmental novelty in rodents (Berke 

et al., 2008) and their generation has been linked to particular neurotransmitter systems 

including NMDA and GABAAR activities (Traub et al., 2004; Yamawaki et al., 2008). 

Additionally, a recent report has shown that the local prefrontal network in vitro reproduces 

an increase in spontaneously generated high (beta/gamma) frequencies following NMDA 

hypofunction (Rebollo et al., 2018). 
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Oscillations in the gamma range (>30 Hz) have been recorded in several cortical areas 

and have been correlated with cognitive functions such as perception, attention, 

consciousness (Tiitinen et al., 1993; Uhlhaas et al., 2008). Fast synaptic inhibition mediated 

by GABA appears to be efficient for generating network synchrony in the gamma frequency 

range (Lewis et al., 2005; Sohal et al., 2009). GABAergic interneurons play the role of 

pacemakers in the generation of high- frequency oscillations by producing rhythmic inhibitory 

post synaptic potentials in pyramidal neurons (Cobb et al., 1995; Wang and Buzsáki, 1996). 

Particularly, PV+ INs are correlated with fast-spiking cells and their activity has been 

demonstrated to be essential for generation of gamma rhythms in mice, in vivo (Sohal et al., 

2009).  

 

4.1.1. Abnormalities in neuronal oscillations  

 Abnormalities in neuronal oscillations, particularly those in gamma frequencies (30-

80Hz), are associated with many neuropsychiatric disorders (Herrmann and Demiralp, 2005). 

Several neuropsychiatric disorders are correlated with abnormalities in gamma oscillatory 

activity, due to its association with higher order cognitive processes such as sensory 

processing, attention, working memory and executive functions, all domains in which SCZ 

patients are impaired (Buzsáki and Draguhn, 2004; Tiitinen et al., 1993;Uhlhaas et al., 2008). 

Generally, SCZ patients exhibit impaired neuronal oscillatory activity and their clinical 

dysfunction is correlated with abnormalities in neuronal oscillatory activity in all frequency 

bands. Most studies of SCZ focus on the gamma-frequency band and it has been reported/it 

is generally accepted that gamma-frequency oscillation are reduced in SCZ patients (Tiitinen 

et al., 1993; Buzsáki and Draguhn, 2004). In addition, fast synaptic inhibition mediated by 

GABAARs underlies network rhythmic activity and SCZ is associated with alterations in cortical 

GABAergic neurotransmission (Lewis et al., 2005; Sohal et al., 2009). GABAergic INs, especially 

the subpopulation of PV+, play a fundamental role in the generation and synchronization of 

activity in gamma frequencies because of their fast-spiking characteristics and short time 

constants of synaptic interactions (Bartos et al., 2007; Sohal et al., 2009). 

Alterations in E/I balance can be caused by changes in interneuron numbers  or 

reduced expression of markers of interneuron populations without changes in cell numbers 

per se . Shifts in the E/I balance has been correlated with modifications in neuronal 
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oscillations, especially in the gamma frequency band, are observed in many psychiatric 

disorders, including ASD, SCZ, bipolar disorder and depression (Canitano and Pallagrosi, 2017; 

Fung et al., 2014; Gao and Penzes, 2015; Klempan et al., 2007; Luscher et al., 2010; Marin, 

2012; Rubenstein and Merzenich, 2003; Sakai et al., 2008; Selten et al., 2018). It has been 

hypothesized that aberrant gamma oscillations underlie deficits in higher order cognitive 

processes (Cho et al., 2006; Spencer et al., 2003; 2004; Tiitinen et al., 1993; Uhlhaas and 

Singer, 2010; 2012; Uhlhaas et al., 2008).  

Furthermore, the parameters that cause the alteration of mechanisms that influence 

E/I balance, may underlie abnormalities in high-frequency oscillations (Uhlhaas and Singer, 

2013). Many studies have focused on a genetic link of dysfunctional mechanisms in NMDA-

receptor mediated transmission with SCZ pathology (Kirov et al., 2011). Studies in animal 

models have shown that blockage of NMDA receptors induce aberrant high frequency 

oscillations throughout cortical and subcortical networks (Pinault, 2008); these data  are 

consistent with EEG recordings from patients (Kikuchi et al., 2011). Another mechanism that 

is crucial for generation of high frequency oscillations and E/I balance alterations is the 

dysfunction of GABAergic transmission due to reduced expression of GABA membrane 

transporter 1 (GAT1) (Volk et al., 2001) and reduced expression of messenger RNA for the 

enzyme GAD67 used to synthesize GABA (Curley et al., 2011).   

Studies animal models have also shown that changes in specific molecules in 

interneurons alters their functional attributes and the mature neuronal networks. Early 

removal of Nkx2.1 or Lhx6 results in decreased numbers of PV and SST-expressing 

interneurons and the emergence of prolonged abnormal bursting activity in the cortex, as 

measured by EEG recordings (Butt et al., 2008; Neves et al., 2012). A number of transgenic 

mice with decreased numbers of various subpopulations of cortical interneurons show 

abnormal oscillatory activity (Batista-Brito et al., 2009).  
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Part I: Developmental changes in early postnatal 

inhibitory circuits in the medial prefrontal cortex 

compared to primary somatosensory cortex of the 

mouse 
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Aim 

Some maturation processes in mPFC are delayed when compared to sensory cortices, 

such as BC (Best and Miller, 2010; Casey et al., 2000; Kolb et al., 2012).. Correspondingly, the 

cognitive abilities relying on prefrontal function are fully developed at adulthood. The mPFC 

matures during adolescence, when cognitive abilities reach adulthood levels (Kolb et al., 

2012; Schubert et al., 2014). From infancy to adulthood the developing mPFC undergoes 

considerable transcriptional, structural, cognitive and neuronal activity changes (Diamond, 

2005; Kolb et al., 2012; Kroeze et al., 2017; Schubert et al., 2014; Tsujimoto, 2008). During 

this period, major events that contribute to cortical circuit maturation include spatial and 

temporal patterns of electrical activity, intrinsically determined cell death of early postnatal 

cortical interneurons and the depolarizing action of the neurotransmitter GABA (γ-

aminobutyric acid) (Allene and Cossart, 2010; Allene et al., 2008; Ben-Ari, 2014a; Ben-Ari et 

al., 2012; Brockmann et al., 2011; Khazipov and Luhmann, 2006; Khazipov et al., 2004; 2013; 

Kirmse et al., 2015; Southwell et al., 2012). Disturbance or failure of any these processes 

during early mPFC development could underlie the symptoms associated with 

neuropsychiatric and neurodevelopmental disorders (Kolb et al., 2012; Kratimenos and Penn, 

2019; Sugranyes et al., 2011). The disruption of mPFC inhibitory circuits, mediated by 

developmental alterations of GABA interneurons is the common feature of these psychiatric 

disorders (Marin, 2012). Especially, interneuron loss, misplacement, and abnormal 

maturation characterize these disorders (Filice et al., 2016; Gogolla et al., 2009; Hashemi et 

al., 2016; Lacaille et al., 2019).  

While adolescent development of prefrontal circuitry and underlying cellular 

mechanisms have been addressed by a large number of studies, only few investigations 

tackled the wiring processes at earlier stages (Brockmann et al., 2011; Cichon et al., 2012; 

Bitzenhofer et al., 2015; Bitzenhofer et al., 2017a).  Here, we aim to fill this knowledge gap by 

investigating the cellular processes that are on-going in the mPFC between the second 

(neonatal mice) and third (pre-juvenile mice) postnatal week, in comparison to the better 

studied BC. 
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Materials and methods 
	

All experiments with mice took place under an experimental protocol approved by the 

Research Ethics Committee and by our Institutional Animal Care and Use Committee that has 

been approved by the Veterinarian Authorities Office (protocol license no. 93164). 

Experiments were carried out by trained scientists and in accordance with the 3R principles. 

 

Animals  

Experiments were performed on male C57Bl/6J;Lhx6Tg(Cre);R26R-YFP+/+  mice, ages 

postnatal day (P)10 and P20 and on male Rac1fl/fl;Nkx2.1Tg(Cre);R26R-YFP+/−  mice (referred 

to as Rac1 cKO mice), ages P10 and P20. The Rac1fl/fl;Nkx2.1Tg(Cre) line has been previously 

described (Kalemaki et al., 2018; Konstantoudaki et al., 2016; Vidaki et al., 2012). Mice were 

housed with their mothers and provided with standard mouse chow and water ad libitum, 

under a 12 h light/dark cycle (light on at 7:00 am) with controlled temperature (± 21◦C). The 

P10 experimental group includes ages P9-P11 and the P20 group includes ages P19-P21, also 

referred to as second and third postnatal weeks or neonatal and pre-juvenile, respectively. 

All efforts were made to minimize both the suffering and the number of animals used.  

	
Electrophysiology- In vitro extracellular recordings 

Slice Preparation:  Mice (P10 and P20) were decapitated under halothane anesthesia. 

The brain was removed promptly and placed in ice cold, oxygenated (95% O2 –5% CO2) 

artificial cerebrospinal fluid (aCSF) containing (in mM): 125 NaCl, 3.5 KCl, 26 NaHCO3, 1 MgCl2 

and 10 glucose (pH = 7.4, 315 mOsm/l). The brain was blocked and glued onto the stage of a 

vibratome (Leica, VT1000S). Rostrocaudal coronal slices (400 μm thick) containing either the 

mPFC (prefrontal cortex) or the BC (barrel cortex) region were selected and transferred to a 

submerged chamber, which was continuously superfused with oxygenated (95% O2 –5% CO2) 

aCSF containing (in mM): 125 NaCl, 3.5 KCl, 26 NaHCO3, 2 CaCl2, 1 MgCl2 and 10 glucose (pH 

= 7.4, 315 mOsm/l) at room temperature (RT). The slices were allowed to equilibrate for at 

least 1 h in this chamber before recordings began. Slices were then transferred to a 

submerged recording chamber, continuously superfused with oxygenated (95%O2 –5% CO2) 

aCSF (same constitution as the one used for maintenance of brain slices) at RT during 

recordings. 
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Data Acquisition: Electrophysiological recordings were performed in all experimental 

groups under the same conditions as described below. Pulled glass micropipettes were filled 

with NaCl (2M) and placed in layers II/III of PFC and BC. Platinum/iridium metal 

microelectrodes (Harvard apparatus United Kingdom, 161 Cambridge, United Kingdom) were 

placed on layer II/II of the mPFC and the BC, about 300 μm away from the 1ΜΩ recording 

electrode, and were used to evoke field excitatory postsynaptic potentials (fEPSPs). Local field 

potentials (LFPs) were amplified using a headstage with selectable high pass filter of 30 Hz to 

remove any offsets coupled to a Dagan BVC-700A amplifier, amplified 100 times and low-pass 

filtered at 1-kHz. A notch filter was used to eliminate line frequency noise at 30 Hz. Signals 

were digitized using the ITC-18 board (InstruTech, Inc.) on a PC with custom-made procedures 

in IgorPro (Wavemetrics, Inc.) and stored on a PC hard drive. All voltage signals were collected 

at a sampling frequency of 100 kHz (Fs = 100 kHz). 

For evoked fEPSPs, the electrical stimulus consisted of a single square waveform of 

100 μs duration given at intensities of 0.1– 0.3 mA (current was increased from 0.1 mA to 0.3 

mA, with 0.1 mA steps) generated by a stimulator equipped with a stimulus isolation unit 

(World Precision Instruments, Inc.). The effect of GABAA receptor activation was investigated 

by bath application of 2 μM Diazepam (GABAAR agonist). Diazepam was acquired from the 

Pharmacy of the University General Hospital in Heraklion as a 5 mg/ml solution, and was 

diluted in aCSF during recordings. 

Data Analysis: Data were analyzed using custom-written procedures in IgorPro 

software (Wavemetrics, Inc.). No additional high-pass filters were applied to the raw data. For 

evoked recordings, the field peak values of the fEPSP were measured using the minimum 

value of the synaptic response (4–5 ms following stimulation) and were compared to the 

baseline value prior to stimulation. Both parameters were monitored in real- time in every 

experiment. A stimulus–response curve was then plotted using stimulation intensities 

between 0.1 and 0.8 mA, in 0.1 mA steps. For each different intensity level, two traces were 

acquired and averaged. Baseline stimulation parameters were selected to evoke a response 

of 1 mV.  

	
Electrophysiology – In vitro patch-clamp recordings 

Slice Preparation: Mice were decapitated under halothane anesthesia. The brain was 

removed immediately and coronal slices of mPFC and BC (300–350 um thick), using a 
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vibratome (Leica, VT1000S, Leica Biosystems) were prepared from mice at the ages of P10, 

P20 and P45 in ice-cold oxygenated (95% O2 5% CO2) modified choline-based arCSF (in mM) 

0.5 CaCl2, 7 mM MgSO4; NaCl replaced by an equimolar concentration of choline). Slices were 

incubated for 30min at 32oC in an oxygenated normal aCSF containing (in mM): 126 NaCl, 3.5 

KCl, 1.2 NaH2PO4, 26 NaHCO3, 1.3 MgCl2, 2.0 CaCl2, and 10 D-glucose, pH 7.4, 315 mOsm/l. 

Slices were allowed to equilibrium for at least 30 min at RT before being transferred to the 

recording chamber. During recordings, slices were perfused at a rate of 4 ml/min with 

continuously aerated (95% O2/5% CO2) normal aCSF at 35–37°C. 

Data Acquisition: Neurons were impaled with patch pipettes and recorded in the 

whole-cell configuration, either in the current-clamp or voltage-clamp mode. For current-

clamp experiments, the composition of the intracellular solution was: 130 mM K-MeSO4, 5 

mM KCl, 5 mM NaCl, 10 mM HEPES, 2.5 mM Mg-ATP, and 0.3 mM GTP, 265–275 mOsm, pH 

7.3. For voltage-clamp experiments, the composition of the intracellular solution was: 120 

mM Cs-gluconate, 20mM CsCl, 0.1 mM CaCl2, 1 mM EGTA, 0.4 mM Na2 guanosine 

triphosphate, 2mM Mg2 adenosine triphosphate, 10 mM HEPES. Microelectrode resistance 

was 5–7 MΩ. No correction from liquid junction potential was applied between the pipette 

and the aCSF. Whole-cell measurements were low-pass  filtered at 5 kHz using an Axopatch 

200B amplifier (Molecular Devices, Inc). Recordings were digitized with the ITC-18 board 

(Instrutech, Inc) on a PC using custom-made codes in IgorPro (Wavemetrics, Inc). All signals 

were collected at a sampling frequency of 20 kHz (Fs = 20 kHz). 

Data Analysis: Data were analyzed using custom-written codes in IgorPro software 

(Wavemetrics, Inc.). For passive membrane properties, the resting membrane potential 

(RMP, mV) was measured within 3 min after establishing the whole-cell configuration, and 

monitored throughout the experiment. To measure input resistance, a 500ms step-pulse 

protocol was used with current stimulation from -200pA to +50pA. The input resistance (Rin, 

ΜΩ) was measured by plotting the steady-state voltage deflection in an I-V plot and 

calculating the slope of the best fit line curve (Rin=V/I). The τm (membrane time constant, ms) 

was obtained by fitting a single exponential curve to the voltage deflection at -50pA, and the 

membrane capacitance (Cm) was calculated using the formula Cm = τm/Rin. In addition, the 

number of spikes generated in response to a 500ms step-pulse range from +100pA to +300pA 

was measured. 
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To measure action potentials (APs) properties, we applied small supra-threshold 5ms 

step-pulse currents to the cell from RMP. The active properties were measured at the 

minimum current stimulation (Rheobase, pA) that generated an AP. The AP threshold (mV) 

was calculated by taking the first time derivative of the voltage trace, defining a threshold 

and identifying the voltage level at that time point. The rate of rise of the AP (dV/dt, mV/ms) 

was the maximum value of that first derivative trace. The AP amplitude (mV) was defined as 

the voltage difference between AP threshold and AP peak. The AP duration (ms) was 

calculated by the full width of the waveform at the half maximal amplitude (half-width).  The 

afterhyperpolarization (AHP) minimum (mV) was defined as the minimum voltage right after 

the AP. The AHP amplitude (mV) was calculated as the difference between the AHP minimum 

and the AP threshold. The AHP time (ms) was defined as the time duration from the time 

point of AP threshold to the AHP minimum (Scheme 1).  

The composition of our intracellular solution resulted in chloride reversal potential of 

-60mV and Na+/K+ reversal potential of +10mV. This allowed for measurements of 

spontaneous excitatory postsynaptic currents (sEPSCs) to be recorded at -60mV and of 

spontaneous inhibitory postsynaptic currents (sIPSCs) to be recorded at +10mV. 

Automatically selected events were subsequently visually monitored to discard erroneously 

included noise. The events showing only single peaks were selected for kinetics analysis. All 

currents detected from every single neuron were averaged. The peak amplitude was 

calculated as the maximum current value. The time constant of the decay phase was detected 

by curve fitting with a single exponential decay function.  
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Scheme 1. Representative scheme of active membrane properties. A representative trace of action 

potential with all measurements of active properties (see text). The box on the left shows a phase 

contrast image of a patch pipette attached to the membrane of a pyramidal cell on the mPFC brain 

slice (x20 & x80 magnification).  

 

Immunohistochemistry 

Mice at the age of P10, P20 were perfused with 4% paraformaldehyde, followed by 

fixation with the same solution for 1h at 4◦C, followed by cryoprotection and preparation of 

12 μm cryostat sections as previously described (Vidaki et al., 2012). Primary antibodies used 

were rat monoclonal anti-GFP (Nacalai Tesque, Kyoto, Japan, 1:500), rabbit polyclonal anti-

GFP (1:5000; Minotech biotechnology, Heraklion, Greece), rabbit polyclonal anti- 

parvalbumin (PV) (Swant, Bellinzona, Switzerland; 1:1000) and rabbit polyclonal anti-VIP 

(1:2000, Immunostar). Secondary antibodies used were goat anti-rat-Alexa Fluor-488, goat 

anti-rabbit Alexa Fluor-488, and goat anti-rabbit-Alexa Fluor-555 (Molecular Probes, Eugene, 

OR, United States, 1:800). Images were obtained with a confocal microscope (Leica TCS SP2, 

Leica, Nussloch, Germany). For each age group (P10, P20), 2-4 10μm-thick sections from each 

mouse brain were selected, all including the mPFC and BC.  

	
RNA In Situ Hybridization 

Non-radioactive in situ hybridization experiments were performed on cryostat 

sections (12μm thick, see immunochemistry) according to the protocol described (Schaeren-

Wiemers and Gerfin-Moser, 1993).  

Riboprobes were prepared by in vitro transcription and were specific for 

Neuropeptide Y (NPY), Somatostatin (SST) (Liodis et al. 2007) and 5HT3aR (gift from N. 

Kessaris).  

  

Nissl Staining 

Cryostat sections (12μm thick, see immunochemistry) were incubated in 1:1 

100%ethanol:chloroform overnight at RT. Then, sections were rehydrated for 1 min in 100%, 

95% ethanol solutions and dH2O at RT, followed by a 10-min incubation in 0.1% cresyl violet 

solution at 50oC. Sections were then dehydrated with dH2O, 95%, 100% ethanol and xylene 

for 5 min and coverslipped with permount. Images from whole sections were obtained in 5× 
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magnification of a light microscope (Axioskop 2FS, Carl Zeiss AG, 268 Oberkochen, Germany) 

and merged using Adobe Photoshop CC 2015, Adobe Systems, Inc. 

 

Analysis for Immunochemistry, in situ hybridization and Nissl staining  

The background colour of each cropped image was converted to black, while the cells 

were coloured blue. The images were loaded into Matlab, where the number of ‘blue’ pixels 

was counted per area (mm2). Each cell was assumed to be composed of four pixels. Therefore, 

the number of cells was measured as the total number of ‘blue’ pixels divided by four 

(Konstantoudaki et al., 2016). An average rostrocaudal number was calculated for the number 

of neurons from PFC and BC sections from each developmental group. In addition, in Nissl 

staining we counted number of cells separately for the superficial (I-III) and deep layers (IV-

VI).  

 

Western blots 

Mice were decapitated following cervical dislocation, the brain was quickly removed, 

placed in ice cold PBS (phosphate-buffered saline) and then positioned on a brain mould, 

where 1.5 mm slices were taken containing the mPFC and BC. The slices were placed on dry 

ice, and the prelimbic area of mPFC was dissected out and stored at -80oC. The BC was also 

isolated from the corresponding slices and stored at -80oC. Frozen tissue blocks were lysed in 

a solution containing (in mM) HEPES 50, NaCl 150, MgCl2 1.5, EGTA 5, Glycerol 1%, Triton-

X100 1%, 1:1000 protease inhibitors cocktail. Proteins ran on 8.5% bis-acrylamide gel and 

were transferred onto a nitrocellulose membrane (Whatman GmbH, Dassel, Germany). The 

membrane was blocked, incubated in rabbit polyclonal anti-K+/Cl-Cotransporter (KCC2) 

(Merck KGaA, Darmstadt, Germany, 1:1000) or rabbit monoclonal anti-GAPDH (Cell Signaling 

Technology Europe BV, Leiden, Netherlands, 1:1000), washed, incubated in secondary goat 

anti-rabbit IgG Horseradish Peroxidase Conjugate antibody (Invitrogen, 1:5000), and digitally 

exposed using the Molecular Imaging system ChemiDoc (BioRad Laboratories, Inc, California, 

U.S.A.). Analysis of KCC2 and GAPDH expression was performed with ImageJ software, and 

the raw values of KCC2 from each sample were normalized to their respective GAPDH values. 

 

Statistical analysis 
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Electrophysiology Recordings: One-way, two-way or repeated measures ANOVA or 

Student’s t-tests were performed depending on the experiment. Statistical analysis was 

performed in Microsoft Office Excel 2007 and GraphPad Prism Software 6.0. Data are 

presented as mean ± standard error of mean (SEM). 

Cell Counting: The effect of each developmental age group from mPFC and BC was 

assessed using one-way ANOVA for repeated measurements and Student’s t-test. Data are 

presented as mean ± SEM. 
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Results 
 

Cortical morphology and synaptic transmission differ in mPFC and BC across 

development. 

First, we counted the total cell density of mPFC and BC from neonatal to juvenile mice 

histologically (Figure 16a). Nissl staining on mPFC coronal brain slices showed that the total 

cell density significantly decreased at P20 compared to P10 in mPFC  (Figure 16b). This 

decrease was evident both in the superficial (I-III) and deep (IV-VI) layers (Figure 16c).  In BC, 

the total cell density significantly increased at P20 compared to P10 when all layers were 

included in the measurements (Figure 16b). We identified a significant increase in cell density 

in the superficial layers, but no difference in the deep layers (Figure 16c). When the two brain 

areas were compared, no difference was found at P10, while the mPFC total cell density was 

significantly decreased compared to BC at P20 (Figure 16b).   

We next investigated the physiological features of mPFC and BC upper layers in these 

two ages, because the intra-cortical synapses are mostly located there (Clancy et al., 2001). 

We studied basal synaptic transmission using extracellular field recordings in brain slices. The 

evoked field excitatory postsynaptic potentials (fEPSPs) in both areas were recorded in 

response to current pulses of increasing intensity through the stimulating and recording 

electrodes in layer II/III (Figure 16d,f). The fEPSPs were significantly decreased in both mPFC 

and BC at P20 compared to P10 (Figure 16e,g).  

Our results show that, despite different age-dependent dynamics of total cell density 

in mPFC and BC, the synaptic transmission decreased at P20 compared to P10 in both brain 

areas. 
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Figure 16. Differential development of total cell density and basal synaptic transmission of mPFC as 

compared to BC.  

(a) Coronal sections with Nissl staining at P20 of mPFC and BC. The boxes (outlines) indicate the area 
that was measured in mPFC and BC. 
(b) Bar graph showing the number of cells per mm2 from Nissl staining during development at P10 and 
P20, in the mPFC and BC. Two-way ANOVA analyses of the cell density revealed a significant effect of 
brain area (F(1,91)=48.45, p<0.0001) but not of age (F(1,91)=1.51, p=0.22). Post-hoc analysis showed that 
the number of cells per mm2 is significantly lower in mPFC compared to BC, at P20 (Tukey’s test, 
p<0.0001), (n=14-37 brain slices from 3-4 mice/age group). In addition, the number of cells per mm2 
are significantly decreased at P20 compared to P10 in mPFC (Tukey’s test, p<0.0001), but increased at 
P20 compared to P10 in BC (Tukey’s test, p=0.0145).  
(c) Bar graph showing the number of cells per mm2 from Nissl staining in superficial and deep layers 
of mPFC and BC at P10 and P20. Two-way ANOVA analyses of the cell density revealed a significant 
effect of age (F(3,181)=46.85, p<0.0001) and brain area (F(1,181)=64.07, p<0.0001). Post-hoc analysis 
showed in mPFC, the number of cells per mm2 significantly decreased at P20 compared to P10 in both 
superficial and deep layers of mPFC (Tukey’s test p=0.0023 and p<0.0001), while the number of cells 
per mm2 significantly increased at P20 compared to P10 in superficial layers (Tukey’s test p<0.0001) 
but not in deep layers in BC (Tukey’s test p>0.9999), (n=14-37 brain slices from 3-4 mice/age group). 



	 57	

(d,f) Schematic showing the position of the electrodes in mPFC and BC brain slices (Rec: recording 
electrode, Stim: stimulating electrode) and the box figures are representative photos during 
recordings on brain slices.  
 (e,g) Graphs (right) and representative traces (left) showing the evoked field excitatory postsynaptic 
potentials (fEPSPs) were recorded in response to current pulses of increasing stimulus strength 
through the stimulating and recording electrodes in layer II/III of mPFC (e) and BC (g). Two-way 
repeated measures ANOVA analyses of evoked	fEPSPs revealed a significant effect of stimulus strength 
(F(7, 82) = 19.17, p<0.0001) and ages (F(1, 82) = 212.3, p<0.0001). Post-hoc analysis showed the fEPSPs 
significantly decreased at P20 compared to P10 in layer II/III of mPFC  (Sidak’s test, *p=	0.0106, 
**p=0.0012, ***p=0.0003  and ****p<0.0001) and BC (Sidak’s test, *p=0.0279,  ***p=0.0006 and 
****p <0.0001), (n=6-7 brain slices from 3-4 WT male mice).  
 

In mPFC, but not in BC, the E/I ratio is strongly attenuated between the second 

and third postnatal week. 

In order to better understand the decreased fEPSP responses (Figure 16e,g), we 

performed patch-clamp recordings from layer II/III pyramidal neurons in mPFC and BC from 

P10 and P20 mice. We recorded spontaneous inhibitory postsynaptic currents (sIPSCs, 

recorded at +10mV) and spontaneous excitatory postsynaptic currents (sEPSCs, recorded at -

60mV) and we measured the frequency, amplitude and decay time constant. 

In mPFC, the frequency of sIPSCs was significantly augmented at P20 compared to P10 

(Figure 17a,b), while the sIPSC amplitude and decay-time constant did not significantly change 

over the investigated time window (Figure 17a,c,d). In BC, sIPSC frequency and amplitude 

were significantly increased, at P20 compared to P10 (Figure 17a,b,c), while the decay-time 

constant was not altered (Figure 17a,d). When comparing the two brain areas, we noticed a 

significantly lower sIPSC frequency in the mPFC compared to BC at both ages (Figure 17a).  The 

decay time constant were similar (Figure 17d), while the sIPSC amplitude was significantly 

smaller at P20 in the mPFC compared to BC (Figure 17b).   

The sEPSC frequency was significantly decreased at P20 compared to P10, in both areas 

(Figure 17e,f), while the amplitude and decay time constant were unaltered (Figure 17e,g,h). 

Upon comparing the two brain areas, the sEPSC frequency and amplitude were found 

significantly decreased in mPFC, compared to BC, at P10 (Figure 17e,f). At P20, the sEPSC 

frequency was similar in the two cortical areas, while the amplitude remained significantly 

smaller in mPFC compared to BC in both ages (Figure 17e,g). The decay time constant was not 

significantly different between areas at both ages (Figure 17h). 
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We then calculated the E/I ratio by dividing the frequency and amplitude of sEPSCs 

over sIPSCs, respectively.  The E/I ratio was significantly reduced at P20 compared to P10 in 

the mPFC, but not in the BC although the E/I ratio was similar between mPFC and BC at both 

ages ((Figure 17i,j).This reduced E/I ratio could underlie the reduction in fEPSPs from P10 to 

P20 in mPFC ((Figure 16e,g).  
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Figure 17. Properties of sIPSCs and sEPSCs from P10 to P20 of layer II/III mPFC and BC pyramidal 

neurons. 
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(a) Representative traces of sIPSCs from layer II/III mPFC and BC pyramidal neurons (PNs)  at P10 
(green) and P20 (black).  

(b) Bar graph showing the sIPSC frequency (Hz) at P10 and P20 mPFC and BC pyramidal neurons. 
Two-way ANOVA analyses showed a significant effect of age (F(1,74)=54.74, p<0.0001) and brain 
area (F(1,74)=30.36, p<0.0001). Post-hoc analysis showed that the sIPSCs frequency was 
significantly increased at P20 compared to P10 in mPFC (Tukey’s test, p=0.0001) as well as in 
BC (Tukey’s test, p<0.0001). Furthermore, the sIPSCs frequency was significantly decreased in 
mPFC compared to BC at P10 (Tukey’s test, p=0.0076) as well as at P20 (Tukey’s test, 
p=0.0002), (n=9-13 cells from 5-9 mice/age group). 

(c) Bar graph showing the sIPSCs peak amplitude at P10 and P20 of mPFC and BC pyramidal 
neurons. Two-way ANOVA analyses showed a significant effect of age  (F(1,65)=30.78, p<0.0001) 
and brain area ((F(1,65)=13.85 p<0.0001). Post-hoc analysis showed that the sIPSC amplitude 
(pA) was significantly increased at P20 compared to P10 in BC (Tukey’s test, p<0.0001) but not 
in mPFC (Tukey’s test, p=0.63) ). The sIPSC amplitude was significantly decreased at P20 in 
mPFC compared to BC (Tukey’s test, p<0.0001) but not at P10 between areas (Tukey’s test, 
p=0.9993), (n=9-13 cells from 5-9 mice/age group). 

(d) Bar graph showing the sIPSCs decay time constant (τm) at P10 to P20 of mPFC and BC pyramidal 
neurons. Two-way ANOVA analyses did not show any significant effect of age (F(1, 45) = 0.11, 
p=0.73) or brain area (F(1, 45) = 0.96, p=0.33) was found (n=9-13 cells from 5-9 mice/age group). 

(e) Representative traces of sEPSCs from layer II/III mPFC and BC pyramidal neurons (PNs) at P10 
(green) and P20 (black).  

(f) Bar graph showing the sEPSCs frequency at P10 to P20 of mPFC and BC pyramidal neurons. 
Two-way ANOVA analyses showed a significant effect of age (F(1,68)=26.8, p<0.0001) and brain 
area (F(1,68)=10,82 p=0.0016). Post-hoc analysis showed that the sEPSCs frequency significantly 
decreased at P20 compared to P10 in mPFC (Tukey’s test, p=	0.0112) and BC (Tukey’s test, p=	
0.0009). Comparison of the two brain areas at P10, the sEPSCs frequency was significantly 
decreased in mPFC compared to BC (Tukey’s test, p=	0.0250),  (n=9-13 cells from 5-9 mice/age 
group). 

(g) Bar graph showing the sEPSCs peak amplitude at P10 to P20 of mPFC and BC pyramidal 
neurons. . Two-way ANOVA analyses showed a significant effect of brain area (F(1, 73) = 42.7, 
p<0.0001) but not of  age (F(1, 73) = 3.435, p=0.067). The sEPSC amplitude was not significantly 
different at P10 and P20 in mPFC (Tukey’s test, p=	0.1918) and BC (Tukey’s test, p=0.8617). 
On the other hand, the sEPSC amplitude was significantly decreased in mPFC compared to BC 
at P10 and P20 (Tukey’s test,  p<0.0001) (n=9-13 cells from 5-9 mice/age group).  

(h) Bar graph showing the sEPSCs decay time constant (τm) at P10 to P20 of mPFC and BC 
pyramidal neurons. Two-way ANOVA analyses showed no significant effect of age (F(1, 57) = 
0.22, p=0.27) or brain area (F(1, 57) = 0.77, p=0.39) (n=9-13 cells from 5-9 mice/age group). 

(i) Bar graph showing the sEPSCs/sIPSCs ratio (E/I ratio) calculated from frequency (Hz). Two-way 
ANOVA analyses showed a significant effect of age (F(1, 20) = 17.27, p=0.0005) but not of brain 
areas (F(1, 20) = 1.78, p=0.2). Post-hoc analysis showed that the E/I ratio was significantly 
increased at P10 compared to P20 in mPFC (Tukey’s test, p=0.0052) but not in BC (Tukey’s 
test, p=	0.1796), (n=4-12 cells from 5-9 mice/age group).  

(j) Bar graph showing the E/I ratio calculated from peak amplitude. Two-way ANOVA analyses 
showed a significant effect of age (F(1, 21) = 9.86, p=0.0049) but not of brain areas (F(1, 21) = 
0.166, p=0.7). Post-hoc analysis showed that the E/I ratio was significantly increased at P10 
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compared to P20 in mPFC (Tukey’s test, p=0.0444) but not in BC (Tukey’s test, p=	0.3465), 
(n=4-12 cells from 5-9 mice/age group).  

 

Alterations of passive and active membrane properties of MGE-derived 

interneurons.  

To determine the possible contribution of interneuron intrinsic properties to the changes of 

sIPSCs, we performed current-clamp recordings from layer II/III mPFC and BC of Lhx6+ 

interneurons. For this reason, Lhx6-cre;ROSA26fl-STOP-fl-YFP mice were generated in which 

Lhx6+ interneurons express YFP. Lhx6 and consequently YFP, is expressed by all post-mitotic 

and mature MGE-derived interneurons (Liodis et al., 2007), therefore, YFP is expressed in 

MGE-derived interneurons.  

In mPFC, by recording YFP+ interneurons, we found no difference in the resting 

membrane potential (RMP) (Figure 18a,b).  However, we found a significant decrease in the 

input resistance, a significant increase in the membrane capacitance and a trend towards 

decrease of the membrane time constant in the mPFC at P20 compared to P10 (Figure 

18a,c,d,e Table 1). Compared to BC, the input resistance and membrane time constant were 

significantly higher in mPFC, at P10 (Figure 18a,c,d, Table 1). With regard to the active 

properties, in mPFC, the rate of rise (dv/dt) was significantly increased (Figure 19b, Table 1), 

while the duration of AP (half-width) was significantly reduced at P20 compared to P10 

(Figure 19c, Table 1). On the other hand, the amplitude, the rheobase, the threshold of the 

AP and the amplitude, the minimum, the time of AHP were not different between P10 to P20, 

in the mPFC (Figure 19a,d,e,f,g,h Table 1). Compared to BC at P10, we observed that the AP 

amplitude was significantly increased (Figure 19a, Table 1), while AHP amplitude was 

significantly decreased in the mPFC (Figure 19f, Table 1).  

These data indicate that some intrinsic properties, such as most passive properties 

(input resistance and membrane capacitance) and some active properties (AP rate of rise and 

half-width) are regulated by age (from P10 to P20) and reach values that better resemble 

adult MGE-derived interneurons (Pan et al., 2017; Yang et al., 2013).  On the other hand, the 

AP and the AHP amplitudes are still quite immature, when compared with adult PV+/SST+ 

interneurons (Pan et al., 2017; Yang et al., 2013). Our findings indicate that the increased 

sIPSC frequency of mPFC pyramidal neurons from P10 to P20 cannot be attributed to 

increased intrinsic excitability of presynaptic interneurons.  
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Figure 18. Poor development of passive membrane properties of Lhx6+ interneurons at P10 in mPFC. 

(a) Representative voltage responses (top traces) to 500ms positive and negative current pulses 
(bottome traces, +50, -50, -70, -100, -150, -200 pA) in mPFC at P10 and P20 and BC at P10 of 
Lhx6+ florescent interneurons (INs) from layer II/III.  

(b) Bar graph showing the resting membrane potential (RMP)of interneurons at P10 and P20 in 
mPFC and at P10 in BC. One-way ANOVA analyses showed no significant effect among groups  
(F (2, 20) = 0.65, p=0.5340), (n=6-9 cells from 5-6 mice/age group).   

(c) Bar graph showing the input resistance of interneurons at P10 and P20 in mPFC and at P10 in 
BC. One-way ANOVA analyses showed significant effect among groups (F (2, 22) = 10.25, 
p=0.0007). Post-hoc analysis showed that the input resistance significantly decreased at P20 
compared to P10 in mPFC (Tukey’s test, p=0.0013) and was significantly higher in mPFC 
compared with BC, at P10 (Tukey’s test, p=0.0031), (n=8-9 cells from 5-6 mice/age group). 

(d) Bar graph showing the membrane time constant (τm) of interneurons at P10 and P20 in mPFC 
and at P10 in BC. One-way ANOVA analyses showed significant effect among groups (F (2, 19) = 
4.41, p=0.026). Post-hoc analysis showed that τm was not significantly altered at P20 
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compared to P20 in mPFC (Tukey’s test, p=0.24) while it was significantly higher in mPFC 
compared to BC, at P10 (Tukey’s test, p=0.021), (n=8-9 cells from 5-6 mice/age group).  

(e) Bar graph showing the membrane capacitance (Cm) of interneurons at P10 and P20 in mPFC 
and at P10 in BC. One-way ANOVA analyses showed significant effect among groups (F (2, 16) = 
4.0 , p=0.03). Post-hoc analysis showed that Cm was significantly higher at P10 compared with 
P20 in mPFC (LSD test, p=0.04) and was not significantly different between mPFC and BC, at 
P10 (LSD test, p=0.7),  (n=6-9 cells from 5-6 mice/age group).  

	

 

Figure 19. Poor development of active membrane properties of Lhx6+ interneurons in mPFC. 

(a) Bar graph showing the AP amplitude of interneurons at P10 and P20 in mPFC and at P10 in 
BC. One-way ANOVA analyses showed significant effect among groups (F (2, 19)=3.93, p=0.037). 
Post-hoc analysis showed that the AP amplitude was not significantly different at P20 
compared to P10 in mPFC (Tukey’s test, p=	0.76). Compared to BC, the AP amplitude was 
significantly higher in mPFC at P10 (Tukey’s test, p=	0.03), (n=6-9 cells from 5-6 mice/age 
group).  

(b) Bar graph showing the AP rate of rise (dv/dt) of interneurons at P10 and P20 in mPFC and at 
P10 in BC. One-way ANOVA analyses showed significant effect among groups (F (2, 17)=20.03, 
p<0.0001). Post-hoc analysis showed that the AP rate of rise significantly increased at P20 
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compared to P10 in mPFC (Tukey’s test, p=0.0011)	and was not significantly different in mPFC 
compared to BC, at P10 (Tukey’s test, p=0.3)	 (n=6-9 cells from 5-6 mice/age group).  

(c) Bar graph showing the AP duration (half-width) of interneurons at P10 and P20 in mPFC and 
at P10 in BC. One-way ANOVA analyses showed significant effect among groups (F (2, 18) = 
11.69, p=0.0006). Post-hoc analysis showed that the AP duration significantly decreased at 
P20 compared to P10 in mPFC (Tukey’s test, p=	0.0077)	 and was not significantly different 
between mPFC and  BC, at P10 (Tukey’s test, p=0.64),	(n=6-9 cells from 5-6 mice/age group).  

(d) Bar graph showing the AP rheobase of interneurons at P10 and P20 in mPFC and at P10 in BC. 
One-way ANOVA analyses showed no significant effect among groups (F (2, 17) = 0.33, p=0.7), 
(n=6-9 cells from 5-6 mice/age group, p=0.7).  

(e) Bar graph showing the AP threshold of interneurons at P10 and P20 in mPFC and at P10 in BC. 
One-way ANOVA analyses showed no significant effect among groups (F (2, 19) = 1.50, p=0.64), 

(n=6-9 cells from 5-6 mice/age group).  
(f) Bar graph showing the AHP amplitude of interneurons at P10 and P20 in mPFC and at P10 in 

BC. One-way ANOVA analyses showed significant effect among groups (F (2, 18) = 11.69, 
p=0.0006). Post-hoc analysis showed that the AHP amplitude was not significantly different at 
P20 compared to P10 in mPFC (Tukey’s test, p=0.51)	 and was significantly decreased in mPFC 
compered to BC, at P10 (Tukey’s test, p=	0.0003), (n=6-9 cells from 5-6 mice/age group).  

(g) Bar graph showing AHP (afterhypolarization) minimum of interneurons at P10 and P20 in 
mPFC and at P10 in BC. One-way ANOVA analyses showed no significant effect among groups 
(F (2, 18) = 2.25, p=0.13), (n=6-9 cells, from 5-6 mice/age group). 

(h) Bar graph showing the AHP time of interneurons at P10 and P20 in mPFC and at P10 in BC. 
One-way ANOVA analyses showed no significant effect among groups (F (2, 16) = 0.45, p=0.64), 
(n=6-9 cells from 5-6 mice/age group).  

(i) Representative traces of APs of layer II/III Lhx6+ interneurons in mPFC (left) and BC (right) at 
P10 (green) and P20 (black). 

 

Differential modulation in interneuron numbers depending on their 

origin. 

An alternative explanation for the increased sIPSC frequency could be the observed 

alterations in interneuron cell densities. To test this, we quantified the number of 

interneurons per area in cryosections at P10 and P20 mPFC and BC coronal brain slices of 

Lhx6+-expressing mice. The Lhx6+ cell density in mPFC and BC was similar at both P10 and P20 

but compared to BC, it was significantly reduced in the mPFC at both ages (Figure 20a). 

The Lhx6 gene is a marker for postmitotic MGE-derived interneurons at embryonic 

ages and is maintained in PV and somatostatin (SST)-positive interneurons at postnatal ages 

(Liodis et al., 2007). Thus, we examined the cell density of PV+ and STT+ interneurons. We 

found that the SST mRNA levels were similar between areas and ages (Figure 20b), while PV 
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was only expressed in BC, at P10 (Figure 20c). At P20, PV was also expressed in the mPFC but 

the cell density of PV+ cells was significantly lower, compared to BC (Figure 20c).  

A very heterogeneous class of cortical interneurons, which does not express PV or SST 

but expresses the serotonin receptor 5HT3aR (Rudy et al., 2010) is known to originate from 

the CGE (caudal ganglionic eminence) (Lee et al., 2010). Interneurons expressing vasoactive 

intestinal peptide (VIP) are one of the most abundant cell types of 5HT3aR+-expressing 

neurons (Lim et al., 2018; Rudy et al., 2010). Another interneuron marker often used is 

neuropeptide-Y (NPY), which labels a variety of subtypes of multipolar cells originating from 

both the CGE and the preoptic area (POA) (Bartolini et al., 2013; Lim et al., 2018). We found 

that 5HT3aR+-expressing neurons were similar between ages in both brain areas  (Figure 20d). 

Comparison of the two brain areas revealed that the cell density of 5HT3aR+ cells significantly 

elevated at P20 in mPFC compared to BC (Figure 20d). The VIP+ cell density was significantly 

decreased at P20 compared to P10 in mPFC as well as in BC and was at comparable levels 

between areas (Figure 20e). Additionally, the density of NPY-expressing neurons was 

comparable between age groups (Figure 20f). Nevertheless, the density of NPY-expressing 

neurons was significantly lower in mPFC compared to BC at these ages (Figure 20f). 

Overall, the densities of Lhx6+, NPY+ and PV+ are lower in the mPFC compared to BC at 

both ages, while SST+ and VIP+ are not altered (Figure 21). The above differences cannot 

account for the increased sIPSC frequencies at P20. 
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Figure 20. Significant differences in cellular density of interneurons in mPFC and BC at P10 and P20. 

(a)  A representative immunostaining with GFP for Lhx6+ interneurons in Lhx6-cre;ROSA26fl-
STOPfl-YFP mice in mPFC and BC at P20 is showing on the left. Scale bars: 150 μm. On the 
right, bar graph comparing Lhx6+ interneurons cell density (per mm2) at P10 and P20 in mPFC 
and BC. Two-way ANOVA analyses of the cell density revealed a significant effect of brain area 
(F (1, 35) = 12.47, p=0.0012), but not of age  (F (1, 35) = 0.1735, p=0.6795). Post-hoc analysis 
showed that the Lhx6+ cell density was not significant different at P20 compared to P10 in 
mPFC and BC (LSD test, p=0.91 and p=	 0.63, respectively). The Lhx6+ cell density was 
significantly lower in mPFC compared to BC at P10 and P20, respectively (LSD test, p=0.01 and 
p=	0.02, respectively), (n=10-11 brain slices from 4-5 mice/age group).  

(b) A representative in situ hybridization staining for somatostatin positive cells (SST+) using wild 
type animals in mPFC and BC at P20 is showing on the left. Scale bar: 200μm. Bar graph 
comparing cell density based on SST+ expression at P10 and P20 in mPFC and BC. Two-way 
ANOVA analyses of the cell density showed no significant effect of age (F(1, 56) = 3.36, p=0.07) 
and brain area (F(1, 56) = 0.29, p=0.59) was found, (n=12-17 brain slices from 4-5 mice/age 
group). 

(c) A representative double immunostaining for GFP; PV (PV: parvalbumin) in mPFC and BC at 
P20 is showing on the left. Scale bars: 150 μm. On the right, bar graph comparing cell density 
based on PV+ expression at P10 and P20 in mPFC and BC. Two-way ANOVA analyses of the cell 
density revealed a significant effect of age (F(1, 18) = 40.06, p<0.0001) and brain area (F(1, 18) = 
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156.2, p<0.0001). PV+ cells were not found in mPFC but were identified in BC, at P10. Post-hoc 
analysis showed that the PV+ cell density was not significantly different at P20 compared to 
P10 in BC (LSD test, p=	0.1089), but was significantly lower in mPFC compared to BC at P20 
(LSD test, p<0.0001), (n=10-11 brain slices from 4-5 mice/age group). 

(d)   A representative in situ hybridization staining for serotonin receptor 5HT3aR+cells in mPFC 
and BC at P20 is showing on the left. Scale bars: 200 μm. On the right, bar graph comparing 
the 5HT3aR+ cell density at P10 and P20 in mPFC and BC.  Two-way ANOVA analyses of the cell 
density revealed a significant effect of brain area (F(1, 93) = 7.25, p=0.084) and not of age (F(1, 93) 
= 0.053, p=0.81). Post-hoc analysis showed that at P20, the 5HT3aR+ cell density was 
significantly higher in mPFC compared to BC (LSD test, p=	0.0010), (n=20-33 brain slices from 
3-5 mice/age group). 

(e) A representative double immunostaining for GFP;VIP (VIP: vasoactive intestinal peptide) in 
mPFC and BC at P20 is showing on the left.  Scale bars: 150 μm. On the right, bar graph 
comparing the VIP+ cell density at P10 and P20 in mPFC and BC. Two-way ANOVA analyses of 
the cell density revealed a significant effect of age (F(1, 21) = 16.48, p=0.0006) and not of brain 
area (F(1, 21) = 0.0005, p=0.98). Post-hoc analysis showed that the VIP+ cell density significantly 
decreased at P20 compared to P10 in mPFC and BC, respectively (LSD test, p=	0.0371 and p=	
0.002, respectively, n=12-17 brain slices from 4-5 mice/age group). 

(f)   A representative in situ hybridization staining for NPY+ (NPY: neuropeptide-Y) in mPFC and 
BC at P20 is showing on the left. Scale bars: 200 μm. On the right, bar graph comparing the 
NPY+ cell density at P10 and P20 in mPFC and BC.  Two-way ANOVA analyses of the cell density 
revealed a significant effect of brain area (F(1, 62) = 77.73, p<0.0001) and not of age (F(1, 62) = 
0.31, p=0.57). The NPY+ cell density was significantly lower in mPFC compared to BC, at P10 
and P20 (LSD test, p, p<0.0001 and  p<0.0001),  (n=14-19 brain slices from 3-5 mice/age 
group). 

 

 

Figure 21. Differential cell density of interneuron subtypes at P10 and P20.  



	

	 68	

(a) Bar graph showing the overall cell density of Lhx6, PV, SST, 5HT3aR, NPY, VIP neurons at P10 
(see Figure 5, statistics for each interneuron subtype).  

(b) Bar graph showing the percent change in cell density in mPFC over BC at P10. Lhx6+ cell density 
is reduced in mPFC (27% decrease) over BC, while PV is not expressed at P10 in the mPFC. 
NPY+ cell density is also reduced in mPFC (48% decrease) over BC. On the other hand, SST, 
5HT3aR+ and VIP neurons have similar densities in both areas.  

(c) Bar graph showing the overall cell density of Lhx6, PV, SST, 5HT3aR, NPY, VIP neurons at P20 
(see Figure 5, statistics for each interneuron subtype). 

(d) Bar graph showing the percent change in cell density in mPFC over BC at P20. Lhx6+ (24% 
decrease), PV+ (47% decrease) and NPY+ (45% decrease) are reduced in PFC over to BC. SST 
and VIP neurons have similar densities in both areas, while 5HT3aR+ expressing cells (33% 
increase) are increased in PFC over BC. 

 

The GABAAR function is still depolarizing in mPFC during the second postnatal 

week.  

In an effort to explain the increased excitability of mPFC at P10, we hypothesized that 

the switch from excitatory to inhibitory function of GABAA Receptor (GABAAR) occurs after 

P10.  It is well known that GABAAR exhibits excitatory functions before P7 (first postnatal 

week) in the hippocampus, cortex and amygdala (Ben-Ari et al., 1989; 2007; Gulledge and 

Stuart, 2003; LoTurco et al., 1995; Luhmann and Prince, 1991; Martina et al., 2001; Owens et 

al., 1996).   To this end, evoked fEPSP responses were recorded in layer II/III of the mPFC and 

BC, as previously described (Figure 16d,f), before (control aCSF) and after bath application of 

2μM Diazepam (a GABAAR agonist). At P10, bath application of diazepam increased the fEPSP 

amplitude in mPFC (Figure 22a).  This was not the case in BC, where diazepam did not 

significantly alter the fEPSP amplitude at either age (Figure 22b).  Similarly, the fEPSP 

amplitude was not significantly different after increasing GABAAR activity in mPFC at P20 

(Figure 22c,d). These results suggest that the GABAAR function is excitatory in the mPFC at 

P10. 

The switch in the GABAAR function from excitatory to inhibitory occurs due to the 

increased expression of the K+-Cl- co-transporter 2 (KCC2), which decreases the intracellular 

Cl- concentration, allowing Cl- influx through GABAARs and leading to hyperpolarization during 

the first postnatal week (Rivera et al., 1999). Therefore, we checked the KCC2 protein levels 

and demonstrated that they were significantly increased at P20 compared to P10 in the mPFC 

but not in the BC (Figure 23a,b). These results further support our hypothesis that the GABAAR 
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function is excitatory at P10 in the mPFC and could explain the observed increased fEPSPs and 

decreased sIPSCs. 

 

 

Figure 22. Increased GABAAR activity leads to enhanced fEPSPs in mPFC during the second postnatal 

week.  

fEPSPs were recorded were recorded in layer II/III in response to current pulses of increasing stimulus 
strength of layer II/III, during two experimental treatments, before and after application of 2μM 
diazepam (GABAAR agonist) at P10 and P20 of mPFC and BC in mice.  

(a) Representative traces (left) and graph (right) showing the fEPSPs amplitude before (green) 
and after (red) diazepam bath application, in mPFC at P10. Two-way repeated measures 
ANOVA analyses of evoked	fEPSPs revealed significant effect of stimulus strength (F (15, 135) = 
25.64, p<0.0001) and experimental treatments (F(1, 135) = 136.1, p<0.0001). Post-hoc analysis 
showed that the fEPSP amplitude significantly increased in mPFC at P10 after diazepam bath 
application (Sidak’s test, *p=	0.0175, **p=0.0082, ***p=0.0002  and ****p<0.0001 at 0.3, 0.4. 
0.5, 0.6 and 0.7 mA respectively), (n=6-7 brain slices from 3-4 mice). 

(b) Graph (right) and representative traces (left) showing that diazepam bath application does 
not have any effect on the fEPSP amplitude in BC at P10. Two-way repeated measures ANOVA 
analyses of evoked	fEPSPs revealed a significant effect of stimulus strength (F (15, 140) = 24.05, 
p<0.0001) but not experimental conditions (F (1, 135) = 0.03, p=0.86), (n=6-7 brain slices from 3-
4 mice). 

(c) Graph (right) and representative traces (left) showing that diazepam bath application does 
not have any effect on the fEPSP amplitude in mPFC at P20. Two-way repeated measures 
ANOVA analyses of evoked	fEPSPs revealed a significant effect of stimulus strength (F (7, 96) = 
10.36, p<0.0001) but not experimental conditions (F (1, 96) = 0.03, p=0.9382), (n=6-7 brain slices 
from 3-4 mice). 

(d) Graph (right) and representative traces (left) showing that bath application of diazepam does 
not have any effect in the fEPSP amplitude in BC at P20. Two-way repeated measures ANOVA 
analyses of evoked	fEPSPs revealed a significant effect of stimulus strength (F (7, 96) = 5.51, 
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p<0.0001) but not experimental conditions (F (1, 96) = 0.50, p=0.47), (n=6-7 brain slices from 3-
4 mice). 

	

 

 

Figure 23. Decreased levels of K+-Cl- co-transporter 2 (KCC2) in mPFC during the second postnatal 

week. 

(a) Representative blots showing changes of the K-Cl co-transporter (KCC2) levels, relative to 
GAPDH at P10 and P20 in mPFC and BC.   

(b) Graph showing the normalized protein level (KCC2/GAPDH) in mPFC and BC at P10 and P20. 
The KCC2 protein levels was significantly increased at P20 compared to P10 in mPFC (two-
tailed t-test, p= 0.01) but not in BC (two-tailed t-test, p= 0.97) (n=3-4 mice). 

 

The GABAAR function is not excitatory in mice with reduced number of 

interneurons.  

To determine whether the reduced number of interneurons in the mPFC could 

contribute to the delayed switch of GABAAR function from excitation to inhibition, we 

analyzed mice with reduced numbers of MGE- derived interneurons in the mPFC and BC (Rac1 

cKO) (Kalemaki et al., 2018; Konstantoudaki et al., 2016; Vidaki et al., 2012).    

At P10, Rac1 cKO mice exhibited decreased evoked fEPSPs compared to WT mice in 

mPFC, but not in BC (Figure 24a, b). We then checked the fEPSP responses after bath 

application of diazepam in Rac1 cKO mice. There was no significant change in the fEPSP 

amplitude before and after diazepam at P10 neither in mPFC nor in BC of Rac1 cKO mice 

(Figure 25a,b), suggesting that in Rac1 cKO mice the function of GABAAR might not be 

excitatory at P10 mPFC.  
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Figure 24. Mice with decreased number of interneurons exhibit decreased basal synaptic 

transmission at P10 compared to P10 WT mice in mPFC.  

fEPSPs were recorded in layer II/III in response to current pulses of increasing stimulus strength of 
layer II/III in the mPFC and BC, at P10 of two genotypes, WT and Rac1cKO mice.  

(a) i. Representative fEPSP traces from mPFC of WT and Rac1 cKO, at P10. ii. Graph comparing 
the fEPSPs amplitude between WT and Rac1cKO mice, at P10 in mPFC.  Two-way repeated 
measures ANOVA analyses of evoked	fEPSPs revealed a significant effect of stimulus strength 
(F (7, 65) = 7.42, p<0.0001) and genotype (F(1, 65) = 32.27, p<0.0001).  Post-hoc analysis showed 
that the fEPSPs amplitude was significantly decreased in Rac1 cKO compared the WT mice at 
P10 in mPFC (LSD test, *p=	0.02632), (n=6-7 brain slices from 3-4 mice). 

(b) i. Representative fEPSP traces from BC of WT and Rac1 cKO at P10. 
ii. Graph comparing the fEPSPs amplitude between WT and Rac1cKO mice, at P10 in BC.  Two-
way repeated measures ANOVA analyses of evoked	 fEPSPs revealed a significant effect of 
stimulus strength (F (7, 58) = 18.82, p<0.0001) and genotype (F(1, 58) = 0.3962, p=0.9).  The P10 
Rac1 cKO showed similar fEPSPs amplitude to the WT mice at P10 in BC (n=4-6 brain slices 
from 3-4 mice).		
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Figure 25. An increase of GABAAR action does not alter basal synaptic transmission of P10 of mice 

with decreased number of interneurons in mPFC and BC.  
fEPSPs were recorded in layer II/III in response to current pulses of increasing stimulus strength of 
layer II/III during two experimental conditions before and after application of 2μM diazepam at P10 
and P20 in mice with decreased number of interneurons mice (Rac1cKO).  

(a) Representative traces (top) from LFP recordings on slices from Rac1cKO before (blue)  and 
after (red) diazepam bath application. Two-way repeated measures ANOVA analyses of 
evoked fEPSPs revealed a significant effect of stimulus strength (F (7, 64) = 7.905, p<0.0001) but 
not experimental conditions (F (1, 64) = 1.1, p=0.2983). Graph (bottom) showing in mPFC at P10, 
bath application of diazepam did not alter the fEPSPs amplitude (n=5 brain slices from 5 mice).   

(b) Representative traces (top) from LFP recordings on slices (down) from Rac1cKO before (blue) 
and after (red) diazepam bath application. Two-way repeated measures ANOVA analyses of 
evoked fEPSPs revealed a significant effect of stimulus strength (F (7, 48) = 5.28, p=0.0002) but 
not experimental conditions (F (1, 48) = 1.9, p=0.17). Graph (bottom) showing in BC at P10, bath 
application of diazepam did not alter the fEPSP amplitude (n=4 brain slices from 4 mice). 

	
	
No significant changes in pyramidal neuron excitability.  

Finally, we investigated the intrinsic properties of pyramidal neurons. Current-clamp 

recordings from layer II/III mPFC pyramidal neurons allowed us to explore the passive and 

active properties of layer II/III mPFC and BC pyramidal neurons. In both brain regions, the 

RMP, the input resistance and the membrane time constant were similar at P10 and P20 

(Figure 26a,c,e, Table 1). On the other hand, the membrane capacitance was significantly 

increased at P20 compared to P20 (Figure 26d, Table 1), both in mPFC and BC. Upon 

comparing the two brain areas, there were no differences in the passive properties of 

pyramidal neurons (Figure 26, Table 1). In addition, the number of spikes generated at 

increasing current stimulation was not significantly different between ages and regions 

(Figure 27).  

In terms of active properties (Figure 28a), the AP amplitude and rate of rise increased 

at P20 compared to P10, in mPFC (Figure 28b,c, Table 1), while the AP half-width, rheobase 

and threshold were not significantly different (Figure 28d,e,f, Table 1). In parallel, in BC we 

found a significant increase in the AP amplitude at P20 compared to P10, while the other 

properties did not change significantly (Figure 28c,d,e,f, Table 1). Comparing the two regions 

at the two ages, we found no significant differences of AP properties of pyramidal neurons 

(Figure 28,  Table 1). The developmental increase of AP amplitude and rate of rise in the mPFC 

could be due to the ongoing maturation of sodium channels in pyramidal neurons. Ultimately, 
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our results do not show a significant increase in mPFC P10 pyramidal neuron excitability that 

could account for the increased excitability of mPFC circuits at P10. 

	
Increased firing activity in vivo in the mPFC between the second and third 

postnatal weeks (results from Xiaxia Xu, Ileana L. Hanganu-Opatz, from Developmental 

Neurophysiology, Institute of Neuroanatomy, University Medical Center Hamburg-

Eppendorf, Hamburg, Germany). 

In vivo, spike recorded data confirmed all results shown above. In collaboration with 

Dr. Xiaxia Xu and Prof.  Ileana L. Hanganu-Opatz for this project, multisite recordings of the 

LFP and multi-unit activity (MUA) were performed and sent to us from layer II/III of mPFC at 

P8-10 and P20-23. They found a significant increase of MUA at P22 compared to P9 mice, 

indicating a developmental increased spiking activity in layer II/III of mPFC on the third 

compared to the second postnatal week. These results corroborate the increased AP 

amplitude and rate-of-rise of P20 mPFC pyramidal neurons (Figure 28 a,b,c, Table 1) and 

provide further evidence that the increased synaptic activity of mPFC circuits cannot be 

attributed to increased spiking activity of mPFC neurons at P10.  

 

 
Figure 26. Changes in the passive properties of mPFC and BC pyramidal neurons with age.  

(a) Bar graph showing the resting membrane potential (RMP) of layer II/III pyramidal neurons at 
P10 and P20 in mPFC and BC. Two-way ANOVA analyses showed no significant effect of age 
(F(1, 32) = 0.074, p=0.78) or brain area (F(1, 32) = 0.16, p=0.68) was found (n=6-9 cells from 6-10 
mice/age group). 
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(b) Bar graph showing the input resistance of layer II/III pyramidal neurons at P10 and P20 in 
mPFC and BC. Two-way ANOVA analyses showed no significant effect of age (F(1, 26) = 3.65, 
p=0.067) or brain area (F(1, 26)= 2.16, p=0.15) was found (n=8-9 cells from 6-10 mice/age group). 

(c) Bar graph showing the membrane time constant (τm) of layer II/III pyramidal neurons from 
P10 to P20 in mPFC and BC. Two-way ANOVA analyses showed no significant effect of age (F(1, 

26) = 1.44, p=0.23) or brain area (F(1, 26)= 0.42, p=0.51) was found (n=8-9 cells from 6-10 
mice/age group). 

(d) Bar graph showing the membrane capacitance (Cm) of layer II/III pyramidal neurons from P10 
to P20 in mPFC and BC. Two-way ANOVA analyses showed a significant effect of age (F(1, 24) = 
26.03, p<0.0001) and brain area (F(1, 24) = 0.99, p=0.042) was found. Post-hoc analysis showed 
that Cm significantly increased at P20 compared to P10 in mPFC and BC, respectively (Tukey’s 
test, p=0.031 and p= 0.0018, respectively), (n=6-9 cells from 6-10 mice/age group). 
 

	

 
 

Figure 27. Input-output curves of mPFC and BC pyramidal neurons at P10 and P20.  

(a) Representative traces from mPFC (left) and BC (right) at P10 (green) and P20 (black). 
(a) Graph showing no difference in the number of spikes per 500ms of increasing current 

stimulation at P10 and P20 in mPFC. Two-way ANOVA analyses revealed a significant effect of 
current stimulation (F (6, 126) = 8.89, p<0.0001) but not ages (F (1, 126) = 0.3, p=0.58) was found, 
(n=9-14 cells from 6-10 mice/age group). 
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(b) Graph showing no difference in the number of spikes per 500ms of increasing current 
stimulation at P10 and P20 in BC. Two-way ANOVA analyses revealed a significant effect of 
current stimulation (F (6, 86) = 4.11, p=0.0011) but not between ages (F (1, 86) = 0.28, p=0.60) was 
found, (n=8-9 cells from 6-7 mice/age group). 

(c) Graph showing no difference in the number of spikes per 500ms of increasing current 
stimulation between mPFC and BC, at P10. Two-way ANOVA analyses revealed a significant 
effect of current stimulation (F (6, 78) = 4.12, p=0.0012) but not between brain areas (F (1, 78) = 
0.18, p=0.66) was found, (n=8-9 cells from 6-7 mice/age group). 

(d) Graph showing no difference in the number of spikes per 500ms of increasing current 
stimulation between mPFC and BC, at P20. Two-way ANOVA analyses revealed a significant 
effect of current stimulation (F (6, 134) = 9.36, p<0.0001) but not between brain areas (F (1, 134) = 
0.60, p=0.43) was found, (n=9-14 cells from 6-10 mice/age group). 
 

 
 

Figure 28. Active properties of mPFC and BC pyramidal neurons .  

(e) Representative traces of action potentials (APs) of layer II/III pyramidal neurons in mPFC (left) 
and BC (right) at P10 (green) and P20 (black), respectively.  

(f) Bar graph showing the AP amplitude of pyramidal neurons at P10 and P20 in mPFC and BC.  
Two-way ANOVA analyses showed a significant effect of age (F(1, 31) = 18.74, p=0.0001) but not 
on brain area (F(1, 31) = 0.99, p=0.32) was found. Post-hoc analysis showed that the AP 
amplitude significantly increased at P20 compared to P10 in mPFC and BC (Tukey’s test, 
p=0.0386 and p= 0.0131, respectively) (n=9-14 cells from 6-10 mice/age group).  

(g) Bar graph showing the AP rate of rise (dv/dt) of pyramidal neuron at P10 and P20 in mPFC and 
BC. Two-way ANOVA analyses showed a significant effect of age (F(1, 30) = 13.53, p=0.0009) but 
not on brain area (F(1, 30) = 0.36, p=0.55) was found. Post-hoc analysis showed that the AP rate 
of rise significantly increased at P20 compared to P10 in mPFC (Tukey’s test, p= 0.0095), but 
not in BC (Tukey’s test, p= 0.25) (n=8-14 cells from 6-10 mice/age group).  

(a) Bar graph showing the AP duration (half-width) of pyramidal neuron at P10 and P20 in mPFC 
and BC. Two-way ANOVA analyses showed no significant effect of age (F(1, 33) = 0.52, p=0.47) 
or brain area (F(1, 33) = 0.43, p=0.51) was found (n=9-14 cells from 6-10 mice/age group). 
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(b) Bar graph showing the AP rheobase of pyramidal neuron at P10 and P20 in mPFC and BC.	Two-
way ANOVA analyses showed no significant effect of age (F(1, 36) = 0.66, p=0.41) or brain area 
(F(1, 36) = 0.16, p=0.69) was found (n=9-14 cells from 6-10 mice/age group). 

(c) Bar graph showing the AP threshold of pyramidal neuron at P10 and P20 in mPFC and BC. 
Two-way ANOVA analyses showed no significant effect of age (F(1, 31) = 1.90, p=0.17) or brain 
area (F(1, 31) = 0.55, p=0.46) was found (n=9-14 cells from 6-10 mice/age group). 

 
 
Table 1. Intrinsic electrophysiological properties of pyramidal neurons and interneurons in 

mPFC and BC at P10 and P20. 

 

 
Interneurons 

 P10 mPFC P20 mPFC P10 BC P20 BC 
Resting membrane 

potential, RMP (mv) 
-64.81 ± 2.11, n=6 -62.22 ± 0.94, n=8 -63.29 ± 1.54, n=9 -62.25 ± 6.40, n=2 

Input Resistance (ΜΩ) 391.7 ± 73.62, n=8 129.2 ± 23.91, n=8 159.8 ± 17.89, n=9 142.1 ± 16.52, n=3 
Membrane time constant, 

τm (ms) 
36.94 ± 8.18, n=8 20.72 ± 8.37, n=6 10.29 ± 2.45, n=8 4.23 ± 1.13, n=3 

Membrane Capacitance, 

Cm (pF) 
80.9 ± 10.09, n=6 272.6 ± 109.8, n=6 49.2 ± 3.67, n=7 29.02 ± 5.93, n=3 

     
AP amplitude (mv) 78.92 ± 4.15, n=6 76.41 ± 8, n=8 57.56 ± 3.84, n=8 80.85 ± 8.06, n=2 

Rate of rise of AP: dV/dt 

(mv/ms) 
90.49 ± 3.7, n=6 166.7 ± 21.48, n=6 66.41 ± 4.24, n=8 203.1 ± 39.06, n=2 

Duration of AP: Half-width 

(ms) 
2.24 ± 0.17, n=6 1.31 ± 0.15, n=8 2.49 ± 0.23, n=7 0.91 ± 0.33, n=2 

Rheobase (pA) 170 ± 20, n=5 150 ± 15.43, n=7 162.5 ± 15.67, n=8 135 ± 65, n=2 
Threshold (mv) -65.75 ± 1.5, n=5 -56.58 ± 2.94, n=8 -54.79 ± 3, n=9 -50.07 ± 4.15, n=2 

AHP minimum (mv) -68.7 ± 1.4, n=6 -66.99 ± 0.62, n=8 -66.21 ± 0.39, n=7 -68.83 ± 1.48, n=2 
AHP time (ms) 14.64 ± 1.29, n=5 13.26 ± 3.07, n=7 16.57 ± 2.47, n=7 22.13 ± 16.37, n=2 

AHP amplitude (mv) -4.65 ± 0.95, n=4 -5.96 ± 0.72, n=6 -13.99 ± 1.69, n=7 -18.76 ± 2.66, n=2 

Numbers refer to mean ± standard error of the mean and n represents the number of cells. 
  

Pyramidal Neurons 
	 P10 mPFC P20 mPFC P10 BC P20 BC 

Resting membrane 

potential, RMP (mv) 
-65.55 ± 0.70, n=9 -65.63 ± 0.47, n=10 -65.14 ± 0.84, n=9 -65.45 ± 0.82, n=8 

Input Resistance (ΜΩ) 202.4 ± 9.12, n=9 179.8 ± 17.35, n=10 182.3 ± 21.74, n=7 145.6 ± 13.9, n=7 
Membrane time constant, 

τm (ms) 
16.49 ± 1.97, n=7 18.8 ± 2.16, n=10 17.64 ± 2.13, n=7 20.42 ± 1.5, n=6 

Membrane Capacitance, 

Cm (pF) 
70.64 ± 10.12, n=7 111 ± 7.79, n=9 80.24 ± 7.69, n=7 145.9 ± 17.59, n=5 

     
AP amplitude (mv) 89.6 ± 1.82, n=8 104.5 ± 3.13, n=12 83.27 ± 5.12, n=8 102.9 ± 5.35, n=7 

Rate of rise of AP: dV/dt 

(mv/ms) 
146.5 ± 12.98, n=8 232.6 ± 12.38, n=11 151.8 ± 19.28, n=7 204.6 ± 28.84, n=8 

Duration of AP: Half-width 

(ms) 
1.779 ± 0.07779, n=8 1.76 ± 0.08, n=14 1.94 ± 0.19, n=7 1.77 ± 0.14, n=8 

Rheobase (pA) 266.7 ± 23.57, n=9 217.9 ± 15.38, n=14 227.8 ± 26.5, n=9 237.5 ± 33.74, n=8 

Threshold (mv) -64.89 ± 0.89, n=9 -65.96 ± 1.09, n=13 -63.43 ± 1.52, n=7 -65,65 ± 0.7, n=6 
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Discussion 
	
Our study has identified significant developmental events in the mPFC and the BC that are 

on-going between the second and third postnatal weeks. Specifically, we have shown that the 

basal synaptic transmission decreases from the second to the third postnatal week, a fact that 

can be explained by a concurrent decrease in the sEPSCs and an increase in the sIPSCs. 

Although cell density in mPFC is reduced from P10 to P20, the number of PV+ and 5HT3R+ 

interneurons is increased. The intrinsic properties of interneurons are altered in a way that 

indicates maturation of neurons. The changes in pyramidal neuron properties are subtler. 

Moreover, increased GABAAR activity leads to increased basal synaptic transmission of mPFC 

indicating that the effect of GABA could not be inhibitory in this time window in mPFC 

compared to BC. The decreased protein levels of KCC2 on the second postnatal week in mPFC, 

but not in BC, supports this hypothesis. The increased synaptic transmission could also be 

explained by the depolarizing action of GABA at P10 (Table 2). 

 

Synaptic activity development. 

Our study has identified decreased excitatory synaptic function and increased inhibitory 

synaptic function between the second and third postnatal weeks. We show that the 

frequency of sIPSCs in layer II/III pyramidal cells of mPFC increases from neonatal to 

prejuvenile period, consistent with the developmental trajectory of IPSCs in layer III pyramidal 

neurons of monkey PFC (González-Burgos et al., 2015). We also show that the decreased E/I 

ratio during development of mPFC layer II/III is associated with the increased maturation of 

MGE-interneurons and of pyramidal neurons. These results corroborate evidence from 

another study performed in BC in which rapid developmental decrease of E/I ratio between 

P8 to P18 is dependent upon increased maturation of inhibitory but not excitatory synapses 

(Zhang et al., 2011). 

 

Depolarizing GABA.  

The major inhibitory transmitter GABA (γ-aminobutyric acid), plays a crucial role in inhibiting 

adult neurons but exciting immature ones, due to an initially higher intracellular chloride 

concentration [Cl-]in, leading to depolarization instead of hyperpolarization (Ben-Ari, 2001; 

2002a; 2012; 2014b; Ben-Ari et al., 2007). Studies have shown that the developmental switch 
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of GABA action results from the developmental sequence of chloride co-transporter 

expression: NKCC1 (the importer found to operate early in development) and cotransporter 

KCC2 (the exporter that operates later, after the first postnatal week) (Plotkin et al., 1997; 

Stein et al., 2004; Yamada et al., 2004; Ben-Ari, 2001; 2002a; 2012; 2014b; Ben-Ari et al., 

2007). The KCC2 transporter might provide a central mechanism for the excitation to 

inhibition switch of GABAergic transmission (Ben-Ari, 2002b; Dzhala et al., 2005; Fiumelli et 

al., 2005; Ganguly et al., 2001; Huberfeld et al., 2007; Li et al., 2007; Lu et al., 1999; Rivera et 

al., 1999). Many studies have proposed that GABAAR exhibits excitatory function before P7 

(first postnatal week) in the hippocampus, cortex, amygdala (Ben-Ari et al., 1989; 2007; 

Gulledge and Stuart, 2003; LoTurco et al., 1995; Luhmann and Prince, 1991; Martina et al., 

2001; Owens et al., 1996). Various groups have provided evidence that the energy supply in 

cortical slices preparation is sufficient, therefore the excitatory GABAergic responses can be 

considered as a reliable physiological concept (Kirmse et al., 2010; Ruusuvuori et al., 2010; 

Tyzio et al., 2011). The GABAergic excitation/depolarization mediates essential roles, such us 

migration, proliferation, differentiation and oscillatory activity, during development of the 

nervous system (Ben-Ari, 2002b; Wang and Kriegstein, 2009). Our study suggests that the 

excitatory-to-inhibitory switch of GABA function is delayed in the mPFC compared to primary 

somatosensory cortex and happens between P10 and P20. Specifically, we have found that 

increased GABAAR activity leads to enhanced fEPSPs in neonatal mPFC (P10), suggesting that 

the GABAAR function is excitatory in the mPFC at P10. This hypothesis is further supported by 

decreased levels of KCC2 transporter in the neonatal mPFC. Our results could have 

implications for understanding the delayed maturation of mPFC compared to other cortical 

areas, which may depend on a combination of delayed switch from excitatory to inhibitory 

function of GABAAR and maturation of interneurons.   

 

Mechanisms that affect the GABA switch. 

The GABAergic excitation/depolarization mediates essential roles (such us migration, 

proliferation, differentiation and oscillatory activity) during development of the nervous 

system(Ben-Ari, 2002b; Wang and Kriegstein, 2009). As the KCC2 transporter is integral in 

mediating the switch from depolarizing to hyperpolarizing actions of GABA, it is important to 

understand the conditions under which KCC2 regulation is altered. The action of pro-BDNF 
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through the p75 receptor as well as NMDA receptor activity downregulates KCC2 (Lee et al., 

2011; Riffault et al., 2016) enhancing the excitatory action of GABA. In addition, oxytocin and 

its receptor are necessary for the correct timing of the GABA switch by upregulating KCC2 

activity (Leonzino et al., 2016). KCC2 also aids the proper migration of interneurons (Miyoshi 

and Fishell, 2011). In our study, we examined the hypothesis that increased excitability due 

to developmental loss of cortical interneurons (Rac1 cKO) affects the excitatory action of 

GABA. Our results suggest that in the Rac1 cKO mice the action of GABA at P10 in the mPFC 

is inhibitory, since diazepam does not have an effect on the fEPSP. We have previously shown 

that the Rac1 cKO exhibit a 50% reduction in GABAergic interneurons expressing PV and SST 

in the postnatal PFC and BC, a decrease that results from a failure of interneuron progenitors 

originating in the MGE to exit the cell cycle (Kalemaki et al., 2018; Konstantoudaki et al., 2016; 

Vidaki et al., 2012). Here, we propose that the developmental loss of cortical interneurons in 

neonatal Rac1 cKO abolishes the GABA developmental shift.  

 

Interneuron development. 

The Lhx6 transcription factor is expressed in the MGE-interneurons at embryonic ages and is 

maintained in PV+ and SST+ interneurons at postnatal ages (Liodis et al., 2007). Recordings of 

Lhx6+-fluorescent interneurons indicate that both passive properties and active properties 

are regulated by age and reach values that better resemble adult MGE-derived interneurons. 

Specifically, we have found that the input resistance decreases, the AP rate of rise increases 

and the AP width decreases in the mPFC from P10 to P20. In part, similar findings have been 

identified for PV+ cells in the hippocampus ((Doischer et al., 2008; Miyamae et al., 2017)) and 

SST+ cells in the anterior cingulate (Pan et al., 2017). On the other hand, the AHP amplitude is 

not altered in the mPFC from P10 to P20 and is still quite immature, compared to PV+, SST+ 

interneurons during the third postnatal week in primary sensory areas or the hippocampus 

and compared to adulthood in the mPFC (Doischer et al., 2008; Pan et al., 2017; Yang et al., 

2013). Therefore, it is likely that the physiological properties of PV+ and SST+ interneurons in 

the mPFC continue to change past the third postnatal week. 

The neonatal functional maturation of GABAergic circuits and E/I balance of PFC are critical 

for PFC-dependent behaviours and plasticity in the adult while their malfunction leads to 

many psychiatric disorders (Benes, 1991; Ferguson and Gao, 2018; Kilb, 2012; Smith-Hicks, 
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2013; Tseng et al., 2009). From prenatal to late adolescence, it is not surprising that the PFC 

network becomes highly vulnerable to genetic and environmental factors (Andersen, 2003). 

In addition, as the mPFC is one of latest cortical regions to develop (Huttenlocher, 1990) many 

studies have focused on understanding several developmental processes during adolescence 

only (Caballero et al., 2016). As a result, our knowledge on the neonatal physiology of mPFC 

is very limited. It has been shown that PV expression is lowest in juveniles and increases 

during adolescence to levels similar to those observed in adulthood (Caballero et al., 2013). 

Our results agree with these findings, as PV expression was not evident in the neonatal period 

and emerged during the pre-juvenile period in the mPFC. 

 

Pyramidal neurons and network activity. 

Several studies in the primary sensory cortices have suggested that spontaneous network 

activity changes from local, highly synchronized to more diffuse activity from the second to 

the third postnatal weeks (Frye and MacLean, 2016; Golshani et al., 2009). Oscillatory activity 

in the mPFC first emerges at P15 (Bitzenhofer et al., 2019). In this study, we have found 

increased spiking activity in the mPFC during the third postnatal week, compared to the 

second postnatal week. This occurred despite the decreased excitatory synaptic function and 

increased inhibitory synaptic function, but could be explained partly by the developmental 

increase of AP amplitude and rate of rise in the mPFC layer II/III pyramidal neurons, which 

could be due to the ongoing maturation of sodium channels in pyramidal neurons.  

 

Application to humans. 

Studies have shown that the order of key events in brain development is largely conserved 

between humans and rodents (Öngür and Price, 2000; Semple et al., 2013). Additionally, the 

end of first and beginning of the second postnatal week of rodents roughly corresponds to 

the second trimester of human gestation, a period of high vulnerability for mental disorders 

(Beamish et al., 2017; Selemon and Zecevic, 2015). Evidence thus far, render rodents useful 

models for studying neurodevelopmental processes. Decoding the developmental cellular 

and physiological mechanisms of PFC neuronal maturation and circuits formation during the 

perinatal period could contribute to a better comprehension of neurodevelopmental impact 
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on psychiatric disorders. In the human brain depolarizing GABAergic responses may occur the 

first postnatal weeks of in-term babies (Dzhala et al., 2005) 

 

Developmental PFC malformation leads to cognitive disorders in adulthood.  

During the prenatal or perinatal period of life, a fixed developmental malformation in mPFC 

interacts with certain normal maturation events that occur much later (Weinberger, 1986). 

As a major consequence, many complex psychiatric and neurologic disorders may manifest in 

adulthood. The early developmental mechanisms of mPFC circuits, before adolescence, are 

still largely unresolved. To help fill this gap we investigated the physiological and cellular 

changes that are on-going in the mPFC from neonatal to the pre-juvenile period, and 

compared those to the better-studied BC. 

Many studies have focused on GABA delayed developmental shift in various mouse models 

mimicking human brain disorders.  It has been shown in mice with maternal immune 

activation (MIA) that the GABA shift from depolarization to hyperpolarization in hippocampal 

and cortical neurons is delayed (Corradini et al., 2018; Fernandez et al., 2018). Another study 

has proposed that in the Fmr1 deficient model of fragile X syndrome, early postnatal 

correction of GABA depolarization (bumetanide treated) led to sufficient normalization of the 

mature BC network (He et al., 2018). In addition, studies in the Scn1a and SCn1b mouse 

models of Dravet syndrome and the 22q11.2 deletion syndrome have shown delayed GABA 

switch signalling in hippocampal and neocortical development (Amin et al., 2017; Yuan et al., 

2019).  

Our data suggest that the neonatal mPFC exhibits a delayed switch from excitatory to 

inhibitory function of GABAA receptor, along with a delayed maturation of interneurons in 

superficial layers, from where cortical-cortical pyramidal projections  mainly arise (DeFelipe 

and Fariñas, 1992). Thus, superficial layers of mPFC may mature later than deep layers (from 

where cortico-subcortical projections arise) via the ‘’inside-out’’ pattern similar to other 

cortical areas (Bayer et al., 1991; Vitalis and Rossier, 2010). Our results raise the possibility 

that the delayed maturation of mPFC compared to other cortical areas depends on a 

combination of a delayed switch from excitatory to inhibitory function of the GABAA receptor 

and delayed maturation of interneurons.   
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Overall, abnormal development of GABAergic signalling appears particularly relevant in the 

etiology of schizophrenia, ischemia, stroke epilepsy and autism, in the adult (Kilb, 2012; Wu 

and Sun, 2014). Also, GABAergic dysfunction leads to neuro-developmental disorders 

manifesting during childhood (Smith-Hicks, 2013; Tsujimoto, 2008). Interaction and 

comparison between functional imaging and clinical results from the human brain as well as 

mechanistic research in animal models hold great promise for understanding and treating 

mental and neurological disorders.  
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Table 2. Summary results showing that the mPFC exhibits a delayed switch from excitatory 

to inhibitory function of GABAA receptor, along with a delayed maturation of interneurons. 

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

↓, Significant decrease; ↑, Significant increase;  ⎯ , no change 
  

 
 

P10 mPFC 

mPFC vs BC From P10 to P20 

Cell density ⎯ ↓	
fEPSPS ⎯ ↓	
sIPSCs 

Frequency 
Amplitude 
Decay τm 

 
↓ 
⎯ 
⎯ 

 
↑ 
⎯ 
⎯ 

sEPSCs 
Frequency 
Amplitude 
Decay τm 

 
↓ 
↓ 
⎯ 

 
↓ 
⎯ 
⎯ 

E/I 
calculated from frequency 
calculated from amplitude 

 
⎯ 
⎯ 

 
↓ 
↓ 

Interneurons AP 
Amplitude 
Rise time 
Duration 
Rheobase 
Threshold 

Interneurons AHP 
Amplitude 
Minimum 

Time 

 
↑ 
⎯	
⎯	
⎯ 
↓ 
 

↓ 
⎯ 
⎯	

 
⎯ 
↑ 
↓ 
⎯ 
↑ 
 
⎯ 
⎯ 
⎯ 

Interneurons 
RMP 

Input resistance 
τm 
Cm 

 
⎯ 
↑ 
↑ 
⎯ 

 
⎯ 
↓ 
⎯ 
↑ 

cell density 
Lhx6 
SST 
PVA 

5HT3aR 
VIP 
NPY 

 
↓ 
⎯ 
↓ 
⎯ 
⎯	
↓ 

 
⎯ 
⎯ 
↑ 
↑ 
↓ 
⎯ 

fEPSPs plus diazepam ↑  

KCC2 protein levels ↓ ↑ 
fEPSPs with decreased # of INs ↓  

Pyramidal cells AP 
Amplitude 
Rise time 
Duration 
Rheobase 
Threshold 

 
⎯ 
⎯ 
⎯ 
⎯ 
⎯ 

 
↑ 
↑ 
⎯ 
⎯ 
⎯ 

Pyramidal cells 
RMP 

Input resistance 
τm 
Cm 

 
⎯ 
⎯ 
⎯ 
⎯ 

 
⎯ 
⎯ 
⎯ 
↑ 

Pyr 
# of spikes/500ms ⎯ ⎯	
MUA of neurons 	 ↑	
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Appendix 
 
During this project, we performed some of experiments in one more group, later in 

development, during the adolescent period (P45). Here, we present the results of the 

experiments that we have completed.  

 

1. Cortical morphology differs in mPFC and BC across development. 

At the cellular level, Nissl staining of mPFC and BC coronal brain slices (Figure 20a) 

showed differential cell density (cells per mm2) across all layers during the early postnatal 

development. In mPFC, we observed a significant decrease of cell density at P20 compared to 

P10. By contrast, BC showed a significant increase of cell density at P45 compared to P10 

(Figure 20b). When the two brain areas were compared, no difference was found at P10, 

while the mPFC cell density was significantly decreased compared to BC at P20 and P45 

(Figure 20c). Additionally, in mPFC, this decrease was evident both in the superficial (I-III) 

from P10 to P20 and in the deeper (IV-VI) layers from P10 to P20 and P45. In BC, we identified 

a significant increase in cell density in the superficial layers from P10 to P20 and P45 and a 

significant increase in deeper layers from P10 and P20 to P45 (Figure 20d).  

 

 
Figure 29. Differential development of total cell density and basal synaptic transmission of mPFC as 

compared to BC.  
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(a) Coronal sections with Nissl staining from postnatal P20 of mPFC and BC. The boxes (outlines) 
indicate the area that was measured in mPFC and BC. 

(b) Bar graph showing the number of cells per mm2 from Nissl staining during development from 
P10 to P20 and P45, in the mPFC and BC. Two-way ANOVA analyses of the cell density revealed 
a significant effect of brain area (F(1,102)=72.62, p<0.0001) but not of age (F(2,102)=1.775, 
p=0.1746). Post-hoc analysis showed that in mPFC, cellular density was significantly lower at 
P20 compared to P10 (Tukey’s test, p<0.0001). In BC, the number of cells per mm2 increased 
at P45 compared to P10 (Tukey’s test, p=0.0003), (n=14-37 brain slices from 3-4 mice/age 
group). 

(c) Bar graph comparing the number of cells per mm2 from Nissl staining between mPFC and BC 
at P10, P20 and P45. . Two-way ANOVA analyses of the cell density revealed a significant effect 
of brain area (F(1,102)=72.62, p<0.0001) but not of age (F(2,102)=1.775, p=0.1746). Post-hoc 
analysis showed that at P10, cellular density was not significantly different between areas 
(Tukey’s test, p=0.9867). At P20 and P45, cellular density was significantly lower in mPFC 
compared to BC (Tukey’s test, p<0.0001), (n=14-37 brain slices from 3-4 mice/age group). 

(d) Bar graph showing cell density from Nissl staining in upper and deeper layers of mPFC and BC 
from P10 to P20 and P45. Two-way ANOVA analyses of the cell density revealed a significant 
effect of age (F(5,203)=27.23, p<0.0001) and brain area (F(1,203)=120.6, p<0.0001). Post-hoc 
analysis showed in mPFC, cell density was significantly decreased at P20 compared to P10 in 
upper layers (Tukey’s test, p=	0.0132) and at P20 and P45 compared to P10 in deeper layers 
(Tukey’s test, p<0.0001 and p=	0.0074). In BC, cell density was significantly increased at P20 
and P45 compared to P10 in upper layers (Tukey’s test, p=0.0005 and p<0.0001)and at P45 
compared to P10 in deeper layers (Tukey’s test, p=0.008)  (n=14-37 brain slices from 3-4 
mice/age group).  

 

2. Decreased number of MGE- derived and increased number of CGE-derived 

interneurons in mPFC, at early developmental ages. 

Next, we examined interneurons density in cryosections from P10, P20 and P45 in 

mPFC and BC coronal brain slices of Lhx6+- fluorescent-expressing mice. The Lhx6+ cell density 

was significantly decreased from P10 and P20 to P45 in both mPFC and BC (Figure 30a). 

However, we found that the Lhx6+ cell density was significantly lower in mPFC compared to 

BC at P10 and P20 (Figure 31a). Αt P45 the Lhx6+ cell density was the same between area 

(Figure 31a).  

The Lhx6 is the main transcription factor of all post-mitotic interneurons derived from 

MGE. The Lhx6 gene is induced in MGE at embryonic ages and is maintained in PV- and SST-

positive interneurons at postnatal ages (Liodis et al., 2007). Thus, we measured cell density 

of PV and STT positive interneurons. We found no PV+ cells in PFC but only in BC, at P10 (Figure 

30b). Cell density of PV+ cells was significantly lower in mPFC compared to BC at P20 and P45 
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(Figure 31b). For SST+ interneurons, we found that the SST mRNA levels were similar between 

areas and ages (Figure 30c and 31c).  

In addition, we found that 5HT3aR+-expressing neurons were significantly increased 

from P10 to P20 and P45 in mPFC and were at similar levels during development in BC (Figure 

30d). When the two brain areas were compared, cell density of 5HT3aR+ cells was similar at 

P10, but it was significantly higher in mPFC compared to BC at P20 and P45 (Figure 31d). VIP+ 

cell density significantly decreased from P10 to P20 in mPFC and from P10 to P20 and P45 in 

BC (Figure 30e) showing no significant differences between areas (Figure 31e). Additionally, 

the density of NPY+ -expressing neurons was similar across developmental ages in both areas 

(Figure 30f). Nevertheless, NPY+ -expressing neurons density was significantly lower in mPFC 

compared to BC at P10, P20 and P45 (Figure 31f). 

 

 
Figure 30 Decreased number of MGE- derived and increased number of CGE-derived interneurons 

in mPFC, at early developmental ages. 

(a) Bar graph showing the Lhx6+ interneurons cell density (per mm2) at P10 , P20 and P45 in mPFC 
and BC. Two-way ANOVA analyses of the cell density revealed a significant effect of brain area 
(F (1, 49) = 9.958, p=0.0027)  and age  (F (2,49) = 12.86, p<0.0001). Post-hoc analysis showed that 
the Lhx6+ cell density significantly decreased at P45 compared to P10 and P20 in both mPFC 
and BC (LSD test, mPFC: p=0.0255 and p=	0.0346 and BC: p<0.0001 and p=	0.0003), (n=10-11 
brain slices from 4-5 mice/age group).  

(b) Bar graph showing the PV+ cell density at P10, P20 and P45 in mPFC and BC. PV+ cells were not 
found in mPFC but were identified in BC, at P10. Two-way ANOVA analyses of the cell density 
revealed a significant effect of brain area (F (1, 27) = 148.8, p<0.0001)  and age  (F (2,27) = 16.73, 
p<0.0001). Post-hoc analysis showed that the PV+ cell density was not significantly different 
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at P10 compared to P10 and P45 in BC (LSD test, P10 vs P20: p=0.1646 and P10 vs P45: 
p=0.1308), (n=10-11 brain slices from 4-5 mice/age group). 

(c) Bar graph showing of cell density based on SST+ expression at P10, P20 and P45 in mPFC and 
BC. Two-way ANOVA analyses of the cell density revealed no significant effect of brain area (F 
(1, 80) = 1.522, p=0.2210)  and age  (F (2,80) = 3.004, p=0.0552) was found, (n=12-17 brain slices 
from 4-5 mice/age group).  

(d) Bar graph showing the 5HT3aR+ cell density at P10, P20 and P45 in mPFC and BC. Two-way 
ANOVA analyses of the cell density revealed a significant effect of brain area (F (1, 135) = 19.87, 
p<0.0001)  but not of age  (F (2,135) = 0.4307, p=0.6510). Post-hoc analysis showed that the 
5HT3aR+ cell density significantly increased at P45 compared to P10 (LSD test, p=0.0067) in 
mPFC (n=20-33 brain slices from 3-5 mice/age group).   

(e) Bar graph showing the VIP+ cell density from P10 to P45 in mPFC and BC. Two-way ANOVA 
analyses of the cell density revealed a significant effect of age (F (2, 27) = 10.11, p=0.0005)  but 
not of brain area  (F (1,27) = 0.1737, p=0.6801). Post-hoc analysis showed that the VIP+ cell 
density decreased at P20 compared to P10 (LSD test, p=0.0317)  in mPFC and at P20 and P45 
compared to P10, respectively (LSD test, p=0.0031 and p=0.0040)  in BC,  (n=12-17 brain slices 
from 4-5 mice/age group).  

(f) Bar graph showing the NPY+ cell density from P10 to P45 in mPFC and BC. Two-way ANOVA 
analyses of the cell density revealed a significant effect of brain area (F (1, 97) = 125.7, p<0.0001)  
but not of age  (F (2,97) = 1.343, p=0.2558). NPY+ cell density was not significantly different 
across ages in mPFC and BC ,(n=14-19 brain slices from 3-5 mice/age group). 

 

 
Figure 31. The MGE and CGE- derived interneurons were altered between mPFC and BC, at P10, P20 

and P45, respectively. 

(a) Bar graph comparing the Lhx6+ interneurons cell density (per mm2) between mPFC and BC, at 
P10, P20 and P45. Two-way ANOVA analyses of the cell density revealed a significant effect of 
brain area (F (1, 49) = 9.958, p=0.0027)  and age  (F (2,49) = 12.86, p<0.0001). Post-hoc analysis 
showed that the Lhx6+ cell density was significantly lower in mPFC compared to BC at P10 (LSD 
test, p=0.0085)  and P20 (LSD test, p=0.0144), (n=10-11 brain slices from 4-5 mice/age group).  

(b) Bar graph comparing the PV+ cell density between mPFC and BC at P10, P20 and P45. PV+ cells 
were not found in mPFC at P10 but were identified only in BC. Two-way ANOVA analyses of 
the cell density revealed a significant effect of brain area (F (1, 27) = 148.8, p<0.0001)  and age  
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(F (2,27) = 16.73, p<0.0001). Post-hoc analysis showed that at P20 and P45, PV+ cell density was 
significantly lower in mPFC compared to BC (LSD test, p<0.0001), (n=10-11 brain slices from 
4-5 mice/age group). 

(c) Bar graph comparing cell density based on SST+ expression between mPFC and BC, at P10, P20 
and P45. Two-way ANOVA analyses of the cell density revealed no significant effect of brain 
area (F (1, 80) = 1.522, p=0.2210)  and age  (F (2,80) = 3.004, p=0.0552) was found, (n=12-17 brain 
slices from 4-5 mice/age group).  

(d) Bar graph comparing 5HT3aR+ cell density between mPFC and BC, at P10, P20 and P45. Two-
way ANOVA analyses of the cell density revealed a significant effect of brain area (F (1, 135) = 
19.87, p<0.0001)  but not of age  (F (2,135) = 0.4307, p=0.6510). Post-hoc analysis showed that 
at P10, the 5HT3aR+ cell density was not significantly different in mPFC compared to BC (LSD 
test, p=0.8872). At P20 and P45, the 5HT3aR+ cell density was significantly higher in mPFC 
compared to BC (LSD test, p=0.0004 and p<0.0001 ) (n=20-33 brain slices from 3-5 mice/age 
group,  

(e) Bar graph comparing VIP+ cell density between mPFC and BC, at P10, P20 and P45. Two-way 
ANOVA analyses of the cell density revealed a significant effect of age (F (2, 27) = 10.11, 
p=0.0005)  but not of brain area  (F (1,27) = 0.1737, p=0.6801). The VIP+ of cell density was not 
significantly different between brain areas, at P10, P20 and P45 (n=12-17 brain slices from 4-
5 mice/age group).  

(f) Bar graph comparing the NPY+ cell density between mPFC and BC, at P10, P20 and P45. Two-
way ANOVA analyses of the cell density revealed a significant effect of brain area (F (1, 97) = 
125.7, p<0.0001)  but not of age  (F (2,97) = 1.343, p=0.2558). Post-hoc analysis showed that the 
NPY+ cell density was significantly lower in mPFC compared to BC, at P10 , P20 and P45 (LSD 
test, p<0.0001), (n=14-19 brain slices from 3-5 mice/age group 

 

 

3. Progressive maturation of pyramidal neurons in mPFC during development 

as indicated by changes in membrane properties.  

We also examined the pyramidal neurons passive and active properties later in 

development, during the adolescent period (P45) in mPFC. To this end, we performed current-

clamp recordings from layer II/III mPFC and BC pyramidal neurons. In mPFC, the RMP 

significantly increased from P10 (-65mV) to P45 (-61mV) (Figure 32a, Table 3). The input 

resistance (MΩ) decreased significantly from P10 to P45 whereas membrane capacitance (pF) 

increased from P10 to P20 and P45 (Figure 32d; Table 3). The membrane time constant (τm, 

ms) remained at similar levels across developmental groups (Figure 32c; Table 3). These data 

suggest that the RMP, input resistance and membrane capacitance of pyramidal neurons in 

mPFC reach their mature levels after the third postnatal week (P20). 

In terms of active properties, the AP amplitude and the rate of rise increased 

significantly from P10 to P20 and P45 in mPFC (Figure 33a,b; Table 1’). The AP rheobase 

decreased significantly from P10 to P45 (Figure 33d; Table 3), while the AP threshold 

increased from P10 and P20 to P45 in mPFC (Figure 33e; Table 3). The duration of AP (half-
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width) was not different across developmental groups in mPFC (Figure 33c; Table 3). In 

summary, we found that in mPFC properties like AP amplitude, rate of rise and threshold 

significantly increased the first two from P10 to P20 and P45 while the last one from P20 to 

P45. On the other hand, the rheobase decreased from P10 to P45. These results suggest that  

active properties of pyramidal neurons in mPFC progressively mature from P10 to P45. 

 

 
Figure 32. Passive membrane properties  of mPFC pyramidal neurons are regulated by age. 

	
(a) Bar graph showing the resting membrane potential (RMP) of layer II/III pyramidal neurons at 

at P10, P20 and P45 in mPFC. One-way ANOVA analyses showed significant effect between 
groups (F(2, 26) = 19.49, p<0.0001) was found. Post-hoc analysis showed that the RMP was 
significantly incerased at P45 compares to P10 and P20, respectively (Tukey’s test, , p<0.0001), 
( (n=6-9 cells from 6-10 mice/age group). 

(b) Bar graph showing the input resistance of layer II/III pyramidal neurons at P10, P20 and P45 
in mPFC. One-way ANOVA analyses showed significant effect between groups (F(2, 28) = 5.661, 
p=0.009) was found. Post-hoc analysis showed that the input resistance was significantly 
decreased at P45 compares to P10 (Tukey’s test, p=0.0078), (n=8-9 cells from 6-10 mice/age 
group). 

(c) Bar graph showing the membrane time constant (τm) of layer II/III pyramidal neurons at P10, 
P20 and P45 in mPFC. One-way ANOVA analyses showed no significant effect between groups 
(F(2, 25) = 0.6949, p=0.5085) was found (n=8-9 cells from 6-10 mice/age group). 

(d) Bar graph showing the membrane capacitance (Cm) of layer II/III pyramidal neurons at P10, 
P20 and P45 in mPFC. One-way ANOVA analyses showed a significant effect between groups 
(F(1, 24) = 26.03, p<0.0001) was found. Post-hoc analysis showed that Cm significantly increased 
at P20 and P45 compared to P10, respectively (Tukey’s test, p=0.0432 and p=0.0092, 
respectively) and in mPFC (n=6-9 cells from 6-10 mice/age group). 
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Figure 33. Active properties of pyramidal neurons are regulated by age. 

(h) Bar graph showing the AP amplitude of layer II/III pyramidal neurons at P10, P20 and P45 in 
mPFC. One-way ANOVA analyses showed a significant effect between groups (F(2, 27) = 8.59, 
p=0.0013) was found. Post-hoc analysis showed that the AP amplitude significantly increased 
at P20 and P45 compared to P10, respectively (Tukey’s test, p=0.0020 and p=0.0042, 
respectively) in mPFC (n=9-14 cells from 6-10 mice/age group).  

(i) Bar graph showing the AP rate of rise (dv/dt) of layer II/III pyramidal neuron at P10, P20 and 
P45 in mPFC. One-way ANOVA analyses showed a significant effect between groups (F(2, 29) = 
7.24, p=0.0028) was found. Post-hoc analysis showed that the AP rate of rise significantly 
increased at P20 and P45 compared to P10, respectively (Tukey’s test, p=0.0093 and 
p=0.0035, respectively) in mPFC (n=8-14 cells from 6-10 mice/age group).  

(d) Bar graph showing the AP duration (half-width) of layer II/III pyramidal neuron at P10, P20 
and P45 in mPFC. One-way ANOVA analyses showed a significant effect between groups (F(2, 

31) = 3.684, p=0.0367) was found. Post-hoc analysis showed that the AP duration was not 
significantly altered between groups  (Tukey’s test, p=0.08) (n=9-14 cells from 6-10 mice/age 
group). 

(e) Bar graph showing the AP rheobase of layer II/III pyramidal neuron at P10, P20 and P45 in 
mPFC. 	One-way ANOVA analyses showed a significant effect between groups (F(2, 33) = 6.129, 
p=0.0055) was found. Post-hoc analysis showed that the AP rheobase was significantly 
decreased at P45 compared to P10 (Tukey’s test, p=0.0038) in mPFC, (n=9-14 cells from 6-10 
mice/age group). 

(f) Bar graph showing the AP threshold of layer II/III pyramidal neuron at P10, P20 and P45 in 
mPFC. One-way ANOVA analyses showed a significant effect between groups (F(2, 32) = 13.18, 
p<0.0001) was found. Post-hoc analysis showed that the AP threshold was significantly 
increased at P45 compared to P10 and P20, respectively (Tukey’s test, p=0.0015 and 
p=0.0001, respectively) in mPFC (n=9-14 cells from 6-10 mice/age group). 
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Table 3. Intrinsic electrophysiological properties of pyramidal neurons at P10, P20 and P45 

in mPFC and at P10 and P20 in BC. 

Pyramidal Neurons 

 P10 PFC P20 PFC P45 PFC P10 BC P20 BC 
Resting membrane 

potential, RMP (mv) 

-65,55 ± 
0,7033, n=9 

-65,63 ± 
0,4752, n=10 

-61,6 ± 0,3882, 
n=10 

-65,14 ± 0,8471, 
n=9 

-65,45 ± 0,8172, 
n=8 

Input Resistance (ΜΩ) 
202,4 ± 9,124, 

n=9 
179,8 ± 17,35, 

n=10 
139,1 ± 12,63, 

n=12 
182,3 ± 21,74, 

n=7 
145,6 ± 13,9, n=7 

Membrane time 

constant, τm (ms) 

16,49 ± 1,973, 
n=7 

18,8 ± 2,164, 
n=10 

19,73 ± 1,459, 
n=11 

17,64 ± 2,132, 
n=7 

20,42 ± 1,493, 
n=6 

Membrane 

Capacitance, Cm (pF) 

70,64 ± 10,12, 
n=7 

111 ± 7,795, 
n=9 

118,8 ± 10,93, 
n=12 

80,24 ± 7,687, 
n=7 

145,9 ± 17,59, 
n=5 

      

AP amplitude (mv) 
89,6 ± 1,823, 

n=8 
104,5 ± 3,13, 

n=12 
103,9 ± 2,373, 

n=10 
83,27 ± 5,122, 

n=8 
102,9 ± 5,354, 

n=7 
Rate of rise of AP: 

dV/dt (mv/ms) 

146,5 ± 12,98, 
n=8 

232,6 ± 12,38, 
n=11 

239,8 ± 21,43, 
n=13 

151,8 ± 19,28, 
n=7 

204,6 ± 28,84, 
n=8 

Duration of AP: Half-

width (ms) 

1,779 ± 
0,07779, n=8 

1,769 ± 
0,08661, n=14 

1,508 ± 
0,06665, n=12 

1,937 ± 0,1864, 
n=7 

1,771 ± 0,136, 
n=8 

Rheobase (pA) 
266,7 ± 23,57, 

n=9 
217,9 ± 15,38, 

n=14 
180,8 ± 12,06, 

n=13 
227,8 ± 26,5, n=9 237,5 ± 33,74, 

n=8 

Threshold (mv) 
-64,89 ± 

0,8948, n=9 
-65,96 ± 

1,094, n=13 
-55,73 ± 2,14, 

n=13 
-63,43 ± 1,524, 

n=7 
-65,65 ± 0,6954, 

n=6 
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Part II: Mice with decreased number of interneurons 

exhibit aberrant spontaneous and oscillatory activity 

in the cortex 
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Aim 

Numerous neuropsychiatric disorders, including epilepsy, depression, autism spectrum 

disorders (ASD) and SCZ exhibit E/I imbalance in the cortex (Lewis et al., 2003; Marin, 2012; 

Nelson and Valakh, 2015; Yizhar et al., 2011). Specifically, a reduction in interneuron markers, 

such as GAD65/67 and PV have been correlated with several neuropsychiatric and 

neurological disorders, such as SCZ, ASD, depression and epilepsy as mentioned above (Blatt 

and Fatemi, 2011; Fatemi et al., 2008a; 2008b; Hyde et al., 2011; Kalueff and Nutt, 2007; Lewis 

et al., 2005; 2012; 2003; Lodge et al., 2009; Markram et al., 2004; Möhler, 2012; Powell, 2013; 

Sussel et al., 1999; Yizhar et al., 2011).  However, is it still unknown whether their alterations 

represent the cause of these pathologies or an adaptation of another, primary deficit. Several 

transgenic mice which exhibit interneuron deficiencies have been used to demonstrate 

molecular components of interneuron development (Butt et al., 2008; Close et al., 2012; 

Cobos et al., 2005; Kerjan et al., 2009; Neves et al., 2012; Vidaki et al., 2012). These models 

could be used to resolve whether developmental deficiencies in the function of interneurons 

could underlie disease phenotypes. 

In this report, we aim to investigate changes in local cortical network activities that occur 

in response to developmentally reduced inhibition. To this end, we use a transgenic mouse 

line generated in our group, in which the Rac1 gene is deleted from Nkx2.1-expressing 

neurons (Rac1fl/fl;Nkx2.1Tg(Cre), from now on referred to as the Rac1 cKO mouse. These mice 

exhibit a 50% reduction in GABAergic interneurons expressing PV and somatostatin (SST) in 

the postnatal cortex, a decrease that results from a failure of interneuron progenitors 

originating in the medial ganglionic eminence (MGE) to exit the cell cycle (Vidaki et al., 2012). 

We focus on how this interneuron deficiency affects the synaptic properties and the local 

cortical neuronal synchronization. 
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Materials and methods 
 

Animals and Housing  

Adult male mice, 30-60 days of age, were used for all experiments. Mice were housed in 

groups (3-4 per cage) and provided with standard mouse chow and water ad libitum, under a 

12 h light/dark cycle (light on at 7:00 am) with controlled temperature (21 +/−1 oC).  The 

following genotypes were used for analysis: Rac1fl/fl;Nkx2.1Tg(Cre);R26R-YFP+/– (referred to as 

Rac1 cKO mice) and Rac1+/fl;Nkx2.1Tg(Cre);R26R-YFP+/– (referred as heterozygous mice). The 

heterozygous mice are used as the control group to Rac1 cKO as they present no differences 

when compared to wild type mice (Vidaki et al., 2012). The Rac1fl/fl;Nkx2.1Tg(Cre) line has been 

previously described (Vidaki et al., 2012).  Specifically, animals were generated carrying a 

floxed allele of Rac1 (Rac1fl/fl), where the fourth and fifth exon of the Rac1 gene has been 

flanked with loxP sites (Walmsley et al., 2003). These mice were crossed with Nkx2.1Tg(Cre) 

mice (Nkx2.1-Cre transgenic (Fogarty et al., 2007)), so that Rac1fl/fl;Nkx2.1Tg(Cre) mice were 

produced. The ROSA26fl-STOP-fl-YFP allele was also inserted to allow visualization via yellow 

fluorescent protein (YFP) expression (Srinivas et al., 2001) of the MGE-derived interneurons 

where Rac1 is deleted. Mice used in these experiments resulted from crossing 

Rac1fl/fl;Nkx2.1+/+;R26R-YFP+/– with Rac1+/fl;Nkx2.1Tg(Cre);R26R-YFP+/– genotypes.  At least 80% 

of heterozygous and Rac1 cKO animals originated from the same litters. More than half of the 

Rac1fl/fl;Nkx2.1Tg(Cre);R26R-YFP+/–  (Rac1 cKO) die within 3 weeks after birth (Konstantoudaki et 

al., 2016). We performed experiments with mice that survived until postnatal day 60 (PD 60). 

All procedures were performed according to the European Union ethical standards and the 

IMBB and University of Crete ethical rules. 

 

Slice preparation 

Mice were decapitated under halothane anesthesia.  The brain was removed promptly and 

placed in ice cold, oxygenated (95%O2-5%CO2) artificial cerebrospinal fluid (aCSF) containing 

(in mM): 125 NaCl, 3.5 KCl, 26 NaHCO3, 1 MgCl2 and 10 glucose (pH=7.4, 315 mOsm/l).  The 

brain was blocked and glued onto the stage of a vibratome (Leica, VT1000S).  400μm thick 

coronal brain slices corresponding to distinct bregma along the rostrocaudal axis (–1.94 and 

2) were selected, all including the BC region. The brain slices were taken and transferred to a 

submerged chamber, which was continuously superfused with oxygenated ((95%O2-5%CO2) 



	 95	

aCSF containing (in mM): 125 NaCl, 3.5 KCl, 26 NaHCO3, 2 CaCl2, 1 MgCl2 and 10 glucose 

(pH=7.4, 315mOsm/l) at room temperature (RT).  The slices were allowed to equilibrate for 

at least one hour in this chamber before recordings began.  Slices were then transferred to a 

submerged recording chamber, continuously superfused oxygenated (95%O2-5%CO2) aCSF 

(same constitution as the one used for maintenance of brain slices) at RT during recordings. 

 

Electrophysiological data acquisition  

All electrophysiological recordings were performed in both genotypes under the same 

conditions explained below. Extracellular recording electrodes filled with NaCl (2M) were 

placed in layers II/III of BC. Platinum/iridium metal microelectrodes (Harvard apparatus UK, 

161 Cambridge, UK) were placed on layer II of the BC, about 300μm away from the recording 

electrode, and were used to evoke field excitatory postsynaptic potentials (fEPSPs). Local field 

potentials (LFP) were amplified using an extracellular headstage with selectable high pass 

filter of 30 Hz, to remove any offsets and a notch filter to eliminate line frequency noise, and 

gain of 100, coupled to a Dagan BVC-700A αmplifier and low-pass filtered at 1-kHz. Signals 

were digitized using the ITC-18 board (Instrutech, Inc) on a PC with custom-made procedures 

in IgorPro (Wavemetrics, Inc) and stored on PC hard drive. All voltage signals were collected 

with a sampling frequency of 100kHz (Fs=100kHz). 

For evoked fEPSPs, the electrical stimulus consisted of a single square waveform of 100 

μsec duration given at intensities of 0.1-0.3 mA (current was increased from 0.1mA to 0.3mA, 

with 0.1mA steps) generated by a stimulator equipped with a stimulus isolation unit (World 

Precision Instruments, Inc). For paired-pulse recordings, two pulses were given at 10, 20, 50 

Hz. 

For the LTP (long-term potentiation) experiments, baseline responses were acquired for 

20 min (after 10min of quiet period), then three 1-s tetanic stimuli (100 Hz) with an inter-

stimulus interval of 20 s were applied, and finally responses were acquired for 50 min post-

tetanus every 1-min.  

For spontaneous recordings, 50 spontaneous voltage traces, of 5 sec duration, were 

acquired under each of the following experimental condition: control aCSF and 0 Mg++ ions 

aCSF (Figure 4); control aCSF, high K+ aCSF and high K+ aCSF plus 2μM diazepam (a GABA-A 

receptor agonist) in 4 heterozygous and 4 Rac1 cKO mice (Figure 5).  
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The control aCSF used in all electrophysiological experiments (evoked and spontaneous 

recordings) contained (in mM): 125 NaCl, 3.5 KCl, 26 NaHCO3, 2 CaCl2, 1 MgCl2 and 10 glucose 

(pH=7.4, 315mOsm/l). The 0 Mg++aCSF used in specific spontaneous activity recordings 

contained (in mM): 125 NaCl, 3.5 KCl, 26 NaHCO3, 2 CaCl2, and 10 glucose (pH=7.4, 

315mOsm/l), and the high K+ aCSF, also used in specific spontaneous activity recordings, 

contained (in mM): 125 NaCl, 7.5 KCl, 26 NaHCO3, 2 CaCl2 and 10 glucose (pH=7.4, 

315mOsm/l) at RT. The contribution of GABA-A receptor activation was investigated by bath 

application of 2μM Diazepam. Diazepam was acquired from the Pharmacy of the University 

General Hospital in Heraklion as a 5mg/ml solution, and was diluted in high K+ aCSF during 

recordings. 

 

Electrophysiological data analysis. 

Data were analyzed using custom-written procedures in IgorPro software 

(Wavemetrics, Inc). No additional high-pass filters were applied to the raw data. For evoked 

recordings, the field peak values of the fEPSP were measured from the minimum value of the 

synaptic response (4-5 ms following stimulation) compared to the baseline value prior to 

stimulation.  Both parameters were monitored in real-time in every experiment. A stimulus-

response curve was then determined using stimulation intensities between 0.1-0.3 mA, in 

0.1mA steps. For each different intensity level, two traces were acquired and averaged. 

Baseline stimulation parameters were selected to evoke a response of 1mV.  To analyze the 

paired-pulse ratio, the fEPSP peak of the second pulse was divided to the fEPSP peak of the 

first pulse, for each different frequency (10, 20 and 50Hz) of paired-pulse stimulation.  For the 

LTP experiments, synaptic responses were normalized to the average 10 min pre-tetanic 

fEPSP. For the stimulus-induced recurrent discharge analysis, the first derivative of the 

voltage response was taken and the logarithm of its histogram was plotted (Dyhrfjeld-Johnsen 

et al., 2010).  

In order to measure spontaneous activity events, the acquired spontaneous activity 

voltage signals of 5 sec duration was decimated (down-sampled) by a factor of 10. To identify 

spontaneous events, the standard deviation σ$ of background signal was calculated in 

the ‘quiet’ part of each voltage response trace. To identify the ‘quiet’ period, each 5sec trace 

was split into 100msec increments and the range of voltage deflection was computed in each 

increment. The ‘quiet’ part of the LFP trace was the 100msec increment with the smallest σ$ 
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value. As a spontaneous event, any voltage response larger than 4 ∙ σ$ was identified. We 

calculated the frequency of spontaneous events by measuring the number of spontaneous 

events divided by the duration of the trace (5s). The frequency was calculated in 50 

consecutive 5-sec traces and then averaged for each animal. The spontaneous events do not 

correspond to spiking of individual neurons, they rather reflect population spikes.   

  

Detection of oscillations  

The time series for oscillations analysis were acquired using an extracellular headstage 

with selectable high pass filter of 30 Hz and gain of 100, to remove any offsets and a notch 

filter to eliminate line frequency noise, coupled to a Dagan BVC-700A αmplifier and low-pass 

filtered at 1-kHz, as described above in the ‘’Electrophysiological data acquisition’’ section.  

  For each genotype (i.e heterozygous and Rac1 cko mice) and for three experimental 

conditions ((1) control aCSF, (2) high K+ aCSF and (3) high K+ aCSF plus 2μM diazepam) four 

replicates of 50 consecutive spontaneous voltage traces (each one of them voltage signals of 

5sec duration, consequently total LFP trace of 250sec) with sampling rate 100kHz acquired as 

described above.  Each of the spontaneous voltage trace (time series) was transferred from 

time domain to frequency domain through Discrete Fourier Transformations and the power 

spectrum of the oscillation, for each frequency range, was computed. The ratios of the power 

spectrum from each frequency range were computed with respect to the power spectrum of 

all frequencies. The different frequency ranges for which the ratio of the power spectrum was 

computed were Delta: 1-4 Hz, Theta: 4-7 Hz, Alpha: 8-12 Hz, Beta: 13-30 Hz, Gamma: 30-80 

Hz, High Gamma: 80-150 Hz and Total Gamma: 30-150Hz. The use 30 Hz high-pass filter could 

have reduced the detection of the low frequency oscillations.   

This measure is referred as the Rate of Power (%) and represents the percentage of the 

signal power spectrum (mV2/Hz) of each oscillation frequency range in relation to the power 

spectrum of whole signal (mV2/Hz). Therefore, the value of rate of Power is without units and 

is computed by equation: 

Rate	of	Power	(%) = sumPower	(specific	oscillation)
total(Power	) %	
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This represents the signal rate of each oscillation in relation to the whole signal. All analysis 

was generated using custom-written procedures in MATLAB-R2015b (The MathWorks, Inc.), 

which can be found in the following link (https://github.com/nbluoc/kk).	
 

Immunohistochemistry 

Adult mice (PD 30-60) were perfused with 4% PFA, followed by fixation with the same 

solution for 1 hour at 4º C. They were subsequently processed as previously described (Vidaki 

et al., 2012). Primary antibodies used were rat monoclonal anti-GFP (Nacalai Tesque, Kyoto, 

Japan, 1:500) and rabbit polyclonal anti-PV (Swant, Bellinzona, Switzerland; 1:1000).  

Secondary antibodies used were goat anti-rat-Alexa Fluor-488 and goat anti-rabbit-Alexa 

Fluor-555 (Molecular Probes, Eugene, OR, 1:800).  For quantification of GFP and PV 

interneurons in adult mice, at least 3 pairs of littermate animals were used (heterozygous vs. 

Rac1cKO). Images were obtained with a confocal microscope (Leica TCS SP2, Leica, Nussloch, 

Germany). For each pair, 3 sections corresponding to distinct bregma along the rostrocaudal 

axis (-1,94 and 2) were selected, all including the primary somatosensory barrel cortex field. 

PV and GFP positive cells in the barrel cortex were counted and an average rostrocaudal 

number was calculated for the interneuron subpopulations of heterozygous and Rac1cKO 

animals.   

 

Nissl staining 

Brains of heterozygous and Rac1 cKO mice (PD 30-60) were removed, and placed in 4% 

PFA. After 24 hours, the brains were place in PBS with 0.1% azide (at 4 0C), until slicing. Brains 

were glued onto the vibratome stage and 40μm-thick slices were acquired from 3 Rac1 

heterozygous and 3 Rac1 cKO animals (VT1000S, Leica Microsystems, Wetzlar, 257 Germany). 

For each animal, 3-4 sections were used, corresponding to different rostrocaudal levels of the 

brain (-1,94 and 2), all including the primary somatosensory barrel cortex. Sections were 

incubated in xylene for 5 min and then for 3 min in 90%, 70% ethanol solutions and dH2O, 

followed by a 10-min incubation in 0,1% Cresyl violet solution. Sections were then dehydrated 

with increasing concentrations of ethanol (70%, 90%, 100%), incubated in xylene for 5 min 

and coverslipped with permount. Images from whole sections were obtained in 5x 

magnification of a light microscope (Axioskop 2FS, Carl Zeiss AG, 268 Oberkochen, Germany) 

and merged using Adobe Photoshop CC 2015, Adobe Systems, Inc.  



	 99	

Statistical Analysis 

Electrophysiology recordings: One-way, two-way or repeated measures ANOVA or t-tests 

were performed depending on the experiment. One-way and Two-way ANOVA test for 

spontaneous and oscillatory activity analysis performed by comparison between groups and 

within groups with Tukey post-hoc test. Statistical analysis was performed in Microsoft Office 

Excel 2007, GraphPad Prism6 or with IBM SPSS Statistics v.21. Data are presented as mean ± 

standard error of mean (SEM).  

Cell counting: The effect of the genotype on each subpopulation was assessed using 

ANOVA for repeated measurements and Student’s t-test. Data are presented as mean ± SEM. 
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Results 
 

Decreased numbers of interneurons in the adult cortex of the Rac1 cKO mouse. 

We studied the effect of deficits of GABAergic interneurons generated during embryonic 

development on the adult barrel cortex (BC) using the Rac1 cKO mice.  The Rac1 protein was 

eliminated from Nkx2.1-expressing cells using Cre/loxP recombination (Vidaki et al., 2012). In 

the nervous system, at embryonic day (E)9, Nkx2.1 starts to be expressed in MGE-derived 

cells (Sussel et al., 1999) and the elimination of Rac1 protein is obvious from MGE-derived 

cells by E12 (Vidaki et al., 2012). Consequently, the Rac1 protein is not expressed in MGE-

derived interneurons, which are fated to become PV- and SST-positive interneurons in the 

Rac1 cKO BC (Vidaki et al., 2012).  

Nissl staining on the BC slices from heterozygous and Rac1 cKO mice exhibited no gross 

anatomical defects (Figure 34A-A’, B-B’). Our previous studies showed that Rac1 cKO exhibit 

a significant reduction of MGE-derived interneurons in the juvenile (P15) somatosensory 

cortex and the adult prefrontal cortex (Konstantoudaki et al., 2016; Vidaki et al., 2012). Here 

we investigated the number and distribution of interneurons in the adult BC, using equivalent 

cryosections for the heterozygous and Rac1 cKO mouse BC at different levels throughout the 

rostrocaudal axis in the two genotypes (Figure 34C-C’, D-D’). We counted the positive cells 

for YFP and PV that marks a major subpopulation of cortical interneurons deriving from the 

MGE. We observed that the number of Nkx2.1-derived YPF-positive interneurons (GFP+ cells, 

Figure 34E) and the number of YFP-PV double-positive interneurons are significantly reduced 

in the BC of Rac1 cKO compared to heterozygous mice (Figure 34E’).  
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Figure 34. The number of MGE-derived cortical interneurons in the Rac1 cKO adult barrel cortex is 

severely reduced (in collaboration with Dr. Simona Tivodar). 

(A, A’).  Nissl staining of coronal sections of the adult cortex from heterozygous and Rac1 cKO. 
(B, B’).  Representative areas of the barrel cortex from heterozygous and Rac1cKO mice.  
(C, C’). Coronal sections from heterozygous and Rac1 cKO mice immunostained using anti-GFP and 
anti-PV antibodies. 
(D, D’).  Representative areas of cell count from heterozygous and Rac1 cKO mice. 
(E, E’).  Graphs showing that the number of YFP-positive and YFP;PV-double positive interneurons was 
reduced in the Rac1 cKO mice compared to heterozygous mice (t-test, p=0.001, n=6 slices from 3 
heterozygous and n=6 slices from 3 Rac1 cKO mice). Scale bars (A, A’) 200μm; (B, B’) 100μm; (C, C’) 
300μm; (D, D) 75μm. 
 

Alterations in basal synaptic transmission and LTP in the Rac1 cKO cortex. 

 
We next investigated whether the evoked synaptic properties of the Rac1 cKO cortex were 

altered. To study basal synaptic transmission, we delivered current pulses of increasing 

intensity through the stimulating electrode in BC layer II (Figure 35A) and recorded fEPSPs in 

BC brain slices. Rac1 cKO mice showed increased evoked fEPSP responses compared to 

heterozygous mice in the BC (Figure 35B), as expected in the presence of decreased number 

of interneurons. In order to further study the properties of synaptic responses, we delivered 

paired stimulations of different frequencies (10Hz, 20Hz and 50Hz). We found that the paired-

pulse ratio (PPR) was not different between heterozygous and Rac1 cKO mice (Figure 35C). 

We then examined the ability of synapses to undergo LTP. In heterozygous brain slices, tetanic 

stimulation resulted in 50% increase of baseline fEPSP responses for at least 45 min. On the 

other hand, in Rac1 cKO BC slices, the same tetanic stimulation did not result in fEPSP 
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potentiation (Figure 35D). Our results, so far, show that the neocortex of mice with decreased 

numbers of interneurons exhibit increased synaptic responses (fEPSPs), unaltered short-term 

synaptic plasticity and decreased LTP.  

 

 

Figure 35. Increased basal synaptic transmission, unaltered paired-pulse ratio and decreased LTP 

in the Rac1 cKO cortex (in collaboration with Dr. Xenia Konstantoudaki and Prof. Kiki Sidiropoulou). 

(A). Schematic showing the position of the electrodes in BC brain slices (Rec: recording electrode, 
Stim: stimulating electrode).  

(B). Graph showing increased fEPSP responses of Rac1 cKO mice (n=15 slices from 7 Rac1 cKO mice), 
compared to heterozygous mice (n=13 slices from 8 heterozygous mice) (2-way repeated measures 
ANOVA, F(1, 14)=0.5, p=0.02). 

(C). Graph showing no difference in the paired-pulse ratio when applying paired pulses of 
increasing frequency (10, 20 and 50 Hz) between heterozygous (n=13 slices from 8 Heterozygous mice) 
and Rac1 cKO mice (n=15 slices from 7 Rac1 cKO mice) within layer II of barrel cortex (2-way repeated 
measures ANOVA, F(1 ,14)=3.94, p=0.3).  

(D). Graph (left) and representative traces (right) showing that in heterozygous mice (n = 5), tetanic 
stimulation results in enhanced fEPSP for at least 45 min, but in Rac1 cKO mice (n = 4), the enhanced 
response following tetanus is significantly smaller (2-way repeated measures ANOVA, F(1,8) = 7.31, p 
=0.01).  
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Enhanced activity in the Rac1 cKO cortex. 

During our evoked fEPSP recordings, we observed recurrent discharges following the 

synaptic response in the Rac1 cKO brain slices, which was not evident in brain slices from 

heterozygous mice (Figure 36A).  In order to graphically present these discharges in the two 

genotypes, we plotted the histogram of the first derivative of the voltage response following 

stimulation. This graphical representation indicates extended spiking activity in Rac1 cKO 

mice (Figure 36B). To better investigate this enhanced activity, we acquired spontaneous 

activity data from brain slices and measured spontaneously occurring events, in 50 

continuous 5sec traces. We found significantly more spontaneous events in Rac1 cKO mice, 

compared to heterozygous, during control aCSF bath application (Figure 37A, B (a)). We then 

used aCSF with 0mM Mg++ ions, which renders the brain slice more excitable, and found that 

the number of spontaneous events that emerged in Rac1 cKO brain slices, was significantly 

and progressively greater compared to the heterozygous case (Figure 37A, B (b, c , d)). Finally, 

we tested a third, even more excitable condition by increasing the extracellular concentration 

of potassium in aCSF (high K+ aCSF). We found that exposure to high K+ aCSF (for 20-30min) 

significantly increased the number and frequency of spontaneous events in heterozygous, but 

not in Rac1 cKO brain slices (Figure 38A-C). It is possible that Rac1 cKO brain slices are more 

susceptible to spontaneous activity saturation and become rapidly unable to produce further 

spontaneous discharges.  These results indicate enhanced spontaneous activity of the cortex 

with reduced numbers of interneurons, which reaches a plateau easier. 

We further used diazepam, a GABA-A receptor agonist, during high K+ aCSF bath 

application, in order to increase inhibition in this excitable brain slice. We found a significant 

decrease in the number and frequency of spontaneous events both in Rac1 cKO and 

heterozygous genotypes (Figure 38A-B). These results suggest that both heterozygous and 

Rac1 cKO mice respond similarly to GABA-A receptor activation, during spontaneous activity. 
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Figure 36. Identification of stimulus-induced recurrent activity in the Rac1 cKO cortex. 

(A). Stimulus-induced recurrent activity was evident when recording from Rac1 cKO neocortical 
slices, but not from heterozygous neocortical slices. 

(B). The histogram of the first derivative of the voltage response following stimulation extended 
to higher values in the stimulus-induced recurrent activity of Rac1 cKO slices, compared to that of 
heterozygous neocortical slices (n=15 slices from 7 Rac1 cKO mice; n=13 slices from 8 heterozygous 
mice). 

 
Figure 37. Rac1 cKO mice exhibit increased spontaneous activity.  
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(A). Voltage traces from spontaneous activity recordings in heterozygous brain slices show that few 
spontaneous events (discharges) emerge under control aCSF or 0 Mg++ ions aCSF. In Rac1 cKO brain 
slices, voltage traces indicate increased frequency of spontaneous discharges when the Mg++ ions were 
removed from the aCSF solution. 

(B). Graph showing the number of spontaneous events per 5 s in control aCSF (a), and 10min (b), 
20min (c) and 30min (d) following perfusion of 0 Mg++ ions aCSF solution from heterozygous and Rac1 
cKO acute brain slices. The frequency of spontaneous events that emerged in brain slices from Rac1 
cKO mice was significantly greater compared to the ones emerged in brain slices from heterozygous 
mice (n=15 slices from 7 Rac1 cKO mice; n=13 slices from 8 heterozygous mice) (one-way ANOVA, 
F(1,28) = 2.104, p =0.01, comparison between groups and within groups with Tukey post-hoc test). 

 

 
Figure 38. Rac1 cKO mice display increased susceptibility to induction of spontaneous events in the 

hyper-excitable brain slice. 

(A) Representative voltage traces from spontaneous activity recordings from heterozygous (top) and 
Rac1 cKO (bottom) brain slices in three conditions: a) perfusion of control aCSF (left), b) perfusion of 
high K+ aCSF for 20-30min (middle) and c) perfusion of high K+ aCSF plus 2μM diazepam (a GABA-A 
receptor agonist) for 20-30min (right). 



	

	 106	

 (B) Graph showing the frequency of spontaneous events in control aCSF, high K+ aCSF and in K+ aCSF 
plus diazepam conditions. The frequency of spontaneous events that emerged in Rac1 cKO brain slices 
was significantly greater compared to the ones emerged in heterozygous brain slices bathed control 
aCSF. The frequency of spontaneous events is statistically increased in high K+ aCSF, compared to 
control aCSF, and decreased in high K+ aCSF plus diazepam, compared to high K+ alone. In Rac1 cKO 
brain slices the frequency of spontaneous events remained unaltered in high K+ aCSF, compared to 
control aCSF, and significantly decreased in high K+ aCSF plus diazepam, compared to high K+ aCSF 
(n=15 slices from 7 Rac1 cKO mice; n=13 slices from 8 heterozygous mice) (one-way ANOVA, F(1,15) = 
1.625 p =0.05, comparison between groups and within groups with Tukey post-hoc test). 
 

Different oscillatory activities prevail in the Rac1 cKO. 

Disrupted function of interneurons in a local neuronal network leads to altered 

synchronization across different frequency bands. Thus, we analyzed the power spectra of 

the recorded spontaneous activity (Figure 39A-B) in the three different conditions (control 

aCSF, high K+ aCSF and high K+ aCSF plus diazepam), as mentioned above. We observed 

differences in the shape and number of peaks observed between the Rac1 cKO and 

heterozygous mice. On the other hand, we did not observe significant variation among the 

three different conditions within either the heterozygous or the Rac1 cKO genotypes (Figure 

39A-B).   

We next quantified the oscillatory activity in the range of delta (1–4 Hz), theta (4–7 Hz), 

alpha (8–12 Hz), beta (13–30 Hz), total gamma (30-150Hz), gamma (30–80 Hz) and high 

gamma (80–150 Hz) band activity, using the rate of power metric.  The rate of power (%) of 

each frequency domain revealed that the most dominant oscillatory activity was the gamma 

(30-150Hz) frequency domain in the heterozygous and Rac1cKO brain slices across all three 

conditions (Figure 40A, F; Table 4). The rate of total gamma power does not change in high 

K+ aCSF but it increases in the presence of diazepam in both genotypes (Figure 40F; Figure 

41B; Table 4). This is in accordance with previous reports linking the function of GABA-A 

receptors (which are positively modulated by diazepam) to total gamma power (Traub et al., 

1996; Whittington et al., 1995).  

In the heterozygous brain slices, the rate of delta, theta and alpha power showed a trend 

towards increase in high K+ aCSF (Figure 40B, C, D; Table 4), while the rate of beta power was 

unaltered, compared to control aCSF (Figure 40E; Table 4).  In the presence of diazepam in 

high K+ aCSF, the rate of delta and theta power was increased (Figure 40B, C; Table 4), similar 
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to the rate of gamma power (Figure 40F; Table 4), while the rate of beta power was again 

unaltered (Figure 40E; Table 4).  

In the Rac1 cKO brain slices, the rate of delta, theta and alpha power was significantly 

reduced over the three conditions compared to heterozygous brain slices (Figure 40B, C, D; 

Table 4). On the other hand, an enhanced peak rate of power beta appeared in the Rac1 cKO 

brain slices, which did not change in high K+ aCSF or in the presence of diazepam and 

remained slightly increased compared to heterozygous brain slices (Figure 40E; Table 4). 

Furthermore, the Rac1 cKO brain slices displayed lower peak rate of total gamma band power 

compared to heterozygous, in control aCSF (Figure  40A,F; Table 4). However, in Rac1 cKO 

brain slices, the peak of rate of gamma band did not change in high K+ aCSF or in the presence 

of diazepam (Figure 40F; Table 4). Together, these findings indicate there was a lack of 

capacity of Rac1 cKO cortical neuronal networks to synchronize at lower frequencies and to 

modulate their oscillatory domains in the presence of increased excitability and diazepam. 

 

 
Figure 39. Power spectral density analysis in Rac1cKO and heterozygous brain slices. 
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(A) Power spectral density profiles in logarithmic scaling (bottom) and linear scaling (inset) in 
heterozygous brain slices, perfused with control aCSF (left), high K+ aCSF (middle) and high K+ aCSF 
plus diazepam (right) (n=5 slices from 5 heterozygous mice). 
(B) Power spectral density profiles in logarithmic scaling (bottom) and linear scaling (inset) in Rac1 cKO 
brain slices perfused with control aCSF (left), high K+ aCSF (middle) and high K+ aCSF plus diazepam 
(right) (n=5 slices from 5 Rac1 cKO mice).  
 

Gamma oscillations are disorganized in the Rac1 cKO brain slices. 

Complexity and/or reduction in the amplitude of gamma responses has been revealed by 

many clinical studies of SCZ (Spencer et al., 2003; 2004; Uhlhaas and Singer, 2010). Our 

spectral analysis revealed that a single predominant peak occurs between 40-60Hz in 

heterozygous brain slices (Figure 39A) that was increased in high K+ aCSF plus diazepam. On 

the contrary, in Rac1 cKO brain slices, the power spectral density showed peaks in multiple 

frequency ranges, one at 40-60Hz and a second one at 100Hz (Figure 39B). Both peaks were 

not modulated by high K+ aCSF and the further addition of diazepam (Figure 39B). High 

frequency of gamma band is known to span from roughly gamma (30-80Hz) to high gamma 

(>80Hz) (Moran and Hong, 2011). We computed the rate of power gamma (30-80Hz) and high 

gamma (80-150Hz) separately and found significantly decreased rate of power gamma in Rac1 

cKO, compared to heterozygous brain slices (Figure 41A), in all three conditions.  

Furthermore, bath perfusion with diazepam in high K+ aCSF significantly increased the 

amplitude and the total gamma power in heterozygous (fold change from control aCSF: 108,2 

± 75,33%) and Rac1 cKO (fold change from control aCSF: 31,36 ± 21,21%) genotypes (Figure 

8B). Specifically, this increase in heterozygous slices is derived from the increased gamma 

band (30-80Hz) in high K+ aCSF plus diazepam when compared to control aCSF (Figure 41C). 

In Rac1 cKO slices, the major part of the increase in high K+ aCSF plus diazepam condition is 

derived from the increase of the high gamma band (80-150Hz) (Figure 41C). Consequently, 

the developmental decrease of interneuron numbers in Rac1 cKO cortical neuronal networks 

are characterized by altered gamma power as well as reduced low frequency oscillations.  
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Figure 40. Rac1 cKO brain slices exhibited altered oscillatory activities.  

The Rate of Power (%) (see material and methods) which represents the percentage of the signal 
power spectrum (mV2/Hz) of each oscillation in relation to the power spectrum of whole signal 
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(mV2/Hz). The following graphs show the ratio of power that exists in the specific range for each 
oscillation (Delta (1-4Hz), Theta (4-8Hz), Alpha (8-12Hz) and Beta (12-30Hz) and Total Gamma (30-
150Hz). The rate of power was calculated in three conditions, control aCSF, high K+ aCSF and high K+ 
aCSF plus 2μM diazepam, for each genotype. 
(A) Bar graph showing the rate of power of each frequency domain in heterozygous (left) and Rac1cKO 
(right) brain slices in control aCSF, revealing that the most dominant oscillatory activity was the 
gamma (30-150Hz) frequency domain in the heterozygous and Rac1cKO acute brain slices across all 
conditions. (n=5 slices from 5 Rac1 cKO mice; n=5 slices from 5 heterozygous mice, heterozygous: one-
way ANOVA, F(1,10) = 3.067 p =0.01 and Rac1 cKO: ordinary one-way ANOVA, F(1,10) = 18.06 p =0.01, 
comparison between groups and within groups with Tukey post-hoc test). 
(B) Bar graph showing the rate of power in delta (1-4Hz) frequency domain. A trend for increase in 
high K+ aCSF and in K+ aCSF plus diazepam was observed in heterozygous brain slices. In Rac1 cKO brain 
slices, the rate of delta power was lower compared to heterozygous brain slices and unaltered among 
all three conditions (n=5 slices from 5 Rac1 cKO mice; n=5 slices from 5 heterozygous mice, one-way 
ANOVA, F(1,15) = 1.239 p =0.01, comparison between groups and within groups with Tukey post-hoc 
test). 
(C) Bar graph showing the rate of power in theta (4-7Hz) frequency domain. A trend for increase in 
high K+ aCSF and in K+ aCSF plus diazepam was observed in heterozygous brain slices. In Rac1 cKO brain 
slices, the rate of theta power was lower compared to heterozygous brain slices and unaltered among 
all three conditions (n=5 slices from 5 Rac1 cKO mice; n=5 slices from 5 heterozygous mice, ordinary 
one-way ANOVA, F(1,15) = 0.7201 p =0.01, comparison between groups and within groups with Tukey 
post-hoc test). 
(D) Bar graph showing the rate of power in alpha (8-12Hz) frequency domain. A trend for increase in 
high K+ aCSF and in K+ aCSF plus diazepam in heterozygous brain slices. In Rac1 cKO brain slices, the 
rate of theta power was lower compared to heterozygous brain slices and unaltered among all three 
conditions (n=5 slices from 5 Rac1 cKO mice; n=5 slices from 5 heterozygous mice, ordinary one-way 
ANOVA, F(1,15) = 0.6602 p =0.01, comparison between groups and within groups with Tukey post-hoc 
test). 
(E) Bar graph showing the rate of power in beta (13-30Hz) frequency domain was lower in 
heterozygous than Rac1 cKO brain slices. In either genotype, the rate of power did not change in any 
of the three conditions (n=5 slices from 5 Rac1 cKO mice; n=5 slices from 5 heterozygous mice, 
ordinary one-way ANOVA, F(1,15) = 3.778 p =0.01, comparison between groups and within groups with 
Tukey post-hoc test).  
(F) Bar graph showing the rate of power in total gamma (30-150Hz) frequency domain. A trend for 
increase was observed in high K+ aCSF plus diazepam in heterozygous brain slices, compared to high 
K+ or control aCSF. In Rac1 cKO brain slices the rate, of gamma power was lower compared to 
heterozygous brain slices and was unaltered in all three (n=5 slices from 5 Rac1 cKO mice; n=5 slices 
from 5 heterozygous mice, ordinary one-way ANOVA, F(1,15) = 0.0478 p =0.01, comparison between 
groups and within groups with Tukey post-hoc test). 
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Figure 41. Disorganized gamma oscillations in Rac1 cKO brain slices.	
 (A) Bar graph showing the rate of power in gamma (30-80Hz) and high gamma (80-150Hz), in 

heterozygous (left) and Rac1 cKO (right) brain slices. In heterozygous brain slices the rate of power 

gamma increased in high K+ aCSF plus diazepam. The rate of power of high gamma was significantly 

lower compared to rate of gamma. In Rac1 cKO brain slices, the rate of power gamma was unaltered 

among the three conditions and was decreased when compared to heterozygous brain slices. The rate 

of power of high gamma was significantly increased in Rac1 cKO compared to heterozygous brain 
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slices (n=5 slices from 5 Rac1 cKO mice; n=5 slices from 5 heterozygous mice) (one-way ANOVA, F(1,5) 

= 1.52, p =0.01). 

(B) Bar graph showing the overall effect of high K+ aCSF and high K+ aCSF plus diazepam on elicited 

total gamma oscillation (30-150Hz) (% changes each condition from control aCSF). In high K+ aCSF plus 

diazepam, both heterozygous and Rac1cKO brain slices show a significant increase on overall gamma 

power (n=5 slices from 5 Rac1 cKO mice; n=5 slices from 5 heterozygous mice) (two-tailed t-test, 

p<0.01). 

(C) Bar graph showing the overall effect of high K+ aCSF and high K+ aCSF plus diazepam on elicited 

gamma power (30-80Hz) and high gamma (80-150Hz). In heterozygous brain slices, the power of 

gamma range (30-80Hz), but not the high gamma, is enhanced, while in the Rac1 cKO brain slices the 

power of high gamma range (80-815Hz) is enhanced (n=5 slices from 5 Rac1 cKO mice; n=5 slices from 

5 heterozygous mice) (two-tailed t-test, p<0.01), but not the power of gamma. 

	
	
	
Table 4. Rate of Power (%). 
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Discussion 
 

In this study, we examined the effect of decreased inhibition throughout postnatal life on 

the functional organization of adult local cortical circuits, in brain slices. We show that this 

decrease results in increased synaptic transmission, decreased LTP and enhanced 

spontaneous activity. Furthermore, spontaneous oscillatory activity displays significant 

abnormalities in Rac1 cKO mice, particularly a significant decrease of the range of low 

frequencies, alteration of the gamma frequency range (30-80Hz) and an aberrant peak at the 

high gamma frequency range (80-150Hz).  

 

Physiological changes in Rac1 cKO mice cortex. 

As a consequence of the specific ablation of Rac1 from Nkx2.1-expressing MGE-derived 

cells, we observed a severely reduced number of all MGE-derived neurons in the adult brain 

(Vidaki et al. 2012). In addition, we have established that the significant decrease in cortical 

interneurons causes adaptations in several features of the mature glutamatergic transmission 

in the adult prefrontal cortex (PFC), such as the PPR at 20Hz, LTP induction, dendritic spines 

and NMDA receptor subunit expression. Furthermore, we found that increasing GABA 

receptor function during early postnatal life reverses the defect in dendritic 

morphology (Konstantoudaki et al. 2016).  

Our data demonstrate that in the presence of reduced inhibitory activity postnatally, the 

synaptic plasticity and stimulus-induced recurrent activity are affected (Figure 35 and 36). 

Reports in the literature using in vitro slice models of epilepsy, including electrical kindling in 

slices, high K+, zero Mg2+, zero Ca2+, 4- aminopyridine-induced and bicuculline-induced 

seizures, have revealed this increased burst activity and spontaneous events (Gutiérrez et al., 

1999; Hochman, 2012). Our study shows that in high K+ and zero Mg2+ environments, a 

pronounced susceptibility and rapid saturation in the emergence of spontaneous activity is 

observed in the Rac1 cKO (Figs 4 and 5). 

 

Deficits in neuronal oscillatory activity in Rac1 cKO mice. 

Even small changes in the balance between excitation and inhibition can result in runaway 

excitability (Chagnac-Amitai and Connors, 1989), disruption of sensory responses (Nelson, 

1991) and alteration of experience-dependent plasticity (Hensch, 2005). Spontaneous activity 
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oscillations are also critical for the maturation and plasticity of cortical networks at several 

developmental stages (Ben-Ari, 2001; Katz and Shatz, 1996; Khazipov and Luhmann, 2006; 

Luhmann et al., 2016). Neuronal oscillation is rhythmic activity within a narrow frequency 

range and represents an essential mechanism for enabling coordinating activity during 

normal brain function.  

Oscillations in different frequency ranges have been associated with various cognitive 

functions and underlying neurobiological mechanisms. Electroencephalography (EEG) 

records cortical oscillations and they are typically described as low frequency bands at delta 

(1-4Hz), theta (4-8Hz), alpha (8-12Hz) and beta (12-30Hz) and high frequency oscillations at 

gamma (30-80Hz) and high gamma bands (>80Hz) (Moran and Hong, 2011; Sun et al., 2011).  

Although the majority of the studies analysing oscillations were done in either awake or 

anesthetized animals, some studies have been performed in vitro. These studies in acute brain 

slices have revealed that oscillatory population activity could be generated by isolated local 

circuits. Therefore, these studies justify the use of brain slices as an experimental approach 

for investigation of oscillations that resemble the in vivo rhythmic activity (Cunningham et al., 

2003; McNally, 2013; Rebollo et al., 2018; Whittington et al., 1995; 1997).  

Oscillations in the delta range (1–4 Hz) is limited and may relate to coding of sensory stimuli 

(Lakatos et al., 2005; 2008). Theta oscillations (4–7 Hz) are evident in the hippocampus but 

occur also in the ento- and the perirhinal, the prefrontal, somatosensory and visual cortex, 

and superior colliculus (Raghavachari et al., 2006; Tsujimoto et al., 2006). Theta activity has 

been implicated in the memory process and is particularly effective in inducing LTP (Hölscher 

et al., 1997; Huerta and Lisman, 1993; Pavlides et al., 1988). Alpha oscillations (8–12 Hz) are 

very prominent in the thalamus but have also been recorded in all cortical and subcortical 

areas (Başar et al., 1997; Steriade et al., 1993). Beta frequency oscillations (13–30 Hz) are 

related to the perception of environmental novelty in rodents (Berke et al., 2008) and their 

generation has been associated with particular neurotransmitter systems, including NMDA 

and GABA-A receptor activities (Traub et al., 2004; Yamawaki et al., 2008). Oscillations in the 

gamma range have been recorded in several cortical areas and have been correlated with 

cognitive functions (Tiitinen et al., 1993; Uhlhaas et al., 2008). GABAergic interneurons play 

the role of pacemakers in the generation of high frequency oscillations by producing rhythmic 

inhibitory post synaptic potentials in pyramidal neurons (Cobb et al., 1995; Konstantoudaki 

et al., 2014; Wang and Buzsáki, 1996). Particularly, PV+ interneurons are correlated with fast-
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spiking cells and their activity is essential for generation and synchronization of gamma 

rhythms in mice, in vivo (Sohal et al., 2009). Alterations in fast and slow oscillations have been 

associated with FS interneurons (Joho et al., 1999). 

In our mouse model, we observed decreased power in the slow oscillations, including 

delta, theta and alpha oscillations, thus linking these oscillations with normal inhibitory 

function. In another transgenic line with interneuron deficits (Batista-Brito et al., 2009), 

dysregulation in the delta and theta oscillations is correlated with interneuron maturation. In 

addition, we have shown that the developmental decrease of interneurons correlates with 

impaired synaptic plasticity and NMDA subunit levels in the adult cortex (from 

Konstantoudaki et al., 2016) and increased beta power (this report), making a more direct link 

between the reduction in MGE-derived interneurons and concurrent increases in beta power. 

Finally, the Rac1 cKO exhibits a decreased number of PV+ and SST+ interneurons by 50% 

(Vidaki et al., 2012) and reduced gamma oscillations in vitro (data from this work Figure 

40,41), further corroborating the fundamental role of these subpopulations of interneurons 

in the generation of synchronized gamma rhythms. 

 

Synaptic transmission and neuronal oscillations. 

Synaptic GABA-A receptor-mediated inhibition may be sufficient to generate network 

oscillations in vivo (Traub et al., 1996; Whittington et al., 1995). In the presence of high 

extracellular K+ concentration, multiple other mechanisms (ionic transporters Na+- K+ -2Cl- 

(NKCC1) and K+ -Cl- (KCC2), extra-synaptic GABA(A) receptors, and the GAT-1 transporter) 

could lead to the development of gamma bursts in vitro (Subramanian et al., 2018). Our data 

shows that heterozygous slices at high K+ aCSF show increased amplitude of gamma power in 

the presence of diazepam. However, GABA-A receptor activation does not seem to be 

efficient in order to increase gamma power in a cortex with significantly fewer interneurons, 

as is the case of Rac1 cKO, suggesting a disruption of gamma oscillatory activity.   

With regards to the glutamatergic system, inhibition of NMDA receptor function induces 

aberrant high frequency oscillations throughout cortical and subcortical networks (Pinault, 

2008; Rebollo et al., 2018). Our Rac1 cKO mice display impaired synaptic transmission and 

NMDA-dependent LTP, reduced gamma frequency range (30-80Hz) and induced aberrant 

high gamma frequency oscillations (80-150Hz) in the cortex. These results agree with the 
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findings that inhibition and excitation are in close connection and link studies on neuronal 

oscillations and the mechanisms that influence E/I balance. Finally, reduction of theta and 

gamma activity have been correlated with decreased LTP (Huerta and Lisman, 1993; Kalweit 

et al., 2017; Stephan et al., 2009; Wespatat et al., 2004). This view is consistent with our 

results since LTP is reduced along with the beta and gamma powers of oscillatory activity.  

 

Mice with decreased interneuron function and alterations in oscillatory 

activity. 

Several animal models exist in which modulation of specific molecules in interneurons 

alters their functional attributes and the mature neuronal networks. Early removal of Nkx2.1 

or Lhx6 results in decreased numbers of PV and SST-expressing interneurons and the 

emergence of prolonged abnormal bursting activity in the cortex, as measured by EEG 

recordings (Butt et al., 2008; Neves et al., 2012). A number of transgenic mice exist with 

decreased numbers of various subpopulations of cortical interneurons with resulting 

alterations in oscillatory activity (Batista-Brito et al., 2009).  

Here we show that the Rac1 cKO transgenic mouse line that exhibits a 50% decrease of PV 

and SST interneurons (Vidaki et al., 2012) demonstrate reduced low frequency oscillations, 

increased beta power and aberrant gamma oscillations. Therefore, our study reinforces the 

connection between PV and SST interneurons with proper gamma frequency oscillations, 

while also providing a link between these two interneuron subtypes with the low frequency 

and beta oscillations. Future experiments could further investigate the functional 

mechanisms via which this developmental decrease of interneurons affects the oscillatory 

activities of local neuronal networks.  

 

Disrupted E/I balance and oscillations in neuropsychiatric disorders. 

Alterations in E/I balance can be caused by changes in interneuron numbers (Benes, 1991; 

Fung et al., 2014; Peñagarikano et al., 2011; Sakai et al., 2008; Selby et al., 2007) or reduced 

expression of markers of interneuron populations without changes in cell numbers pe se 

(Donato et al., 2014; Enwright et al., 2016; Fatemi et al., 2008a; 2008b; Filice et al., 2016; 

Hanno-Iijima et al., 2015; Hashimoto et al., 2003; Volk and Lewis, 2013). Shifts in the E/I 

balance as well as modifications in neuronal oscillations, especially the well-studied gamma 
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frequency band, are observed in many psychiatric disorders, including ASD, SCZ, bipolar 

disorder and depression (Canitano and Pallagrosi, 2017; Fung et al., 2014; Gao and Penzes, 

2015; Klempan et al., 2007; Luscher et al., 2010; Marin, 2012; Rubenstein and Merzenich, 

2003; Sakai et al., 2008; Selten et al., 2018). It has been hypothesized that aberrant gamma 

oscillations underlie deficits in higher order cognitive processes (Cho et al., 2006; Spencer et 

al., 2003; 2004; Tiitinen et al., 1993; Uhlhaas and Singer, 2010; 2012; Uhlhaas et al., 2008).  

 

Conclusion 

Our study contributes towards the elucidation of synaptic physiology of local cortical 

circuits.  We demonstrate that the capacity of local neuronal synchronization is reduced in 

the cortex when cortical interneurons are significantly decreased. It is tempting to speculate 

that altered synchronization over a larger cortical region follows decreased oscillatory 

frequencies within local circuits that in turn ensue from the reduction in interneuron numbers 

throughout postnatal life. Therefore, our data may enhance to understand the interneuron 

dysfunction often observed in animal models and clinical studies.  
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Part III: Participation in additional published studies.  
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I participated in three more published studies during my doctorate. The first two years 

of my doctorate, I participated to complete and published  a study which we had started 

during my master thesis (Tivodar et al., 2015).  The title of this study was “Rac-GTPases 

Regulate Microtubule Stability and Axon Growth of Cortical GABAergic Interneurons.” ( 

https://doi.org/10.1093/cercor/bhu037). In brief, cortical interneurons are characterized by 

extraordinary functional and morphological diversity. Although tremendous progress has 

been made in uncovering molecular and cellular mechanisms implicated in interneuron 

generation and function, several questions still remain open. Rho-GTPases have been 

implicated as intracellular mediators of numerous developmental processes such as 

cytoskeleton organization, vesicle trafficking, transcription, cell cycle progression, and 

apoptosis. Specifically, in cortical interneurons, previous study, from the lab, had shown a 

cell-autonomous and stage-specific requirement for Rac1 activity within proliferating 

interneuron precursors. Conditional ablation of Rac1 in the medial ganglionic eminence 

leaded to a 50% reduction of GABAergic interneurons in the postnatal cortex(Vidaki et al., 

2012). We examined the additional role of Rac3 by analyzing Rac1/Rac3 double-mutant mice. 

We showed that in the absence of both Rac proteins, the embryonic migration of medial 

ganglionic eminence-derived interneurons is further impaired. Postnatally, double-mutant 

mice displayed a dramatic loss of cortical interneurons. In addition, Rac1/Rac3-deficient 

interneurons showed gross cytoskeletal defects in vitro, with the length of their leading 

processes significantly reduced and a clear multipolar morphology. We proposed that in the 

absence of Rac1/Rac3, cortical interneurons fail to migrate tangentially towards the pallium 

due to defects in actin and microtubule cytoskeletal dynamics(Tivodar et al., 2015). My 

contribution to this study was mainly focused on postnatal analysis of mice mutant for both 

Racs and a part of cytoskeletal analysis of embryonic Rac1/Rac3-deficient interneurons.  

I am also a co-author in a publication entitled “The function of contactin-2/TAG-1 in 

oligodendrocytes in health and demyelinating pathology.”(Zoupi et al., 

2017,  https://doi.org/10.1002/glia.23266). In brief, the oligodendrocyte maturation process 

and the transition from the pre-myelinating to the myelinating state are extremely important 

during development and in pathology. In the present study, we investigated the role of the 

cell adhesion molecule CNTN2/TAG-1 on oligodendrocyte proliferation, differentiation, 

myelination, and function during development and under pathological conditions. With the 

combination of in vivo, in vitro, ultrastructural, and electrophysiological methods, we mapped 



	

	 120	

the expression of CNTN2 protein in the oligodendrocyte lineage during the different stages of 

myelination and its involvement on oligodendrocyte maturation, branching, myelin-gene 

expression, myelination, and axonal function. The cuprizone model of central nervous system 

demyelination was further used to assess CNTN2 in pathology. During development, CNTN2 

could be transiently affected the expression levels of myelin and myelin-regulating genes, 

while its absence resulted in reduced oligodendrocyte branching, hypomyelination of fiber 

tracts and impaired axonal conduction. In pathology, CNTN2 absence did not affect the extent 

of de- and remyelination. However, during remyelination, a novel, CNTN2-independent 

mechanism revealed that was able to recluster voltage gated potassium channels (VGKCs) 

resulting in the improvement of fiber conduction. My contribution n this study was to perform 

corpus callosum (CC) compound action potential (CAP) extracellular field recordings from 

acute brain slices. Specifically, I analyzed CC CAPs amplitude and conduction velocity of 

myelinated fibers as we were interested in axonal conduction and functional consequences 

of recovered remyelinated fibers in Tag-1-/- mice. 

The title of the third published study in which I was member is: “Prefrontal cortical-

specific differences in behavior and synaptic plasticity between adolescent and adult 

mice.”(Konstantoudaki et al., 2018, https://doi.org/10.1152/jn.00189.2017) In brief, 

adolescence is a highly vulnerable period for the emergence of major neuropsychological 

disorders and is characterized by decreased cognitive control and increased risk-taking 

behavior and novelty-seeking. The PFC is involved in the cognitive control of impulsive and 

risky behavior. Although the PFC is known to reach maturation later than other cortical areas, 

little information is available regarding the functional changes from adolescence to adulthood 

in PFC, particularly compared with other primary cortical areas. This study aimed to 

understand the development of PFC-mediated, compared with non-PFC-mediated, cognitive 

functions. Toward this aim, we performed cognitive behavioral tasks in adolescent and adult 

mice and subsequently investigated synaptic plasticity in two different cortical areas. Our 

results showed that adolescent mice exhibit impaired performance in PFC-dependent 

cognitive tasks compared with adult mice, whereas their performance in non-PFC-dependent 

tasks is similar to that of adults. Furthermore, adolescent mice exhibited decreased long-term 

potentiation (LTP) within upper-layer synapses of the PFC but not the barrel cortex. Blocking 

GABAA receptor function significantly augments LTP in both the adolescent and adult PFC. No 

change in intrinsic excitability of PFC pyramidal neurons was observed between adolescent 
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and adult mice. Finally, increased expression of the NR2A subunit of the N-methyl-D-

aspartate receptors is found only in the adult PFC, a change that could underlie the 

emergence of LTP. In conclusion, our results demonstrate physiological and behavioral 

changes during adolescence that are specific to the PFC and could underlie the reduced 

cognitive control in adolescents. My contribution in this study was to perform whole cell 

patch clamp recordings in order to analyse the passive and active membrane properties of 

layer II pyramidal neurons in adolescent and in adult mice.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



	

	 122	

Reference: 
	
Adesnik, H. (2018). Layer-specific excitation/inhibition balances during neuronal 

synchronization in the visual cortex. The Journal of Physiology 596, 1639–1657. 
doi:10.1113/JP274986. 

Adesnik, H., and Scanziani, M. (2010). Lateral competition for cortical space by layer-specific 
horizontal circuits. Nature 464, 1155–1160. doi:10.1038/nature08935. 

Allene, C., and Cossart, R. (2010). Early NMDA receptor-driven waves of activity in the 
developing neocortex: physiological or pathological network oscillations? The Journal of 
Physiology 588, 83–91. doi:10.1113/jphysiol.2009.178798. 

Allene, C., Cattani, A., Ackman, J. B., Bonifazi, P., Aniksztejn, L., Ben-Ari, Y., et al. (2008a). 
Sequential generation of two distinct synapse-driven network patterns in developing 
neocortex. Journal of Neuroscience 28, 12851–12863. doi:10.1523/JNEUROSCI.3733-
08.2008. 

Allene, C., Cattani, A., Ackman, J. B., Bonifazi, P., Aniksztejn, L., Ben-Ari, Y., et al. (2008b). 
Sequential Generation of Two Distinct Synapse-Driven Network Patterns in Developing 
Neocortex. J. Neurosci. 28, 12851–12863. doi:10.1523/JNEUROSCI.3733-08.2008. 

Amin, H., Marinaro, F., De Pietri Tonelli, D., and Berdondini, L. (2017). Developmental 
excitatory-to-inhibitory GABA-polarity switch is disrupted in 22q11.2 deletion syndrome: 
a potential target for clinical therapeutics. Scientific Reports, 1–18. doi:10.1038/s41598-
017-15793-9. 

Anastasiades, P. G., Marques-Smith, A., Lyngholm, D., Lickiss, T., Raffiq, S., tzel, D. K. A., et al. 
(2016). GABAergic interneurons form transient layer-specific circuits in early postnatal 
neocortex. Nature Communications 7, 1–13. doi:10.1038/ncomms10584. 

Andersen, P., Eccles, J. C., and Lyning, Y. (1964). PATHWAY OF POSTSYNAPTIC INHIBITION IN 
THE HIPPOCAMPUS. Journal of Neurophysiology 27, 608–619. 
doi:10.1152/jn.1964.27.4.608. 

Andersen, S. L. (2003). Trajectories of brain development: point of vulnerability or window of 
opportunity? Neuroscience & Biobehavioral Reviews 27, 3–18. doi:10.1016/S0149-
7634(03)00005-8. 

Anderson, S. A. (1997). Interneuron Migration from Basal Forebrain to Neocortex: 
Dependence on Dlx Genes. Science 278, 474–476. doi:10.1126/science.278.5337.474. 

Arnsten, A. F. T. (2009). Stress signalling pathways that impair prefrontal cortex structure and 
function. 1–13. doi:10.1038/nrn2648. 

Ascoli, G. A., Alonso-Nanclares, L., Anderson, S. A., Barrionuevo, G., Benavides-Piccione, R., 
Burkhalter, A., et al. (2008). Petilla terminology: nomenclature of features of GABAergic 
interneurons of the cerebral cortex. Nat Rev Neurosci 9, 557–568. doi:10.1038/nrn2402. 



	 123	

Ährlund-Richter, S., Xuan, Y., van Lunteren, J. A., Kim, H., Ortiz, C., Pollak Dorocic, I., et al. 
(2019). A whole-brain atlas of monosynaptic input targeting four different cell types in 
the medial prefrontal cortex of the mouse. Nature Neuroscience 27, 555–19. 
doi:10.1038/s41593-019-0354-y. 

Bahrey, H. L. P., and Moody, W. J. (2003). Early Development of Voltage-Gated Ion Currents 
and Firing Properties in Neurons of the Mouse Cerebral Cortex. Journal of 
Neurophysiology 89, 1761–1773. doi:10.1152/jn.00972.2002. 

Barmashenko, G., Hefft, S., Aertsen, A., Kirschstein, T., and Köhling, R. (2011). Positive shifts 
of the GABAA receptor reversal potential due to altered chloride homeostasis is 
widespread after status epilepticus. Epilepsia 52, 1570–1578. doi:10.1111/j.1528-
1167.2011.03247.x. 

Bartolini, G., Ciceri, G., and Marin, O. (2013). Integration of GABAergic Interneurons into 
Cortical Cell Assemblies: Lessons from Embryos and Adults. 79, 849–864. 
doi:10.1016/j.neuron.2013.08.014. 

Bartos, M., Vida, I., and Jonas, P. (2007). Synaptic mechanisms of synchronized gamma 
oscillations in inhibitory interneuron networks. Nat Rev Neurosci 8, 45–56. 
doi:10.1038/nrn2044. 

Bartzokis, G., Beckson, M., Lu, P. H., Nuechterlein, K. H., Edwards, N., and Mintz, J. (2001). 
Age-Related Changes in Frontal and Temporal Lobe Volumes in Men: A Magnetic 
Resonance Imaging Study. Archives of General Psychiatry 58, 461–465. 
doi:10.1001/archpsyc.58.5.461. 

Başar, E., Schürmann, M., Başar-Eroglu, C., and Karakaş, S. (1997). Alpha oscillations in brain 
functioning: an integrative theory. International Journal of Psychophysiology 26, 5–29. 
doi:10.1016/S0167-8760(97)00753-8. 

Batista-Brito, R., and Fishell, G. (2009). Chapter Three The Developmental Integration of 
Cortical Interneurons into a Functional Network. 1st ed. Elsevier Inc. doi:10.1016/S0070-
2153(09)01203-4. 

Bayer, S. A., and Altman, J. (1991). Neocortical development. Raven Pr. 

Beamish, C. A., Mehta, S., Strutt, B. J., Chakrabarti, S., Hara, M., and Hill, D. J. (2017). Decrease 
in Ins+Glut2LO β-cells with advancing age in mouse and human pancreas. Journal of 
Endocrinology 233, 229–241. doi:10.1530/JOE-16-0475. 

Ben-Ari, Y. (2001). Developing networks play a similar melody. Trends in Neurosciences 24, 
353–360. doi:10.1016/S0166-2236(00)01813-0. 

Ben-Ari, Y. (2002a). Excitatory actions of GABA during development: the nature of the 
nurture. Nat Rev Neurosci. 

Ben-Ari, Y. (2002b). Excitatory actions of gaba during development: the nature of the nurture. 
Nat Rev Neurosci 3, 728–739. doi:10.1038/nrn920. 



	

	 124	

Ben-Ari, Y. (2006). Basic developmental rules and their implications for epilepsy in the 
immature brain. Epileptic Disord, 1–12. 

Ben-Ari, Y. (2012). Refuting the challenges of the developmental shift of polarity of GABA 
actions: GABA more exciting than ever! 1–18. doi:10.3389/fncel.2012.00035/abstract. 

Ben-Ari, Y. (2014a). NEUROSCIENCE FOREFRONT REVIEW THE GABA EXCITATORY/INHIBITORY 
DEVELOPMENTAL SEQUENCE: A PERSONAL JOURNEY. Neuroscience 279, 187–219. 
doi:10.1016/j.neuroscience.2014.08.001. 

Ben-Ari, Y. (2014b). The GABA excitatory/inhibitory developmental sequence: A personal 
journey. Neuroscience 279, 187–219. doi:10.1016/j.neuroscience.2014.08.001. 

Ben-Ari, Y. (2017). NKCC1 Chloride Importer Antagonists Attenuate Many Neurological and 
Psychiatric Disorders. Trends in Neurosciences 40, 536–554. 
doi:10.1016/j.tins.2017.07.001. 

Ben-Ari, Y., and Holmes, G. L. (2005). The multiple facets of γ-aminobutyric acid dysfunction 
in epilepsy: review. Current Opinion in Neurology 18, 141–145. 
doi:10.1097/01.wco.0000162855.75391.6a. 

Ben-Ari, Y., Cherubini, E., Corradetti, R., and Gaiarsa, J. L. (1989). Giant synaptic potentials in 
immature rat CA3 hippocampal neurones. The Journal of Physiology 416, 303–325. 
doi:10.1113/jphysiol.1989.sp017762. 

Ben-Ari, Y., Gaiarsa, J. L., Tyzio, R., and Khazipov, R. (2007). GABA: A Pioneer Transmitter That 
Excites Immature Neurons and Generates Primitive Oscillations. Physiological Reviews 87, 
1215–1284. doi:10.1152/physrev.00017.2006. 

Ben-Ari, Y., Khalilov, I., Kahle, K. T., and Cherubini, E. (2012). The GABA Excitatory/Inhibitory 
Shift in Brain Maturation and Neurological Disorders. The Neuroscientist 18, 467–486. 
doi:10.1177/1073858412438697. 

Benes, F. M. (1991). Deficits in Small Interneurons in Prefrontal and Cingulate Cortices of 
Schizophrenic and Schizoaffective Patients. Archives of General Psychiatry 48, 996–1001. 
doi:10.1001/archpsyc.1991.01810350036005. 

Berke, J. D., Hetrick, V., Breck, J., and Greene, R. W. (2008). Transient 23-30 Hz oscillations in 
mouse hippocampus during exploration of novel environments. Hippocampus 18, 519–
529. doi:10.1002/hipo.20435. 

Best, J. R., and Miller, P. H. (2010). A Developmental Perspective on Executive Function. Child 
Development 81, 1641–1660. doi:10.1111/j.1467-8624.2010.01499.x. 

Bitzenhofer, S. H., Ahlbeck, J., Wolff, A., Wiegert, J. S., Gee, C. E., Oertner, T. G., et al. (2017). 
Layer-specific optogenetic activation of pyramidal neurons causes beta-gamma 
entrainment of neonatal networks. Nature Communications 8, 14563. 
doi:10.1038/ncomms14563. 

Bitzenhofer, S. H., Poepplau, J. A., Chini, M., Marquardt, A., and Hanganu-Opatz, I. (2019). 



	 125	

Activity-dependent maturation of prefrontal gamma oscillations sculpts cognitive 
performance. bioRxiv, 1–39. doi:10.1101/558957. 

Blanquie, O., Yang, J. W., Kilb, W., Sharopov, S., Elife, A. S., 2017 (2017). Electrical activity 
controls area-specific expression of neuronal apoptosis in the mouse developing cerebral 
cortex. cdn.elifesciences.org 

. 

Blatt, G. J., and Fatemi, S. H. (2011). Alterations in GABAergic Biomarkers in the Autism Brain: 
Research Findings and Clinical Implications. Anat. Rec. 294, 1646–1652. 
doi:10.1002/ar.21252. 

Bortone, D. S., Olsen, S. R., and Scanziani, M. (2014). Translaminar Inhibitory Cells Recruited 
by Layer 6 Corticothalamic Neurons Suppress Visual Cortex. Neuron 82, 474–485. 
doi:10.1016/j.neuron.2014.02.021. 

Bortone, D., and Polleux, F. (2009). KCC2 Expression Promotes the Termination of Cortical 
Interneuron Migration in a Voltage-Sensitive Calcium-Dependent Manner. Neuron 62, 
53–71. doi:10.1016/j.neuron.2009.01.034. 

Bosman, L. W. J., Houweling, A. R., Owens, C. B., Tanke, N., Shevchouk, O. T., Rahmati, N., et 
al. (2011). Anatomical Pathways Involved in Generating and Sensing Rhythmic Whisker 
Movements. Front. Integr. Neurosci. 5. doi:10.3389/fnint.2011.00053. 

Brockmann, M. D., Pöschel, B., Cichon, N., and Hanganu-Opatz, I. L. (2011). Coupled 
Oscillations Mediate Directed Interactions between Prefrontal Cortex and Hippocampus 
of the Neonatal Rat. Neuron 71, 332–347. doi:10.1016/j.neuron.2011.05.041. 

Brodmann, K. (1909). Vergleichende Lokalisationslehre der Grosshirnrinde in ihren Prinzipien 
dargestellt auf Grund des Zellenbaues. Leipzig: Barth. 

Burgard, E. C., and Hablitz, J. J. (1993). Developmental changes in NMDA and non-NMDA 
receptor-mediated synaptic potentials in rat neocortex. Journal of Neurophysiology 69, 
230–240. doi:10.1152/jn.1993.69.1.230. 

Butt, S. J. B., Fuccillo, M., Nery, S., Noctor, S., Kriegstein, A., Corbin, J. G., et al. (2005a). The 
Temporal and Spatial Origins of Cortical Interneurons Predict Their Physiological Subtype. 
Neuron 48, 591–604. doi:10.1016/j.neuron.2005.09.034. 

Butt, S. J. B., Fuccillo, M., Nery, S., Noctor, S., Kriegstein, A., Corbin, J. G., et al. (2005b). The 
Temporal and Spatial Origins of Cortical Interneurons Predict Their Physiological Subtype. 
Neuron 48, 591–604. doi:10.1016/j.neuron.2005.09.034. 

Butt, S. J. B., Sousa, V. H., Fuccillo, M. V., Hjerling-Leffler, J., Miyoshi, G., Kimura, S., et al. 
(2008). The Requirement of Nkx2-1 in the Temporal Specification of Cortical Interneuron 
Subtypes. Neuron 59, 722–732. doi:10.1016/j.neuron.2008.07.031. 

Buzsáki, G. (2006). Rhythms of the Brain. 1–465. 



	

	 126	

Buzsáki, G., and Draguhn, A. (2004). Neuronal Oscillations in Cortical Networks. Science 304, 
1926–1929. doi:10.1126/science.1099745. 

Caballero, A., Diah, K. C., and Tseng, K. Y. (2013). Region-specific upregulation of parvalbumin-
, but not calretinin-positive cells in the ventral hippocampus during adolescence. 
Hippocampus 23, 1331–1336. doi:10.1002/hipo.22172. 

Caballero, A., Flores-Barrera, E., Cass, D. K., and Tseng, K. Y. (2014a). Differential regulation of 
parvalbumin and calretinin interneurons in the prefrontal cortex during adolescence. 
Brain Struct Funct 219, 395–406. doi:10.1007/s00429-013-0508-8. 

Caballero, A., Granberg, R., and Tseng, K. Y. (2016). Mechanisms contributing to prefrontal 
cortex maturation during adolescence. Neuroscience & Biobehavioral Reviews, 1–29. 
doi:10.1016/j.neubiorev.2016.05.013. 

Caballero, A., Thomases, D. R., Flores-Barrera, E., Cass, D. K., and Tseng, K. Y. (2014b). 
Emergence of GABAergic-dependent regulation of input-specific plasticity in the adult rat 
prefrontal cortex during adolescence. Psychopharmacology 231, 1789–1796. 
doi:10.1007/s00213-013-3216-4. 

Campi, K. L., and Krubitzer, L. (2010). Comparative studies of diurnal and nocturnal rodents: 
Differences in lifestyle result in alterations in cortical field size and number. Journal of 
Comparative Neurology 518, 4491–4512. doi:10.1002/cne.22466. 

Cang, J., Rentería, R. C., Kaneko, M., Liu, X., Copenhagen, D. R., and Stryker, M. P. (2005). 
Development of Precise Maps in Visual Cortex Requires Patterned Spontaneous Activity 
in the Retina. Neuron 48, 797–809. doi:10.1016/j.neuron.2005.09.015. 

Carlén, M. (2017). What constitutes the prefrontal cortex? Science 358, 478–482. 
doi:10.1126/science.aan8868. 

Casey, B. J., Giedd, J. N., and Thomas, K. M. (2000). Structural and functional brain 
development and its relation to cognitive development. Biological Psychology 54, 241–
257. doi:10.1016/S0301-0511(00)00058-2. 

CASEY, B., TOTTENHAM, N., LISTON, C., and DURSTON, S. (2005). Imaging the developing 
brain: what have we learned about cognitive development? Trends in Cognitive Sciences 
9, 104–110. doi:10.1016/j.tics.2005.01.011. 

Chang, Y.-M., and Luebke, J. I. (2007). Electrophysiological Diversity of Layer 5 Pyramidal Cells 
in the Prefrontal Cortex of the Rhesus Monkey: In Vitro Slice Studies. Journal of 
Neurophysiology 98, 2622–2632. doi:10.1152/jn.00585.2007. 

Chiu, C., and Weliky, M. (2001). Spontaneous Activity in Developing Ferret Visual Cortex In 
Vivo. J. Neurosci. 21, 8906–8914. doi:10.1523/JNEUROSCI.21-22-08906.2001. 

Close, J., Xu, H., De Marco García, N., Batista-Brito, R., Rossignol, E., Rudy, B., et al. (2012). 
Satb1 is an activity-modulated transcription factor required for the terminal 
differentiation and connectivity of medial ganglionic eminence-derived cortical 



	 127	

interneurons. Journal of Neuroscience 32, 17690–17705. doi:10.1523/JNEUROSCI.3583-
12.2012. 

Cobb, S. R., Buhl, E. H., Halasy, K., Paulsen, O., and Somogyi, P. (1995). Synchronization of 
neuronal activity in hippocampus by individual GABAergic interneurons. Nature 378, 75–
78. doi:10.1038/378075a0. 

Cobos, I., Calcagnotto, M. E., Vilaythong, A. J., Thwin, M. T., Noebels, J. L., Baraban, S. C., et 
al. (2005). Mice lacking Dlx1 show subtype-specific loss of interneurons, reduced 
inhibition and epilepsy. Nature Neuroscience 8, 1059–1068. doi:10.1038/nn1499. 

Committee, T. B. (1970). Embryonic vertebrate central nervous system : Revised terminology. 
Anat. Rec. 166, 257–261. 

Conhaim, J., Easton, C. R., Becker, M. I., Barahimi, M., Cedarbaum, E. R., Moore, J. G., et al. 
(2011). Developmental changes in propagation patterns and transmitter dependence of 
waves of spontaneous activity in the mouse cerebral cortex. The Journal of Physiology 
589, 2529–2541. doi:10.1113/jphysiol.2010.202382. 

Connors, B. W., and Gutnick, M. J. (1990). Intrinsic firing patterns of diverse neocortical 
neurons. Trends in Neurosciences 13, 99–104. doi:10.1016/0166-2236(90)90185-D. 

Corlew, R., Bosma, M. M., and Moody, W. J. (2004). Spontaneous, synchronous electrical 
activity in neonatal mouse cortical neurones. The Journal of Physiology 560, 377–390. 
doi:10.1113/jphysiol.2004.071621. 

Corradini, I., Focchi, E., Rasile, M., Morini, R., Desiato, G., Tomasoni, R., et al. (2018). Maternal 
Immune Activation Delays Excitatory-to-Inhibitory Gamma-Aminobutyric Acid Switch in 
Offspring. Biological Psychiatry 83, 680–691. doi:10.1016/j.biopsych.2017.09.030. 

Cossart, R. (2011). The maturation of cortical interneuron diversity: how multiple 
developmental journeys shape the emergence of proper network function. Current 
Opinion in Neurobiology 21, 160–168. doi:10.1016/j.conb.2010.10.003. 

Crepel, V., Aronov, D., Jorquera, I., Represa, A., Ben-Ari, Y., and Cossart, R. (2007). A 
Parturition-Associated Nonsynaptic Coherent Activity Pattern in the Developing 
Hippocampus. Neuron 54, 105–120. doi:10.1016/j.neuron.2007.03.007. 

Cui, J., Wang, F., Wang, K., and Xiang, H. (2009). GABAergic Signaling Increases Through the 
Postnatal Development to Provide the Potent Inhibitory Capability for the Maturing 
Demands of the Prefrontal Cortex. Cell Mol Neurobiol 30, 543–555. doi:10.1007/s10571-
009-9478-z. 

Datta, D., Arion, D., and Lewis, D. (2015). Developmental Expression Patterns of GABAA 
Receptor Subunits in Layer 3 and 5 Pyramidal Cells of Monkey Prefrontal Cortex. 
academic.oup.com. 

De Felipe, J., Marco, P., Fairén, A., and Jones, E. G. (1997). Inhibitory synaptogenesis in mouse 
somatosensory cortex. Cerebral Cortex 7, 619–634. doi:10.1093/cercor/7.7.619. 



	

	 128	

de Lecea, L., del Ri o, J. A., and Soriano, E. (1995). Developmental expression of parvalbumin 
mRNA in the cerebral cortex and hippocampus of the rat. Molecular Brain Research 32, 
1–13. doi:10.1016/0169-328x(95)00056-x. 

de los Heros, P., Alessi, D. R., Gourlay, R., Campbell, D. G., Deak, M., Macartney, T. J., et al. 
(2014). The WNK-regulated SPAK/OSR1 kinases directly phosphorylate and inhibit the K+–
Cl− co-transporters. Biochem. J. 458, 559–573. doi:10.1042/BJ20131478. 

De Marco García, N. V., Karayannis, T., and Fishell, G. (2011). Neuronal activity is required for 
the development of specific cortical interneuron subtypes. Nature 472, 351–355. 
doi:10.1038/nature09865. 

DeFelipe, J., López-Cruz, P. L., Benavides-Piccione, R., Bielza, C., Larrañaga, P., Anderson, S., 
et al. (2013). New insights into the classification and nomenclature of cortical GABAergic 
interneurons. 1–47. doi:10.1038/nrn3444. 

del Rio, J., De Lecea, L., Ferrer, I., and Soriano, E. (1994). The development of parvalbumin-
immunoreactivity in the neocortex of the mouse. 81, 247–259. doi:10.1016/0165-
3806(94)90311-5. 

Delevich, K., Thomas, A. W., and Wilbrecht, L. (2019). Adolescence and “Late Blooming” 
Synapses of the Prefrontal Cortex. Cold Spring Harb Symp Quant Biol, 037507–7. 
doi:10.1101/sqb.2018.83.037507. 

Denaxa, M., Neves, G., Rabinowitz, A., Kemlo, S., Liodis, P., Burrone, J., et al. (2018). 
Modulation of Apoptosis Controls Inhibitory Interneuron Number in the Cortex. 
CellReports 22, 1710–1721. doi:10.1016/j.celrep.2018.01.064. 

Deoni, S. C. L., O’Muircheartaigh, J., Elison, J. T., Walker, L., Doernberg, E., Waskiewicz, N., et 
al. (2014). White matter maturation profiles through early childhood predict general 
cognitive ability. Brain Struct Funct 221, 1189–1203. doi:10.1007/s00429-014-0947-x. 

Diamond, A. (2005). “Normal Development of Prefrontal Cortex from Birth to Young 
Adulthood: Cognitive Functions, Anatomy, and Biochemistry,” in Principles of Frontal 
Lobe Function (Oxford University Press), 466–503. 
doi:10.1093/acprof:oso/9780195134971.003.0029. 

Diamond, A., (2002). Normal development of prefrontal cortex from birth to young 
adulthood: Cognitive functions, anatomy, and biochemistry. devcogneuro.com. 

Diamond, A., and Goldman-Rakic, P. S. (1989). Comparison of human infants and rhesus 
monkeys on Piaget’s AB task: evidence for dependence on dorsolateral prefrontal cortex. 
Exp Brain Res, 1–17. 

Du, T., Xu, Q., Ocbina, P. J., and Anderson, S. A. (2008). NKX2.1 specifies cortical interneuron 
fate by activating Lhx6. Development 135, 1559–1567. doi:10.1242/dev.015123. 

Dzhala, V. I., Talos, D. M., Sdrulla, D. A., Brumback, A. C., Mathews, G. C., Benke, T. A., et al. 
(2005). NKCC1 transporter facilitates seizures in the developing brain. Nature Medicine 



	 129	

2005 11:11 11, 1205–1213. doi:10.1038/nm1301. 

Ebner, F. F., and Kaas, J. H. (2014). Chapter  24 - Somatosensory System. Fourth Edition. 
Elsevier Inc. doi:10.1016/B978-0-12-374245-2.00024-3. 

Eccles, J. C. (1966). THE IONIC MECHANISMS OF EXCITATORY AND INHIBITORY SYNAPTIC 
ACTION. Annals of the New York Academy of Sciences 137, 473–494. doi:10.1111/j.1749-
6632.1966.tb50176.x. 

Elson, G. N., and DeFelipe, J. (2002). Chapter 10 Spine distribution in cortical pyramidal cells: 
a common organizational principle across species. Progress in Brain Research 136, 109–
133. doi:10.1016/S0079-6123(02)36012-6. 

Elston, G. N. (2007). Specialization of the neocortical pyramidal cell during primate evolution. 

Elston, G. N. (2014). Pyramidal cell development: postnatal spinogenesis, dendritic growth, 
axon growth, and electrophysiology. 1–20. doi:10.3389/fnana.2014.00078/abstract. 

Elston, G. N., Piccione, R. B., Elston, A., Zietsch, B., DeFelipe, J., Manger, P., et al. (2006). 
Specializations of the granular prefrontal cortex of primates: Implications for cognitive 
processing. Anat. Rec. 288A, 26–35. doi:10.1002/ar.a.20278. 

Fairén, A., Cobas, A., and Fonseca, M. (1986). Times of generation of glutamic acid 
decarboxylase immunoreactive neurons in mouse somatosensory cortex. Journal of 
Comparative Neurology 251, 67–83. doi:10.1002/cne.902510105. 

Fairént, A., Regidort, J., and Kruger, L. (2009). The Cerebral Cortex of the Mouse (A First 
Contribution—The “Acoustic” Cortex). Somatosensory & Motor Research 9, 3–36. 
doi:10.3109/08990229209144760. 

Fatemi, S. H., Folsom, T. D., Reutiman, T. J., and Thuras, P. D. (2008a). Expression of GABAB 
Receptors Is Altered in Brains of Subjects with Autism. The Cerebellum 8, 64–69. 
doi:10.1007/s12311-008-0075-3. 

Fatemi, S. H., Reutiman, T. J., Folsom, T. D., and Thuras, P. D. (2008b). GABAA Receptor 
Downregulation in Brains of Subjects with Autism. Journal of Autism and Developmental 
Disorders 39, 223–230. doi:10.1007/s10803-008-0646-7. 

Feldmeyer, D., and Radnikow, G. (2009). Developmental alterations in the functional 
properties of excitatory neocortical synapses. The Journal of Physiology 587, 1889–1896. 
doi:10.1113/jphysiol.2009.169458. 

Feldmeyer, D., Brecht, M., Helmchen, F., Petersen, C. C. H., Poulet, J. F. A., Staiger, J. F., et al. 
(2013). Barrel cortex function. Progress in Neurobiology 103, 3–27. 
doi:10.1016/j.pneurobio.2012.11.002. 

Ferguson, B. R., and Gao, W.-J. (2018). PV Interneurons: Critical Regulators of E/I Balance for 
Prefrontal Cortex-Dependent Behavior and Psychiatric Disorders. Front Neural Circuits 12, 
479–13. doi:10.3389/fncir.2018.00037. 



	

	 130	

Fernandez, A., Dumon, C., Guimond, D., Tyzio, R., Bonifazi, P., Lozovaya, N., et al. (2018). The 
GABA Developmental Shift Is Abolished by Maternal Immune Activation Already at Birth. 
Cerebral Cortex 130, e1447–11. doi:10.1093/cercor/bhy279. 

Ferrer, I., Bernet, E., Soriano, E., Del Rio, T., and Fonseca, M. (1990). Naturally occurring cell 
death in the cerebral cortex of the rat and removal of dead cells by transitory phagocytes. 
Neuroscience 39, 451–458. doi:10.1016/0306-4522(90)90281-8. 

Filice, F., Vörckel, K. J., Sungur, A. Ö., Wöhr, M., and Schwaller, B. (2016). Reduction in 
parvalbumin expression not loss of the parvalbumin-expressing GABA interneuron 
subpopulation in genetic parvalbumin and shank mouse models of autism. Mol Brain 9, 
1. doi:10.1186/s13041-016-0192-8. 

Finlay, B. L., and Slattery, M. (1983). Local differences in the amount of early cell death in 
neocortex predict adult local specializations. Science 219, 1349–1351. 
doi:10.1126/science.6828866. 

Fishell, G., and Rudy, B. (2011). Mechanisms of Inhibition within the Telencephalon: “Where 
the Wild Things Are.” Annu. Rev. Neurosci. 34, 535–567. doi:10.1146/annurev-neuro-
061010-113717. 

Fiumelli, H., Cancedda, L., and Poo, M.-M. (2005). Modulation of GABAergic Transmission by 
Activity via Postsynaptic Ca2+-Dependent Regulation of KCC2 Function. Neuron 48, 773–
786. doi:10.1016/j.neuron.2005.10.025. 

Flames, N., Pla, R., Gelman, D. M., Rubenstein, J. L. R., Puelles, L., and Marin, O. (2007). 
Delineation of Multiple Subpallial Progenitor Domains by the Combinatorial Expression 
of Transcriptional Codes. Journal of Neuroscience 27, 9682–9695. 
doi:10.1523/JNEUROSCI.2750-07.2007. 

Fogarty, M., Grist, M., Gelman, D., Marin, O., Pachnis, V., and Kessaris, N. (2007). Spatial 
Genetic Patterning of the Embryonic Neuroepithelium Generates GABAergic Interneuron 
Diversity in the Adult Cortex. Journal of Neuroscience 27, 10935–10946. 
doi:10.1523/JNEUROSCI.1629-07.2007. 

Fox, K., 1995 The critical period for long-term potentiation in primary sensory cortex. cell.com. 

Frazer, S., Prados, J., Niquille, M., Cadilhac, C., Markopoulos, F., Gomez, L., et al. (2017). 
Transcriptomic and anatomic parcellation of 5-HT3AR expressing cortical interneuron 
subtypes revealed by single-cell RNA sequencing. Nature Communications 8, 1–12. 
doi:10.1038/ncomms14219. 

Friedel, P., Kahle, K. T., Zhang, J., Hertz, N., Pisella, L. I., Buhler, E., et al. (2015). WNK1-
regulated inhibitory phosphorylation of the KCC2 cotransporter maintains the 
depolarizing action of GABA in immature neurons. Sci. Signal. 8, ra65–ra65. 
doi:10.1126/scisignal.aaa0354. 

Fukuda, A., and Watanabe, M. (2019). Pathogenic potential of human SLC12A5 variants 
causing KCC2 dysfunction. Brain Research 1710, 1–7. doi:10.1016/j.brainres.2018.12.025. 



	 131	

Fuster, J. (2015). The Prefrontal Cortex. Academic Press. 

Gamo, N. J., and Arnsten, A. F. T. (2011). Molecular modulation of prefrontal cortex: rational 
development of treatments for psychiatric disorders. psycnet.apa.org. 

Ganguly, K., Schinder, A. F., Wong, S. T., and Poo, M.-M. (2001). GABA Itself Promotes the 
Developmental Switch of Neuronal GABAergic Responses from Excitation to Inhibition. 
Cell 105, 521–532. doi:10.1016/S0092-8674(01)00341-5. 

Garaschuk, O., Hanse, E., and Konnerth, A. (1998). Developmental profile and synaptic origin 
of early network oscillations in the CA1 region of rat neonatal hippocampus. The Journal 
of Physiology 507, 219–236. doi:10.1111/j.1469-7793.1998.219bu.x. 

Garaschuk, O., Linn, J., Eilers, J., and Konnerth, A. (2000). Large-scale oscillatory calcium waves 
in the immature cortex. Nature Neuroscience 3, 452–459. doi:10.1038/74823. 

Gelman, D. M., and Marin, O. (2010). Generation of interneuron diversity in the mouse 
cerebral cortex. Eur J Neurosci 31, 2136–2141. doi:10.1111/j.1460-9568.2010.07267.x. 

Gelman, D. M., Marin, O., and Rubenstein, J. L. R. (2012). The Generation of Cortical 
Interneurons. 1–14. 

Gelman, D. M., Martini, F. J., Nobrega-Pereira, S., Pierani, A., Kessaris, N., and Marin, O. 
(2009). The Embryonic Preoptic Area Is a Novel Source of Cortical GABAergic 
Interneurons. Journal of Neuroscience 29, 9380–9389. doi:10.1523/JNEUROSCI.0604-
09.2009. 

Gilmore, E. C., and Herrup, K. (1997). Cortical development: Layers of complexity. Current 
Biology 7, R231–R234. doi:10.1016/S0960-9822(06)00108-4. 

Gogolla, N., LeBlanc, J. J., Quast, K. B., Südhof, T. C., Fagiolini, M., and Hensch, T. K. (2009). 
Common circuit defect of excitatory-inhibitory balance in mouse models of autism. J 
Neurodevelop Disord 1, 172–181. doi:10.1007/s11689-009-9023-x. 

Gogtay, N., Giedd, J. N., Lusk, L., Hayashi, K. M., Greenstein, D., Vaituzis, A. C., et al. (2004). 
Dynamic mapping of human cortical development during childhood through early 
adulthood. Proc. Natl. Acad. Sci. U.S.A. 101, 8174–8179. doi:10.1073/pnas.0402680101. 

González-Burgos, G., Miyamae, T., Pafundo, D. E., Yoshino, H., Rotaru, D. C., Hoftman, G., et 
al. (2015). Functional Maturation of GABA Synapses During Postnatal Development of the 
Monkey Dorsolateral Prefrontal Cortex. Cerebral Cortex 25, 4076–4093. 
doi:10.1093/cercor/bhu122. 

Grigoriou, M., Tucker, A. S., Sharpe, P. T., and Pachnis, V. (1998). Expression and regulation of 
Lhx6 and Lhx7, a novel subfamily of LIM homeodomain encoding genes, suggests a role 
in mammalian head development. Development 125, 2063–2074. 

Groh, A., Meyer, H. S., Schmidt, E. F., Heintz, N., Sakmann, B., and Krieger, P. (2009). Cell-Type 
Specific Properties of Pyramidal Neurons in Neocortex Underlying a Layout that Is 
Modifiable Depending on the Cortical Area. Cerebral Cortex 20, 826–836. 



	

	 132	

doi:10.1093/cercor/bhp152. 

Guillery, R W. 1999. “Brodmann's“Localisation in the Cerebral Cortex.” Translated and Edited 
by LAURENCE J. GAREY. (Pp. Xviii+300; Illustrated; £28 Hardback; ISBN 1 86094 176 1.) 
London: Imperial College Press. 1999..” The Journal of Anatomy 196(3):493–96. 

Guldin, W. O., Pritzel, M., and Markowitsch, H. J. (1981). Prefrontal cortex of the mouse 
defined as cortical projection area of the thalamic mediodorsal nucleus. BBE 19, 93–107. 
doi:10.1159/000121636. 

Gulledge, A. T., and Stuart, G. J. (2003). Excitatory Actions of GABA in the Cortex. Neuron 37, 
299–309. doi:10.1016/S0896-6273(02)01146-7. 

Guo, Z. V., Li, N., Huber, D., Ophir, E., Gutnisky, D., Ting, J. T., et al. (2014). Flow of Cortical 
Activity Underlying a Tactile Decision in Mice. Neuron 81, 179–194. 
doi:10.1016/j.neuron.2013.10.020. 

Haidarliu, S., and Ahissar, E. (1997). Spatial organization of facial vibrissae and cortical barrels 
in the guinea pig and golden hamster. Journal of Comparative Neurology 385, 515–527. 
doi:10.1002/(SICI)1096-9861(19970908)385:4<515::AID-CNE3>3.0.CO;2-6. 

Haider, B., and McCormick, D. A. (2009). Rapid Neocortical Dynamics: Cellular and Network 
Mechanisms. Neuron 62, 171–189. doi:10.1016/j.neuron.2009.04.008. 

Hanganu, I. L., Ben-Ari, Y., and Khazipov, R. (2006). Retinal waves trigger spindle bursts in the 
neonatal rat visual cortex. Journal of Neuroscience 26, 6728–6736. 
doi:10.1523/JNEUROSCI.0752-06.2006. 

Hansen, D. V., Lui, J. H., Flandin, P., Yoshikawa, K., Rubenstein, J. L., Alvarez-Buylla, A., et al. 
(2013). Non-epithelial stem cells and cortical interneuron production in the human 
ganglionic eminences. Nature Publishing Group 16, 1576–1587. doi:10.1038/nn.3541. 

Hashemi, E., Ariza, J., Rogers, H., Noctor, S. C., and Martínez-Cerdeño, V. (2016). The Number 
of Parvalbumin-Expressing Interneurons Is Decreased in the Medial Prefrontal Cortex in 
Autism. Cerebral Cortex 61, bhw021. doi:10.1093/cercor/bhw021. 

He, M., Tucciarone, J., Lee, S., Nigro, M. J., Kim, Y., Levine, J. M., et al. (2016). Strategies and 
Tools for Combinatorial Targeting of GABAergic Neurons in Mouse Cerebral Cortex. 
Neuron 91, 1228–1243. doi:10.1016/j.neuron.2016.08.021. 

He, Q., Arroyo, E. D., Smukowski, S. N., Xu, J., Piochon, C., Savas, J. N., et al. (2018). Critical 
period inhibition of NKCC1 rectifies synapse plasticity in the somatosensory cortex and 
restores adult tactile response maps in fragile X mice. Mol Psychiatry 8, 109–16. 
doi:10.1038/s41380-018-0048-y. 

Heck, N., Kilb, W., Reiprich, P., Kubota, H., Furukawa, T., Fukuda, A., et al. (2006). GABA-A 
Receptors Regulate Neocortical Neuronal Migration In Vitro and In Vivo. Cerebral Cortex 
17, 138–148. doi:10.1093/cercor/bhj135. 

Heidbreder, C. A., and Groenewegen, H. J. (2003). The medial prefrontal cortex in the rat: 



	 133	

evidence for a dorso-ventral distinction based upon functional and anatomical 
characteristics. Neuroscience & Biobehavioral Reviews 27, 555–579. 
doi:10.1016/j.neubiorev.2003.09.003. 

Hensch, T. K. (2005). Critical period plasticity in local cortical circuits. Nat Rev Neurosci 6, 877–
888. doi:10.1038/nrn1787. 

Hensch, T. K. (2016). The Power of the Infant Brain. Nature Publishing Group 314, 64–69. 
doi:10.1038/scientificamerican0216-64. 

Herrmann, C., and Demiralp, T. (2005). Human EEG gamma oscillations in neuropsychiatric 
disorders. Clinical Neurophysiology 116, 2719–2733. doi:10.1016/j.clinph.2005.07.007. 

Heumann, D., and LEUBA, G. (1983). NEURONAL DEATH IN THE DEVELOPMENT AND AGING 
OF THE CEREBRAL CORTEX OF THE MOUSE. Neuropathology and Applied Neurobiology 9, 
297–311. doi:10.1111/j.1365-2990.1983.tb00116.x. 

Heumann, D., LEUBA, G., and Rabinowicz, T. (1978). Postnatal development of the mouse 
cerebral neocortex. IV. Evolution of the total cortical volume, of the population of 
neurons and glial cells. J Hirnforsch 19, 385–393. 

Hoftman, G. D., and Lewis, D. A. (2011). Postnatal Developmental Trajectories of Neural 
Circuits in the Primate Prefrontal Cortex: Identifying Sensitive Periods for Vulnerability to 
Schizophrenia. Schizophrenia Bulletin 37, 493–503. doi:10.1093/schbul/sbr029. 

Horton, J. C., and Adams, D. L. (2005). The cortical column: a structure without a function. 
Philosophical Transactions of the Royal Society B: Biological Sciences 360, 837–862. 
doi:10.1098/rstb.2005.1623. 

Hölscher, C., McGlinchey, L., Anwyl, R., and Rowan, M. J. (1997). HFS-induced long-term 
potentiation and LFS-induced depotentiation in area CA1 of the hippocampus are not 
good models for learning. Psychopharmacology 130, 174–182. 
doi:10.1007/s002130050226. 

Hu, H., Gan, J., and Jonas, P. (2014). Fast-spiking, parvalbumin+ GABAergic interneurons: From 
cellular design to microcircuit function. Science 345, 1255263–1255263. 
doi:10.1126/science.1255263. 

Huang, Z. J., and Paul, A. (2019). The diversity of GABAergic neurons and neural 
communication elements. Nat Rev Neurosci, 1–10. doi:10.1038/s41583-019-0195-4. 

Huberfeld, G., Wittner, L., Clemenceau, S., Baulac, M., Kaila, K., Miles, R., et al. (2007). 
Perturbed Chloride Homeostasis and GABAergic Signaling in Human Temporal Lobe 
Epilepsy. J. Neurosci. 27, 9866–9873. doi:10.1523/JNEUROSCI.2761-07.2007. 

Huerta, P. T., and Lisman, J. E. (1993). Heightened synaptic plasticity of hippocampal CA1 
neurons during a Cholinergically induced rhythmic state. Nature 364, 723–725. 
doi:10.1038/364723a0. 

Hughes, S. W., Lörincz, M., Cope, D. W., Blethyn, K. L., Kékesi, K. A., Parri, H. R., et al. (2004). 



	

	 134	

Synchronized Oscillations at α and θ Frequencies in the Lateral Geniculate Nucleus. 
Neuron 42, 253–268. doi:10.1016/S0896-6273(04)00191-6. 

Huttenlocher, P. R. (1990). Morphometric study of human cerebral cortex development. 
Neuropsychologia 28, 517–527. doi:10.1016/0028-3932(90)90031-I. 

Hyde, T. M., Lipska, B. K., Ali, T., Mathew, S. V., Law, A. J., Metitiri, O. E., et al. (2011). 
Expression of GABA signaling molecules KCC2, NKCC1, and GAD1 in cortical development 
and schizophrenia. Journal of Neuroscience 31, 11088–11095. 
doi:10.1523/JNEUROSCI.1234-11.2011. 

Iacono, W. G. (1982). Bilateral electrodermal habituation-dishabituation and resting eeg in 
remitted schizophrenics. The Journal of nervous and mental disease 170, 91–101. 
doi:10.1097/00005053-198202000-00005. 

Inan, M., Welagen, J., and Anderson, S. A. (2012). Spatial and Temporal Bias in the Mitotic 
Origins of Somatostatin- and Parvalbumin-Expressing Interneuron Subgroups and the 
Chandelier Subtype in the Medial Ganglionic Eminence. Cerebral Cortex 22, 820–827. 
doi:10.1093/cercor/bhr148. 

Jacobs, B., Schall, M., Prather, M., Kapler, E., Driscoll, L., Baca, S., et al. (2001). Regional 
dendritic and spine variation in human cerebral cortex: a quantitative golgi study. 
academic.oup.com. doi:10.1093/cercor/11.6.558. 

Jansen, L. A., Peugh, L. D., Roden, W. H., and Ojemann, J. G. (2010). Impaired maturation of 
cortical GABA(A) receptor expression in pediatric epilepsy. Epilepsia 51, 1456–1467. 
doi:10.1111/j.1528-1167.2009.02491.x. 

Jiang, X., Shen, S., Cadwell, C. R., Berens, P., Sinz, F., Ecker, A. S., et al. (2015). Principles of 
connectivity among morphologically defined cell types in adult neocortex. Science 350, 
aac9462–aac9462. doi:10.1126/science.aac9462. 

Jones, E. G. (1984). Laminar distribution of cortical efferent cells. Cerebral Cortex, 521–552. 

Judaš, M., Cepanec, M., and Sedmak, G. (2012). Brodmann’s map of the human cerebral 
cortex — or Brodmann’s maps? Translational Neuroscience 3, 329–8. 
doi:10.2478/s13380-012-0009-x. 

Kaila, K. (1994). Ionic basis of GABAA receptor channel function in the nervous system. 
Progress in Neurobiology 42, 489–537. doi:10.1016/0301-0082(94)90049-3. 

Kaila, K., and Voipio, J. (1987). Postsynaptic fall in intracellular p H induced by GABA-activated 
bicarbonate conductance. Nature 330, 163–165. doi:10.1038/330163a0. 

Kaila, K., Price, T. J., Payne, J. A., Puskarjov, M., and Voipio, J. (2014). Cation-chloride 
cotransporters in neuronal development, plasticity and disease. Nat Rev Neurosci 15, 
637–654. doi:10.1038/nrn3819. 

Kalueff, A. V., and Nutt, D. J. (2007). Role of GABA in anxiety and depression. Depression and 
Anxiety 24, 495–517. doi:10.1002/da.20262. 



	 135	

Kalweit, A. N., Amanpour-Gharaei, B., Colitti-Klausnitzer, J., and Manahan-Vaughan, D. (2017). 
Changes in Neuronal Oscillations Accompany the Loss of Hippocampal LTP that Occurs in 
an Animal Model of Psychosis. Front. Behav. Neurosci. 11, 180–15. 
doi:10.3389/fnbeh.2017.00036. 

Kandler, K., and Gillespie, D. C. (2005). Developmental refinement of inhibitory sound-
localization circuits. Trends in Neurosciences 28, 290–296. 
doi:10.1016/j.tins.2005.04.007. 

Katz, L. C., and Crowley, J. C. (2002). Development of cortical circuits: Lessons from ocular 
dominance columns. Nat Rev Neurosci 3, 34–42. doi:10.1038/nrn703. 

Katz, L. C., and Shatz, C. J. (1996). Synaptic Activity and the Construction of Cortical Circuits. 
Science 274, 1133–1138. doi:10.1126/science.274.5290.1133. 

Kawaguchi, Y., and Kubota, Y. (1998). Neurochemical features and synaptic connections of 
large physiologically-identified GABAergic cells in the rat frontal cortex. Neuroscience 85, 
677–701. doi:10.1016/S0306-4522(97)00685-4. 

Kelly, S. P., Lalor, E. C., Reilly, R. B., and Foxe, J. J. (2006). Increases in Alpha Oscillatory Power 
Reflect an Active Retinotopic Mechanism for Distracter Suppression During Sustained 
Visuospatial Attention. Journal of Neurophysiology 95, 3844–3851. 
doi:10.1152/jn.01234.2005. 

Kerjan, G., Koizumi, H., Han, E. B., Dube, C. M., Djakovic, S. N., Patrick, G. N., et al. (2009). 
Mice lacking doublecortin and doublecortin-like kinase 2 display altered hippocampal 
neuronal maturation and spontaneous seizures. Proc. Natl. Acad. Sci. U.S.A. 106, 6766–
6771. doi:10.1073/pnas.0812687106. 

Khazipov, R., and Luhmann, H. J. (2006). Early patterns of electrical activity in the developing 
cerebral cortex of humans and rodents. Trends in Neurosciences 29, 414–418. 
doi:10.1016/j.tins.2006.05.007. 

Khazipov, R., Minlebaev, M., and Valeeva, G. (2013). Early gamma oscillations. Neuroscience 
250, 240–252. doi:10.1016/j.neuroscience.2013.07.019. 

Khazipov, R., Sirota, A., Leinekugel, X., Holmes, G. L., Ben-Ari, Y., and Buzsáki, G. (2004). Early 
motor activity drives spindle bursts in the developing somatosensory cortex. Nature 432, 
758–761. doi:10.1038/nature03132. 

Kilb, W. (2012). Development of the GABAergic System from Birth to Adolescence. The 
Neuroscientist 18, 613–630. doi:10.1177/1073858411422114. 

Kirmse, K., Kummer, M., Kovalchuk, Y., Witte, O. W., Garaschuk, O., and Holthoff, K. (2015). 
GABA depolarizes immature neurons and inhibits network activity in the neonatal 
neocortex in vivo. Nature Communications 6, 7750. doi:10.1038/ncomms8750. 

Kirmse, K., Witte, O. W., and Holthoff, K. (2010). GABA Depolarizes Immature Neocortical 
Neurons in the Presence of the Ketone Body  -Hydroxybutyrate. J. Neurosci. 30, 16002–



	

	 136	

16007. doi:10.1523/JNEUROSCI.2534-10.2010. 

Kolb, B. (2015). Prefrontal Cortex. Second Edition. Elsevier doi:10.1016/B978-0-08-097086-
8.55045-4. 

Kolb, B., Mychasiuk, R., Muhammad, A., Li, Y., Frost, D. O., and Gibb, R. (2012). Experience 
and the developing prefrontal cortex. Proc. Natl. Acad. Sci. U.S.A. 109, 17186–17193. 
doi:10.1073/pnas.1121251109. 

Komuro, H., and Rakic, P. (1996). Intracellular Ca2+ Fluctuations Modulate the Rate of 
Neuronal Migration. Neuron 17, 275–285. doi:10.1016/S0896-6273(00)80159-2. 

Konstantoudaki, X., Chalkiadaki, K., Vasileiou, E., Kalemaki, K., Karagogeos, D., and 
Sidiropoulou, K. (2018). Prefrontal cortical-specific differences in behavior and synaptic 
plasticity between adolescent and adult mice. Journal of Neurophysiology 119, 822–833. 
doi:10.1152/jn.00189.2017. 

Koss, W. A., Belden, C. E., Hristov, A. D., and Juraska, J. M. (2014). Dendritic remodeling in the 
adolescent medial prefrontal cortex and the basolateral amygdala of male and female 
rats. Synapse 68, 61–72. doi:10.1002/syn.21716. 

Kratimenos, P., and Penn, A. A. (2019). Placental programming of neuropsychiatric disease. 
Pediatric Research, 1–8. doi:10.1038/s41390-019-0405-9. 

Kriegstein, A. R., Suppes, T., and Prince, D. A. (1987). Cellular and synaptic physiology and 
epileptogenesis of developing rat neocortical neurons in vitro. Developmental Brain 
Research 34, 161–171. doi:10.1016/0165-3806(87)90206-9. 

Kroeze, Y., Oti, M., van Beusekom, E., Cooijmans, R. H. M., van Bokhoven, H., Kolk, S. M., et 
al. (2017). Transcriptome Analysis Identifies Multifaceted Regulatory Mechanisms 
Dictating a Genetic Switch from Neuronal Network Establishment to Maintenance During 
Postnatal Prefrontal Cortex Development. Cerebral Cortex, 1–19. 
doi:10.1093/cercor/bhw407. 

Kroon, T., van Hugte, E., van Linge, L., Mansvelder, H. D., and Meredith, R. M. (2019). Early 
postnatal development of pyramidal neurons across layers of the mouse medial 
prefrontal cortex. Scientific Reports 9, 5037–16. doi:10.1038/s41598-019-41661-9. 

Kullmann, D. M., Moreau, A. W., Bakiri, Y., and Nicholson, E. (2012). Plasticity of Inhibition. 
Neuron 75, 951–962. doi:10.1016/j.neuron.2012.07.030. 

Lacaille, H., Vacher, C.-M., Bakalar, D., O’Reilly, J. J., Salzbank, J., and Penn, A. A. (2019). 
Impaired Interneuron Development in a Novel Model of Neonatal Brain Injury. eNeuro 6, 
ENEURO.0300–18.2019–18. doi:10.1523/ENEURO.0300-18.2019. 

Lakatos, P., Karmos, G., Mehta, A. D., Ulbert, I., and Schroeder, C. E. (2008). Entrainment of 
Neuronal Oscillations as a Mechanism of Attentional Selection. Science 320, 110–. 
doi:10.1126/science.1154735. 

Lakatos, P., Shah, A. S., Knuth, K. H., Ulbert, I., Karmos, G., and Schroeder, C. E. (2005). An 



	 137	

Oscillatory Hierarchy Controlling Neuronal Excitability and Stimulus Processing in the 
Auditory Cortex. Journal of Neurophysiology 94, 1904–1911. doi:10.1152/jn.00263.2005. 

Le Magueresse, C., and Monyer, H. (2013). GABAergic Interneurons Shape the Functional 
Maturation of the Cortex. Neuron 77, 388–405. doi:10.1016/j.neuron.2013.01.011. 

Lee, H. H. C., Deeb, T. Z., Walker, J. A., Davies, P. A., and Moss, S. J. (2011). NMDA receptor 
activity downregulates KCC2 resulting in depolarizing GABAA receptor–mediated 
currents. Nature Neuroscience 14, 736–743. doi:10.1038/nn.2806. 

Lee, S., Hjerling-Leffler, J., Zagha, E., Fishell, G., and Rudy, B. (2010). The largest group of 
superficial neocortical GABAergic interneurons expresses ionotropic serotonin receptors. 
Journal of Neuroscience 30, 16796–16808. doi:10.1523/JNEUROSCI.1869-10.2010. 

Lendvai, B., Stern, E. A., Chen, B., and Svoboda, K. (2000). Experience-dependent plasticity of 
dendritic spines in the developing rat barrel cortex in vivo. Nature 404, 876–881. 
doi:10.1038/35009107. 

Leonard, C. M. (1969). The prefrontal cortex of the rat. I. cortical projection of the 
mediodorsal nucleus. II. efferent connections. Brain Research 12, 321–343. 
doi:10.1016/0006-8993(69)90003-1. 

Leonard, C. M. (2016). Finding prefrontal cortex in the rat. Brain Research 1645, 1–3. 
doi:10.1016/j.brainres.2016.02.002. 

Leonzino, M., Busnelli, M., Antonucci, F., Verderio, C., Mazzanti, M., and Chini, B. (2016). The 
Timing of the Excitatory-to-Inhibitory GABA Switch Is Regulated by the Oxytocin Receptor 
via KCC2. CellReports 15, 96–103. doi:10.1016/j.celrep.2016.03.013. 

Leung, L. S., and Shen, B. (2007). GABAB receptor blockade enhances theta and gamma 
rhythms in the hippocampus of behaving rats. Hippocampus 17, 281–291. 
doi:10.1002/hipo.20267. 

Lewis, D. A., Curley, A. A., Glausier, J. R., and Volk, D. W. (2012). Cortical parvalbumin 
interneurons and cognitive dysfunction in schizophrenia. Trends in Neurosciences 35, 57–
67. doi:10.1016/j.tins.2011.10.004. 

Lewis, D. A., Hashimoto, T., and Volk, D. W. (2005). Cortical inhibitory neurons and 
schizophrenia. Nat Rev Neurosci 6, 312–324. doi:10.1038/nrn1648. 

Lewis, D., Volk, D., and Hashimoto, T. (2003). Selective alterations in prefrontal cortical GABA 
neurotransmission in schizophrenia: a novel target for the treatment of working memory 
dysfunction. Psychopharmacology 174, 143–150. doi:10.1007/s00213-003-1673-x. 

Li, H., Khirug, S., Cai, C., Ludwig, A., Blaesse, P., Kolikova, J., et al. (2007). KCC2 Interacts with 
the Dendritic Cytoskeleton to Promote Spine Development. Neuron 56, 1019–1033. 
doi:10.1016/j.neuron.2007.10.039. 

Lim, L., Da Mi, Llorca, A., and Marin, O. (2018). Development and Functional Diversification of 
Cortical Interneurons. Neuron 100, 294–313. doi:10.1016/j.neuron.2018.10.009. 



	

	 138	

Liodis, P., Denaxa, M., Grigoriou, M., Akufo-Addo, C., Yanagawa, Y., and Pachnis, V. (2007). 
Lhx6 Activity Is Required for the Normal Migration and Specification of Cortical 
Interneuron Subtypes. Journal of Neuroscience 27, 3078–3089. 
doi:10.1523/JNEUROSCI.3055-06.2007. 

Lodato, S., and Arlotta, P. (2015). Generating Neuronal Diversity in the Mammalian Cerebral 
Cortex. Annu. Rev. Cell Dev. Biol. 31, 699–720. doi:10.1146/annurev-cellbio-100814-
125353. 

Lodge, D. J., Behrens, M. M., and Grace, A. A. (2009). A Loss of Parvalbumin-Containing 
Interneurons Is Associated with Diminished Oscillatory Activity in an Animal Model of 
Schizophrenia. J. Neurosci. 29, 2344–2354. doi:10.1523/JNEUROSCI.5419-08.2009. 

Lohmann, C., and Kessels, H. W. (2014). The developmental stages of synaptic plasticity. The 
Journal of Physiology 592, 13–31. doi:10.1113/jphysiol.2012.235119. 

LoTurco, J. J., Owens, D. F., Heath, M. J. S., Davis, M. B. E., and Kriegstein, A. R. (1995). GABA 
and glutamate depolarize cortical progenitor cells and inhibit DNA synthesis. Neuron 15, 
1287–1298. doi:10.1016/0896-6273(95)90008-X. 

Lörincz, M. L., Crunelli, V., and Hughes, S. W. (2008). Cellular Dynamics of Cholinergically 
Induced α (8–13 Hz) Rhythms in Sensory Thalamic Nuclei In Vitro. J. Neurosci. 28, 660–
671. doi:10.1523/JNEUROSCI.4468-07.2008. 

Lu, J., Karadsheh, M., and Delpire, E. (1999). Developmental regulation of the neuronal-
specific isoform of K-CL cotransporter KCC2 in postnatal rat brains. J. Neurobiol. 39, 558–
568. doi:10.1002/(SICI)1097-4695(19990615)39:4<558::AID-NEU9>3.0.CO;2-5. 

Luhmann, H. J., and Prince, D. A. (1991). Postnatal maturation of the GABAergic system in rat 
neocortex. Journal of Neurophysiology 65, 247–263. doi:10.1152/jn.1991.65.2.247. 

Luhmann, H. J., Kirischuk, S., Sinning, A., and Kilb, W. (2014). ScienceDirect Early GABAergic 
circuitry in the cerebral cortex. Current Opinion in Neurobiology 26, 72–78. 
doi:10.1016/j.conb.2013.12.014. 

Luhmann, H. J., Sinning, A., Yang, J.-W., Reyes-Puerta, V., Stüttgen, M. C., Kirischuk, S., et al. 
(2016). Spontaneous Neuronal Activity in Developing Neocortical Networks: From Single 
Cells to Large-Scale Interactions. Front Neural Circuits 10, 166–14. 
doi:10.3389/fncir.2016.00040. 

Lui, J. H., Hansen, D. V., and Kriegstein, A. R. (2011). Development and Evolution of the Human 
Neocortex. Cell 146, 18–36. doi:10.1016/j.cell.2011.06.030. 

Luna, B., Marek, S., Larsen, B., Tervo-Clemmens, B., and Chahal, R. (2015). An Integrative 
Model of the Maturation of Cognitive Control. Annu. Rev. Neurosci. 38, 151–170. 
doi:10.1146/annurev-neuro-071714-034054. 

Ma, T., Wang, C., Wang, L., Zhou, X., Tian, M., Zhang, Q., et al. (2013). Subcortical origins of 
human and monkey neocortical interneurons. Nature Publishing Group 16, 1588–1597. 



	 139	

doi:10.1038/nn.3536. 

Ma, Y., Hu, H., Berrebi, A. S., Mathers, P. H., and Agmon, A. (2006). Distinct Subtypes of 
Somatostatin-Containing Neocortical Interneurons Revealed in Transgenic Mice. J. 
Neurosci. 26, 5069–5082. doi:10.1523/JNEUROSCI.0661-06.2006. 

Marin, O. (2012). Interneuron dysfunction in psychiatric disorders. Nat Rev Neurosci. 
doi:10.1038/nrn3155. 

Marin, O., and Rubenstein, J. L. R. (2001). A long, remarkable journey: tangential migration in 
the telencephalon. Nat Rev Neurosci 2, 780–790. doi:10.1038/35097509. 

Marin, O., and Rubenstein, J. L. R. (2003). C ELLM IGRATION IN THEF OREBRAIN. Annu. Rev. 
Neurosci. 26, 441–483. doi:10.1146/annurev.neuro.26.041002.131058. 

Markram, H., Toledo-Rodriguez, M., Wang, Y., Gupta, A., Silberberg, G., and Wu, C. (2004). 
Interneurons of the neocortical inhibitory system. Nat Rev Neurosci 5, 793–807. 
doi:10.1038/nrn1519. 

Martina, M., Royer, S., and Paré, D. (2001). Cell-Type-Specific GABA Responses and Chloride 
Homeostasis in the Cortex and Amygdala. Journal of Neurophysiology 86, 2887–2895. 
doi:10.1152/jn.2001.86.6.2887. 

McCabe, A. K., Chisholm, S. L., Picken-Bahrey, H. L., and Moody, W. J. (2006). The self-
regulating nature of spontaneous synchronized activity in developing mouse cortical 
neurones. The Journal of Physiology 577, 155–167. doi:10.1113/jphysiol.2006.117523. 

McCormick, D. A., and Prince, D. A. (1987). Post-natal development of electrophysiological 
properties of rat cerebral cortical pyramidal neurones. The Journal of Physiology 393, 
743–762. doi:10.1113/jphysiol.1987.sp016851. 

McCutcheon, J. E., and Marinelli, M. (2009). Age matters. Eur J Neurosci 29, 997–1014. 
doi:10.1111/j.1460-9568.2009.06648.x. 

Métin, C., Baudoin, J.-P., Rakic, S., and Parnavelas, J. G. (2006). Cell and molecular 
mechanisms involved in the migration of cortical interneurons. Eur J Neurosci 23, 894–
900. doi:10.1111/j.1460-9568.2006.04630.x. 

Miller, M. W. (1995). Relationship of the time of origin and death of neurons in rat 
somatosensory cortex: Barrel versus septal cortex and projection versus local circuit 
neurons. Journal of Comparative Neurology 355, 6–14. doi:10.1002/cne.903550104. 

Millson, D. S., Haworth, S. J., Rushton, A., Wilkinson, D., Hobson, S., and Harry, J. (1991). The 
effects of a 5-HT2 receptor antagonist (ICI 169,369) on changes in waking EEG, pupillary 
responses and state of arousal in human volunteers. British Journal of Clinical 
Pharmacology 32, 447–454. doi:10.1111/j.1365-2125.1991.tb03929.x. 

Minlebaev, M., Colonnese, M., Tsintsadze, T., Sirota, A., and Khazipov, R. (2011). Early Gamma 
Oscillations Synchronize Developing Thalamus and Cortex. Science 334, 226–. 
doi:10.1126/science.1210574. 



	

	 140	

Miyamae, T., Chen, K., Lewis, D. A., and González-Burgos, G. (2017). Distinct physiological 
maturation of parvalbumin-positive neuron subtypes in mouse prefrontal cortex. J. 
Neurosci., 3325–16–48. doi:10.1523/JNEUROSCI.3325-16.2017. 

Miyoshi, G., Butt, S. J. B., Takebayashi, H., and Fishell, G. (2007). Physiologically Distinct 
Temporal Cohorts of Cortical Interneurons Arise from Telencephalic Olig2-Expressing 
Precursors. Journal of Neuroscience 27, 7786–7798. doi:10.1523/JNEUROSCI.1807-
07.2007. 

Miyoshi, G., Hjerling-Leffler, J., Karayannis, T., Sousa, V. H., Butt, S. J. B., Battiste, J., et al. 
(2010). Genetic Fate Mapping Reveals That the Caudal Ganglionic Eminence Produces a 
Large and Diverse Population of Superficial Cortical Interneurons. Journal of Neuroscience 
30, 1582–1594. doi:10.1523/JNEUROSCI.4515-09.2010. 

Molnar, Z. (2013). 7 - Cortical Columns. Elsevier Inc. doi:10.1016/B978-0-12-397267-5.00137-
0. 

Molyneaux, B. J., Arlotta, P., Menezes, J. R. L., and Macklis, J. D. (2007). Neuronal subtype 
specification in the cerebral cortex. Nat Rev Neurosci 8, 427–437. doi:10.1038/nrn2151. 

Moore, Y. E., Kelley, M. R., Brandon, N. J., Deeb, T. Z., and Moss, S. J. (2017a). Seizing Control 
of KCC2: A New Therapeutic Target for Epilepsy. Trends in Neurosciences 40, 555–571. 
doi:10.1016/j.tins.2017.06.008. 

Moore, Y. E., Kelley, M. R., Brandon, N. J., Deeb, T. Z., and Moss, S. J. (2017b). Seizing Control 
of KCC2: A New Therapeutic Target for Epilepsy. Trends in Neurosciences 40, 555–571. 
doi:10.1016/j.tins.2017.06.008. 

Moran, L. V., and Hong, L. E. (2011). High vs Low Frequency Neural Oscillations in 
Schizophrenia. Schizophrenia Bulletin 37, 659–663. doi:10.1093/schbul/sbr056. 

Möhler, H. (2012). The GABA system in anxiety and depression and its therapeutic potential. 
Neuropharmacology 62, 42–53. doi:10.1016/j.neuropharm.2011.08.040. 

Mountcastle, Vernon B. 1957. “Modality and Topographic Properties of Single Neurons of 
Cat's Somatic Sensory Cortex.” Journal of Neurophysiology 20(4):408–34. 

Nakano, Y., Wiechert, S., and Bánfi, B. (2019). Overlapping Activities of Two Neuronal Splicing 
Factors Switch the GABA Effect from Excitatory to Inhibitory by Regulating REST. 
CellReports 27, 860–871.e8. doi:10.1016/j.celrep.2019.03.072. 

Nardou, R., Ben-Ari, Y., and Khalilov, I. (2009). Bumetanide, an NKCC1 Antagonist, Does Not 
Prevent Formation of Epileptogenic Focus but Blocks Epileptic Focus Seizures in Immature 
Rat Hippocampus. Journal of Neurophysiology 101, 2878–2888. 
doi:10.1152/jn.90761.2008. 

Nelson, S. B., and Valakh, V. (2015). Excitatory/Inhibitory Balance and Circuit Homeostasis in 
Autism Spectrum Disorders. Neuron 87, 684–698. doi:10.1016/j.neuron.2015.07.033. 

Neves, G., Shah, M. M., Liodis, P., Achimastou, A., Denaxa, M., Roalfe, G., et al. (2012). The 



	 141	

LIM Homeodomain Protein Lhx6 Regulates Maturation of Interneurons and Network 
Excitability in the Mammalian Cortex. Cerebral Cortex. doi:10.1093/cercor/bhs159. 

Nicol, X., Voyatzis, S., Muzerelle, A., Narboux-Nême, N., Südhof, T. C., Miles, R., et al. (2007). 
cAMP oscillations and retinal activity are permissive for ephrin signaling during the 
establishment of the retinotopic map. Nature Publishing Group 10, 340–347. 
doi:10.1038/nn1842. 

Nigro, M. J., Hashikawa-Yamasaki, Y., and Rudy, B. (2018). Diversity and Connectivity of Layer 
5 Somatostatin-Expressing Interneurons in the Mouse Barrel Cortex. J. Neurosci. 38, 
1622–1633. doi:10.1523/JNEUROSCI.2415-17.2017. 

Owens, D. F., and Kriegstein, A. R. (1998). Patterns of Intracellular Calcium Fluctuation in 
Precursor Cells of the Neocortical Ventricular Zone. J. Neurosci. 18, 5374–5388. 
doi:10.1523/JNEUROSCI.18-14-05374.1998. 

Owens, D. F., and Kriegstein, A. R. (2002). Is there more to GABA than synaptic inhibition? Nat 
Rev Neurosci. 

Owens, D. F., Boyce, L. H., Davis, M. B. E., and Kriegstein, A. R. (1996a). Excitatory GABA 
Responses in Embryonic and Neonatal Cortical Slices Demonstrated by Gramicidin 
Perforated-Patch Recordings and Calcium Imaging. J. Neurosci. 16, 6414–6423. 
doi:10.1523/JNEUROSCI.16-20-06414.1996. 

Owens, D. F., Boyce, L. H., Davis, M. B. E., and Kriegstein, A. R. (1996b). Excitatory GABA 
Responses in Embryonic and Neonatal Cortical Slices Demonstrated by Gramicidin 
Perforated-Patch Recordings and Calcium Imaging. J. Neurosci. 16, 6414–6423. 
doi:10.1523/JNEUROSCI.16-20-06414.1996. 

Öngür, D., and Price, J. L. (2000). The Organization of Networks within the Orbital and Medial 
Prefrontal Cortex of Rats, Monkeys and Humans. Cerebral Cortex 10, 206–219. 
doi:10.1093/cercor/10.3.206. 

O’Muircheartaigh, J., Dean, D. C., Ginestet, C. E., Walker, L., Waskiewicz, N., Lehman, K., et al. 
(2014). White matter development and early cognition in babies and toddlers. Hum. 
Brain. Mapp. 35, 4475–4487. doi:10.1002/hbm.22488. 

Pan, G., Yang, J.-M., Hu, X.-Y., and Li, X.-M. (2017). Postnatal development of the 
electrophysiological properties of somatostatin interneurons in the anterior cingulate 
cortex of mice. Nature Publishing Group, 1–12. doi:10.1038/srep28137. 

Paul, A., Crow, M., Raudales, R., He, M., Gillis, J., and Huang, Z. J. (2017). Transcriptional 
Architecture of Synaptic Communication Delineates GABAergic Neuron Identity. Cell 171, 
522–525.e20. doi:10.1016/j.cell.2017.08.032. 

Pavlides, C., Greenstein, Y. J., Grudman, M., and Winson, J. (1988). Long-term potentiation in 
the dentate gyrus is induced preferentially on the positive phase of θ-rhythm. Brain 
Research 439, 383–387. doi:10.1016/0006-8993(88)91499-0. 



	

	 142	

Perrin, J. S., Hervé, P.-Y., Leonard, G., Perron, M., Pike, G. B., Pitiot, A., et al. (2008). Growth 
of White Matter in the Adolescent Brain: Role of Testosterone and Androgen Receptor. J. 
Neurosci. 28, 9519–9524. doi:10.1523/JNEUROSCI.1212-08.2008. 

Petrides, M., Tomaiuolo, F., Yeterian, E. H., and Pandya, D. N. (2012). The prefrontal cortex: 
Comparative architectonic organization in the human and the macaque monkey brains. 
CORTEX 48, 46–57. doi:10.1016/j.cortex.2011.07.002. 

Pla, R., Borrell, V., Flames, N., and Marin, O. (2006). Layer Acquisition by Cortical GABAergic 
Interneurons Is Independent of Reelin Signaling. J. Neurosci. 26, 6924–6934. 
doi:10.1523/JNEUROSCI.0245-06.2006. 

Plotkin, M. D., Snyder, E. Y., Hebert, S. C., and Delpire, E. (1997). Expression of the Na-K-2Cl 
cotransporter is developmentally regulated in postnatal rat brains: A possible mechanism 
underlying GABA's excitatory role in immature brain. J. Neurobiol. 33, 781–795. 
doi:10.1002/(SICI)1097-4695(19971120)33:6<781::AID-NEU6>3.0.CO;2-5. 

Powell, E. M. (2013). Interneuron Development and Epilepsy: Early Genetic Defects Cause 
Long-Term Consequences in Seizures and Susceptibility.  American Epilepsy Society 
doi:10.5698/1535-7597-13.4.172. 

Priya, R., Paredes, M. F., Karayannis, T., Yusuf, N., Liu, X., Jaglin, X., et al. (2018). Activity 
Regulates Cell Death within Cortical Interneurons through a Calcineurin-Dependent 
Mechanism. CellReports 22, 1695–1709. doi:10.1016/j.celrep.2018.01.007. 

Prönneke, A., Scheuer, B., Wagener, R. J., Cerebral, M. M., 2015 (2015). Characterizing VIP 
neurons in the barrel cortex of VIPcre/tdTomato mice reveals layer-specific differences. 
academic.oup.com. doi:10.1093/cercor/bhv202. 

Puelles, L., Kuwana, E., Puelles, E., Bulfone, A., Shimamura, K., Keleher, J., et al. (2000). Pallial 
and subpallial derivatives in the embryonic chick and mouse telencephalon, traced by the 
expression of the genes Dlx-2, Emx-1, Nkx-2.1, Pax-6, and Tbr-1. Journal of Comparative 
Neurology 424, 409–438. doi:10.1002/1096-9861(20000828)424:3<409::AID-
CNE3>3.0.CO;2-7. 

Rabinowicz, T. (1986). “The Differentiated Maturation of the Cerebral Cortex,” in Postnatal 
Growth Neurobiology (Boston, MA: Springer, Boston, MA), 385–410. doi:10.1007/978-1-
4899-0522-2_14. 

Raghavachari, S., Lisman, J. E., Tully, M., Madsen, J. R., Bromfield, E. B., and Kahana, M. J. 
(2006). Theta Oscillations in Human Cortex During a Working-Memory Task: Evidence for 
Local Generators. Journal of Neurophysiology 95, 1630–1638. 
doi:10.1152/jn.00409.2005. 

Rakic, P. (1988). Specification of cerebral cortical areas. Science 241, 170–176. 
doi:10.1126/science.3291116. 

Rakic, P. (2006). A Century of Progress in Corticoneurogenesis: From Silver Impregnation to 
Genetic Engineering. Cerebral Cortex 16, i3–i17. doi:10.1093/cercor/bhk036. 



	 143	

Rakic, P. (2007). The radial edifice of cortical architecture: From neuronal silhouettes to 
genetic engineering. Brain Research Reviews 55, 204–219. 

Ramoa, A. S., and McCormick, D. A. (1994). Developmental changes in electrophysiological 
properties of LGNd neurons during reorganization of retinogeniculate connections. J. 
Neurosci. 14, 2089–2097. doi:10.1523/JNEUROSCI.14-04-02089.1994. 

Rebollo, B., Perez-Zabalza, M., Ruiz-Mejias, M., Perez-Mendez, L., and Sanchez-Vives, M. V. 
(2018). Beta and gamma oscillations in prefrontal cortex during nmda hypofunction: an 
in vitro model of schizophrenia features. Neuroscience, 1–30. 
doi:10.1016/j.neuroscience.2018.04.035. 

Riffault, B., Kourdougli, N., Dumon, C., Ferrand, N., Buhler, E., Schaller, F., et al. (2016). Pro-
Brain-Derived Neurotrophic Factor (proBDNF)-Mediated p75NTR Activation Promotes 
Depolarizing Actions of GABA and Increases Susceptibility to Epileptic Seizures. Cerebral 
Cortex 28, 510–527. doi:10.1093/cercor/bhw385. 

Rivera, C., Voipio, J., Payne, J. A., Ruusuvuori, E., Lahtinen, H., Lamsa, K., et al. (1999). The 
K+/Cl- co-transporter KCC2 renders GABA hyperpolarizing during neuronal maturation. 
Nature 397, 251–255. doi:10.1038/16697. 

Roberts, E. (1974). Disinhibition as an organizing principle in the nervous system. The role of 
gamma-aminobutyric acid. Adv Neurol 5, 127–143. 

Roberts, E. (1986a). Failure of GABAergic inhibition: a key to local and global seizures. Adv 
Neurol 44, 319–341. 

Roberts, E. (1986b). What do GABA neurons really do? They make possible variability 
generation in relation to demand. Experimental Neurology 93, 279–290. 
doi:10.1016/0014-4886(86)90189-5. 

Romand, S., Wang, Y., Toledo-Rodriguez, M., and Markram, H. (2011). Morphological 
Development of Thick-Tufted Layer V Pyramidal Cells in the Rat Somatosensory Cortex. 
Front. Neuroanat. 5. doi:10.3389/fnana.2011.00005. 

Rose, J. E., and Woolsey, C. N. (1948a). The orbitofrontal cortex and its connections with the 
mediodorsal nucleus in rabbit, sheep and cat. Res Publ Assoc Res Nerv Ment Dis 27 (1 
vol.), 210–232. 

Rose, J. E., and Woolsey, C. N. (1948b). Structure and relations of limbic cortex and anterior 
thalamic nuclei in rabbit and cat. Journal of Comparative Neurology 89, 279–347. 
doi:10.1002/cne.900890307. 

Rubenstein, J. L. R. (2010). Annual Research Review: Development of the cerebral cortex: 
implications for neurodevelopmental disorders. Journal of Child Psychology and 
Psychiatry 52, 339–355. doi:10.1111/j.1469-7610.2010.02307.x. 

Rubenstein, J. L. R., and Merzenich, M. M. (2003). Model of autism: increased ratio of 
excitation/inhibition in key neural systems. Genes, Brain and Behavior 2, 255–267. 



	

	 144	

doi:10.1034/j.1601-183X.2003.00037.x. 

Rudy, B., Fishell, G., Lee, S., and Hjerling-Leffler, J. (2010). Three groups of interneurons 
account for nearly 100% of neocortical GABAergic neurons. Devel Neurobio 71, 45–61. 
doi:10.1002/dneu.20853. 

Ruusuvuori, E., Kirilkin, I., Pandya, N., and Kaila, K. (2010). Spontaneous Network Events 
Driven by Depolarizing GABA Action in Neonatal Hippocampal Slices are Not Attributable 
to Deficient Mitochondrial Energy Metabolism. J. Neurosci. 30, 15638–15642. 
doi:10.1523/JNEUROSCI.3355-10.2010. 

Rymar, V. V., and Sadikot, A. F. (2007). Laminar fate of cortical GABAergic interneurons is 
dependent on both birthdate and phenotype. J. Comp. Neurol. 501, 369–380. 
doi:10.1002/cne.21250. 

Sale, A. (2010). GABAergic inhibition in visual cortical plasticity. Front. Cell. Neurosci. 
doi:10.3389/fncel.2010.00010. 

Sauseng, P., Klimesch, W., Gruber, W. R., Hanslmayr, S., Freunberger, R., and Doppelmayr, M. 
(2007). Are event-related potential components generated by phase resetting of brain 
oscillations? A critical discussion. Neuroscience 146, 1435–1444. 
doi:10.1016/j.neuroscience.2007.03.014. 

Schubert, D., Martens, G. J. M., and Kolk, S. M. (2014). Molecular underpinnings of prefrontal 
cortex development in rodents provide insights into the etiology of neurodevelopmental 
disorders. 20, 795–809. doi:10.1038/mp.2014.147. 

Schulte, J. T., Wierenga, C. J., and Bruining, H. (2018). Chloride transporters and GABA polarity 
in developmental, neurological and psychiatric conditions. Neuroscience & Biobehavioral 
Reviews 90, 260–271. doi:10.1016/j.neubiorev.2018.05.001. 

Selemon, L. D., and Zecevic, N. (2015). Schizophrenia: a tale of two critical periods for 
prefrontal cortical development. Transl Psychiatry 5, e623–11. doi:10.1038/tp.2015.115. 

Semple, B. D., Blomgren, K., Gimlin, K., Ferriero, D. M., and Noble-Haeusslein, L. J. (2013). 
Brain development in rodents and humans: Identifying benchmarks of maturation and 
vulnerability to injury across species. Progress in Neurobiology 106-107, 1–16. 
doi:10.1016/j.pneurobio.2013.04.001. 

Siapas, A. G., Lubenov, E. V., and Wilson, M. A. (2005). Prefrontal Phase Locking to 
Hippocampal Theta Oscillations. Neuron 46, 141–151. doi:10.1016/j.neuron.2005.02.028. 

Siddiqui, S. V., Chatterjee, U., of, D. K. I. J., 2008 (2008). Neuropsychology of prefrontal cortex. 
ncbi.nlm.nih.gov 50, 202. doi:10.4103/0019-5545.43634. 

Silberberg, G., and Markram, H. (2007). Disynaptic Inhibition between Neocortical Pyramidal 
Cells Mediated by Martinotti Cells. Neuron 53, 735–746. 
doi:10.1016/j.neuron.2007.02.012. 

Simons, Daniel J. and Thomas A. Woolsey. 1979. “Functional Organization in Mouse Barrel 



	 145	

Cortex.” Brain Research 165(2):327–32. 

Sirota, A., Montgomery, S., Fujisawa, S., Isomura, Y., Zugaro, M., and Buzsáki, G. (2008). 
Entrainment of Neocortical Neurons and Gamma Oscillations by the Hippocampal Theta 
Rhythm. Neuron 60, 683–697. doi:10.1016/j.neuron.2008.09.014. 

Smith-Hicks, C. L. (2013). GABAergic dysfunction in pediatric neuro-developmental disorders. 
1–7. doi:10.3389/fncel.2013.00269/abstract. 

Sohal, V. S., Zhang, F., Yizhar, O., and Deisseroth, K. (2009). Parvalbumin neurons and gamma 
rhythms enhance cortical circuit performance. Nature 459, 698–702. 
doi:10.1038/nature07991. 

Somogyi, P., Freund, T. F., and Cowey, A. (1982). The axo-axonic interneuron in the cerebral 
cortex of the rat, cat and monkey. Neuroscience 7, 2577–2607. doi:10.1016/0306-
4522(82)90086-0. 

Southwell, D. G., Paredes, M. F., Galvao, R. P., Jones, D. L., Froemke, R. C., Sebe, J. Y., et al. 
(2012a). Intrinsically determined cell death of developing cortical interneurons. Nature 
491, 109–113. doi:10.1038/nature11523. 

Southwell, D. G., Paredes, M. F., Galvao, R. P., Jones, D. L., Froemke, R. C., Sebe, J. Y., et al. 
(2012b). Intrinsically determined cell death of developing cortical interneurons. Nature, 
1–7. doi:10.1038/nature11523. 

Spampanato, J., and Sullivan, R. (2016). Development and physiology of GABAergic feedback 
excitation in parvalbumin expressing interneurons of the mouse basolateral amygdala. 
Physiological … 4, e12664–15. doi:10.14814/phy2.12664. 

Spoljaric, I., Spoljaric, A., Mavrovic, M., Seja, P., Puskarjov, M., and Kaila, K. (2019). KCC2-
Mediated Cl- Extrusion Modulates Spontaneous Hippocampal Network Events in 
Perinatal Rats and Mice. CellReports 26, 1073–1081.e3. 
doi:10.1016/j.celrep.2019.01.011. 

Sponheim, S. R., Clementz, B. A., Iacono, W. G., 1994 Resting EEG in first-episode and chronic 
schizophrenia. Wiley Online Library 

. doi:10.1111/j.1469-8986.1994.tb01023.x. 

Spruston, N. (2008). Pyramidal neurons: dendritic structure and synaptic integration. Nat Rev 
Neurosci 9, 206–221. doi:10.1038/nrn2286. 

Staff, N. P., Jung, H.-Y., Thiagarajan, T., Yao, M., and Spruston, N. (2000). Resting and Active 
Properties of Pyramidal Neurons in Subiculum and CA1 of Rat Hippocampus. Journal of 
Neurophysiology 84, 2398–2408. doi:10.1152/jn.2000.84.5.2398. 

Stein, V., Borgmeyer, I. H., Jentsch, T. J., and Hübner, C. A. (2004). Expression of the KCl 
cotransporter KCC2 parallels neuronal maturation and the emergence of low intracellular 
chloride. Journal of Comparative Neurology 468, 57–64. doi:10.1002/cne.10983. 



	

	 146	

Stellwagen, D., and Shatz, C. J. (2002). An Instructive Role for Retinal Waves in the 
Development of Retinogeniculate Connectivity. Neuron 33, 357–367. doi:10.1016/S0896-
6273(02)00577-9. 

Steriade, M., McCormick, D., and Sejnowski, T. (1993). Thalamocortical oscillations in the 
sleeping and aroused brain. Science 262, 679–685. doi:10.1126/science.8235588. 

Stern, E. A., Maravall, M., and Svoboda, K. (2001). Rapid Development and Plasticity of Layer 
2/3 Maps in Rat Barrel Cortex In Vivo. Neuron 31, 305–315. doi:10.1016/S0896-
6273(01)00360-9. 

Stewart, M., and Fox, S. E. (1990). Do septal neurons pace the hippocampal theta rhythm? 
Trends in Neurosciences 13, 163–169. doi:10.1016/0166-2236(90)90040-H. 

Sugranyes, G., Kyriakopoulos, M., Corrigall, R., Taylor, E., and Frangou, S. (2011). Autism 
Spectrum Disorders and Schizophrenia: Meta-Analysis of the Neural Correlates of Social 
Cognition. PLoS ONE 6, e25322–. doi:10.1371/journal.pone.0025322. 

Sultan, K. T., Brown, K. N., Shi, S.-H., 2013 (2013). Production and organization of neocortical 
interneurons. frontiersin.org. doi:10.3389/fncel.2013.00221/abstract. 

Sun, Y., Farzan, F., Barr, M. S., Kirihara, K., Fitzgerald, P. B., Light, G. A., et al. (2011). Gamma 
oscillations in schizophrenia: Mechanisms and clinical significance. Brain Research 1413, 
98–114. doi:10.1016/j.brainres.2011.06.065. 

Sussel, L., Marin, O., Kimura, S., and Rubenstein, J. L. (1999). Loss of Nkx2.1 homeobox gene 
function results in a ventral to dorsal molecular respecification within the basal 
telencephalon: evidence for a transformation of the pallidum into the striatum. 
Development 126, 3359–3370. 

Tamamaki, N., and Tomioka, R. (2010). Long-Range GABAergic Connections Distributed 
throughout the Neocortex and their Possible Function. Front. Neurosci. 4. 
doi:10.3389/fnins.2010.00202. 

Taniguchi, H. (2014). Genetic dissection of GABAergic neural circuits in mouse neocortex. 1–
22. doi:10.3389/fncel.2014.00008/abstract. 

Taniguchi, H., Lu, J., and Huang, Z. J. (2013). The spatial and temporal origin of chandelier cells 
in mouse neocortex. Science 339, 70–74. doi:10.1126/science.1227622. 

Tasic, B., Yao, Z., Graybuck, L. T., Smith, K. A., Nguyen, T. N., Bertagnolli, D., et al. (2018). 
Shared and distinct transcriptomic cell types across neocortical areas. Nature 563, 1–41. 
doi:10.1038/s41586-018-0654-5. 

Tiitinen, H. T., Sinkkonen, J., Reinikainen, K., Alho, K., Lavikainen, J., and Näätänen, R. (1993). 
Selective attention enhances the auditory 40-Hz transient response in humans. Nature 
364, 59–60. doi:10.1038/364059a0. 

Tivodar, S., Kalemaki, K., Kounoupa, Z., Vidaki, M., Theodorakis, K., Denaxa, M., et al. (2015). 
Rac-GTPases Regulate Microtubule Stability and Axon Growth of Cortical GABAergic 



	 147	

Interneurons. Cereb. Cortex 25, 2370–2382. doi:10.1093/cercor/bhu037. 

Torigoe, M., Yamauchi, K., Kimura, T., Uemura, Y., and Murakami, F. (2016). Evidence That the 
Laminar Fate of LGE/CGE-Derived Neocortical Interneurons Is Dependent on Their 
Progenitor Domains. Journal of Neuroscience 36, 2044–2056. 
doi:10.1523/JNEUROSCI.3550-15.2016. 

Traub, R. D., Bibbig, A., LeBeau, F. E. N., Buhl, E. H., and Whittington, M. A. (2004). CELLULAR 
MECHANISMS OF NEURONAL POPULATION OSCILLATIONS IN THE HIPPOCAMPUS IN 
VITRO. http://dx.doi.org/10.1146/annurev.neuro.27.070203.144303 27, 247–278. 
doi:10.1146/annurev.neuro.27.070203.144303. 

Tremblay, R., Lee, S., and Rudy, B. (2016). GABAergic Interneurons in the Neocortex: From 
Cellular Properties to Circuits. Neuron 91, 260–292. doi:10.1016/j.neuron.2016.06.033. 

Tseng, K. Y., Chambers, R. A., and Lipska, B. K. (2009). The neonatal ventral hippocampal lesion 
as a heuristic neurodevelopmental model of schizophrenia. Behavioural Brain Research 
204, 295–305. doi:10.1016/j.bbr.2008.11.039. 

Tsujimoto, S. (2008). The prefrontal cortex: functional neural development during early 
childhood. The Neuroscientist 14, 345–358. doi:10.1177/1073858408316002. 

Tsujimoto, T., Shimazu, H., and Isomura, Y. (2006). Direct Recording of Theta Oscillations in 
Primate Prefrontal and Anterior Cingulate Cortices. Journal of Neurophysiology 95, 2987–
3000. doi:10.1152/jn.00730.2005. 

Tyzio, R., Allene, C., Nardou, R., Picardo, M. A., Yamamoto, S., Sivakumaran, S., et al. (2011). 
Depolarizing Actions of GABA in Immature Neurons Depend Neither on Ketone Bodies 
Nor on Pyruvate. J. Neurosci. 31, 34–45. doi:10.1523/JNEUROSCI.3314-10.2011. 

Uhlhaas, P. J., and Singer, W. (2010). Abnormal neural oscillations and synchrony in 
schizophrenia. Nature Publishing Group 11, 100–113. doi:10.1038/nrn2774. 

Uhlhaas, P. J., and Singer, W. (2013). High-frequency Oscillations and the Neurobiology of 
Schizophrenia. doi:10.1016/j.pneurobio.2012.02.004. 

Uhlhaas, P. J., Haenschel, C., Nikolic, D., and Singer, W. (2008). The Role of Oscillations and 
Synchrony in Cortical Networks and Their Putative Relevance for the Pathophysiology of 
Schizophrenia. Schizophrenia Bulletin 34, 927–943. doi:10.1093/schbul/sbn062. 

Uylings, H. B. M., Groenewegen, H. J., and Kolb, B. (2003). Do rats have a prefrontal cortex? 
Behavioural Brain Research 146, 3–17. doi:10.1016/j.bbr.2003.09.028. 

Valcanis, H., and Tan, S.-S. (2003). Layer Specification of Transplanted Interneurons in 
Developing Mouse Neocortex. J. Neurosci. 23, 5113–5122. doi:10.1523/JNEUROSCI.23-
12-05113.2003. 

van Aerde, K. I., and Feldmeyer, D. (2013). Morphological and Physiological Characterization 
of Pyramidal Neuron Subtypes in Rat Medial Prefrontal Cortex. Cerebral Cortex 25, 788–
805. doi:10.1093/cercor/bht278. 



	

	 148	

Van De Werd, H. J. J. M., Rajkowska, G., Evers, P., and Uylings, H. B. M. (2010). 
Cytoarchitectonic and chemoarchitectonic characterization of the prefrontal cortical 
areas in the mouse. Brain Struct Funct 214, 339–353. doi:10.1007/s00429-010-0247-z. 

Verney, C., Takahashi, T., Bhide, P. G., Nowakowski, R. S., and Caviness, V. S. (2000). 
Independent controls for neocortical neuron production and histogenetic cell death. Dev 
Neurosci 22, 125–138. doi:10.1159/000017434. 

Vidaki, M., Tivodar, S., Doulgeraki, K., Tybulewicz, V., Kessaris, N., Pachnis, V., et al. (2012). 
Rac1-Dependent Cell Cycle Exit of MGE Precursors and GABAergic Interneuron Migration 
to the Cortex. Cerebral Cortex 22, 680–692. doi:10.1093/cercor/bhr145. 

Vieira, C., Pombero, A., Garcia-Lopez, R., Gimeno, L., Echevarria, D., and nez, S. M. (2009). 
Molecular mechanisms controlling brain development: an overview of neuroepithelial 
secondary organizers. Int. J. Dev. Biol. 54, 7–20. doi:10.1387/ijdb.092853cv. 

Virtanen, M. A., Lacoh, C. M., Fiumelli, H., Kosel, M., Tyagarajan, S., de Roo, M., et al. (2018). 
Development of inhibitory synaptic inputs on layer 2/3 pyramidal neurons in the rat 
medial prefrontal cortex. Brain Struct Funct 223, 1999–2012. doi:10.1007/s00429-017-
1602-0. 

Wamsley, B., and Fishell, G. (2017). Genetic and activity-dependent mechanisms underlying 
interneuron diversity. Nat Rev Neurosci, 1–11. doi:10.1038/nrn.2017.30. 

Wang, D. D., and Kriegstein, A. R. (2009). Defining the role of GABA in cortical development. 
The Journal of Physiology 587, 1873–1879. doi:10.1113/jphysiol.2008.167635. 

Wang, D. D., and Kriegstein, A. R. (2010). Blocking Early GABA Depolarization with Bumetanide 
Results in Permanent Alterations in Cortical Circuits and Sensorimotor Gating Deficits. 
Cerebral Cortex 21, 574–587. doi:10.1093/cercor/bhq124. 

Wang, X. J., and Buzsáki, G. (1996). Gamma oscillation by synaptic inhibition in a hippocampal 
interneuronal network model. J. Neurosci. 16, 6402–6413. doi:10.1523/JNEUROSCI.16-
20-06402.1996. 

Wang, Y., Toledo-Rodriguez, M., Gupta, A., Wu, C., Silberberg, G., Luo, J., et al. (2004). 
Anatomical, physiological and molecular properties of Martinotti cells in the 
somatosensory cortex of the juvenile rat. The Journal of Physiology 561, 65–90. 
doi:10.1113/jphysiol.2004.073353. 

Wang, Y., Wang, Y., and Chen, Z. (2018). Double-edged GABAergic synaptic transmission in 
seizures_ The importance of chloride plasticity. Brain Research 1701, 126–136. 
doi:10.1016/j.brainres.2018.09.008. 

Webb, S. J., Monk, C. S., and Nelson, C. A. (2010). Mechanisms of Postnatal Neurobiological 
Development: Implications for Human Development. Developmental Neuropsychology 
19, 147–171. doi:10.1207/S15326942DN1902_2. 

Weissman, T. A., Riquelme, P. A., Ivic, L., Flint, A. C., and Kriegstein, A. R. (2004). Calcium 



	 149	

Waves Propagate through Radial Glial Cells and Modulate Proliferation in the Developing 
Neocortex. Neuron 43, 647–661. doi:10.1016/j.neuron.2004.08.015. 

White, J. A., Banks, M. I., Pearce, R. A., and Kopell, N. J. (2000). Networks of interneurons with 
fast and slow γ-aminobutyric acid type A (GABAA) kinetics provide substrate for mixed 
gamma-theta rhythm. in, 8128–8133. doi:10.1073/pnas.100124097. 

Whittington, M. A., Traub, R. D., and Jefferys, J. G. R. (1995). Synchronized oscillations in 
interneuron networks driven by metabotropic glutamate receptor activation. Nature 373, 
612–615. doi:10.1038/373612a0. 

Wichterle, H., Turnbull, D. H., Nery, S., Fishell, G., and Alvarez-Buylla, A. (2001). In utero fate 
mapping reveals distinct migratory pathways and fates of neurons born in the 
mammalian basal forebrain. Development 128, 3759–3771. 

Wonders, C. P., and Anderson, S. A. (2006). The origin and specification of cortical 
interneurons. Nat Rev Neurosci 7, 687–696. doi:10.1038/nrn1954. 

Wong, F. K., and Marin, O. (2019). Developmental Cell Death in the Cerebral Cortex. Annu. 
Rev. Cell Dev. Biol. 35, annurev–cellbio–100818–125204–20. doi:10.1146/annurev-
cellbio-100818-125204. 

Wong, F. K., Bercsenyi, K., Sreenivasan, V., Portalés, A., Fernández-Otero, M., and Marin, O. 
(2018). Pyramidal cell regulation of interneuron survival sculpts cortical networks. Nature 
557, 668–673. doi:10.1038/s41586-018-0139-6. 

Worden, M S., J J. Foxe, N Wang, and GV Simpson J. 2000. “Anticipatory Biasing of Visuospatial 
Attention Indexed by Retinotopically Specific-Band Electroencephalography Increases 
Over Occipital Cortex.” The Journal of neuroscience. 

Xu, H., Jeong, H.-Y., Tremblay, R., and Rudy, B. (2013). Neocortical Somatostatin-Expressing 
GABAergic Interneurons Disinhibit the Thalamorecipient Layer 4. Neuron 77, 155–167. 
doi:10.1016/j.neuron.2012.11.004. 

Xu, Q. (2004). Origins of Cortical Interneuron Subtypes. Journal of Neuroscience 24, 2612–
2622. doi:10.1523/JNEUROSCI.5667-03.2004. 

Xu, Q., Tam, M., and Anderson, S. A. (2008). Fate mapping Nkx2.1-lineage cells in the mouse 
telencephalon. J. Comp. Neurol. 506, 16–29. doi:10.1002/cne.21529. 

Xu, X., and Callaway, E. M. (2009). Laminar specificity of functional input to distinct types of 
inhibitory cortical neurons. Journal of Neuroscience 29, 70–85. 
doi:10.1523/JNEUROSCI.4104-08.2009. 

Xu, X., Roby, K. D., and Callaway, E. M. (2006). Mouse cortical inhibitory neuron type that 
coexpresses somatostatin and calretinin. J. Comp. Neurol. 499, 144–160. 
doi:10.1002/cne.21101. 

YAKOVLEV, P. (1967). The myelogenetic cycles of regional maturation of the brain. Regional 
development of the brain in early life, 3–70. 



	

	 150	

Yamada, J., Okabe, A., Toyoda, H., Kilb, W., Luhmann, H. J., and Fukuda, A. (2004). Cl− uptake 
promoting depolarizing GABA actions in immature rat neocortical neurones is mediated 
by NKCC1. The Journal of Physiology 557, 829–841. doi:10.1113/jphysiol.2004.062471. 

Yamawaki, N., Stanford, I. M., Hall, S. D., and Woodhall, G. L. (2008). Pharmacologically 
induced and stimulus evoked rhythmic neuronal oscillatory activity in the primary motor 
cortex in vitro. Neuroscience 151, 386–395. doi:10.1016/j.neuroscience.2007.10.021. 

Yang, J. M., Zhang, J., Chen, X. J., Geng, H. Y., Ye, M., Spitzer, N. C., et al. (2013a). Development 
of GABA Circuitry of Fast-Spiking Basket Interneurons in the Medial Prefrontal Cortex of 
erbb4-Mutant Mice. J. Neurosci. 33, 19724–19733. doi:10.1523/JNEUROSCI.1584-
13.2013. 

Yang, J. M., Zhang, J., Yu, Y. Q., Duan, S., and Li, X. M. (2013b). Postnatal Development of 2 
Microcircuits Involving Fast-Spiking Interneurons in the Mouse Prefrontal Cortex. 
Cerebral Cortex 24, 98–109. doi:10.1093/cercor/bhs291. 

Yang, J. W., Hanganu-Opatz, I. L., Sun, J. J., and Luhmann, H. J. (2009). Three Patterns of 
Oscillatory Activity Differentially Synchronize Developing Neocortical Networks In Vivo. J. 
Neurosci. 29, 9011–9025. doi:10.1523/JNEUROSCI.5646-08.2009. 

Yang, J.-W., An, S., Sun, J.-J., Reyes-Puerta, V., Kindler, J., Berger, T., et al. (2012). Thalamic 
Network Oscillations Synchronize Ontogenetic Columns in the Newborn Rat Barrel 
Cortex. Cerebral Cortex 23, 1299–1316. doi:10.1093/cercor/bhs103. 

Yizhar, O., Fenno, L. E., Prigge, M., Schneider, F., Davidson, T. J., O'Shea, D. J., et al. (2011). 
Neocortical excitation/inhibition balance in information processing and social 
dysfunction. Nature 477, 171–178. doi:10.1038/nature10360. 

Yuan, Y., Malley, H. A. O. X., Smaldino, M. A., Bouza, A. A., Hull, J. M., and Isom, L. L. (2019). 
Delayed maturation of GABAergic signaling in the Scn1a and Scn1b mouse models of 
Dravet Syndrome. Scientific Reports, 1–16. doi:10.1038/s41598-019-42191-0. 

Zaitsev, A. V., Povysheva, N. V., Gonzalez-Burgos, G., and Lewis, D. A. (2012). 
Electrophysiological classes of layer 2/3 pyramidal cells in monkey prefrontal cortex. 
Journal of Neurophysiology 108, 595–609. doi:10.1152/jn.00859.2011. 

Zhang, Z., Jiao, Y.-Y., and Sun, Q.-Q. (2011). Developmental maturation of excitation and 
inhibition balance in principal neurons across four layers of somatosensory cortex. 
Neuroscience 174, 10–25. doi:10.1016/j.neuroscience.2010.11.045. 

Zheng, K., An, J. J., Yang, F., and Xu, W. (2011). TrkB signaling in parvalbumin-positive 
interneurons is critical for gamma-band network synchronization in hippocampus. in 
doi:10.1073/pnas.1114241108/-/DCSupplemental. 

Zhu, J. J. (2000). Maturation of layer 5 neocortical pyramidal neurons: amplifying salient layer 
1 and layer 4 inputs by Ca2+ action potentials in adult rat tuft dendrites. The Journal of 
Physiology 526, 571–587. doi:10.1111/j.1469-7793.2000.00571.x. 



	 151	

Zilles, K. (2018). Brodmann: a pioneer of human brain mapping—his impact on concepts of 
cortical organization. Brain 141, 3262–3278. doi:10.1093/brain/awy273. 

Zoupi, L., Savvaki, M., Kalemaki, K., Kalafatakis, I., Sidiropoulou, K., and Karagogeos, D. (2017). 
The function of contactin-2/TAG-1 in oligodendrocytes in health and demyelinating 
pathology. Glia 66, 576–591. doi:10.1002/glia.23266. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



	

	 152	

Printed version of Publications 



Rac-GTPases Regulate Microtubule Stability and Axon Growth of Cortical GABAergic
Interneurons

Simona Tivodar1,2, Katerina Kalemaki1,2,†, Zouzana Kounoupa1,2,†, Marina Vidaki1,2,6, Kostas Theodorakis1,2, Myrto Denaxa3,
Nicoletta Kessaris4, Ivan de Curtis5, Vassilis Pachnis3 and Domna Karagogeos1,2

1Institute of Molecular Biology and Biotechnology (IMBB, FORTH), Heraklion, Greece, 2Department of Basic Science, Faculty of
Medicine, University of Crete, Heraklion, Greece, 3Division of Molecular Neurobiology, Medical Research Council, National
Institute for Medical Research, London, UK, 4Wolfson Institute for Biomedical Research and Department of Cell and
Developmental Biology, University College London, UK, 5Cell Adhesion Unit, Dibit, San Raffaele Scientific Institute, 20132 Milano,
Italy and 6Current Address: Koch Institute for Integrative Cancer Research at MIT, Massachusetts Institute of Technology,
Cambridge, MA 02139, USA

Address correspondence to Prof. Domna Karagogeos, IMBB, PO Box 1385, Vassilika Vouton, Heraklion, 71110 Crete, Greece.
Email: karagoge@imbb.forth.gr
†These authors contributed equally to this work.

Cortical interneurons are characterized by extraordinary functional
and morphological diversity. Although tremendous progress has
been made in uncovering molecular and cellular mechanisms impli-
cated in interneuron generation and function, several questions still
remain open. Rho-GTPases have been implicated as intracellular
mediators of numerous developmental processes such as cytoskele-
ton organization, vesicle trafficking, transcription, cell cycle pro-
gression, and apoptosis. Specifically in cortical interneurons, we
have recently shown a cell-autonomous and stage-specific require-
ment for Rac1 activity within proliferating interneuron precursors.
Conditional ablation of Rac1 in the medial ganglionic eminence leads
to a 50% reduction of GABAergic interneurons in the postnatal cor-
tex. Here we examine the additional role of Rac3 by analyzing Rac1/
Rac3 double-mutant mice. We show that in the absence of both Rac
proteins, the embryonic migration of medial ganglionic eminence-
derived interneurons is further impaired. Postnatally, double-mutant
mice display a dramatic loss of cortical interneurons. In addition,
Rac1/Rac3-deficient interneurons show gross cytoskeletal defects in
vitro, with the length of their leading processes significantly reduced
and a clear multipolar morphology. We propose that in the absence
of Rac1/Rac3, cortical interneurons fail to migrate tangentially
towards the pallium due to defects in actin and microtubule cyto-
skeletal dynamics.

Keywords: cortical development, cytoskeleton, medial ganglionic eminence,
Rho-GTPases

Introduction
γ-Aminobutyric acid-producing (GABAergic) interneurons
provide the main source of inhibition to cortical circuits and
their impaired function underlies severe neurodevelopmental
disorders such as schizophrenia, epilepsy, and autism (Le
Magueresse and Monyer 2013). Cortical interneurons orig-
inate in the ganglionic eminences, well-defined domains of
the subpallial ventricular zone (VZ), from where they migrate
tangentially to populate the different layers of the neocortex.
Cortical GABAergic interneurons can be divided into different
subpopulations according to distinct morphological, molecular,
and functional properties. The most recently proposed classifi-
cation divides interneurons in 3 nonoverlapping groups defined
by the expression of parvalbumin (PV), somatostatin (Sst), and

the ionotropic serotonin receptor 5HT3a (5HT3aR) (Rudy et al.
2011).

The medial ganglionic eminence (MGE) is the major source
of PV+ and Sst+ cortical GABAergic interneurons (Fishell and
Rudy 2011). Nkx2.1, a homeobox transcription factor, is a key
regulator for the specification of interneuron populations in
the MGE (Sussel et al. 1999; Xu et al. 2004; Butt et al. 2008).
Downstream of Nkx2.1, Lhx6, a LIM homeodomain protein, is
required for the tangential migration of GABAergic inter-
neurons in the cortex and the specification of PV and Sst inter-
neurons (Liodis et al. 2007).

Extracellular factors determine the interneuron migratory
routes by modifying their leading processes through the
activation of intracellular pathways. New leading process
branches are generated in response to chemoattractant cues,
in order to change the direction of migration (Martini et al.
2009). Rac proteins, a subfamily of Rho-GTPases, are crucial
players in processes such as cytoskeleton organization, ves-
icle trafficking, transcription, cell cycle progression, and
apoptosis (Jaffe and Hall 2005; Gonzalez-Billault et al.
2012).

Most of our knowledge on Rac protein function is based on
work focused on the ubiquitously expressed Rac1. Particularly
in the central nervous system, conditional knock-out of Rac1 in
the VZ of the telencephalon results in axonogenesis defects
and impaired migration of cortical cells (Chen et al. 2007, 2009).
Rac1 is known to regulate neuronal polarization, migration,
and axon growth via the WAVE complex in cerebellar granule
neurons that express only one member of the Rho-GTPase
family, Rac1 (Tahirovic et al. 2010). In addition, in dissociated
cultures of hippocampal pyramidal cells, Rac1 activity occurs
downstream of the microtubule-associated protein MAP1B
(Montenegro-Venegas et al. 2010). We have recently demon-
strated that Rac1 is required cell autonomously for cortical
interneuron development (Vidaki et al. 2012). Mice lacking
Rac1 exclusively in MGE-derived cells exhibit a 50% reduction
in the number of GABAergic interneurons found in the post-
natal cortex. Rac1 is required in cycling progenitors, since in
its absence they are significantly delayed in exiting the cell
cycle, probably due to a longer G1 phase. Mutant GABAergic
interneurons also show abnormal axon growth cone mor-
phology in vitro. These data demonstrate that Rac proteins are
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important players in interneuron development through diverse
functions (Vidaki et al. 2012).

In contrary to the information about Rac1 function in
diverse cell types, little is known about Rac3, which is highly
expressed in the nervous system (Malosio et al. 1997). Mice
deficient for Rac3 do not show impaired cortical development
and new-born mice do not show any obvious phenotypes,
while the results of behavioral tests on motor coordination and
learning showed some difference between control and Rac3-
deficient mice (Corbetta et al. 2005). The ablation of Rac1 and
Rac3 from differentiated neurons leads to the loss of mossy cells
and to specific alterations in vivo and in vitro such as dendritic
spine formation of hippocampal neurons as well as a reduction
of cortical and hippocampal interneurons (Corbetta et al. 2009;
Vaghi et al. 2012).

We asked whether Rac3 may compensate for the lack of
Rac1 in early interneuron development, since half of them still
manage to populate the mature cortex in Rac1 mutants. In this
report we validate this hypothesis and analyze the molecular
basis of the observed phenotypes. We have bred the Rac3−/−

(Corbetta et al. 2005) mice to the Rac1fl/fl;Nkx2.1+/Cre line
(Vidaki et al. 2012) which deletes Rac1 from MGE progenitors,
to ask whether the absence of neuronal specific Rac3 in the
Rac1-deficient interneurons has additive and/or distinct effects.
We observed that the reduction of GABAergic interneurons is
severely more pronounced in the double mutant than in the
Rac1 mutant alone. Interestingly, our in vitro and in vivo ana-
lyses suggest that the further decrease in the number of GABA-
ergic interneurons in the postnatal cortex of double Rac1/Rac3
mutants is due to migratory defects. In particular, we show
that the leading processes of Rac1/Rac3-deficient MGE-derived
cells have distinct cytoskeletal deficits. We correlate these def-
ects with a reduction in the amount of the stable fraction of
microtubules. Our data are consistent with the hypothesis that
Rac1 together with Rac3 play a role in stabilizing microtubules,
thus influencing axonal growth/polarity of MGE-derived inter-
neurons. Furthermore, these findings indicate that Rac proteins
connect and coordinate crucial events for cortical interneuron
development such as the organization of actin and microtubule
cytoskeleton.

Materials and Methods

Mice
Animals carrying a floxed allele of Rac1 (Rac1fl/fl;Nkx2.1+/Cre) were
previously described (Vidaki et al. 2012). To obtain double-mutant
animals for Rac1 and Rac3, the Rac1 +/fl;Nkx2.1+/Cre line was crossed
with the Rac3 KO line (Corbetta et al. 2005). The ROSA26fl-STOP-fl-YFP

allele was also inserted as an independent marker, to allow visualiza-
tion of the Rac1/Rac3 mutant (and control) neurons, via yellow fluor-
escent protein (YFP) expression (Srinivas et al. 2001). Rac1fl/fl;Rac3−/−;
Nkx2.1Tg(Cre); R26R-YFP+/− and Rac1+/fl;Rac3+/−;Nkx2.1Tg(Cre);R26R-
YFP+/− animals will be referred to as Rac1fl/fl;Rac3−/−;Nkx2.1+/Cre

(double mutant; dmut) and Rac1+/fl;Rac3+/−;Nkx2.1+/Cre (control; dhet)
respectively, in Materials and Methods, text, figures, and legends. Dhet
and wild-type animals (Rac1+/+;Rac3+/+;Nkx2.1Tg(Cre);R26R-YFP+/−)
were indistinguishable in all tests performed (data not shown). In
parallel, the comparison of dhet was made with Rac1+/fl;Rac3−/−;
Nkx2.1Tg(Cre);R26R-YFP+/− (named Rac3 mutant, Rac3mut) animals to
assess the involvement of Rac3 alone and (Rac1fl/fl;Rac3+/−;Nkx2.1+/Cre,
named Rac1 mutant, Rac1mut) whenever comparisons with conditional
Rac1mutant animals were necessary.

The genotyping was performed by PCR, using specific primers for:
Rac3
1. CATTTCTGTGGCGTCGCCAAC
2. CACGCGGCCGAGCTGTGGTG
3. TTGCTGGTGTCCAGACCAAT
For timed pregnancies, the day of the vaginal plug was

designated as embryonic day E0.5 and the day of birth was con-
sidered as P0.

Most double-mutant mice die 1–2 weeks earlier than the Rac1
conditional mutants, at postnatal day 5 (P5). In some cases they
survive until 2 weeks. At birth, the double mutants are smaller
than the control pups and this difference is maintained until P15
which is the last age examined as the animals die after P15. Mice
are able to feed themselves as milk is evident in their stomachs
but are observed to have epileptic-like seizures which we are cur-
rently investigating; our working hypothesis is that epilepsy is the
underlying cause of death. The colony is maintained in the
animal facility of the Institute of Molecular Biology and Biotech-
nology (IMBB-FORTH), Heraklion, Crete, Greece. All experiments
were approved by the General Directorate of Veterinary Services,
Region of Crete, Greece.

Reverse Transcription-PCR
Total RNA extraction from the MGE of E13.5 wild-type (+/+)
and Rac3 knockout (−/−) embryos was performed with Trizol
(Invitrogen), and followed by cDNA reverse transcription using
the Affinity Script Multiple Temperature cDNA Synthesis Kit
(Agilent), according to the manufacturer’s instructions. cDNA am-
plification has been performed using the Phusion High-Fidelity
DNA Polymerase (FINNZYMES) and specific primers for Rac3
(forward, 5′-CCGCTCGAGATGCAGGCCATCAAGTG-3′ and reverse,
5′-CTAGCTAGCCTAGAATACAGTGCTCTT-3′) or GAPDH (forward,
5′-ATTGTCAGCAATGCATCCTG-3′ and reverse, 5′-ATGGACTGTGG
TCATGAGCC-3′). The following amplification protocol was used:
98°C for 30 s and 32 cycles of 98°C for 7 s, 57°C for 20 s, and 72°
C for 20 s and final extension for 5 min at 72°C. Products were
electrophoresed on a 2% agarose gel.

Immunohistochemistry
Embryonic brains at different ages from E12.5 and onwards, and post-
natal P5 brains were dissected in PBS and fixed in 4% paraformalde-
hyde (PFA) overnight. P15 pups were perfused with 4% PFA/0.25%
glutaraldehyde following fixation with the same solution for 1 h at 4°C.
They were subsequently processed as previously described (Vidaki
et al. 2012).

Primary antibodies used: rabbit polyclonal anti-GFP (Minotech
biotechnology, Heraklion, Greece, 1:5000), rat monoclonal anti-GFP
(Nacalai Tesque, Kyoto, Japan, 1:500), rabbit polyclonal anti-Lhx6
((Liodis et al. 2007) 1:200), rabbit polyclonal anti-GABA (Sigma, Saint
Louis, MI, 1:1000), rabbit polyclonal anti-PV (Swant, Bellinzona,
Switzerland; 1:1000), rabbit polyclonal anti-calretinin (CR) (Swant,
Bellinzona, Switzerland, 1:1000), rat monoclonal anti-Sst (Abcam,
Cambridge, MA, 1:500), rat polyclonal anti-BrdU (Oxford Biotech,
Oxford, UK, 1:1000), rabbit polyclonal anti-Ki67 (Vector Labora-
tories, Burlingame, CA, 1:1000), rabbit anti-cleaved Caspase 3 (Cell
signaling, Beverly, MA, 1:200), Phalloidin-Alexa 595 (Invitrogen),
rabbit anti-GAPDH (Cell Signaling, 1:1000), mouse anti Ac-Tubulin
(Sigma, Saint Louis, MI, 1:200), rat anti Ty-Tubulin (Abcam, Cam-
bridge, UK, 1:50), mouse anti-Tau1 (Millipore, Billerica, MA, 1:400).
Secondary antibodies used: goat anti-mouse-Alexa Fluor-488, -555, or
-633, goat anti-rabbit-Alexa Fluor-488, -555, or -633 and goat anti-rat-
Alexa Fluor-488, -555, or -633 (all from Molecular Probes, Eugene,
OR, all 1:800).

BrdU Incorporation and Staining
Pregnant females of designated embryonic stages were injected in-
traperitoneally with 50 μg/animal gr, and sacrificed at appropriate
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stages to collect the embryos. The brains were processed for immu-
nohistochemistry with Ki67 antibody and then they were treated
with 2 N HCl to expose the BrdU antigen, as reported in Vidaki et al.
(2012).

Western Blot
MGE and lateral ganglionic eminence from E13.5 forebrain tissue were
isolated and lysed as described in Vidaki et al. (2012). Lysates were
run on SDS-PAGE and transferred on Nitrocellulose membranes
(Whatman GmbH, Dassel, Germany). Membranes were subsequently
blocked with 5% BSA in PBS, 0.1% Tween-20 and immunoblotted
with mouse anti-AcTubulin (Sigma, 1:5000), and rabbit anti-GAPDH
(1:1000) diluted in blocking solution. Secondary antibodies used:
anti-mouse-IgG-Horseradish Peroxidase (GE Healthcare, Buckingham-
shire, UK, 1:4000).

RNA In Situ Hybridization
Nonradioactive in situ hybridization on fixed cryostat sections was
performed as described previously (Vidaki et al. 2012). Riboprobes
used were specific for GAD67, NPY, and Cux2 (kindly provided
by Dr F. Guillemot, National Institute for Medical Research, Medical
Research Council, Mill Hill), Lhx6, Sst (Denaxa et al. 2012),
Rac3 (Corbetta et al. 2005), RORβ, and ER81 (kindly provided by
Dr M. Studer iBV—Institut de Biologie Valrose, Institut de Biologie
Valrose, Nice).

MGEMatrigel Explants and Dissociated Cell Culture MGE
MGE explants and dissociated cell cultures were prepared from
E13.5 embryonic forebrains as previously described (Vidaki et al.
2012).

Taxol Treatment
MGE-derived cells were plated and after 24 h in vitro the medium was
changed with medium containing 50 nM–1 µM taxol for another 48 h
in culture.

SEM
For scanning electron microscopy, MGE-derived cells, after 2 days in
culture, were fixed in 2% glutaraldehyde, 2% PFA in 0.08 M sodium ca-
codylate buffer, pH 7.4, for 24 h at 4°C, washed in the above men-
tioned buffer, postfixed in 2% aqueous OsO4 for 60 min at 4°C, and
dehydrated through a graded series of ethanol. Dehydrated samples
were critical point dried (Baltec CPD 030) and mounted on copper
stubs prior to sputter coating with 20 nm thick gold/palladium (Baltec
SCD 050). Samples were examined using a JEOL JSM-6390LV scanning
electron microscope, operating at 20 kV.

Quantification and Statistical Analysis
The quantification of different interneuron subpopulations in P5 and
P15 brains and the cell cycle exit on embryonic sections was previously
described (Vidaki et al. 2012).

The Image J program was used for the measurements of the leading
process length as well as the angle between the leading process and
migration axis in vivo. Twenty cells were randomly picked on each of 3
consecutive sections per animal and the statistical analysis was per-
formed using Student’s t-test.

The migration distance of the cells out of matrigel explants was
measured using arbitrary units in Image J. For each genotype we used
at least 3 animals and from each animal 3–4 explants were monitored.
All data are presented as mean ± SEM.

In order to quantify the defect on MGE cell cultures when Rac1/
Rac3 are absent or only Rac1 is absent, E13.5 littermate embryos were
used (Rac1+/fl;Rac3+/−;Nkx2.1+/Cre dhet, Rac1fl/fl; Rac3+/−;Nkx2.1+/Cre Rac1
mutant and Rac1fl/fl;Rac3−/−;Nkx2.1+/Cre dmut) from 4 experiments. The
Image J program was used for the measurements of the leading process
length on 50–100 cells that were randomly picked. For each genotype

the number of leading processes was counted and the data represent
mean ± SEM.

The quantification of the intensity of the bands from western blots
was made using Image J. The values included in the graph represent
the average from 3 experiments after the normalization; in each case,
we used pools of material from 4 animals per genotype and the data
represent mean ± SEM.

Results

Embryonic Migration of MGE-derived Interneurons is
Affected in the Absence of Rac1 and Rac3 Proteins
Recently we carried out a microarray-based comparative profil-
ing of gene expression of dorsal forebrain from embryonic day
(E) 15.5 wild-type and Lhx6 mutant mice to identify novel
genes implicated in cortical interneuron development (Denaxa
et al. 2012). Among the genes affected by the deletion of Lhx6
in the dorsal forebrain was the Rho-GTPase protein Rac3.
Since Lhx6 null mice show defects in the tangential migration
of cortical interneurons (Liodis et al. 2007; Zhao et al. 2008),
we hypothesized that this might be partially due to the lack of
Rac3 protein in Lhx6 mutant interneurons. Nevertheless, Rac3
mutant mice have been reported not to have obvious defects in
cortical interneuron migration (Corbetta et al. 2005), while
Rac1-deficient mice show a 50% reduction of GABAergic neu-
rons in the postnatal cortex (Vidaki et al. 2012). This difference
may be due to the fact that both Rac1 and Rac3 proteins can
compensate for each other’s function during interneuron
migration. Therefore, we set out to study the role of both Rho-
GTPase proteins in cortical interneuron development.

Our first objective was to examine the expression of Rac3 in
the forebrain early in development by in situ hybridization
experiments. As shown in Supplementary Figure 1, at E13.5, a
signal for Rac3 in the wild-type MGE is revealed (Supplemen-
tary Fig. 1A) while it is totally absent from Rac3 mutant
embryos (Supplementary Fig. 1B). Independently, Rac3 is also
detected by RT-PCR on MGE tissue at this stage (Supplemen-
tary Fig. 1E) confirming its expression in this area. By E16.5
Rac3 is expressed throughout the developing cortex, mostly
confined to the cortical plate (Supplementary Fig. 1C), while
in the P5 cortex its expression is found in all layers but
more intensely in layers IV/V (Supplementary Fig. 1D and
Fig. 4B,B′;G,G′).

In order to study the consequences of the absence of both
Rac1 and Rac3 proteins on cortical interneuron development,
the Rac1 conditional knockout (Rac1fl/fl; Nkx2.1+/Cre, [Vidaki
et al. 2012]) was crossed to Rac3-deficient mice (Rac3−/−, Rac3
KO; [Corbetta et al. 2005]). Thus, we obtained a line where cor-
tical interneurons deriving from the MGE are missing both
Rac1 and Rac3 proteins (Rac1fl/fl; Rac3−/−;Nkx2.1+/Cre, double
mutant, see Materials and Methods) and the MGE-derived cells
expressing Cre are visualized by the Rosa26-YFP reporter.

Using immunofluorescence on E14.5 forebrain cryosections
from control (dhet) embryos we observed YFP+ interneurons
migrating tangentially forming the characteristic two cellular
streams in the marginal zone (MZ) and the intermediate/sub-
ventricular zone (IZ/SVZ) and entering the dorsal telencepha-
lon ([Tanaka and Nakajima 2012; Marin 2013]; Figure 1A,
arrowheads indicate the MZ and IZ/SVZ). These two cellular
streams of migrating interneurons were completely absent in
the double-mutant embryos (Fig. 1A′). Upon comparison of
the YFP-stained sections from the double mutant with
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equivalent sections from the conditional Rac1 mutant (Fig. 1 of
(Vidaki et al. 2012) and data not shown) at subsequent stages,
we observed that the double-mutant cells entered the dorsal
telencephalon ∼1 day later (E14.5, Fig. 1A′) than the single
Rac1 mutant YFP+ cells (Fig. 1 of Vidaki et al. 2012). Analysis
with a postmitotic marker of MGE-derived GABAergic inter-
neurons, Lhx6, and a subtype specific marker, Sst verified the
severely reduced number of migrating interneurons at E14.5
in the dorsal telencephalon of the double mutants (Fig. 1B,B′;
C,C′). Later in embryogenesis (E16.5), in the double mutants,
only a few YFP+, Lhx6+, or Sst+ cells were found inside the
cortex but not extending as dorsally as in the control mice
(Fig. 1D,E,F,D′,E′,F′). In addition, a significant accumulation of
these cells was observed in the ventral telencephalon of
double-mutant embryos and not in the control ones (asterisk
in Fig. 1D′,E′,F′).

To further study the migrating behavior of double-mutant
cells and investigate whether the observed defects are cell
autonomous, we cultured MGE explants on matrigel and ana-
lyzed the migration of cells out of the explants. MGE explants
were collected from 4 different genotypes: control, Rac1
mutant, Rac3 mutant, and double mutant (see Materials and
Methods section describing mice). After 24 h, explants from
control or Rac3 mutant (Fig. 2A,C) looked similar, with cells
migrating from the explant and forming a characteristic halo.
Rac1 mutant cells were delayed in leaving the explants
(Fig. 2B) as described in Vidaki et al. (2012). In double-mutant
explants, even fewer cells were migrating for a short distance
from the explant compared with the Rac1 mutant (Fig. 2D,E) at

24 h. At 48 h, while the control and Rac3 mutant cells were
covering comparable areas (Fig. 2A′,C′) the distance traveled
by the Rac1 mutant and the double-mutant cells (Fig. 2B′,D′)
was significantly shorter, with the double-mutant cells cover-
ing the least distance of all genotypes (Fig. 2E′). The differ-
ences in distance traveled of double-mutant cells compared
with control and Rac1 mutant alone is statistically significant
(Fig. 2E,E′). We observed in our preliminary live imaging
experiments that the emerging cells from the double-mutant
MGE explants were less motile and did not display the charac-
teristic growth cone extension/retraction movements (data not
shown). Thus we consider that the delay in migration may be
related to morphological and cytoskeletal abnormalities.

The Number of MGE-derived GABAergic Interneuron
Subpopulations is Severely Reduced in the Rac1/Rac3
Mutant Cortex While Their Differentiation is Unaffected
From the embryonic analysis we observed that the majority of
MGE-derived interneurons, missing both Rac1 and Rac3, did
not manage to migrate and populate the cortex on time
(Fig. 1). Instead, they were found accumulated in the ventral
telencephalon even postnatally (data not shown). Given the
great reduction in migrating interneurons during embryogen-
esis, we analyzed the distribution (Supplementary Fig. 2) and
numbers of interneuron subpopulations with specific markers
at P5, after they reached their final position in the cortex
(Fig. 3). For comparison we used equivalent cryosections from
the double-mutant cortex and from the control cortex at

Figure 1. MGE-derived interneurons fail to migrate towards the neocortex in double Rac1/Rac3 mutant embryos. Coronal sections from the forebrain of control and double-mutant
embryos at E14.5 (A–C′) and E16.5 (D–F′), were stained for YFP and specific markers of interneurons to visualize the migration of MGE-derived cells to the developing neocortex. In
the double mutants at both ages (A′–C′, D′–F′: Rac1fl/fl;Rac3−/−;Nkx2.1+/Cre, dmut) Rac1/Rac3-deficient interneurons fail to migrate towards the developing neocortex, compared
with the control ones (A–C, D–F: Rac1+/fl;Rac3+/−;Nkx2.1+/Cre, dhet). At E16.5 some of the Rac1/Rac3-deficient cells migrate towards the cortex although the majority remain
aggregated in the ventral telencephalon (asterisk in D′–F′) compared with control ones as revealed by immunostaining for YFP and interneuronal markers (Lhx6, E, E′; Sst, F, F′). The
number of Lhx6 and Sst-expressing interneurons is severely reduced in the cortex of dmut embryos (B′, C′, E′, F′) compared with control ones (B, C, E, F) at both embryonic stages.
Arrowheads indicate the two migratory streams in the MZ and the IZ/SVZ. Scale bars: 100 μm.
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different anterior–posterior levels (Fig. 3B,B′). A striking 80%
of YFP+ cells were absent in the double-mutant barrel cortex
compared with the control barrel cortex (Fig. 3A,A′,C). Com-
parisons between control and Rac3 mutant for YFP+ cells in
the P15 cortex showed no statistically significant differences
(data not shown). By using specific interneuron markers
(Lhx6, GABA, PV) and quantifying the double-positive cells we
demonstrated that in all cases, only 20% of double-labeled
interneurons were found in the cortex of double-mutant mice
(Fig. 3D,E,F and Supplementary Fig. 2). The same 80% reduc-
tion was observed after quantification of cells positive for Sst
mRNA (Fig. 3G). The percentages of YFP+ cells that co-express
GABA, Lhx6, and PV over the total number of YFP+ cells were
not significantly different between control and mutants
deficient in Rac1/Rac3 (Fig. 3I–K), indicating that the ability of
the double-mutant precursors to differentiate into the various

mature interneuron subtypes is not affected despite the great
reduction in absolute numbers.

The caudal ganglionic eminence (CGE) gives rise to CR,
vasoactive intestinal peptide (VIP) and neuropeptide Y (NPY)
interneurons. We analyzed the number and distribution of
CGE-derived interneuron subtypes (Fig. 3H, Supplementary
Fig. 3) to see if the loss of MGE-derived interneurons could
induce alterations in CGE-derived interneurons. Our data
demonstrate that the number of CGE-derived cells is not altered
in the cortex of the double mutants.

Given the great loss of interneurons, we decided to look for
further abnormalities in the cortices of double mutants and
examined the overall morphology along the AP and DV axes as
well as the cortical layers in postnatal brains. No gross anatom-
ical defects were observed apart from the smaller size of their
brains in the AP axis (Supplementary Fig. 4 and data not

Figure 2. Cell autonomous migration defect of MGE-derived Rac1 and Rac1/Rac3-deficient interneurons. Matrigel explants from E13.5 control (A, A′: Rac1+/fl;Rac3+/−;
Nkx2.1+/Cre, dhet), Rac1 mutant (B, B′: Rac1fl/fl;Rac3+/−;Nkx2.1+/Cre, Rac1mut), Rac3 mutant (C, C′: Rac1+/fl;Rac3−/−;Nkx2.1+/Cre, Rac3mut) and double mutant (D, D′: Rac1fl/fl;
Rac3−/−;Nkx2.1+/Cre, dmut) embryos were included in matrigel and cell migration was monitored. After 24 h very few cells were migrating away from the Rac1 mutant and Rac1/
Rac3 mutant explants (B, D) compared with the control or Rac3 mutant explants (A, C). Reduced migration was observed after 48 h in Rac1 mutant and double-mutant cultures
(B′, D′). The distance of the neurons positioned furthest away from the explants was measured, and statistical significance was assessed, using Student’s t-test (P value ! 0:05;
n=10). Error bars represent the standard error of mean (E, E′). Scale bars: 50 μm.
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shown). To check whether cortical layers are formed normally
and whether pyramidal neurons are affected by the severe
reduction of interneurons, we performed in situ hybridization
using specific layer markers such as Rorβ, ER81, and Cux2. We
also used the Rac3 probe, which is highly expressed in layer
IV/V. We observed that all layers were present at the correct

place, while the cortex width in the double-mutant animals
was not significantly smaller compared with control animals
(Supplementary Fig. 4).

Taken together, our results show that the postnatal cortex of
double-mutant animals exhibits a great and specific reduction
in the number of cortical MGE-derived interneurons. 80% of

Figure 3. The number of different MGE-derived cortical interneuron subtypes in the Rac1 and Rac3 mutant postnatal barrel cortex is severely reduced. Distribution of different
interneuron subtypes in P5 and P15 brains was analyzed using specific markers for GABAergic interneurons. The distribution (A, A′) and number of YFP+ (C), Lhx6+;YFP+ (D),
GABA+;YFP+ (E), PVA+;YFP+ (F) and Sst+ (G) interneurons was reduced to almost 80% in the double mutants compared with the control animals. The number of CR+ cells was
not affected in the absence of Rac1/Rac3 proteins (H). The percentage of double positive Lhx6;YFP (I), GABA;YFP (J) and PVA;YFP (K) over the total number of YFP+ cells is
not different between control and mutant in the barrel cortex. Coronal sections from P5 brains with Nissl staining were taken within the range of bregmata from 0.86 to −1.46 mm
(B, B′). These brain sections were used for counting and the boxed regions represent the area of the barrel cortex where the countings were performed. Statistical significance was
assessed, using Student’s t-test (P value < 0.05). Error bars represent the standard error of mean. Scale bars: 150 μm.
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cortical interneurons are not found in the cortex, but the rela-
tive numbers of each subpopulation in the remaining 20% is
not affected. Overall, our data point to a migration rather than
a differentiation defect in MGE-derived interneurons.

The Significant Reduction of MGE-derived Cells is in Part
due to a Delay of Cell Cycle Exit
The absence of Rac1 causes a delay in cell cycle exit of MGE
cells (Vidaki et al. 2012). Since Rac3 is also expressed in the
MGE, we aimed to look into its possible additional contri-
bution to the cell cycle exit. Control and double-mutant pro-
genitor cells were pulse-labeled with BrdU at E12.5 and E14.5,
respectively and a chase of 24 h was performed. BrdU was
used to reveal the cells in S phase and the Ki67 marker for
cycling cells (Supplementary Fig. 5A). The fraction of BrdU+

cells that did not express Ki67 in the MGE of double-mutant
embryos (Supplementary Fig. 5B,C) was decreased, indicating
that fewer cells were exiting the cell cycle in the absence of
Rac1/Rac3 proteins, compared with controls. However, there
was no difference in the cell cycle exit index between the Rac1
conditional mutants and the double mutants, suggesting that
this effect is likely due to the absence of Rac1 alone (compare
Supplementary Fig. 5 of this report and Fig. 5 of Vidaki et al.
2012). This result excludes the possibility that the more severe
reduction of the MGE-derived cells in the cortex of the double-
mutant mice is due to a further decrease in cell cycle exit.

Another possibility that could underlie the phenotype
observed is cell death due to apoptosis. However, immunos-
taining of coronal sections from E13.5 and E15.5 embryos for
activated caspase 3 did not reveal any differences between con-
trols and double mutants (Supplementary Fig. 6). These results
indicate that cell death may not be the primary cause of the
major reduction of cortical interneurons in the absence of both
Rac1 and Rac3. In agreement with these data, from midem-
bryonic stages on, we observed an accumulation of YFP+ cells
in the basal forebrain, close to their place of birth. However, it
is possible that cells die gradually over a protracted period of
time, making the assessment of cell death difficult due to low
signal detection.

MGE-derived Interneurons Missing Rac1 and Rac3 Have
Morphological Defects
Rho-GTPases control cell cytoskeleton and morphology in
several contexts. We monitored the morphology of YFP+ mig-
rating cells in vivo at E15.5 (Fig. 4A,B) in the double mutants
by YFP immunostaining. Very few YFP+ Rac1/Rac3-deficient
cells have entered the dorsal telencephalon (Fig. 4C), with
shorter leading processes (Fig. 4D) without any change in the
number of processes per cell (Fig. 4E) and the angle the leading
process forms with the presumptive migration axis when com-
pared with controls (Fig. 4F). The absence of Rac1 alone re-
vealed shorter neurites and defective lamellipodia formation
when compared with control cells in the ventrally aggregated
YFP+ population grown in vitro (Fig. 7 of Vidaki et al. 2012).

To further study the morphological defects of Rac1/Rac3-
deficient interneurons and their intrinsic or extrinsic nature,
we grew ventrally aggregated YFP+ cells from the MGE on
collagen-coated coverslips. We processed these cultures either
for scanning electron microscopy (SEM) analysis or for immu-
nostaining for various cytoskeletal markers. High magnifi-
cation analysis of these cultures using SEM strongly indicated

the presence of morphological defects in the absence of both
Rac proteins (Fig. 5A,B). These morphological defects in-
cluded an increased number of neurites per cell, splitting of
the leading processes and absence of an obvious axonal
growth cone. Immunostaining for YFP and Phalloidin to visu-
alize the actin cytoskeleton in similar cultures (Fig. 5C–D′),
revealed extensive splitting of the leading processes of

Figure 4. In vivo the migrating Rac1/Rac3-deficient cells have shorter leading process
length compare with the control cells. Coronal sections from E15.5 control and Rac1/
Rac3 double-mutant embryos were stained with an anti-GFP antibody (A, B). A′ and B′
high magnification of the boxed areas in A, B used for quantifications. The number of
YFP+ cells (C), the length of the leading processes (D), the number of neurites (E), and
the angle between the leading processes and migration axis (F), were determined and
statistical significance was assessed, using Student’s t-test (P value < 0.05, n=20).
Error bars represent the standard error of mean. Scale bars: A, B 300 μm; A′ and B′
50 μm.
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double mutant cells after 2 DIV, a phenotype that is not fre-
quently observed in control or single Rac1 conditional mutants
(Fig. 5C′,D′ and Fig. 6A).

We further investigated individual components pertaining
to the cytoskeleton of the double-mutant cells compared with
controls. By performing immunolabelling for cortactin we

Figure 5. Morphological defects of Rac1/Rac3-deficient MGE-derived cells. The morphology of control (A; C, C′) and double-mutant (B; D, D′) interneurons was visualized by
scanning electron microscopy (SEM) and YFP/Phalloidin immunohistochemistry in MGE explant cultures. These assays revealed the splitting of the leading process and the increase
in neurite numbers in YFP+ double-mutant cells. Cortactin and YFP immunostaining of control (E, E′) and double-mutant (F, F′) interneurons revealed the absence of lamellipodia in
the YFP+ double-mutant cells. MGE-derived cells cultured for 5 DIV from control (G, G′) and double-mutant (H, H′) E13.5 embryos were immunostained with anti-GFP and anti-Tau1
antibodies (G–H′). Tau1 immunostaining (G′, H′) shows signal in all neurites of double-mutant cells in contrast to the single neurite of control cells. Scale bars: A and B: 5 μm; C
and D: 50 μm; C′ and D′: 10 μm; E, F, E′, and F′: 20 μm; G, H, G′, and H′: 75 μm.
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observed that lamellipodia formation was significantly im-
paired to the point that very few cortactin-positive structures
were present in the double-mutant cells (Fig. 5E,F,E′,F′ and
Fig. 6B).

Other than the split-end aspect of the leading process and
the defective growth cones, the majority of double-mutant
cells displayed an increased number of neurites compared
with control or Rac1 mutant cells, the majority of which pos-
sessed only one. About half of YFP+ cells from double-mutant
MGEs presented more than 4 neurites, while this percentage
was significantly reduced in the control YFP-positive MGE-
derived cells and the Rac1 mutant cells (Fig. 6D).

In order to investigate further the nature of the multiple
neurites observed in double-mutant cells, we used the axonal
marker Tau1 to immunolabel cells isolated from the MGE and
cultured for 5 DIV (Fig. 5G–H′). The Tau1 signal was evident
in all neurites of double-mutant cells when compared with
controls, where the majority of control cells had only one
Tau1-positive neurite. This could indicate that the double-
mutant cells present additional defects than Rac1 mutant cells
such as disarrangement of leading processes and impaired
polarity.

Overall, our analysis reveals that ablation of both Rac1 and
Rac3 from MGE-derived interneurons results in severe mor-
phological alterations, such as impaired neurite growth,
increased number of processes per neuron, decreased neurite
length and growth cone abnormalities. Our findings support
the idea that Rac proteins are the master coordinators of these
processes in MGE-derived interneurons.

Microtubule Stability is Affected When Rac1 and Rac3
are Ablated
Post-translational modifications such as tubulin acetylation are
correlated with stable microtubules, enriched in the proximal
part of axons and at the tip of the leading processes (Janke and
Kneussel 2010). We looked for the stability of microtubules in
our cultures and found that the signal for Ac-Tubulin was
enriched at the axon initial segment and cell body in the cells
isolated from the MGE of control animals, but this was not the
case in the Rac1/Rac3-deficient cells (Fig. 7A′–B′,C). Moreover
western blot analysis showed that the amount of Ac-Tubulin
was reduced in protein extracts from double-mutant MGE-
derived cells (Fig. 7D). These data are consistent with the

Figure 6. Rac1/Rac3-deficient interneurons have split-end leading processes and increased number of neurites. The percentages of the cells with split-end leading processes (A),
presence of axon growth cone (B), leading process length, (C) and number of neurites (D) were calculated and statistical significance was assessed, using Student’s t-test (P value
! 0:05). Error bars represent the standard error of mean.
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hypothesis that in the absence of Rac1/Rac3 proteins the stab-
ility of microtubules is affected and this, along with the actin
defects reported above (Fig. 5), could cause the morphological
defects of leading processes.

The reduction in the amount of Ac-Tubulin in the double-
mutant MGE-derived cells could be an indication that the
amount of stable microtubules is also affected. We treated
MGE-derived cells from control and double mutants in culture
with taxol, which is known to stabilize microtubules by redu-
cing their dynamics (Etienne-Manneville 2010). We observed

a partial rescue after taxol treatment assessed by the length
and the number of leading processes in the double-mutant
cultures (Fig. 8). Leading process length was increased and
the number of processes was reduced in the presence of taxol
in cells where both Rac1 and Rac3 proteins were deleted
(Fig. 8E,F).

These findings indicate that Rac proteins are essential for
interneuron migration by regulating actin–microtubule dy-
namics in developing MGE-derived interneurons.

Figure 7. The distribution and the amount of Ac-Tubulin are different in the Rac1/
Rac3-deficient MGE-derived cells. Cells cultured on collagen-coated coverslips were
stained with antibodies against: YFP, Ac-Tubulin, and Ty-Tubulin (A, B). A′, B′, A″ and B″
represent high magnification of the boxed areas in A, B. (C) Quantification of Ac-Tub+

neurites at AIS showed a decrease in double-mutant cells. The Ac-Tubulin amount was
determined after western blot analysis using MGE-derived cells (D) and statistical
significance was assessed, using Student’s t-test (P value < 0.05). Error bars
represent the standard error of mean. Scale bars A and B: 75 μm; A′, B′, A″, and B″:
20 μm.

Figure 8. The abnormal morphology of Rac1/Rac3-deficient interneurons is changed
by treatment with taxol. MGE-derived cells were cultured on collagen-coated
coverslips for 24 h, followed by a period of 48 h culture in the presence of taxol.
Subsequently the cells were processed for immunohistochemistry against
Phalloidin-Alexa593 conjugated and GFP antibodies (A–D′). The length and the number
of leading processes were measured (E, F) and statistical significance was assessed,
using Student’s t-test (P value ! 0:05). After the treatment with taxol, the length of
the leading process was increased. In addition, the taxol-treated double-mutant cells
presented fewer neurites per cell then the untreated cells (F). Scale bars A, B, C, and
D: 75 μm; A′, B, C′, and D′: 25 μm.
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Discussion
In this manuscript we address the role of Rac1 and Rac3 in the
early development of cortical GABAergic interneurons. We
show that the combined absence of Rac1 and Rac3 in MGE-
derived cortical interneurons leads to a severe reduction of
this neuronal population in the postnatal cortex in comparison
to control and Rac1 single mutants. PV and Sst-expressing
interneurons are 80% fewer in the cortex of Rac1/Rac3 double-
mutant mice, compared with control animals. During embryo-
nic development, interneurons missing both Rac-proteins are
severely delayed in entering the neocortex while most of them
remain aggregated ventrally in the basal telencephalon and are
found there till early postnatal ages. These aggregated cells
have abnormal morphology when cultured in vitro. In particu-
lar, most of these cells exhibit an increased number of neurites
per cell, splitting of the leading processes and absence of an
obvious growth cone. In short, the defects observed due to the
combined absence of Rac1/Rac3 are additive but also distinct
when compared with the absence of Rac1 alone which impairs
lamellipodia formation (Vidaki et al. 2012). We propose that
the defects arise in MGE progenitors (due to the absence of
Rac1 as shown in Vidaki et al. 2012) but also in postmitotic
interneurons since Rac1/Rac3-deficient cells aggregated in the
SVZ exhibit gross morphological defects due to affected cyto-
skeletal dynamics (Fig. 5). Although we show that Rac1 and
Rac3 proteins can partially compensate for each other in their
functions, our results clearly demonstrate the distinct roles of
those proteins during CNS development. We propose a role for
Rac1 and Rac3 together as master regulators of the actin–
microtubule cytoskeleton of cortical interneurons.

Rac3 has a Compensatory Effect on GABAergic
MGE-derived Interneurons When Rac1 is Ablated
Recent findings showed that Rac1 and Rac3 are synergizing
to control aspects of the development of hippocampal and
cortical interneurons via the use of Synapsin-Cre, a line that
expresses Cre at E14.5 on, relatively late in cortical interneuron
development (Vaghi et al. 2012). Our study is in good agree-
ment with the Vaghi paper regarding the reduction in the
number of postnatal interneurons, although the 2 studies
differ in terms of the reduction extent and the subpopulations
affected, presumably due to the Synapsin-Cre line that is
expressed in differentiated neurons. The data using the
Nkx2.1-Cre line, expressing in the MGE already at E11.5 have
been shown to affect only the MGE-derived cells and shows a
severe reduction ∼80% only in PV+ and Sst+ interneurons, the
subpopulations originating from the MGE according to pub-
lished information (Fogarty et al. 2007). This report focuses on
embryonic events of cortical interneuron development affected
by Rac1 and Rac3 and also examines the cellular/molecular
correlates of the absence of Rac1/Rac3.

Rac1 is known to coordinate the migration of different cell
types including neurons (see also next section). A migration
impairment of cerebellar granule neurons occurs when Rac1 is
ablated (Tahirovic et al. 2010). These neurons never express
other Rac proteins. Although diverse functions have been at-
tributed to Rac1, to a large extent depending on the cell type
involved, the function of the neuronal specific Rac, Rac3, is
less well-studied.

Our in vivo analysis shows a significant delay of MGE-
derived YFP+ cells migrating to the cortex in the double-mutant

when compared with the single Rac1-deficient interneurons
(Vidaki et al. 2012). The migration of YFP+ cells in the absence
of Rac3 alone was equivalent to the control animals and this is
in line with the fact that no major migratory defects are found
in Rac3 mutants (Corbetta et al. 2005). Our in vitro analysis
that corroborates the in vivo findings, indicates that the
migration defect is cell autonomous.

Rac1 and Rac3 Regulate Leading Process Formation via
the Actin andMicrotubule Cytoskeleton
Rho-GTPases play important roles in crucial events during the
development of many cell types of different organisms. They
are shown to act redundantly in axon pathfinding and mig-
ration from Caenorhabditis elegans to mammalian neurons
(Lundquist et al. 2001; Hakeda-Suzuki et al. 2002; Luo 2002;
Ng et al. 2002; Lundquist 2003; Gonzalez-Billault et al. 2012).
A significant degree of conservation among species is also
observed in Rac interactors (Demarco et al. 2012; Doi et al.
2013; Law et al. 2013).

Rho-GTPases also participate in the dynamic assembly, dis-
assembly, and reorganization of the actin and microtubule cy-
toskeleton (Hall and Lalli 2010). Microtubules together with
actin filaments are the principal components of the cytoskele-
ton and are required to define cell morphology (Conde and
Caceres 2009; Stiess and Bradke 2011). In addition, the cross-
talk between the microtubule and actin cytoskeleton contributes
to neuronal morphogenesis (Gonzalez-Billault et al. 2012). A
multitude of studies have focused on the role of Rac1 in these
processes in different cell types. Particularly in neuronal cells,
Rac1 has been shown to be important in axon growth and la-
mellipodia formation. In vivo and in vitro migration of cerebel-
lar granule neurons is Rac1-dependent and is controlled by the
WAVE complex, Arp2/3 and actin remodeling in a cell auton-
omous manner (Tahirovic et al. 2010). At the same time, few
studies address the role of Rac3 itself. One such study finds
that overexpression of Rac3 in retinal ganglion cells induces
the formation and increases the branching of new neurites
(Albertinazzi et al. 1998).

Rac1-deficient interneurons exhibit growth cones with
altered morphology and severely underdeveloped lamellipodia
(Vidaki et al. 2012). These findings indicate that the polymeriz-
ation and depolymerization of F-actin which are the processes
regulating growth cone motility and axon outgrowth (Dent et al.
2011) are altered in the absence of Rac1. The consequence of
these defects, in addition to the cell cycle exit deregulation,
could be responsible for the migration delay of cortical inter-
neurons in vivo and in vitro. By deleting both Rac proteins in
cortical interneurons, we observed additional defects such as the
reduction of leading process length in vivo and the appearance
of extensive splitting of the leading processes in vitro. These
observations indicate that Rac1 and Rac3 together may coordi-
nate events important in cytoskeleton dynamics, required for
proper migration of cortical GABAergic interneurons.

Stabilization of Microtubules Improves Neuronal Growth
and Polarity
Microtubules are the principal players involved in axonal
extension (Conde and Caceres 2009; Dent et al. 2011). Their
feature of dynamic stability enables growth of the axon shaft.
On the other hand, microtubules are more stable than the actin
cytoskeleton (Neukirchen and Bradke 2011). When
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nocodazole, a drug that inhibits microtubule dynamics, is used
on migrating cortical interneurons, their morphology is altered
(Baudoin et al. 2008). These alterations are reminiscent of the
ones we observe in the double-mutant cells in culture, such as
multipolar appearance with thin and labile processes.

When grown in vitro, half of the double-mutant cells iso-
lated from the MGE present >4 Tau1+ neurites in comparison
to the single Tau+ neurite of control cells. The expression of
Tau is known to coincide with the establishment of an axon in
neurons and it is a well-characterized axonal marker, not
expressed by other types of neuronal processes (Barnes and
Polleux 2009). We hypothesize that Rac1 and Rac3 have a role
in the polarization of MGE-derived cells. It is well known that
many regulators including Rho-GTPases, PI3K, Par-complex
are involved in the polarization process and regulate the actin
cytoskeleton (Conde and Caceres 2009). It is unclear at the
moment, which is the principal regulator of polarity but one
hypothesis places Rac1 upstream of Cdc42 (Fuchs et al. 2009).
However, it is likely that the exact mechanism of the regulation
of polarity may be cell type specific (Etienne-Manneville and
Hall 2003; Garvalov et al. 2007).

Microtubule stability is responsible for neuronal polarization
(Witte and Bradke 2008). A link has been proposed between
Rac proteins and microtubule stabilization involving DOCK7
upstream and stathmin downstream of Rac, thus affecting neur-
onal polarity and axon formation (Watabe-Uchida et al. 2006).
Acetylation, a post-transcriptional modification of tubulin,
characterizes the stable long-lived microtubules (Piperno et al.
1987; Robson and Burgoyne 1989; Janke and Kneussel
2010). The axons of polarized hippocampal neurons contain
increased amounts of Ac-Tubulin. Moreover axons and minor
neurites respond differently after treatment with taxol and
have a different distribution of Ac-tubulin (Witte et al. 2008).
The distribution of Ac-tubulin is altered in double-mutant
neurons compared with control cells and is also significantly
reduced when Rac1/Rac3 are deleted in the MGE. Our data
indicate that when both Rac proteins are absent, the amount of
stable microtubules is reduced and this could be the under-
lying cause for the splitting of their leading processes.

The stabilization feature of taxol on microtubules is well
known although its exact mechanism of action is not fully un-
derstood. Taxol stabilizes microtubules by reducing their dy-
namics. Moreover, taxol changes the tubulin conformation
leading to impairment of microtubule depolymerization (Xiao
et al. 2006). It has been demonstrated that axonal microtubules
show increased stability; when a caged form of taxol is used to
stabilize one neurite, it was sufficient to transform it into an
axon (Witte et al. 2008). In line with these findings, we observe
an increase of the leading process length after treatment of our
cultures with taxol in the absence of Rac1/Rac3 proteins. More-
over, the number of processes per cell is decreased after treat-
ment with taxol in double-mutant cells. This indicates that the
stabilization of microtubules could improve the defect of
leading process growth and polarity. Our working hypothesis,
corroborated by our in vitro experiments, is that microtubule
dynamics is affected when both Rac1 and Rac3 are missing but
not when only Rac1 is deleted.

These data support our hypothesis that Rac1 and Rac3 pro-
teins together play an important role in the coordination of
actin and microtubule dynamics which is necessary for polarity
and axon elongation, processes that are prerequisite for the
proper migration of GABAergic interneurons.
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Abstract
The oligodendrocyte maturation process and the transition from the pre-myelinating to the myeli-

nating state are extremely important during development and in pathology. In the present study,

we have investigated the role of the cell adhesion molecule CNTN2/TAG-1 on oligodendrocyte

proliferation, differentiation, myelination, and function during development and under pathological

conditions. With the combination of in vivo, in vitro, ultrastructural, and electrophysiological meth-

ods, we have mapped the expression of CNTN2 protein in the oligodendrocyte lineage during the

different stages of myelination and its involvement on oligodendrocyte maturation, branching,

myelin-gene expression, myelination, and axonal function. The cuprizone model of central nervous

system demyelination was further used to assess CNTN2 in pathology. During development,

CNTN2 can transiently affect the expression levels of myelin and myelin-regulating genes, while

its absence results in reduced oligodendrocyte branching, hypomyelination of fiber tracts and

impaired axonal conduction. In pathology, CNTN2 absence does not affect the extent of de- and

remyelination. However during remyelination, a novel, CNTN2-independent mechanism is revealed

that is able to recluster voltage gated potassium channels (VGKCs) resulting in the improvement of

fiber conduction.

K E YWORD S

conduction velocity, cuprizone, demyelination, juxtaparanode, myelin

1 | INTRODUCTION

During development, designated oligodendrocyte precursor cells

(OPCs) are generated in the sub-ventricular zones of the brain and the

spinal cord and subsequently migrate in waves to the different central

nervous system (CNS) regions, where they differentiate into mature oli-

godendrocytes (OLCs; Bergles & Richardson, 2015; Kessaris et al.

2006; Kessaris, Pringle, & Richardson, 2008; Richardson, Kessaris, &

Pringle, 2006). These processes are achieved via the regulated expres-

sion of numerous transcription factors like Nkx2.2, Nkx6.1, Sox10,

Olig1, Olig2, Ascl1/Mash1, and YY1 (Cai et al., 2010; Fu et al., 2002;

He et al., 2007; K€uspert, Hammer, B€osl, & Wegner, 2011; Lu, Cai, Row-

itch, Cepko, & Stiles, 2001; Qi et al., 2001; Stolt et al., 2002; Sugimori

et al., 2008; Wang et al., 2006; Zhou & Anderson, 2002). OLC matura-

tion is necessary for the transition from pre-myelinating to myelinating

OLC, as is reflected in major morphological changes and the formation

of an extensive branching network. The final maturation step requires

the expression of transcription factors zinc-finger protein 191 (zfp191)

and myelin regulatory factor (Myrf) leading to the upregulation of mye-

lin genes and the formation of membranous sheaths (Emery et al.,

2009; Howng et al., 2010). Mature, myelinating OLCs will eventually

contact different axons and extend their processes to specific sites,

synthesizing and transporting large amounts of membrane while rear-

ranging their cytoskeleton to create consecutive wrappings around the

axonal segment (Chang, Redmond, & Chan, 2016; Simons & Trotter,

2007; Snaidero & Simons, 2017).

Subsequently, healthy myelinated fibers are segregated into dis-

tinct domains (perinodal areas) that ensure the rapid propagation of

action potentials, such as the node of Ranvier, the paranodal junction,

the juxtaparanode and the internode (Rasband & Peles, 2015; Sherman
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& Brophy, 2005; Susuki & Rasband, 2008; Zoupi, Savvaki, & Karago-

geos, 2011). At the node, the accumulation of sodium channels is

responsible for the generation of action potentials. Adjacent to the

node, glial membrane contacts the axon via the interaction of glial

NF155 with the axonal immunoglobulin superfamily (IgSF) protein

contactin-1 and the neurexin member Caspr/Paranodin, resulting in the

formation of paranodal junctions and thus creating a physical barrier

that prevents the lateral diffusion of molecular constituents (Charles

et al., 2002; Labasque & Faivre-Sarrailh, 2010; Rasband & Peles, 2015;

Sherman & Brophy, 2005; Sherman et al., 2005). Juxtaparanodes are

characterized by the accumulation of Shaker-type voltage gated potas-

sium channels (VGKCs) that are necessary for membrane repolarization.

Their interaction with the neurexin member Caspr2 and the IgSF mole-

cule CNTN2/TAG-1 ensure and maintain the localization of the com-

plex at the region (Poliak et al., 2003; Savvaki et al., 2008; Traka et al.,

2003). The cytoskeletal protein 4.1B is expressed at both paranodal

and juxtaparanodal domains (Denisenko-Nehrbass et al., 2003) and

links the membrane with the spectrin/actin cytoskeleton, while

membrane-associated guanylate-kinase (MAGUK) adapter proteins

PSD93 and PSD95 are also expressed at the juxtaparanode ensuring

the maintenance of VGKC localization in the mature fiber (Ogawa

et al., 2008; Ogawa et al., 2010).

In demyelinating pathologies, the myelin sheath is destroyed lead-

ing to a severe impairment of nerve conduction (Coman et al., 2006;

Howell et al., 2010; Kastriti, Sargiannidou, Kleopa, & Karagogeos,

2015; Zoupi, Markoullis, Kleopa, & Karagogeos, 2013). Remyelination

acts as a repair process and involves the recruitment and differentiation

of oligodendrocytes at the lesion site and the subsequent ensheath-

ment of denuded axons. The extent of remyelination dictates also the

molecular reorganization of perinodal components that is important for

the restoration of nerve conduction (Coman et al., 2006; Fancy, Chan,

Baranzini, Franklin, & Rowitch, 2011; Franklin & Ffrench-Constant,

2008; Zoupi et al., 2013). However, remyelination is usually insufficient

(Kuhlmann et al., 2008).

We have previously reported that the loss of CNTN2 from both

the axon and the glial cells, leads to a significant hypomyelination of

the optic nerve (Chatzopoulou et al., 2008) and to the disruption of the

juxtaparanodal complex in adult myelinated fibers (Chatzopoulou et al.,

2008; Savvaki et al., 2008; Traka, Dupree, Popko, & Karagogeos, 2002;

Traka et al., 2003). In addition, CNTN2 deficient animals (that will be

referred in this paper as Tag-12/2) exhibit significant impairment in

motor coordination, learning and memory (Savvaki et al., 2008; Savvaki

et al., 2010). However, the role of CNTN2 in oligodendrocyte develop-

ment and myelination/demyelination has not been elucidated. In the

present study, we report that CNTN2 is expressed by post-mitotic and

mature oligodendrocytes and can transiently affect the expression lev-

els of myelin and myelin-regulating genes. CNTN2 is also responsible

for the formation of an extensive branching network at the mature oli-

godendrocyte. Under demyelinating conditions, CNTN2 does not affect

the OLC number or the extent of remyelination. However, a CNTN2-

independent and possibly compensatory mechanism was revealed dur-

ing remyelination, that reclusters VGKCs on the remyelinating fiber,

leading to increased conduction.

2 | MATERIALS & METHODS

2.1 | Animals

The generation of the Tag-12/2 line has been previously described

(Fukamauchi et al., 2001; Savvaki et al., 2008; Traka et al., 2003). All

mice were kept as heterozygote breeding pairs and the genotypes

were confirmed by polymerase chain reaction (PCR). Genetically modi-

fied Tag-1 loxP-GFP-loxP-DTA and Tag-12/2; myelin proteolipid protein

(plp)Tg(rTag-1) animals have been previously described (Bastakis, Savvaki,

Stamatakis, Vidaki, & Karagogeos, 2015; Savvaki et al., 2010). All ani-

mals are of C57BL6/SV129 background and were kept at the animal

unit of the Institute of Molecular Biology and Biotechnology, in a

temperature-controlled facility on a 12 hr light/dark cycle, fed by

standard chow diet and water ad libitum. All research activities strictly

adhered to the EU adopted Directive 2010/63/EU on the protection

of animals used for scientific purposes. Housing and animal procedures

performed strictly according to the European Union adopted Directive

2010/63/EU on the protection of animals used for scientific purposes.

2.2 | Cuprizone administration

Eight-week old males (20–25 g each) were fed with 0.2% cuprizone

(oxalic bis [cyclohexylidenehydrazide]; Sigma-Aldrich, St. Louis, MI)

mixed with the animal’s standard chow. The followed experimental

setup was based on (Matsushima & Morell, 2001) and it is schemati-

cally depicted in Figures 4a and 5c. Briefly, cuprizone administration

induces the full demyelination of the corpus callosum (CC) upon con-

secutive administration for 6 weeks (here demyelination time-points

are referred as 5.5 and 6 weeks). Toxin removal leads to extensive

remyelination (here remyelination time-points are referred as 9 or

12 weeks). All groups (10 animals/group) were compared with age- and

sex-matched untreated controls.

2.3 | Immunohistochemistry, immunocytochemistry,
and Luxol fast blue staining

For immunohistochemistry, brains were harvested from mice after

transcardial perfusion with 4% paraformaldehyde (PFA) in 0.1 M phos-

phate buffer saline (PBS). Tissues were then post-fixed in the same fix-

ative for 30 min at 48C, cryo-protected overnight in 30% sucrose in

0.1 M PBS, embedded in 7.5% gelatin/15% sucrose gel. Cryosections

of 10 lm were obtained and mounted on Superfrost Plus microscope

slides (O. Kindler), post-fixed in ice-cold acetone for 10 min, blocked in

5% BSA (Sigma-Aldrich) in 0.1 M PBS, and incubated with primary and

secondary antibodies in 5% BSA, 0.5% Triton-X in 0.1 M PBS. For

immunocytochemistry, cells were fixed with 4% PFA for 30 min at RT,

permeabilized for 10 min with 0.01% Triton-X in 0.1 M PBS and incu-

bated with the primary antibody and secondary antibodies in 1% BSA

in 0.1 M PBS. Slides and coverslips were mounted using MOWIOL

Reagent (Merk-Millipore, Burlington, MA) and the samples were

observed in a confocal microscope (TCS SP2; TCS SP8, Leica Microsys-

tems, Wetzlar, Germany).
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The following antibodies were used: Rabbit polyclonal antibodies

against Olig2 (AB9610, Millipore, 1:1000), against Caspr2, Caspr, and

4.1B protein (kind gifts by Dr Laurence Goutebroze, Inserm 536, Paris,

all 1:100); against Kv1.2 (APC-010, Alomone, 1:200) against ADAM23

(kind gift from Prof. D. Meijer. University of Edinburgh, UK, 1:200),

against Iba1 (019–19741, Wako, 1:500) and against CNTN2 (TG1,

[Traka et al., 2002], 1:1000). Mouse monoclonal PanNav (clone K58/

35, S8809, Sigma-Aldrich, 1:50); Caspr (kind gift by Dr Peles, Weiz-

mann Institute of Science, Israel, 1:1000), glial fibrillary acidic protein

(GFAP; clone G-A-5, Sigma-Aldrich, 1:2000), CC-1 (APC clone CC-1,

MABC200, Millipore, 1:100) and rat monoclonal antibody against mye-

lin basic protein (MBP – MCA409S, AbD Serotec, Raleigh, NC, 1:200)

and against CD140a (platelet-derived growth factor receptor

[PDGFRa], clone APA5, CBL1366, Millipore, 1:100). Fluorochrome-

labeled secondary antibodies Alexa Fluor 488, 555 and 647 (Invitrogen,

Carlsbad, CA, 1:800) were also used. To-Pro 3 iodide (Invitrogen) was

finally used for the visualization of the nuclei.

For OPCs/OLCs density quantifications 5–6 different

444 3 364 lm images were obtained from the CC of each animal using

confocal microscopy (TCS SP2, Leica Microsystems). The area of the

tissue was calculated using Fiji/ImageJ software (https://imagej.net/

Fiji) and the cell number was manually quantified. Cell densities were

calculated as cell number/mm2. For each group, 5 different animals

were used for the quantification. For the quantification of Iba1 and

GFAP1 areas in the CC 3 different areas/animal were obtained (3 ani-

mals/group). For the individual Iba1 and GFAP channels, intensity

threshold (“threshold” plugin) was applied and the total staining area

was measured using the “analyze particles” plugin of Fiji/ImageJ soft-

ware. For the quantification of VGKCs clustering and nodal density 5–

6 different areas/animal were used (3 animals/group). VGKCs cluster-

ing and nodal density were quantified using Fiji software as previously

described in (Zoupi et al., 2013).

Luxol fast blue (LFB) staining was performed on 14 lm cortical cry-

osections. Sections were rinsed twice with 100% and 96% ethanol for

2 min and subsequently incubated for 1 hr in pre-heated LFB solution

(0.1% LFB powder, 96% ethanol, and 0.5% glacial acetic acid) at 608C.

Staining differentiation was achieved with 0.05% Lithium Carbonate

solution for 30 s and rinsing with 70% ethanol for additional 30 s. Sec-

tions were subsequently dehydrated with increasing concentrations of

ethanol and mounted in xylene-based mounting medium. CC pictures

were obtained using optical microscopy (Axioskop 2, Zeiss). Demyelin-

ation was evaluated via three independent and blinded observers. LFB-

stained CC sections were scored between 0 (total demyelination) and 3

(control/untreated myelin levels).

2.4 | Western blot analysis and immunoprecipitation

Tissues were collected (3 animals/group) and homogenized in ice-cold

85 mM Tris, pH 7.5, 30 mM NaCl, 1 mM ethylenediaminetetraacetic

acid, 120 mM glucose, 1% Triton X-100, 60 mM octyl Q-D glucopyran-

oside (Sigma-Aldrich), and protease inhibitor mixture diluted 1:1000

(Sigma-Aldrich), followed by a brief sonication on ice. The total protein

in each sample was quantified with the Bradford kit (Bio-Rad

Laboratories, Hercules, CA). Protein extracts were analyzed by sodium

dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE) and

electro-transferred to 0.45 lm Protran nitrocellulose transfer mem-

brane (Whatman). Following 1 hr blocking (5% powdered skim milk and

0.1% Tween 20 in 0.1 M PBS); the membrane was incubated overnight

with the primary antibodies. Samples were incubated with horseradish

peroxidase-coupled secondary antibodies and proteins were visualized

using enhanced chemiluminescence (Merk-Millipore). The following

antibodies were used: rabbit polyclonal a-PLP (AB28488, Abcam,

1:1000), rat monoclonal a-MBP (MCA409S, AbD Serotec, 1:5000), rab-

bit polyclonal a-GAPDH (14C10, Cell Signaling, 1:1000,), rabbit polyclo-

nal anti-ADAM23 (kind gift from Prof. D. Meijer, University of

Edinburgh, UK 1:1000), mouse monoclonal a-Kv1.1 (07–039, Upstate

Biotechnologies, 1:1200,), mouse monoclonal a-ACTIN (MAB1501,

CHEMICON, 1:4000). The intensity of the bands was measured with

Tinascan version 2.07d and normalized using actin as loading control.

For immunoprecipitation (IP), adult mouse brain protein extracts

were obtained as described above. The lysates were centrifuged at

13,000 rpm at 48C for 30 min and pre-cleared with protein G Sephar-

ose beads (GE Healthcare, Chicago, IL) for 1 hr at 48C. IP was per-

formed by incubating the samples with 3 ll of rabbit polyclonal anti-

ADAM23 (kind gift from Prof. D. Meijer, University of Edinburgh, UK),

and 40 ll of protein G Sepharose beads on a rotating platform over-

night at 48C. After a brief centrifugation, the supernatants were

removed, and the beads were washed with wash buffer (5 mM Tris-

HCl, pH 8.0, 1% Triton X-100, 50 mM NaCl, 2.5 mM CaCl2, 2.5 mM

MgCl), and re-suspended in equal volume of 23 SDS loading buffer.

2.5 | Real time PCR

Extraction of total RNA was performed on cortical samples from wild

type (WT) and Tag-12/2 (3 animals/group) mice using the RNAiso-plus

kit (Takara) according to the manufacturer’s instructions. Total RNA

was subjected to reverse transcription according to the protocol of

Affinity Script Multiple Temperature cDNA synthesis kit (Agilent Tech-

nologies, Santa Clara, CA). Expression levels of genes encoding plp (for-

ward primer: 50-TCAGTCTATTGCCTTCCCTA-30, reverse primer: 50-

AGCATTCCATGGGAGAACAC-30), mbp (Pernet, Joly, Christ, Dimou, &

Schwab, 2008; forward primer: 50-CACACACGAGAACTACCCA-30,

reverse primer: 50-GGTGTTCGAGGTGTCACAA-30), myelin associated

glycoprotein (mag) (forward primer: 50-CTGCTCTGTGGGGCTGACAG-

30, reverse primer: 50-AGGTAGAGGCTCTTGGCAACT-30), zfp191 (for-

ward primer: 50-CTGGTCAGCCGGTTTCTCT-30, reverse primer:

50-TTCCCAGGATGCCCACTTGA-30), myrf (forward primer: 50-GCAC

TACAGATACAAGCCTGAG-30 , reverse primer: 50-AAGATTCGCTCC

TTGTTCACT-30), 20.30-Cyclic-nucleotide 30-phosphodiesterase (cnp)

(Pernet et al., 2008; forward primer: 50-AGGAGAAGCTTGAGCTGGTC

-30, reverse primer: 50-CGATCTCTTCACCACCTCCT-30) were examined

by real-time PCR analysis using a StepOnePlus real-time PCR system

(Applied Biosystems, Life Technologies, Thermo Fisher Scientific Inc.,

Waltham, MA). Gapdh was used as the internal control (forward primer:

5’-ATTGTCAGCAATGCATCCTG-3’, reverse primer: 5’-ATGGAC

TGTGGTCATGAGCC-3’). Real-Time PCR was performed in a 15 ll
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reaction containing 7.5 ll iTaq Universal SYBR Green Supermix (Bio-

rad), 2 ll forward primer (2 pmol/ll), 2 ll reverse primer (2 pmol/ll),

and 3.5 ll cDNA sample. PCR conditions were 958C for 20 s, followed

by 40 cycles of 958C for 3 s, 588C (plp, zfp191, mbp, myrf and cnp)/578C

(mag) for 45 s and 958C for 15 s, and a final step of 608C for 1 min and

958C for 15 s.

For all genes tested, we performed comparative real-time PCR

analysis, with the exception of myrf and cnp, where a relative standard

curve was performed (due to different efficiencies between them and

the control gene). PCR runs were performed for each sample in tripli-

cates using cDNA corresponding to 50 ng of total RNA regarding plp,

mbp, mag, and zfp191, 100 ng regarding cnp and 200 ng regarding

myrf. Expression levels for each gene were normalized according to the

internal control.

2.6 | Primary OLC cultures

Primary OLC cultures were obtained from postnatal day 2 (P2)

mouse cortices. Tissues were dissected in Hank’s balanced salt solu-

tion (HBSS, ThermoFisher Scientific, Waltham, MA) and cleared com-

pletely of the meninges. They were subsequently trypsinized (1%

trypsin, ThermoFisher Scientific) for 10 min at 378C. Trypsin activity

was neutralized with the addition of 10% fetal bovine serum (FBS,

ThermoFisher Scientific) in 13 HBSS. Cortices were then washed

and re-suspended in Dulbecco’s modified Eagle medium (DMEM,

10% FBS, 2% penicillin-streptomycin, ThermoFisher Scientific). Fol-

lowed by mechanical homogenization, cell suspensions were trans-

ferred in pre-coated poly-D-lysine (Sigma-Aldrich) 75 cm2 flasks at

378C, 5% CO2 for 14 days. Medium was replenished every second

day. Microglial removal was achieved mechanically by culture shak-

ing at 378C for 1 hr at 200 rpm. Primary OPCs were obtained by

subsequent culture shaking at 378C over night at 250 rpm. OPCs

were then washed and plated on pre-coated poly-D-lysine 18 mm

glass coverslips in DMEM (High glucose-pyruvate, ThermoFisher Sci-

entific), 1% N2 (ThermoFisher Scientific), 1 lM D-biotin (Sigma-

Aldrich), 1% BSA fatty acid-free (Sigma-Aldrich), 5 lg/ml N-acetyl-

cycteine (Sigma-Aldrich), 1% penicillin-streptomycin (ThermoFisher

Scientific), 10 ng/ml fibroblast growth factors (FGF; Peprotech,

Rocky Hill, NJ), 10 ng/ml PDGFa (Peprotech) for 48 hr, when FGF

and PDGFa were removed from the medium and 40 ng/ml T3

(Sigma-Aldrich) was added to allow the differentiation of OPCs

toward mature OLCs. OLC cultures were then immunostained and

analyzed after 8 days in vitro. Operetta High-Content Imaging Sys-

tem (Perkin Elmer, Waltham, MA) was used for the visualization of

OLCs. Image processing was performed with Harmony 4.1 (Perkin

Elmer) and OLCs were manually distributed in the different catego-

ries in continuous fields. A total number of 300–500 MBP1 cells

were evaluated per experiment and per condition (n 5 3 independ-

ent experiments). Scholl analysis was performed using Fiji/ImageJ

plugin (http://imagej.net/Sholl_Analysis) for the automatic measuring

of the number of intersections occurring in each segmented Sholl

ring.

2.7 | Electrophysiology

CC compound action potential (CAP) recordings from acute brain slices

of 5-month old male mice (Untreated: WT 5 6 and Tag-12/2 5 7,

demyelination: WT 5 8 and Tag-12/2 5 8, remyelination: WT 5 7 and

Tag-12/2 5 5) were obtained similarly to previously described proto-

cols (Crawford, Mangiardi, & Tiwari-Woodruff, 2009; Reeves, Phillips,

& Povlishock, 2005). In short, mice were decapitated under halothane

anesthesia. The brain was sectioned into 450-lm thick coronal sections

while submersed in ice-cold oxygenated (95% O2 5% CO2) artificial

cerebrospinal fluid (aCSF) containing (in mM): 125 NaCl, 3.5 KCl, 26

NaHCO3, 1 142 MgCl2 and 10 glucose (pH 5 7.4, 315 mOsm/l), using

a vibratome (Leica, VT1000S, Leica Biosystems). Slices were transferred

and incubated for at least 1 hr at room temperature (RT) in oxygenated

(95% O2 5% CO2) aCSF containing (in mM): NaCl 124, KCl 5, NaH2

PO4 1.25, NaHCO3 26, MgSO4 1.3, CaCl2 2, glucose 10; adjusted to

pH 7.4, 315 mOsm/l. Brain slices containing the midline-crossing seg-

ments of the CC were used for recordings and corresponded to

Bregma 0.26 mm to 22.06 mm of the atlas of (Franklin & Paxinos,

1997). Slices were then transferred to a submerged recording chamber,

which was continuously super fused with oxygenated (95% O2/5%

CO2) aCSF (same constitution as the one used for maintenance of brain

slices) at RT. The extracellular recording electrode, filled with NaCl

(3 M), was placed in the CC at !1.5 mm from the stimulating electrode

(Platinum/iridium metal microelectrodes, Harvard apparatus UK).

Evoked CC CAPs extracellular field potentials were amplified with a

Dagan BVC-700A amplifier (Dagan Corporation, Minneapolis, MN),

digitized with the ITC-18 board (Instrutech, Inc, Longmont, CO) on a

PC using custom-made procedures in IgorPro (Wavemetrics, Inc, Lake

Oswego, OR). The electrical stimulus consisted of a single square wave-

form of 100 ls duration given at intensities of 0.3–4 mA generated by

a stimulator equipped with a stimulus isolation unit (World Precision

Instruments Inc, Sarasota, FL).

2.8 | Data acquisition and analysis

Data were acquired and analyzed using custom-written procedures in

IgorPro software (Wavemetrics, Inc). The evoked CC CAPs extracellular

field potentials were characterized by relatively fast-conducting myelin-

ated axons (CC CAPs of myelinated axons) between 1 and 2 ms, and a

later occurring component reflecting mainly slower unmyelinated axons

(CC CAPs of unmyelinated axons) appeared at 3–6 ms. We specifically

analyzed the CC CAPs and conduction velocity of myelinated axons as

we were interested in axonal conduction and functional consequences

of recovered remyelinated Tag-12/2 mice. The CAPs amplitude was

quantified as the vertical distance from the local negative peak to a tan-

gent joining preceding and following positives. A stimulus-response

curve was determined using stimulation intensities between 0.3 and

4 mA. For each different intensity level, two traces were acquired and

averaged. The CC conduction velocity was estimated by changing the

distance between the stimulating and recording electrodes from 0.5 to

1.5 mm while holding the stimulus intensity constant. Then, the CC

conduction velocity for each animal was measured by dividing the
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change in distance of the stimulating electrode (for example 1.5–

0.5 mm) with the corresponding difference in peak latency (time A–

time B). The average conduction velocity was calculated by using dif-

ferent distances between electrodes. Two sections from each animal

was used in each experimental group.

2.9 | Electron microscopy

Anesthetized animals were perfused with 2% glutaraldehyde and 2%

PFA in 0.1 M phosphate buffer (PB), pH 7.3. Dissected brains were

transferred in the same fixative overnight at 48C. Fixed brains were

washed in 0.1 M PB, post-fixed in 1% osmium tetroxide for 1 h, dehy-

drated with increasing concentrations of ethanol and embedded in

epoxy resin (Durcupan ACM, Fluka). Ultrathin sections (70–80 nm)

were obtained using the EM UC6 (Leica) ultramicrotome, contrasted

with lead and viewed using a transmission electron microscope (100C,

JEOL) operating at 80 kV. For the analysis, 10–20 randomly chosen

electron micrographs of the CC were obtained at 12,000 magnification

for each animal. In total 17 animals were used for the g ratio and axonal

diameter quantification (3 WT untreated (5–6 mo), 3 Tag-12/2

untreated (5–6 mo), 2 WT 5.5 weeks, 3 Tag-12/2 5.5 weeks, 3 WT

9 weeks and 3 Tag-12/2 9 weeks). For g-ratio quantification 100 axons

were measured for each animal using Fiji/ImageJ software. For the

axon diameter distribution, 200 axons were analyzed and finally for the

quantification of the percentage of myelinated axons for each experi-

mental setup, 10 random electron micrographs per animal were man-

ually quantified.

2.10 | Statistical analysis

All data are presented as mean 6 SEM. Normality distribution and

equality of variances of data were tested with the D’Agostino-Pearson

normality test. Statistical analysis of the measured values for each

group was performed using two-tailed, unpaired Student’s t test or

One-way analysis of variance (ANOVA) with Bonferroni or Tuckey

post-hoc tests for multiple comparisons. In the case of non-normally

distributed values, non-parametric Mann–Whitney test or Kruskal–

Wallis test with Dunn’s post hoc tests for multiple comparisons were

used. Statistical analysis was performed using GraphPad Prism version

5.00 for Windows (Prism, GraphPad). p < .05 was considered statisti-

cally significant.

3 | RESULTS

3.1 | CNTN2 is expressed by mature oligodendrocytes
but not oligodendrocyte precursor cells

In the adult, CNTN2 is expressed both by the axon and the myelin-

forming glial cells in the peripheral nervous system (PNS) and CNS

(Traka et al., 2002; Traka et al., 2003). Since the onset of expression of

the protein in different cellular populations differs, we examined this

aspect specifically in the oligodendrocytic lineage in vivo. We used a

transgenic mouse line that drives the expression of the green fluores-

cent protein (GFP) under the Cntn2 (Tag-1) promoter (Tag-1loxP-GFP-loxP-

DTA; Bastakis et al., 2015). We used Olig-2 as an oligodendroglial line-

age marker, PDGFRa as an OPC marker and CC-1 (Figure 1) that stains

mature, pre-myelinating and myelinating oligodendrocytes. At P10, a

period coincident with the onset of myelination, a few GFP1/Olig21

cells are observed (Supporting Information, Figure S1).

At the peak of myelination (P23), double immunolabeling for GFP

and PDGFRa (Figure 1a), Olig2 (Figure 1b) or CC-1 (Figure 1c) revealed

GFP1/Olig21 and GFP1/CC-11 oligodendrocytes in the CC. No co-

labeling of GFP and PDGFRa was detected (Figure 1a), although all

GFP1 cells were Olig21 and CC-11 (comprising 24.42% 6 7.34% of

the total CC-11 population), a finding underlying the specific expres-

sion of CNTN2 in mature oligodendrocytes (Figure 1b,c,k).

As the process of myelination progresses (P30), an increasing per-

centage (36.88% 6 6.51% of the total CC-11 population) of GFP was

observed in the CC (Figure 1e,f,k). In addition, GFP expression was also

noted in MBP-expressing OLCs in primary OLCs cultures in vitro (data

not shown). Still, no expression was detected by OPCs (Figure 1d). In

the adult CC (Figure 1g,h,i) mature oligodendrocytes expressing

CNTN2 included over half of the CC-11 population with GFP1/CC-11

oligodendrocytes reaching a 61.38% 6 2.96% (Figure 1k). As at earlier

time points, none of the PDGFRa1 cells was positive for GFP (Figure

1g). When we evaluated the efficiency of GFP expression in CNTN21

OLCs by quantifying the GFP1/TG11 (CNTN2 specific antibody) cells

we found that on average 46.01% 6 13.81% of the TG11 cells were

also GFP1, but all of the TG11 cells were also CC-11 (Figure 1j).

Hence, we believe that the limited efficiency of GFP expression in the

transgenic animal is a possible explanation for the percentage of

CNTN21 mature OLCs in the adult. In conclusion, CNTN2 is expressed

by mature oligodendrocytes and not by OPCs during development and

in the adult CNS.

3.2 | CNTN2 absence transiently affects the
expression of myelin genes during active myelination

Our previous work has shown that the absence of CNTN2 in the adult

brain of Tag-12/2 mice is responsible for the mislocalization of the jux-

taparanodal components and the hypomyelination of myelinated fibers

(Chatzopoulou et al., 2008; Savvaki et al., 2008; Savvaki et al., 2010;

Traka et al., 2003). However, the effect of the protein loss on the oligo-

dendroglial population and the regulation of myelin genes during myeli-

nation have not been addressed. We asked whether the lack of

CNTN2 protein during the process of myelination had any impact on

oligodendrocyte subpopulations thus accounting for the observed

hypomyelination (Chatzopoulou et al., 2008). We compared PDGFRa1

and CC-11 oligodendrocyte densities in the CC from P10, P21, and

P30 WT and Tag-12/2 animals (Figure 2a). No differences in the OPCs

and mature oligodendrocyte numbers were detected at all ages tested

between Tag-12/2 animals and controls (Figure 2a).

We then examined if the absence of CNTN2 affects the transcrip-

tional levels of myelin or myelin-regulating genes. By using quantitative

real-time PCR on brain extracts from WT and Tag-12/2 animals we

measured the mRNA levels of the plp, mbp, cnp, mag, and of factors

important for oligodendrocyte maturation like the zfp191 and myrf
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genes at different developmental stages (P10, P21, P30, and P75; Fig-

ure 2b). Although the number of oligodendrocytes does not differ at

P10, the mRNA levels of some myelin genes displayed significant

alterations (Figure 2b). Specifically, three out of four myelin genes (plp,

cnp, and mbp) showed a significant reduction at the transcript level

with mag mRNA also showing a tendency toward reduction in the Tag-

FIGURE 1 Lineage mapping of CNTN21 oligodendrocytes reveals expression by mature oligodendrocytes and not OPCs. (a–i)
Immunohistochemical analysis of rostral CC cryosections from P23 (a–c), P30 (d–f) and adult (g–i) transgenic animals expressing GFP under
the promoter of Cntn2 gene (here referred as Tag-1loxP-GFP-loxP-DTA). Three oligodendrocyte lineage markers were used in each case:
PDGFRa (a, d, and g) for oligodendrocyte precursors, Olig2 (b, e, and h), expressed throughout the oligodendrocyte lineage and CC-1 (c, f,
and i) for mature oligodendrocytes. In all images GFP/CNTN2 is in green and the OLC markers in red. CNTN2 was never co-expressed in
PDGFRa1 precursors. In contrast, CNTN21/Olig21 (arrows) and CNTN21/CC-11 oligodendrocytes (arrows) were identified in increasing
percentages with age (k and i, ***p < .001). (j) CC cryosections from adult Tag-1loxP-GFP-loxP-DTA stained for CC-1 (green) and a CNTN2 spe-
cific antibody (CNTN2/TG1, red). All TG11 cells co-localize with the CC-1 antibody (merge, arrows). Insert scheme in (k) depicts the areas
of quantification. Scale bar: 37.5 lm
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12/2 animals (Figure 2b). In parallel, the myrf transcription factor shown

to be important for the final differentiation of oligodendrocytes and

the activation of myelin genes (Emery et al., 2009; Koenning et al.,

2012), was significantly upregulated in CNTN2 deficient animals (Figure

2b). We observed that myelin transcriptional levels were restored by

P21 and at P30, when myelination is extensive and nearly complete,

with mbp and plp appearing slightly upregulated in the Tag-12/2 brains.

However, the effect seemed to be restored at later stages (P75;

Figure 2b).

These differences in the transcriptional levels of myelin and

myelin-regulating genes point toward a molecular and/or physiological

dysregulation rather than a proliferation phenotype in the Tag-12/2 oli-

godendrocytes. Hence, we tested if there was any correlation between

these transcriptional differences and the respective protein levels in

the Tag-12/2 brains (Figure 2c,d). In accordance with the mRNA results,

both plp and mbp protein levels were significantly reduced in Tag-12/2

brain lysates at P10 (Figure 2c,d) a phenotype that was restored by

P21 (Figure 2c,d). At the end of the myelination process (P30), similarly

to the gene expression analysis, MBP and PLP levels were slightly

increased in Tag-12/2 animals when compared with controls (Figure 2c,d).

Western blot for MBP in brain lysates from P10 WT, Tag-12/2 and Tag-

12/2;plpTg(rTag-1) animals that exclusively express CNTN2 from the OLCs

has shown that MBP levels are restored by the expression of CNTN2

from the glial cell during the initiation of myelination, pointing toward a

cell autonomous regulation of myelin genes without the involvement of

the axonal compartment (Supporting Informatoion, Figure S2).

Thus, CNTN2 is expressed by mature oligodendrocytes and its

absence can transiently alter the expression of myelin genes at the

onset of myelination.

3.3 | CNTN2 is essential for the later stages in
oligodendrocyte maturation, myelin sheath formation
and affects axonal conduction velocity in the adult

Our previous study showing hypomyelination in Tag-12/2 mice was

performed in the optic nerve (Chatzopoulou et al., 2008). In order to

verify that it was not a tissue-specific effect, we analyzed the CC of

adult Tag-12/2 animals by using g-ratio measurements (g-ratio WT:

0.7552 6 0.020, g ratio Tag-12/2: 0.8225 6 0.050, p 5 0.09) of semi-

thin EM sections (Figure 3a,b). Although the difference did not reach

statistical significance between the groups (Figure 3a), a clear trend in

both the average g-ratio values and the ratio distribution in different

FIGURE 2 CNTN2 transiently affects the expression of myelin and myelin-regulating genes during myelination. (a) Cell density
quantification for PDGFRa1 and CC-11 cells in the rostral part of the CC at P10, P21, and P30. No difference was observed. (b) Analysis of
transcriptional levels of myelin and myelin-regulating genes using quantitative real-time PCR in mouse brains at P10, P21, P30, and P75.
Fold changes in the mRNA levels of tested genes (plp, mbp, cnp, myrf, zfp191, and mag) were quantified in Tag-12/2 mice compared with
WT control littermates. Significant downregulation of myelin genes and upregulation of myrf at P10 that is restored from P21 onwards. (c)
Western blot analysis for PLP and MBP proteins of brain lysates from P10, P21, and P30 mice. Representative images are depicted. (d)
Quantification of the adjusted relative protein levels of MBP isoforms and PLP. Significant reduction was detected for both proteins at P10
mutant cortices, which was fully compensated by P21. At P30, MBP expression was slightly but significantly increased in Tag-12/2 brains,
compared with WT controls (***p < .001,**p < .01, *p < .05)
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FIGURE 3 CNTN2 is essential for the later stages in oligodendrocyte maturation, myelin sheath formation and affects conduction velocity
in the adult. (a) Myelin sheath thickness was assessed using g-ratio measurement of EM images from adult WT and Tag-12/2 animals. Box-
plot of mean g-ratio values per animal group. Each point represents an animal. Tag-12/2 animals show a trend of increased g-ratio values
when compared with WT (p 5 .09). (b) g-ratio distribution to different axonal diameters of WT and Tag-12/2 untreated animals. (c) Primary
oligodendrocyte cultures from WT and Tag-12/2 animals immunostained for MBP. Three morphological categories (Category A, B, and C) of
mature, MBP-expressing oligodendrocytes were further analyzed with the Operetta High-Content Imaging System. (d) Quantification of the
percentage of oligodendrocytes found in the categories described above. (e) Sholl analysis of category B oligodendrocytes between WT and
Tag-12/2 animals showed a significant reduction of branch network in CNTN2-deficient OLCs. (f) Corpus callosum compound action poten-
tial responses (CC CAPs) from acute slices containing the CC of WT and Tag-12/2 animals. Quantification of average stimulus-response
from each animal showed significantly reduced CC CAPs in myelinated axons from Tag-12/2 animals compared with controls. (g) Quantifica-
tion of the CC conduction velocity for each animal. Tag-12/2 show a tendency toward reduced conduction velocity values when compared
with WT (***p < .001)
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axonal diameters was noted (Figure 3b), verifying the previously

observed result in the optic nerve.

Subsequently, we tested if the loss of CNTN2 can lead to an OLC

differentiation arrest at the final maturation stages (Figure 3c,d,e). Con-

sequently, we performed primary oligodendrocyte cultures from P2

WT and Tag-12/2 cortices. After 8DIV, these cultures were immuno-

stained for MBP (Figure 3c). Three morphological categories (Category

A,B,C) of mature oligodendrocytes were identified according to previ-

ously published work (Lourenço et al., 2016; Miron et al., 2013) and

were further analyzed with the Operetta High-Content Imaging System

(Figure 3c,d,e). No numerical differences among MBP1 OLCs in the

three categories between the two genotypes were observed, suggest-

ing that there is no direct effect of CNTN2 on the progression toward

the myelinating state (Figure 3d). By using the Sholl analysis plug-in

(http://imagej.net/Sholl_Analysis) on category B oligodendrocytes (rep-

resenting the majority of OlCs at 8 DIV) from WT and Tag-12/2 cul-

tures, we were able to assess the extent of oligodendrocyte branching

in both genotypes (Figure 3e). We found that in the case of mutant

OLCs the branch extension was significantly reduced compared with

controls (Figure 3e).

We subsequently asked whether the cellular phenotype of a

defective oligodendrocyte branch network together with a slight hypo-

myelination and juxtaparanodal disruption impacts the physiology of

the adult animal. Extracellular field recordings of callosal compound

action potential responses (CC CAPs) were performed in acute brain sli-

ces from WT and Tag-12/2 adult animals (Figure 3f, Supporting Infor-

mation, Figure S3a). The average CAP-response was quantified in both

genotypes for myelinated callosal axons (Figure 3f, Supporting Informa-

tion, Figure S3a). In the adult CC, the CAP responses to all electrical

stimuli applied on myelinated axons were significantly reduced in Tag-

12/2 animals compared with controls, strongly indicating a severe

impairment of the functional properties of the total number of axons

recruited into the CAP field potential (Figure 3f). When the peak

latency to the stimulus distance was plotted and the mean value of

conduction velocity was calculated for each animal, there was a trend

toward decreased conduction velocity in Tag-12/2 animals (WT:

0.95 6 0.25 mm/ms and Tag-12/2: 0.56 6 0.07 mm/ms, p 5 .08; Fig-

ure 3g).

3.4 | Improved conduction velocity of Tag-12/2

callosal axons during remyelination

Our analysis so far was focused on OLCs during the normal process of

myelination in the adult CNS. However, we wished to investigate the

protein’s role under pathological conditions, such as in demyelination

and remyelination. In order to study both these processes, simultane-

ously avoiding the involvement of the peripheral immune system, we

chose to subject both WT and Tag-12/2 animals to the cuprizone

model of toxic CNS demyelination (Matsushima & Morell, 2001) as

shown in Figure 4a. Cuprizone administration leads to progressive

demyelination, while the toxin removal allows remyelination of demye-

linated tracts like the CC. In WT and Tag-12/2 animals, the myelin

staining was nearly absent after 6 weeks of treatment (demyelination),

while this effect was restored after a period of remyelination (9 weeks),

with no obvious differences between the genotypes (Figure 4b). We

also investigated the CC ultrastructure at the two time points without

observing differences between the genotypes (Demyelination: WT:

0.8134 6 0.034, Tag-12/2: 0.8258 6 0.035, Remyelination: WT:

0.7938 6 0.025, Tag-12/2: 0.7911 6 0.01) (Figure 4c,d, Supporting

Information, Figure S4b,c). During demyelination, the number of the

remaining myelinated axons was similar in both genotypes (Supporting

Information, Figure S4a), indicating that neither the thickness of myelin

nor the number of demyelinated axons were affected by the absence

of CNTN2. Since remyelination was possible both in the presence and

the absence of CNTN2, we first asked whether there was a difference

in OPC and OLC populations, by quantifying the number of PDGFRa1

and CC-11 cells per area in the CC after 9 weeks, without observing

any difference (Supporting Information, Figure S4d). Furthermore, no

significant difference was observed in the density of myelinated callosal

axons or in the distribution of axonal diameters throughout the treat-

ments (Supporting Information, Figure S4e,f).

Then we tested if there were functional differences in the tract’s

signal transduction capacity under these conditions. Callosal CAPs

were recorded in acute brain slices of WT and Tag-12/2 animals after 6

and 9 weeks of treatment and the response to increasing electrical

stimuli was plotted for myelinated axons (Figure 4e, Supporting Infor-

mation, Figure S3b,c). CAP responses were similar between WT and

Tag-12/2 animals in demyelination (Figure 4e, left graph) although sig-

nificantly reduced compared with untreated responses (Supporting

Information, Figure S3d,e). In remyelination, CAP responses were also

similar between WT and Tag-12/2 (Figure 4e, right graph). CAP

responses of WT remyelinated mice were reduced compared with

untreated WT mice, while Tag-12/2 remyelinated mice were similar to

Tag-12/2 untreated animals (Supporting Information Figure S3d,e).

When we compared the conduction velocity of WT untreated to the

remyelination group we found no significant difference (Figure 4f). Sur-

prisingly, a significant increase in the velocity of Tag-12/2 remyelina-

tion group was observed when compared with the Tag-12/2 untreated

state (WT untreated: 0.95 6 0.25 mm/ms and Tag-12/2 untreated:

0.56 6 0.07 mm/ms, WT 9 weeks: 0.75 6 0.08 mm/ms and Tag-12/2

9 weeks: 0.88 6 0.07 mm/ms; Figure 4f). This phenomenon prompted

us to hypothesize that an additional mechanism may exist in the Tag-

12/2, which is able to affect conduction irrespective of the remyelina-

tion status.

3.5 | Perinodal protein reorganization during
remyelination reveals the presence of a CNTN2-
independent mechanism of juxtaparanodal clustering
of VGKCs

We hypothesized that an additional mechanism may be responsible for

the physiological improvement of the conduction velocity of Tag-12/2

animals in remyelination, possibly at the level of the molecular organi-

zation of the fiber. We performed immunohistochemistry for the juxta-

paranodal components Caspr2 (Figure 5a) and VGKCs (Figure 5b) in

combination with the paranodal marker Caspr on CC cryosections from
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WT and Tag-12/2 animals. For the purpose of this analysis, untreated

adult animals were compared with one demyelinating (6 weeks) and

two remyelinating time points (9 and 12 weeks) as depicted at the

experimental setup scheme (Figure 5c). As previously described (Zoupi

et al., 2013), demyelination of the WT adult callosal tract, caused para-

nodal disruption and juxtaparanodal component diffusion (6 weeks,

Figure 5a,b). The myelinated fibers of the Tag-12/2 animals are charac-

terized by Caspr2 loss and VGKCs diffusion from the juxtaparanodal

domain (Figure 5a,b, untreated). Demyelination of the Tag-12/2 CC

resulted in the disruption of the paranodal area similarly to the WT

controls (Figure 5a,b, 6 weeks). In remyelination (9 and 12 weeks), the

disruption of the juxtaparanodal area in Tag-12/2 animals did not affect

the paranodal area. However, we observed that in contrast to the jux-

taparanodal Caspr2 (Figure 5a, 9 and 12 weeks) which is dependent on

CNTN2 protein for its localization, VGKCs were able to recluster at the

JXP domain of Tag-12/2 mice, (Figure 5b, 9 weeks). In order to test

FIGURE 4 Improved conduction velocity of Tag-12/2 callosal axons during remyelination. (a) Schematic representation of the cuprizone-
induced CNS demyelination experimental protocol. Specific time points of demyelination (5.5 and 6 weeks) are indicated. By the end of the
sixth week of cuprizone administration the animal groups were returned to the normal chow for three additional weeks (9 weeks), for
remyelination to occur. (b) Luxol fast blue myelin staining on 6 and 9 weeks treated WT and Tag-12/2 animals. (c) Representative electron
microscopy images of WT and Tag-12/2 CC at 5.5 weeks (demyelination) and 9 weeks (remyelination). (d) g-ratio distribution of myelin
sheath thickness of WT and Tag-12/2 groups during demyelination (left scatter plot) and remyelination (right scatter plot). (e) CC CAPs
stimulus-responses curves from demyelinated (left graph) and remyelinated (right graph) WT and Tag-12/2 animals. No difference on the
stimulus response is observed between genotypes in both treatments. (f) Box-plot of conduction velocity comparison for WT and Tag-12/2

untreated and remyelinated animal groups. Each point represents a different animal. Tag-12/2 9-week group showed a significant increase in
conduction velocity values when compared with Tag-12/2 untreated animals (*p < .05)
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whether this phenomenon was transient, we studied a second time-

point of remyelination, at 12 weeks (Figure 5c), where we observed

that the VGKCs clustering is maintained (Figure 5b, 12 weeks).

The extent of VGKCs clustering was subsequently measured in the

Tag-12/2 animals by quantifying the length of the VGKCs signal in each

experimental condition (Figure 5d). To our surprise, the area of the signal

FIGURE 5 CNTN2-independent mechanism of VGKCs juxtaparanodal clustering during remyelination. (a) Immunohistochemical analysis of
CC cryosections from untreated and cuprizone treated WT and Tag-12/2 animals for paranodal Caspr (red) and juxtaparanodal Caspr2
(green) proteins. (b) Immunohistochemical analysis of CC cryosections from untreated and cuprizone treated WT and Tag-12/2 animals for
paranodal Caspr (red) and juxtaparanodal VGKCs (green). VGKC staining is adjacent to the paranodal Caspr staining (arrows). (c) Schematic
representation of the cuprizone-induced CNS demyelination experimental protocol. Time-points for demyelination (6 weeks) and remyelina-
tion (9 or 12 weeks) are depicted. (d) Dot plot chart of the measured VGKCs staining length between untreated, 6 and 9 weeks Tag-12/2

myelinated fibers. The mean length of VGKCs juxtaparanodal localization was quantified in each experimental category. (e) Bar graph of the
mean nodal density in untreated and remyelinated WT and Tag-12/2 animals, as assessed by pan-sodium channel immunohistochemical
staining of CCs (f) Immunohistochemical analysis of CC cryosections from 9 weeks treated Tag-12/2 animals for nodal sodium channels
(red), paranodal Caspr (blue) and ADAM23 (green) proteins (middle panel), paranodal Caspr (blue), juxtaparanodal VGKCs (red), and
ADAM23 (green) proteins (first panel) or 4.1B protein (green) and juxtaparanodal VGKCs (red; lower panel). In remyelination ADAM23 was
detected at the juxtaparanodal domain next to paranodal Caspr, co-localizing with VGKCs in Tag-12/2 myelinated fibers. 4.1B was also
properly localized at paranodes and juxtaparanodes, where it co-localized with VGKCs (***p < .001, *p < .05)
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was reduced in the mutants in the remyelinated condition when com-

pared with untreated Tag-12/2 animals, suggesting an ongoing recluster-

ing process (Figure 5d). This implies that spontaneous remyelination can

trigger the initiation of VGKCs clustering at the juxtaparanode possibly by

a CNTN2-independent mechanism. In contrast, nodal density as assessed

by sodium channel clustering showed no significant difference between

the two genotypes and at both de- and re-myelination stages (Figure 5e).

Recent work by Kegel et al. (2014) has identified a novel mecha-

nism of VGKCs clustering during PNS myelination involving the cell

surface receptor ADAM23. We have verified the presence of

ADAM23 at the CNS juxtaparanodes of the adult WT as well as Tag-

12/2 callosal fibers during remyelination, co-localized with VGKCs (Fig-

ure 5f). However, when we performed co-immunoprecipitation experi-

ment on brain lysates from WT and Tag-12/2 9 weeks for ADAM23

and VGKCs an interaction was not detected (data not shown).

The adapter protein 4.1B has also been implicated in the formation

of the juxtaparanodal complex (Denisenko-Nehrbass et al., 2003;

Hivert et al., 2016; Horresh, Bar, Kissil, & Peles, 2010). We observed

4.1B co-localization with VGKCs in the juxtaparanodal domains of Tag-

12/2 9 weeks callosal fibers (Figure 5f).

In remyelination, the juxtaparanodal VGKCs reclustering can con-

tribute to the improvement of axonal conduction velocity observed in

Tag-12/2 animals. However, other glial populations like astrocytes and

microglia have been implicated in regulating conduction (Goldstein,

Church, Hesp, Popovich, & McTigue, 2016; Salter & Stevens, 2017)

and we therefore asked if any of these cellular groups is differentially

affected in Tag-12/2 CC (Supporting Information, Figure S5). In order

to address this question, we stained WT and Tag-12/2 untreated and

9 weeks CCs for the astrocytic marker GFAP (Supporting Information,

Figure S5a) and the microglia marker Iba1 (Supporting Information, Fig-

ure S5c). Subsequently, the percentage of the area covered by staining

was quantified in all groups (Supporting Information, Figure S5b,d). No

difference was observed in the GFAP1 areas for both untreated and

9 weeks groups (Supporting Information, Figure S5b). In contrast, a sig-

nificant increase in Iba11 areas was observed in both untreated and

9 weeks Tag-12/2 animals when compared with WT (Supporting Infor-

mation, Figure S5d).

These results imply that during remyelination, alternative CNTN2-

independent molecular mechanisms can be initiated in order to com-

pensate for the functional impairment caused after a demyelinating

insult.

4 | DISCUSSION

In the present study we report on the role of the cell adhesion mole-

cule CNTN2 on oligodendrocyte proliferation, differentiation, myelina-

tion and function during development and under pathological

conditions. During development, CNTN2 absence can transiently affect

the expression levels of myelin and myelin-regulating genes, and results

in impaired oligodendrocyte branching and hypomyelination of fiber

tracts. During de- and remyelination, Cntn2 absence did not affect oli-

godendrocyte survival or the extent of remyelination. However, a

novel, molecular, CNTN2-independent and possibly compensatory

mechanism was revealed during remyelination that is able to recluster

VGKCs on the remyelinating fiber. We suggest that this reclustering

results in the improvement of the fiber’s conduction.

4.1 | CNTN2 is specifically expressed by mature
oligodendrocytes

Oligodendrocyte differentiation and maturation is marked by morpho-

logical and molecular changes. Factors like Nkx2.2, Nkx6.1, Sox10,

Olig1, Olig2, Ascl1/Mash1, and YY1 have been implicated in promoting

OPC specification and oligodendrocyte differentiation which morpho-

logically coincides with the extension of thin processes (Cai et al.,

2010; Fu et al., 2002; He et al., 2007; K€uspert et al., 2011; Lu et al.,

2001; Qi et al., 2001; Stolt et al., 2002; Sugimori et al., 2008; Wang

et al., 2006; Zhou & Anderson, 2002). As the oligodendrocyte matures,

the processes thicken and progressively flat myelin sheaths are formed.

At these late stages the oligodendrocyte initially expresses proteins like

CC-1, CNP, and MAG and later structural myelin proteins such as

MBP, PLP, and MOG (Baumann & Pham-Dinh 2001; Lang et al., 2013).

Here we show that the cell adhesion protein CNTN2/TAG-1 is

expressed on mature oligodendrocytes and excluded from OPCs. We

detect CNTN2 expression in Olig21 oligodendrocytes from P10

onwards using a specific reporter mouse line. Since P10 the numbers

of CNTN21 mature OLCs were increased, as shown by quantification

of CC-11 OLCs in the CC white matter tract. Our findings complement

the results of a previous study by Çolakoglu and colleagues, where the

involvement of the IgSF Contactin-1 during OPC and OLC develop-

ment and myelination is investigated (Çolako"glu, Bergstrom-Tyrberg,

Berglund, & Ranscht, 2014). Contactin-1 was expressed by OPCs and

down-regulated in mature OLCs (Çolako"glu et al. 2014). We hypothe-

size that Contactin-1 and CNTN2 expression by OLCs is a temporally

regulated event in vivo.

We observed that approximately 60% of the mature OLC popula-

tion expressed CNTN2 in the adult CC, although this number can be

also attributed to GFP expression efficiency in adult transgenic animal.

Nevertheless, CNTN2 expression by mature OLCs is a useful observa-

tion since the discovery of factors that drive or mark the later stages of

oligodendrocyte differentiation/maturation is important especially in

pathology. It has been shown that in pathological, demyelinating condi-

tions, failure of remyelination is not only attributed to the lack of prolif-

eration or OPC recruitment at the lesion site, but to the inability of

oligodendrocytes to reach their final maturation and myelination states

(Chang, Tourtellotte, Rudick, & Trapp, 2002; Kuhlmann et al., 2008).

4.2 | CNTN2 can transiently affect the expression of
myelin/myelin-regulating genes

Cntn2 genetic ablation had no effect in the numbers of both OPCs and

mature OLCs populations. In contrast, Cntn2 absence resulted in the

transcriptional downregulation of the majority of myelin genes like

mbp, plp and cnp at P10, a phenotype that was reversed for plp and

mbp in later stages of myelination. Thus we propose that CNTN2 can
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transiently affect the expression of myelin genes although its effect

may be compensated by additional mechanisms.

Recently, two main transcription factors have been proven to be

necessary for driving the expression of myelin genes thus marking the

oligodendrocyte’s passage to the myelinating stage. The first one, the

zinc-finger protein 191 (zfp191) is a nuclear localized transcription fac-

tor, responsible for the late-stage of oligodendrocyte maturation and

myelination (Howng et al., 2010). Our results showed no alteration in

the zfp191 levels throughout the myelination process.

The second factor is myelin regulatory factor (Myrf; Cahoy et al.,

2008; Emery et al., 2009; Koenning et al., 2012). Mutant animals with

disrupted Myrf function can form mature oligodendrocytes that fail to

express the necessary myelin genes and eventually undergo apoptotic

cell death (Emery et al., 2009). Myrf is also an important factor for the

maintenance of myelination and the formation of mature oligodendro-

cytes. Its conditional ablation from myelinating oligodendrocytes leads

to the downregulation of myelin genes and a progressive loss of myelin

(Koenning et al., 2012). Myrf can undergo auto-proteolytic cleavage

that results in the nuclear translocation of its N-terminal domain, while

with the C-terminal domain can act as a membrane-associated tran-

scription factor. Interestingly, Myrf can directly target genes important

in oligodendrocyte development like mag, plp1 and mbp while an active

myrf binding region was identified for the Cntn2 gene (Bujalka et al.,

2013). We examined the putative alterations in Myrf transcription at

the same time points during myelination in both WT and Tag-12/2 ani-

mals. Myrf levels were significantly increased at P10 when all myelin

genes tested were downregulated. Since Myrf can bind and induce the

transcription of Cntn2 gene (Bujalka et al., 2013), Cntn2 absence may

result in the compensatory upregulation of myrf. Subsequently, the

increased Myrf levels can lead to the upregulation of myelin genes that

we observe toward the late stages of myelination.

4.3 | CNTN2 affects the morphology of myelinating
oligodendrocytes, the extent of myelination and the
axonal conduction properties of CC white matter tract

We have shown that regardless of the myelin gene restoration, the

production of a sufficient branching network required for the proper

enwrapping of the axon was impaired in the mutant animals. Our in

vitro analysis showed that upon Cntn2 absence a sufficient number of

mature and myelinating oligodendrocytes can be formed. Nevertheless,

these myelinating oligodendrocytes exhibit a significantly shorter net-

work of myelin processes. In vivo the thickness of myelin sheaths in the

adult CC showed a tendency toward higher g-ratio values in the

mutant animals. These observations lead us to hypothesize that this

cell autonomous defect in the oligodendrocyte branching network can

contribute to the final production of thinner myelin sheaths (Chatzo-

poulou et al., 2008; Savvaki et al., 2008) in the adult.

Finally, our extracellular field recordings of the CC fibers from Tag-

12/2 animals versus adult WT, showed a significant reduction of the

CAP responses (reduction of fast conducting myelinating component)

in all applied electrical stimuli in the mutants. The decrease of CAP

amplitude may reflect reduced numbers of responsive axons or

alterations to callosal axons such as pathological depolarization. Specifi-

cally, this impairment can be the result of two CNTN2-dependent

mechanisms: First, the afore-mentioned deficit in oligodendrocyte

branching and production of thinner myelin sheaths and second, the

disassembly of the juxtaparanodal complex that results in the diffusion

of VGKCs toward the internodal domain (Savvaki et al., 2008; Traka

et al., 2003).

4.4 | Improved conduction velocity of Tag-12/2

callosal axons during remyelination. No impact in
myelin sheath thickness

The effect of CNTN2 on the process network of the myelinating oligo-

dendrocyte led us to investigate its involvement in de/remyelinating

conditions, using the well-established cuprizone model of toxic CNS

demyelination (Benetti et al., 2010; Matsushima & Morell, 2001).

No differences on cell distribution or myelination were observed

between the groups in all parameters tested during de- and re-

myelination. It is of note that in remyelination, the myelin sheaths that

are produced are always thinner and shorter in size compared with the

control state (Fancy et al., 2011; Franklin & Ffrench-Constant 2008). At

that stage, no difference was detected between WT and Tag-12/2

fibers regarding their CAP responses. However they were reduced

compared with the untreated state, suggesting only a partial recovery.

Nevertheless, when the conduction velocity was measured, in Tag-12/

2 animals, a significant increase was noted, suggesting an underlying

compensatory mechanism. Since conduction velocity can be affected

by the myelin sheath thickness, the axonal numbers and health and the

distribution of ion channels along the axon, we hypothesized that a

possible molecular re-organization in the areas around the node of

Ranvier could contribute in the observed changes in signal

transduction.

4.5 | VGKCs recluster during remyelination in a
CNTN2/Caspr2-independent manner

The molecular clustering of VGKCs on the remyelinating fiber along

with the presence of sufficient sodium channel concentration at the

node of Ranvier could be responsible for the observed improvement in

conduction in the Tag-12/2 animals. Indeed, we have identified the

existence of a molecular compensatory mechanism resulting in the

reassembly of VGKCs at the juxtaparanodal domain during remyelina-

tion, in a CNTN2/Caspr2-independent manner.

Myelin loss leads to a progressive disruption of the perinodal archi-

tecture initiating from the paranodal domain and followed by the juxta-

paranodal disassembly (Zoupi et al., 2013). On the other hand, the

extent of remyelination seems to dictate the molecular assembly of

perinodal components that also begins from the paranode (Zoupi et al.,

2013). Loss of CNTN2 protein from the juxtaparanode leads to the dis-

ruption of the tripartite molecular complex that includes Caspr2 protein

and the VGKCs (Chatzopoulou et al., 2008; Savvaki et al., 2008; Traka

et al., 2003). However, CNTN2 expression from the oligodendrocyte

can completely restore the mutant phenotype and therefore is an
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indispensable protein for both Caspr2 and VGKCs clustering (Savvaki

et al., 2010).

In addition, 4.1B protein acts as a linker protein that connects a

number of membrane proteins to the spectrin/actin cytoskeleton

(Baines, 2010), like the paranodal Caspr and the juxtaparanodal Caspr2

via a PDZ-binding motif (Denisenko-Nehrbass et al., 2003). 4.1B KO

animals display perturbed paranodal protein localization and a severe

disruption of the juxtaparanodal complex (Cifuentes-Diaz et al., 2011).

At the juxtaparanode, MAGUK adapter proteins PSD93 and PSD95 are

also expressed along with ADAM22 (a disintegrin and metalloprotease

22; Ogawa et al., 2008; Ogawa et al., 2010). Loss of Caspr2 or CNTN2

affects MAGUK protein and ADAM22 assembly at the juxtaparanode

(Horresh, Poliak, Grant, Bredt, Rasband, & Peles, 2008; Ogawa et al.,

2010), but it does not affect the localization of 4.1B protein (Horresh

et al., 2010).

Interestingly, previous work from Duflocq et al. (2011) has shown

that the clustering of VGKCs was independent of the CNTN2/Caspr2

complex and of the membrane-associated guanylate-kinase (MAGUK)

adapter protein PSD93 in the axon initial segment (AIS) of motor neu-

rons. In that study, when the AIS of Tag-12/2 animals was analyzed it

has been found that VGKCs were normally localized although Caspr2

localization was abolished, in contrast to juxtaparanodal VGKCs from

the spinal cord ventral horn which were diffused. Instead, 4.1B/Caspr

protein complex was responsible for the formation of the appropriate

barrier that led to the correct VGKCs localization at the respective AIS

area (Duflocq et al., 2011).

A recent study has revealed the existence of an additional mole-

cule at the juxtaparanode, ADAM23, which was found to co-localize

with Caspr2, CNTN2, and VGKCs at the area (Kegel et al., 2014). It has

been suggested that ADAM22 and ADAM23 expression in apposing

cell membranes at the juxtaparanode might be an additional mechanism

of juxtaparanodal complex organization and/or stability possibly in an

LGI4-dependent manner, although this hypothesis needs further inves-

tigation (Kegel et al., 2014).

We have shown that upon remyelination, VGKCs clustering at the

juxtaparanodal domain is evident irrespective of the absence of both

juxtaparanodal CNTN2 and Caspr2. Furthermore, the absence of these

proteins had no impact on paranodal Caspr, 4.1B protein localization

and juxtaparanodal ADAM23 distribution, molecules that have been

described to indirectly affect VGKCs localization. We have verified the

presence of ADAM23 protein at the CNS juxtaparanode and therefore,

hypothesize that, during remyelination in the absence of CNTN2/

Caspr2, ADAM23 and 4.1B could be responsible for VGKC clustering.

In parallel, the formation of an intact paranodal barrier by Caspr and

4.1B proteins, allows the correct segregation of VGKCs at the juxtapar-

anode which along with the existence of intact sodium channel accu-

mulation at the nodes of Ranvier, allow for the increase of conduction

velocities in the remyelinated fibers. Although an interaction between

ADAM23 and VGKCs was not evident biochemically, indirect interac-

tions with additional candidates like ADAM22, LGI4, MMPs and

Nectin-like proteins (necls) (Horresh et al., 2008; Shingai et al., 2003;

Spiegel et al., 2007), implicated in interactions with paranodal/juxtapar-

anodal proteins, cannot be excluded.

The axonal conduction velocity can be also affected by the differ-

ent glial populations (i.e. astrocytes and microglia) that are recruited as

a response to the demyelinating insult. Microglia and astrocytes have

been shown to stimulate both inflammatory and anti-inflammatory

pathways, engulfment of myelin debris at the area of the lesion and

regulation of synaptic activity (Goldstein et al., 2016; Salter & Stevens,

2017). In our case, we noted that the microglial population was

increased in both untreated and remyelinating Tag-12/2 animals, while

the astrocytes did not show any difference between the genotypes.

Although the involvement of microglia to the functional restoration of

conduction velocity is possible, it’s exact role in the Tag-12/2 needs

further investigation.

We propose that the combination of intact nodal domains com-

bined with the observed reclustering of VGKCs, important for the

membrane’s resting potential and the involvement of the microglial

population in the Tag-12/2 fibers during remyelination is a candidate

mechanism for the improved conductivity observed in the particular

animal group, irrespective of the remyelinating state of the callosal

tract.
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Konstantoudaki X, Chalkiadaki K, Vasileiou E, Kalemaki K,
Karagogeos D, Sidiropoulou K. Prefrontal cortical-specific differ-
ences in behavior and synaptic plasticity between adolescent and adult
mice. J Neurophysiol 119: 822–833, 2018. First published November
22, 2017; doi:10.1152/jn.00189.2017.—Adolescence is a highly vul-
nerable period for the emergence of major neuropsychological disor-
ders and is characterized by decreased cognitive control and increased
risk-taking behavior and novelty-seeking. The prefrontal cortex (PFC)
is involved in the cognitive control of impulsive and risky behavior.
Although the PFC is known to reach maturation later than other
cortical areas, little information is available regarding the functional
changes from adolescence to adulthood in PFC, particularly compared
with other primary cortical areas. This study aims to understand the
development of PFC-mediated, compared with non-PFC-mediated,
cognitive functions. Toward this aim, we performed cognitive behav-
ioral tasks in adolescent and adult mice and subsequently investigated
synaptic plasticity in two different cortical areas. Our results showed
that adolescent mice exhibit impaired performance in PFC-dependent
cognitive tasks compared with adult mice, whereas their performance
in non-PFC-dependent tasks is similar to that of adults. Furthermore,
adolescent mice exhibited decreased long-term potentiation (LTP)
within upper-layer synapses of the PFC but not the barrel cortex.
Blocking GABAA receptor function significantly augments LTP in
both the adolescent and adult PFC. No change in intrinsic excitability
of PFC pyramidal neurons was observed between adolescent and adult
mice. Finally, increased expression of the NR2A subunit of the
N-methyl-D-aspartate receptors is found only in the adult PFC, a
change that could underlie the emergence of LTP. In conclusion, our
results demonstrate physiological and behavioral changes during ad-
olescence that are specific to the PFC and could underlie the reduced
cognitive control in adolescents.

NEW & NOTEWORTHY This study reports that adolescent mice
exhibit impaired performance in cognitive functions dependent on the
prefrontal cortex but not in cognitive functions dependent on other
cortical regions. The current results propose reduced synaptic plastic-
ity in the upper layers of the prefrontal cortex as a cellular correlate of
this weakened cognitive function. This decreased synaptic plasticity is
due to reduced N-methyl-D-aspartate receptor expression but not due
to dampened intrinsic excitability or enhanced GABAergic signaling
during adolescence.

barrel cortex; GABA; long-term potentiation; object recognition;
working memory

INTRODUCTION

Adolescence is a period of continuing physical growth,
sexual maturation, as well as behavioral and social develop-
ment. Adolescents show marked impulsivity, increased spon-
taneous novelty-seeking and risk-taking, as well as poor deci-
sion-making, greatly influenced by social peers. Cognitive
control, a higher-order cognitive function, continues to develop
throughout adolescence. Therefore, underdeveloped cognitive
control is suggested as one mechanism that underlies the above
characteristics of adolescent behavior.

The reduced cognitive control appears to be common be-
tween rodent and human adolescents, as evidenced by species-
adjusted tasks. For instance, human studies using the Iowa
Gambling and Tower of London tasks (Crone et al. 2004;
Luciana et al. 2009; Smith et al. 2012) as well as rodent studies
using delay-discounting paradigms (Doremus-Fitzwater et al.
2012; McClure et al. 2014) have consistently reported the
tendency of adolescents to make impulsive, disadvantageous
choices with respect to future outcomes. Studies in humans
have also shown decreased cognitive functions such as work-
ing memory (Conklin et al. 2007). In rodents, there are also
indications of decreased performance in the delayed-alterna-
tion task (Koss et al. 2011) and increased impulsivity (Pinkston
and Lamb 2011).

Cognitive control function depends strongly on proper pre-
frontal cortex (PFC) function (Miller and Cohen 2001). The
PFC continues its development and maturation during the
adolescent period, considerably later compared with the pri-
mary sensory cortices. Dendritic spine pruning is initiated later
in the PFC in both humans (Kolb et al. 2012) and rats (Koss et
al. 2014). Neurotransmitter systems primarily related to reward
sensitivity are also modulated during adolescence. Dopamine
neurons increase their firing rate during adolescence (McCutch-
eon and Marinelli 2009). Several changes also occur in the
GABAergic system of the PFC throughout adolescence (Cabal-
lero et al. 2016). Expression of interneuron-specific proteins, such
as parvalbumin and calretinin, is differentially modulated. Specif-
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ically, the parvalbumin protein expression increases, whereas
calretinin expression decreases throughout adolescence (Caballero
et al. 2014a). Furthermore, the function of GABAA receptor also
changes, with differential expression of GABAA !-subunits,
found in the monkey PFC (Datta et al. 2015). The changes in
GABAA receptor activation underlie the differential regulation of
synaptic plasticity from the ventral hippocampus to the PFC in
adolescent and adult rats (Caballero et al. 2014a, 2014b). How-
ever, we still have a poor understanding of the underlying neuro-
physiological developmental processes that are ongoing during
adolescence and could contribute to the behavioral characteristics
of adolescents.

Our aim in this study was to compare the PFC function
during adolescence with that of other primary sensory cortical
regions. Toward this aim, we studied PFC- and non-PFC-
dependent cognitive behavioral tasks in mice as well as the
underlying basal synaptic properties and synaptic plasticity in
the PFC and a primary sensory cortex, the barrel cortex (BC).
The BC was chosen as a reference brain area because it has
been extensively studied physiologically. Our results showed
that adolescent mice perform poorer in PFC-dependent cogni-
tive tasks, such as the delayed alternation in the T-maze and the
temporal-order object-recognition test, compared with non-
PFC-dependent tasks, such as the novel object- and object-to-
place recognition task, compared with adult mice. This diver-
gent performance was correlated with reduced LTP in upper-
layer synapses of the PFC but not the BC. The reduced LTP in
adolescent PFC is likely due to decreased N-methyl-D-aspartate
(NMDA) receptor 2A (NR2A) subunit expression and not
differences in neuronal excitability or GABAA function.

MATERIALS AND METHODS

Animals

Male C57BL/6J mice were used for all experiments. Mice were
bred in the animal facility of the Department of Biology, University of
Crete, removed from the mother at age postnatal day (p)22, housed in
groups (3–4 per cage), and provided with standard mouse chow and
water ad libitum under a 12:12-h light-dark cycle with controlled
temperature (23 ! 1°C). Two different age groups of mice were used:
1) adolescent mice were 35–45 days of age, and 2) adult mice were
60–90 days of age. All procedures were performed according to
protocols approved by the Animal Review Board and the Research
Ethics Committee of the University of Crete in compliance with the
European Union ethical standards outlined in the Council Directive
2010/63/EU of the European Parliament and the Council of 22
September 2010 on the protection of animals used for scientific
purposes.

Delayed Alternation on the T-Maze

The T-maze apparatus used includes a start arm and two goal arms
(45 " 5 cm each). The delayed-alternation task in the T-maze is a
classic behavioral task used for the study of working memory (Shoji
et al. 2012). To rule out stress-induced cognitive compromise, mice
were initially handled by the experimenter for ~ 1 wk and then
habituated in the T-maze apparatus for 2 days. To make sure that food
served as a potent reinforcer, enabling optimal learning of the task,
mice had to be food-deprived. The feeding regime was adjusted in
such a way that the animals maintained 85–90% of their initial weight
for adult animals and 85–90% of their adjusted developmental weight
for adolescent animals. Mice were subjected to 10-trial sessions, 3
sessions per day. At the 1st trial of each session, mice were allowed

to choose freely between the right or left goal arms. In the following
trials, mice had to alternate the goal arms to receive reward, initially
with no temporal delay between the trials. Once they reached a
predefined criterion for the alternation procedure [i.e., 2 consecutive
sessions of "70% correct choices (performance)], delays were intro-
duced starting with 5 s and increasing by 5 s when the criterion for
each delay was achieved, until mice completed the alternation proce-
dure with a 25-s day.

Object-Recognition Memory Tests

Object exploration was defined as the time spent exploring the
objects by physical proximity (i.e., touching, sniffing). Different
objects without ethological significance to the mice were used. In pilot
trials, it was confirmed that mice did not show a specific preference to
any of these objects. All animals were habituated to the apparatus
devoid of any objects for 10 min, each day, for 3 consecutive days
before the beginning of the behavioral testing.

Novel object recognition. The novel object-recognition memory
task involved a sample trial followed by a test trial after an intertrial
interval of 25 min. In the sample trial, two copies of a novel object
were placed in the open field and the animals were allowed to explore
the arena for 5 min. In the test trial, two objects were presented in the
same position: the familiar object, which mice previously saw during
the sample trial, and a novel object, unfamiliar to the mice tested. The
time of exploration of each object was measured. After each trial, the
objects and the open field were cleaned with a 70% ethanol solution
to remove odor cues.

Object-to-place recognition. The object-to-place recognition mem-
ory task was carried out 2 days later. The animals were allowed to
explore two copies of an object in the open field during the sample
trial of 5 min. After an intertrial interval of 25 min, they went through
a 5-min test trial, which was identical to the sample trial, with the
exception that two copies of the original object were present, one in
the same position it had occupied in the sample trial (spatial station-
ary) and one in a novel position (spatial displaced). Object-to-place
recognition memory was defined as an increase in time exploring the
spatially displaced object compared with the spatially stationary one
(Dere et al. 2007; Ennaceur and Aggleton 1997).

Object recognition for temporal order. The animals were exposed
to the object recognition for temporal-order task 2 days later. The
object-recognition task for temporal order comprised two sample
trials and one test trial with an intertrial interval of 25 min. In each
sample trial, the animals were allowed to explore two copies of the
same object for 5 min. Different objects were used for the two sample
trials. During the test trial, one object from sample trial 1 (old) and
one object from sample trial 2 (recent) were presented and the animals
were allowed to explore the open field for 5 min. The positions of
objects within the two sample trials and the test trial were identical.
Object-recognition memory for temporal order was defined as an
increase in time exploring the old familiar object compared with the
time exploring the recent familiar object (Mitchell and Laiacona
1998).

Electrophysiology: Field Recordings

Electrophysiological experiments were performed using the in vitro
slice preparation. Mice of different age groups were decapitated under
halothane anesthesia. The brain was removed immediately and placed
in ice-cold, oxygenated (95% O2-5% CO2) artificial cerebrospinal
fluid (aCSF) containing, in mM, 125 NaCl, 3.5 KCl, 26 NaHCO3, 1
MgCl2, and 10 glucose (pH 7.4, 315 mOsm/l). The brain was blocked
and glued onto the stage of a Vibratome (Leica VT1000 S; Leica
Biosystems, Wetzlar, Germany). Brain slices (400 #m thick) contain-
ing either the PFC or the BC were taken and transferred to a
submerged chamber, which was continuously superfused with oxy-
genated (95% O2-5% CO2) aCSF containing, in mM, 125 NaCl, 3.5
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KCl, 26 NaHCO3, 2 CaCl2, 1 MgCl2, and 10 glucose (pH 7.4, 315
mOsm/l) at room temperature. The slices were allowed to equilibrate
for !1 h in this chamber before experiments began. Slices were then
transferred to a submerged recording chamber, which continuously
superfused oxygenated (95% O2-5% CO2) aCSF containing, in mM,
125 NaCl, 3.5 KCl, 26 NaHCO3, 2 CaCl2, 1 MgCl2, and 10 glucose
(pH 7.4, 315 mOsm/l) at room temperature.

The extracellular recording electrode, filled with NaCl (2 M), was
placed within the upper layers of the PFC or BC. The platinum-
iridium metal microelectrode (Harvard Apparatus UK, Cambridge,
United Kingdom) was also placed within the upper layers of the PFC
or BC, ~300 "m away from the recording electrode, and was used to
evoke field excitatory postsynaptic potentials (fEPSPs). Responses
were amplified using a Dagan BVC-700A amplifier (Dagan, Minne-
apolis, MN) and digitized using the ITC-18 board (InstruTECH) on a
personal computer using custom-made procedures in Igor Pro
(WaveMetrics, Lake Oswego, OR). Data were acquired and analyzed
using custom-written procedures in Igor Pro software (WaveMetrics).

The electrical stimulus consisted of a single square waveform of
100-"s duration given at intensities of 0.05–0.3 mA generated by a
stimulator equipped with a stimulus isolation unit (World Precision
Instruments). The fEPSP amplitude was measured from the minimum
value of the synaptic response (4–5 ms following stimulation) com-
pared with the baseline value before stimulation. Both parameters
were monitored in real-time in every experiment. A stimulus-response
curve was then determined using stimulation intensities between 0.05
and 0.3 mA. For each different intensity level, two traces were
acquired and averaged. Baseline stimulation parameters were selected
to evoke a response of 1 mV. The paired-pulse protocol consisted of
two pulses at baseline intensity separated by 100, 50, and/or 20 ms.
For the LTP experiments, baseline responses were acquired for !20
min, then three 1-s tetanic stimuli (100 Hz) with an interstimulus
interval of 20 s were applied, and finally responses were acquired for
!50 min posttetanus. Synaptic responses were normalized to the
average 10-min pretetanic fEPSP. The contribution of GABAA recep-
tor activation was investigated by bath application of bicuculline for
15 min before and after the tetanic simulation.

Electrophysiology: Patch-Clamp Recordings

Mice were decapitated under halothane anesthesia. The brain was
removed immediately, and coronal slices of medial prefrontal cortex
[300–350 "m thick, using a Vibratome (Leica VT1000 S; Leica
Biosystems)] were prepared from adolescent (p40–45) and adult
(p80–90) mice in ice-cold, oxygenated (95% O2-5% CO2), modified,
choline-based aCSF (0.5 mM CaCl2, 7 mM MgSO4; NaCl replaced by
an equimolar concentration of choline). Slices recovered for 1 h in
oxygenated normal aCSF containing, in mM, 126 NaCl, 3.5 KCl, 1.2
NaH2PO4, 26 NaHCO3, 1.3 MgCl2, 2.0 CaCl2, and 10 D-glucose, pH
7.4, 315 mOsm/l. During recordings, slices were perfused at a rate of
4 ml/min with continuously aerated (95% O2-5% CO2) normal aCSF
at 35–37°C. Neurons were recorded using the patch-clamp technique
in the whole cell configuration. For current-clamp, the intracellular
solution was 130 mM K-MeSO4, 5 mM KCl, 5 mM NaCl, 10 mM
HEPES, 2.5 mM Mg-ATP, and 0.3 mM GTP, 265–275 mOsm, pH
7.3. Microelectrode resistance was 5–7 M!. Whole cell measure-
ments were filtered at 5 kHz using an Axopatch 200B amplifier
(Molecular Devices). Recordings were digitized with the ITC-18
board (InstruTECH) on a personal computer using custom-made
procedures in Igor Pro (WaveMetrics). To measure input resistance
and the number of spikes generated in a step pulse, a 500-ms
step-pulse protocol was used with current stimulation from "200 to
#300 pA. The input resistance was measured by plotting the steady-
state voltage deflection in a current-voltage relationship plot (from
"200 to #50 pA) and calculating the slope of the best-fit line curve.
To measure the properties of the action potentials (APs), a 5-ms
step-pulse protocol was used. The active properties were measured at

the minimum current stimulation that generated an AP. The AP
threshold was calculated by taking the first derivative of the voltage
trace, defining a threshold and identifying the voltage level at that time
point. The rate of rise of the AP was the maximum value of that first
derivative trace. The amplitude and the half-width were calculated
based on the threshold.

Western Blots

Mice were decapitated following cervical dislocation, and the brain
was quickly removed, placed in ice-cold phosphate-buffered saline
(PBS), and then positioned on a brain mold, where 1.5-mm slices were
taken containing the PFC and BC. The slices were placed on dry ice,
and the prelimbic area of PFC was dissected out and stored at "80°C.
The BC was also isolated from the corresponding slices and stored at
"80°C. Frozen tissue blocks were lysed in a solution containing, in
mM, 50 HEPES, 150 NaCl, 1.5 MgCl2, 5 EGTA, 1% glycerol, 1%
Triton X-100, 1:1,000 protease inhibitor cocktail. Proteins were run
on 8.5% bis-acrylamide gel and transferred onto nitrocellulose mem-
brane. The membrane was blocked, incubated in rabbit polyclonal
anti-NR2A (1:2,000; Alomone, Jerusalem, Israel), rabbit polyclonal
anti-NR2B (1:2,000; Alomone), or rabbit monoclonal anti-GAPDH
(1:1,000; Cell Signaling Technology Europe, Leiden, Netherlands),
washed, incubated in secondary goat anti-rabbit IgG horseradish
peroxidase conjugate antibody (1:5,000; Invitrogen), and digitally
exposed using the molecular imaging system ChemiDoc (Bio-Rad).
Analysis of NR2A, NR2B, and GAPDH expression was performed
with ImageJ software, and the raw values of NR2A and NR2B from
each sample were normalized to their respective GAPDH values.

Statistical Analysis

Initial data analysis was performed with Microsoft Excel. Data are
presented as means $ standard error of mean (SE). Statistical analysis
was performed in IBM SPSS Statistics V21. The data were first tested
for normality. One-way, two-way, or repeated-measures ANOVA or
t-tests were performed depending on the experiment.

RESULTS

We investigated the cognitive function as well as the under-
lying physiological and morphological characteristics in the
PFC of adolescent (35–45 days old) and adult (60–90 days
old) male mice. To study cognitive behavior, we used four
different tasks: 1) the delayed-alternation task in the T-maze,
which is a PFC-dependent task assessing spatial working
memory (Arnsten and Dudley 2005), 2) the temporal-order
object-recognition task, also a PFC-dependent task that evalu-
ates recency memory, and 3) the novel object-recognition task
and 4) the object-in-place recognition tasks, both of which are
not dependent on the PFC but rather on the perirhinal cortex
and hippocampus, respectively (Barker et al. 2007).

Impaired Working Memory in Adolescent Compared with
Adult Mice

To examine spatial working memory of mice, we used the
delayed-alternation paradigm in the T-maze. In this test, mice
needed to alternate the arms they chose to enter to receive a
food reward. Initially, mice were allowed to make their choice
immediately after being placed in the apparatus. Once mice
were successful in reaching a performance criterion (i.e.,
!70% correct trials within a session, for 2 consecutive ses-
sions), increasing delays (from 5 to 20 s with a stable incre-
ment of 5 s each time the animal reached the performance
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criterion) were introduced in the alternation procedure. Ado-
lescent mice, like adult mice, could learn the alternation rule
and reach the criterion given (Fig. 1A). However, once delays
were introduced, adolescent mice (n ! 13) required a greater
number of sessions to reach the performance criterion at
different delays (Fig. 1B) compared with adult mice [n ! 13;
repeated-measures ANOVA, F(1,23) ! 5.8, P ! 0.02]. This
difference in the learning curve between adolescent and adult
mice was not due to differences in anxiety or locomotor
activity, as the average run time in each delay was not different
between the two age groups (Table 1). On examination of
animal performance (percentage of correct trials completed by
the animal within a session), we found that adolescent mice
performed equally well with the adult mice across all delays
[repeated-measures ANOVA, F(1,23) ! 1.2, P ! 0.2; Fig. 1C].
Finally, we measured the number of maximum sequential
errors (i.e., number of incorrect trials in a row) performed by

the two groups of mice tested in the delayed alternation in the
T-maze as an index of perseveration. We found that the
adolescent group exhibited a significantly increased average of
maximum sequential errors in the test [1-way ANOVA,
F(1,23) ! 3.2, P ! 0.03], indicating an increased perseverance
phenotype (Fig. 1D). In summary, adolescent mice exhibit a
slower learning curve in the delayed-alternation task in the
T-maze, increased perseverance, but no difference in task
performance.

Adolescent Mice Perform Worse in the Temporal-Order
Object-Recognition Memory Task but Not in the Novel
Object- or Object-to-Place Recognition Memory Tasks
Compared with Adult Mice

We performed 3 different types of object-recognition tasks
in adolescent (n ! 12) and adult mice (n ! 11): 1) the novel
object-, 2) the object-in-place, and 3) the temporal-order ob-
ject-recognition tasks. Each of these different tasks consisted
of 1 trial (or 2 trials for the temporal-order task only) during
which mice were exposed to 2 identical objects. In pilot
experiments, it was ensured that mice did not show preference
to any of these objects. Furthermore, we tested whether mice
had any object or location preference in the field during the
trials, to exclude (any) memory-unrelated biases in our results.

In the novel object-recognition task, both adolescent and
adult mice explored the novel object significantly more than
the familiar one [2-way ANOVA, F(1,14) ! 5.7, P ! 0.02; Fig.
2A]. Similarly, in the object-to-place recognition task, both
adult and adolescent mice spent significantly more time ex-
ploring the displaced object compared with the time spent
exploring the stationary object [2-way ANOVA, F(1,14) ! 4.5,
P ! 0.01; Fig. 2B]. Therefore, mice of both age groups can
properly discriminate between the novel and the old object or
the displaced and the stationary object.

In the object-recognition test with temporal order that ex-
amines the temporal integration ability of mice (PFC-depen-
dent function), adult mice spent significantly more time ex-
ploring the least recent object compared with the most recent
object [2-way ANOVA, F(1,14) ! 5.4, P ! 0.02], showing that
adult mice can discriminate between the old and recent familiar
objects. However, there is not a significant difference in the
time adolescents spent exploring the recent and the old familiar
object [2-way ANOVA, F(1,14) ! 0.3, P ! 0.1; Fig. 2A].

We also calculated the discrimination index for the three
object-recognition memory tests by dividing the time spent
exploring the old familiar to the time spent exploring the recent
familiar object (for the temporal-order recognition test), the
time spent exploring the displaced to the time spent exploring
the stationary object (for the object-to-place recognition test),
and the time spent exploring the novel to the time spent
exploring the familiar object (for the novel object-recognition
test; Fig. 2D). There was a statistically significant difference
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Fig. 1. Performance in the delayed-alternation task in adolescent and adult
mice. A: bar graph showing the number (#) of sessions required for adolescent
and adult mice to reach criterion when the alternation procedure was per-
formed with a delay of 0 s. Both adolescent and adult mice could learn the
alternation task in the T-maze, with the adolescent mice actually requiring
fewer trials to learn the task [1-way ANOVA, F(1,23) ! 4.9, P ! 0.04]. B: plot
of the cumulative number of sessions needed to reach criterion for adolescent
and adult mice. Adolescent mice (n ! 13) required significantly more sessions
to reach criterion of performance in the alternation task with increasing delays
(5–20 s) compared with adult mice [n ! 12; repeated-measures ANOVA,
F(1,23) ! 5.8, P ! 0.02]. Significant differences were found in all 4 delays in
the T-maze. C: plot of the percentage of correct choices during the increasing
delays of the test for adolescent and adult mice. There was no significant
difference in the percentage of correct choices during the different delays in the
T-maze between adolescent and adult mice [repeated-measures ANOVA,
F(1,23) ! 1.2, P ! 0.2]. D: box plot of the sequential errors performed by the
2 groups of mice tested in the delayed alternation in the T-maze. Adolescent
mice exhibited a significantly increased average of sequential errors in the test
[1-way ANOVA, F(1,23) ! 3.5, P ! 0.03]. *P " 0.05.

Table 1. Average run time for each trial in the T-maze across
different delays

Delay, s 0 5 10 15 20

Adolescents, s 7.5 # 0.8 6.3 # 0.7 3.6 # 0.3 3.45 # 0.3 3.4 # 0.3
Adults, s 8.6 # 1.2 3.0 # 0.6 3.6 # 0.4 3.5 # 0.2 3.4 # 0.2

Values are means # SE.
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between adolescent and adult mice [2-way ANOVA, F(3,16) !
4.1, P ! 0.025]. On performing tests for between-subject
effects, we found that adolescent mice had similar discrimina-
tion index compared with adult mice in the novel object-
[F(1,14) ! 2.9, P ! 0.15] and the object-to-place recognition
tasks [F(1,14) ! 0.3, P ! 0.6] but significantly different dis-
crimination index in the temporal-order object-recognition task
[F(1,14) ! 7.3, P ! 0.01]. To summarize, adolescent mice can
perform equally well compared with adult mice in the novel
object- and object-to-place recognition tests but not the tem-
poral-order recognition test.

Basal Synaptic Transmission and Paired-Pulse Ratio in
Adolescent and Adult PFC and BC

Behavioral changes in PFC-mediated functions are primarily
supported by the underlying neuronal properties. Thus we next
investigated physiological features of PFC upper layers in
adolescent and adult mice as well as in a primary sensory
cortex, specifically the BC, for comparison. We specifically
studied synaptic transmission properties in the upper layers of

the PFC because the intracortical synapses are mostly located
there (Clancy et al. 2001) and these neurons primarily contrib-
ute to working memory functions, one of the most significant
PFC functions (Arnsten et al. 2012).

We used 16 adult and 20 adolescent male mice and per-
formed field excitatory postsynaptic potential (fEPSP) record-
ings from upper layers of the PFC or BC following stimulation
of the same layers, ~300 !m apart (Fig. 3A). We first investi-
gated the basal synaptic transmission by studying the fEPSP
peak in response to increasing current intensities. In the PFC,
adolescent mice exhibited significantly increased fEPSP re-
sponses [repeated-measures ANOVA, F(1,34) ! 5.5, P ! 0.03].
Specifically, statistical significance was found when the stim-
ulation current was 0.15, 0.2, and 0.25 mA. In the BC, we did
not find a statistical significance in the input-output curves be-
tween adolescent and adult mice [repeated-measures ANOVA,
F(1,15) ! 2.19, P ! 0.167; Fig. 3, B and C].

We also studied the paired-pulse ratio (PPR) in the PFC and
BC using the paired-pulse stimulation protocol, which provides
an indication of transmitter release properties. We applied
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Fig. 2. Performance of adolescent and adult mice in the novel object-, object-to-place, and temporal-order object-recognition tasks. A: plot showing the time
adolescent and adult mice spent exploring the novel and the familiar object during the test trial of the novel recognition task. Both adolescent and adult mice
explored the novel object significantly more than the familiar 1. There was no difference in the exploration time of the object between the adolescent and adult
mice. B: plot showing the time adolescent and adult mice spent exploring the stationary and the displaced object during the test trial of the object-to-place
recognition task. Both adolescent and adult mice explored the displaced object significantly more than the stationary 1. There was no difference in the exploration
time of the object between the adolescent and adult mice. C: plot showing the time adolescent and adult mice spent exploring the recent familiar and the old
familiar object during the test trial of the object-recognition task with temporal order. Adult mice spent significantly more time exploring the old familiar object
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the discrimination index of exploration time during the 3 object-recognition tasks in adolescent and adult mice. The discrimination index of both adolescent and
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the test sessions of all 3 different tasks. The object exploration index in adolescent mice was increased compared with object exploration in adult mice. *P #
0.05.
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Fig. 3. Basal synaptic transmission and paired-pulse ratio
in upper layers of PFC vs. BC. A: schematic diagrams
showing the position of the electrodes [stimulating (S) and
recording (R)] in the brain slices of PFC (A1) and BC
(A2). Both the recording glass electrode and the metal
stimulating electrode were positioned within upper layers.
B: plot of fEPSP responses of PFC and BC in response to
increasing stimulation intensities in adolescent and adult
mice. In the PFC (B1), the fEPSP responses in adolescent
mice (n ! 20) were significantly increased compared with
adult mice [n ! 16; repeated-measures ANOVA,
F(1,34) ! 5.5, P ! 0.03]. *P " 0.05. In the BC (B2), there
was no significant difference in the fEPSP responses
between adolescent (n ! 8) and adult mice [n ! 9;
repeated-measures ANOVA, F(1,15) ! 2.19, P ! 0.167].
C: representative traces of fEPSPs in adolescent and adult
PFC (C1) and BC (C2). D: plot of PPR in response to
increasing frequency paired-pulse stimulations in PFC in
adolescent and adult mice. In the PFC (D1), there was a
trend toward decreased PPR in adolescent mice in re-
sponse to 20-Hz frequency but no significant change in
response to 10- or 50-Hz paired-pulse frequencies. In BC
(D2), there was no significant difference in the PPR
between adolescent and adult mice in response to 10-, 20-,
or 50-Hz paired-pulse frequency (#P " 0.1). E: represen-
tative traces of adult paired-pulse responses in the PFC
(E1) and the BC (E2).
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paired pulses of increasing frequency (10, 20, and 50 Hz)
within upper layers of PFC and BC, and we found no signif-
icant differences in the PPR of either the PFC or the BC. There
was only a trend toward a decrease in the PPR at 20 Hz in the
PFC (t-test, P ! 0.07; Fig. 3, D and E).

Reduced Long-Term Potentiation in Adolescent PFC, but
Not BC, Compared with Adult

We next investigated the ability of synapses in upper layers
of PFC and BC to undergo LTP, using a tetanic stimulation
(3 " 100 Hz for 1 s). We find that this protocol induces LTP
in adult mice, both in the PFC and BC, which lasts for !50 min
(Fig. 4; Konstantoudaki et al. 2016). The fEPSP in the BC was
potentiated to 50%, whereas in the PFC to 30%, following
tetanic stimulation compared with baseline. However, in ado-
lescent mice, the fEPSP does not remain potentiated for 50 min
in the PFC but returns to baseline levels. The level of fEPSP
potentiation between adolescent and adult mice is significantly
different [repeated-measures ANOVA, F(1,34) ! 12.2, P !

0.01; Fig. 4A1]. On the other hand, in the adolescent BC, the
fEPSP remains potentiated for the 50 min tested [repeated-
measures ANOVA, F(1,15) ! 2.7, P ! 0.17; Fig. 4#1]. We also
noticed that there is a significant posttetanic potentiation in
both the PFC and the BC, which is significantly reduced in the
adolescent PFC and BC (Fig. 4, A2 and B2).

GABAA Receptors Do Not Mediate the Reduced LTP in
Adolescent PFC

Previous studies indicate that inhibitory function in the PFC
is increased during adolescence, possibly contributing to the
reduced synaptic plasticity (Caballero et al. 2014a; Kilb 2012).
Thus we tested whether inhibiting GABAA receptor function
restores LTP. In the presence of bicuculline, LTP could be
induced in adolescent mice; however, a significant difference
was not found compared with the control conditions [repeated-
measures ANOVA, F(1,24) ! 2, P ! 0.1; Fig. 5A]. In adult
mice, bicuculline also enhanced the potentiation, resulting in
significantly larger fEPSP compared with control aCSF [re-
peated-measures ANOVA, F(1,19) ! 7, P ! 0.01; Fig. 5B].
More importantly, the bicuculline-induced enhanced potentia-
tion in adult mice is significantly larger than in adolescent mice
(t-test, P ! 0.03). When bicuculline was applied for the same
amount of time without the tetanic stimulation, no change in
synaptic strength was observed (Fig. 5C), suggesting that no
homeostatic mechanisms can account for the above effects.
These results suggest that GABAA receptor function continues
to mature from adolescence to adulthood.

No Differences in Intrinsic Excitability in Layer 2 Pyramidal
Neurons between Adolescent and Adult Mice

We performed patch-clamp recordings from layer 2 PFC
pyramidal neurons to determine whether intrinsic excitability
of these neurons could account for the differences in LTP.
Following gigaseal formation, neurons were subjected to a
500-ms step-pulse protocol to measure input resistance and
number of spikes generated at increasing current stimulations.
We found no difference in either one of these measurements
between adolescent and adult mice (Fig. 6). Furthermore, the
properties of the APs were also identical between adolescent
and adult mice (Table 2). Therefore, the enhanced LTP in
adulthood cannot be attributed to increased intrinsic excitabil-
ity of layer 2 pyramidal neurons.

Reduced NR2A Expression in the Adolescent PFC

Finally, we investigated the possibility that the enhanced
LTP in the adult PFC is due to changes in NMDA receptor
expression specifically in the PFC. Data from our laboratory
have shown that the LTP in adult PFC is NMDA receptor-
dependent (Konstantoudaki et al. 2016). There are already data
indicating the NMDA receptor expression and function change
during adolescence in the rodent PFC (Flores-Barrera et al.
2014; Iafrati et al. 2016). To verify further our hypothesis that
changes in NMDA receptor expression underlie the changes in
LTP, we performed Western blots from acutely isolated ado-
lescent and adult PFC and BC. We found that NR2A expres-
sion significantly increased in adult PFC compared with ado-
lescent PFC, whereas no changes were observed in BC. No
significant changes were found in the expression of NR2B
either in the PFC or the BC (Fig. 7). Increased expression of
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NR2A subunits have been linked with enhanced LTP (Massey
et al. 2004). These data show that increase in NR2A expression
could underlie the emergence of LTP in adult PFC.

DISCUSSION

In this study, we investigated the cognitive function and
underlying physiological properties that contribute to synaptic
plasticity in adolescent and adult mice. Our results demonstrate
that adolescent mice performed poorer in PFC-dependent tasks
but equally well in non-PFC-dependent tasks compared with
adult mice. Furthermore, PFC, but not BC, upper-layer neural
ensembles in adolescent mice exhibit increased basal synaptic
transmission and decreased LTP expression, which could un-
derlie the PFC-specific cognitive deficits frequently observed

in this phase of life. The reduced LTP in the PFC is not due to
augmented GABAergic signaling or enhanced intrinsic excit-
ability of layer 2 pyramidal neurons in adolescent mice but can
be explained by the reduced expression of NR2A subunits.
Overall, our data further support the hypothesis that PFC-
specific changes underlie the decreased cognitive control dur-
ing adolescence.

Cognitive Function during Adolescence

Adolescents exhibit several key behavioral characteristics,
such as increased risk-taking, social behavior, and impulsivity,
among others. Many of these behavioral traits could result
from decreased cognitive control (Sturman and Moghaddam
2011), which is regulated by PFC neuronal activity. Indeed, in
humans, studies have shown that cognitive abilities gradually
improve during adolescence (Conklin et al. 2007). However, it
is likely that this change might not be strictly linear (Casey et
al. 2015). In addition, cognitive mechanisms and underlying
cellular correlates are still not very well understood for ado-
lescents. Therefore, our study contributes to the increased
knowledge of adolescent behavior and the improved under-
standing of the plasticity mechanisms underlying this sensitive
developmental period.

We first assessed age-related differences in the cognitive
function by employing the T-maze delayed-alternation task and
different types of object-recognition tasks. Our results reflect
an overall inferior performance of adolescent mice in PFC-
dependent tasks, which is likely related to the incomplete
maturation of this particular region before late adolescence.
Our findings also come in line with the results of rodent studies
assessing working memory (Koss et al. 2011) or other PFC-
mediated functions, like heightened impulsivity (Andrzejewski
et al. 2011; Doremus-Fitzwater et al. 2012), increased atten-
tional rigidity (Newman and McGaughy 2011), and poorer
extinction retention (McCallum et al. 2010). Specifically, fear
extinction has been investigated in preadolescent, adolescent,
and adult mice, with the adolescent mice having decreased fear
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extinction and preadolescent mice having increased fear ex-
tinction (Pattwell et al. 2012). These results suggest a nonlinear
change in the cognitive control of fear memories. Similar
cognitive faculties have been thoroughly studied in humans
and found compromised during adolescence, whereas they
gradually improve with age-related increases in prefrontal
activity (Casey et al. 2008; Durston et al. 2006; Pattwell et al.
2012). The observed decreased ability for learning working
memory tasks as well as for temporal integration could explain
the impaired cognitive control and the enhanced risky and
impulsive behaviors observed in adolescence. Moreover, ado-
lescent mice in our experiment were characterized by a signif-
icantly higher perseveration index (average value of successive
mistakes; Fig. 1D), in agreement with the observations of Koss
et al. (2011), reflecting low behavioral adaptation capacity.

The rodent data are in agreement with behavioral studies in
both nonhuman primates and humans. Although monkeys can
perform delayed-alternation tasks (Verrico et al. 2011), they
make more mistakes or do not manage to complete a large
number of the trials (Zhou et al. 2016). Similar results are
found in humans studies, in which working memory matura-
tion continues until adulthood (Conklin et al. 2007). Our study
showed that adolescent mice exhibit a slower learning curve of
the delayed-alternation task and increased perseveration,
whereas performance was not significantly altered. A direct
comparison between different behavioral studies is challenging
because they do not examine the same attributes of working
memory function. However, there is a consensus that adoles-
cents (rodents, nonhuman primates, and humans) can perform
working memory tasks but exhibit difficulties in specific as-
pects of the tasks, depending on each study, such as increased
delays or learning curves. These difficulties are indicative of
delayed PFC maturation. Therefore, despite well-characterized
anatomic differences in the PFC between rodents and nonhu-
man primates (Uylings et al. 2003), it seems that the delayed
maturation of working memory function seems to apply to
both. Our rodent study also identified delayed maturation of
recency memory or temporal discrimination. Future studies in

nonhuman primates or humans could determine whether this
aspect is specific to rodents or applies to other species as well.

Underlying Mechanisms for Decreased LTP in Adolescent
PFC

LTP in the PFC has been studied either in the connections
between layer 2 and layer 5 or in the ventral hippocampal input
to layer 5 PFC neurons (Goto et al. 2010). In addition, spike
timing-dependent plasticity has also been observed in layer 5
of the PFC (Couey et al. 2007). Several neurotransmitter
systems are involved in prefrontal cortical LTP, such as the
NMDA receptor and dopamine and metabotropic glutamate
receptors (Kolomiets et al. 2009; Matsuda et al. 2006; Otani et
al. 1999). Since upper-layer networks are suggested to support
persistent activity (Wang et al. 2013), a cellular correlate of
working memory, we were interested in further investigating
the plasticity properties of these networks in adolescent and
adult mice.

The current study revealed that synaptic transmission and
synaptic plasticity are altered in adolescent mice, specifically
in the PFC. Synaptic transmission in the upper layers of
adolescent PFC is enhanced, showing larger fEPSP responses
at medium-intensity electrical stimulation, likely supported by
reduced GABAA receptor function. Similar age-related de-
creases in synaptic responses of PFC neurons have been
demonstrated before, also associated with the maturational
augmentation of the local inhibitory circuit (Caballero et al.
2014b; Tseng et al. 2007; Tseng and O’Donnell 2007). On the
other hand, no differences were found in basal synaptic trans-
mission in the BC, a brain area where the local GABAergic
system fully matures by the beginning of adolescence (Ko-
bayashi et al. 2008).

Adolescent mice also showed a tendency for decreased PPR
after 20-Hz paired-pulse stimulation in the PFC compared with
adults. It is known that decreased PPR is correlated with
increased probability of neurotransmitter release and subse-
quent depletion of vesicles (Zucker and Regehr 2002).
Hence, it is possible that the probability for neurotransmitter

Table 2. Active properties of layer 2 PFC pyramidal neurons

Active Properties Membrane Potential, mV AP Threshold, mV AP Amplitude, mV Rate of Rise, mV/ms AP Half-Width, ms

Adolescents !66.6 " 0.44 !48.1 " 1 91.6 " 1.7 248.05 " 22.8 1.4 " 0.08
Adults !65.6 " 0.96 !47.64 " 1 87.8 " 2.2 216.8 " 26.3 1.4 " 0.1

Values are means " SE.
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release is higher in upper-layer PFC synapses in adolescent
mice. No such differences were found for the populations
recorded in the BC.

LTP was found significantly decreased only in the adoles-
cent PFC, not in adolescent BC, compared with the respective
adult cortices. Since the PFC is a brain area that shows delayed
maturation, it is possible that the decreased LTP is an indica-
tion of incomplete maturation of upper-layer synapses in the
PFC. Our (Konstantoudaki et al. 2016) previous work has
shown that the LTP in upper-layer synapses is dependent on
NMDA receptor activation, whereas our current results dem-
onstrate increased NR2A, but not NR2B, expression in adult
compared with adolescent mice. Other studies also indicate
increased NMDA receptor subunit expression in adulthood
(Flores-Barrera et al. 2014; Iafrati et al. 2016).

In the cerebral cortex and the hippocampus, NR2A expres-
sion increases, whereas NR2B expression decreases from birth
to adolescence (Monyer et al. 1994; Sheng et al. 1994). The
delayed increase in NR2A subunit observed in our study could
also contribute to the protracted maturation of the PFC. The
expression of NR2A subunit increases LTP in the hippocampus
and the cortex (Massey et al. 2004; Paoletti et al. 2013),
although the exact relationship among NR2A, NR2B, and
cellular synaptic plasticity phenomena is not completely un-
derstood. The observed increase in NR2A expression could
correlate with the enhanced LTP in adult PFC layer 2
synapses and with the faster learning curve of the delayed-
alternation task or the greater temporal-order recognition
memory in adult mice. No change was observed in NR2A in
BC, since such an increase occurred earlier in development.
The NR2B subunit was not found decreased in the PFC,
similar to findings from other studies (Monaco et al. 2015;
Wang et al. 2008). The maintenance of NR2B expression
from adolescence to adulthood is necessary for proper
working memory function, since NR2B-containing NMDA
receptors have been suggested to underlie persistent activity
in the PFC because of its longer decay kinetics (Monaco et
al. 2015; Wang et al. 2013). This finding also correlates with
the equal performance in the delayed-alternation task be-
tween adolescent and adult mice.

The GABAergic system also undergoes changes during
adolescence in the PFC. Staining for the parvalbumin protein is
increased from early juvenile to adolescent PFC, whereas
calretinin staining decreases (Caballero et al. 2014a). Sponta-
neous inhibitory postsynaptic currents are recorded in higher
frequency in the adult animals (Cass et al. 2014). GABAA
receptor activation does not affect synaptic plasticity in the
ventral hippocampus-to-PFC pathway in adolescent mice,
whereas it converts long-term depression to LTP in adult mice
(Caballero et al. 2014b). Our findings show that the effect of
GABAA receptor blockade on LTP in the adolescent PFC is
significantly smaller compared with the adult PFC. These
results further corroborate the incomplete maturation of the
GABAA receptor function in the adolescent PFC. The re-
duced GABAergic function (Erickson and Lewis 2002) and
the consequent suboptimal synchronization of neural activ-
ity (Sohal et al. 2009) could underlie the impaired perfor-
mance in PFC-dependent behavioral tasks in adolescent
mice.

The Role of Synaptic Plasticity in the Prefrontal Cortex

Persistent activity is considered the cellular correlate of
working memory (Goldman-Rakic 1995), which has also been
found even in naïve animals (Meyer et al. 2007), that is,
animals that have not undergone training for working memory.
The properties of persistent activity do change with training in
working memory tasks, and specifically neurons exhibit in-
creased firing frequency during the delay period as the animal
learns to perform the working memory task (Meyer et al.
2007). In our study, we found a correlative relationship be-
tween LTP and learning curve in the delayed-alternation task
as well as performance in the temporal-order recognition task,
suggesting that an LTP-like mechanism could be involved in
the initial stages of working memory training and temporal
integration. In particular, the temporal-order recognition task is
dependent on NMDA receptor function (Warburton et al.
2013). Therefore, an LTP-like mechanism could underlie the
learning of the working memory task and the increased firing
frequency properties observed after training. Further evidence
suggesting the importance of LTP in learning working memory
tasks comes from the defects seen in working memory tasks in
mice that received a protein synthesis inhibitor (Touzani et al.
2007). Protein synthesis is a process required for LTP but not
for persistent activity. Recent data show that inactivating PFC
neurons disrupts the learning of working memory tasks in
naïve mice but not in overtrained mice (Liu et al. 2014). These
studies show that long-term memory processes are also impor-
tant for PFC functions, and that includes working memory but
also temporal integration and other higher-order cognitive
tasks (Otani et al. 2015).

In conclusion, our study suggests that LTP is also significant
for PFC-dependent cognitive function and that deficits in the
LTP during adolescence result in reduced cognitive control and
increased risk-taking, impulsivity, and social function.
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GABAergic (g-aminobutyric acid) neurons are inhibitory neurons and protect neural
tissue from excessive excitation. Cortical GABAergic neurons play a pivotal role for the
generation of synchronized cortical network oscillations. Imbalance between excitatory
and inhibitory mechanisms underlies many neuropsychiatric disorders and is correlated
with abnormalities in oscillatory activity, especially in the gamma frequency range (30–
80 Hz). We investigated the functional changes in cortical network activity in response
to developmentally reduced inhibition in the adult mouse barrel cortex (BC). We used
a mouse model that displays ⇠50% fewer cortical interneurons due to the loss of
Rac1 protein from Nkx2.1/Cre-expressing cells [Rac1 conditional knockout (cKO) mice],
to examine how this developmental loss of cortical interneurons may affect basal
synaptic transmission, synaptic plasticity, spontaneous activity, and neuronal oscillations
in the adult BC. The decrease in the number of interneurons increased basal synaptic
transmission, as examined by recording field excitatory postsynaptic potentials (fEPSPs)
from layer II networks in the Rac1 cKO mouse cortex, decreased long-term potentiation
(LTP) in response to tetanic stimulation but did not alter the pair-pulse ratio (PPR).
Furthermore, under spontaneous recording conditions, Rac1 cKO brain slices exhibit
enhanced sensitivity and susceptibility to emergent spontaneous activity. We also find
that this developmental decrease in the number of cortical interneurons results in local
neuronal networks with alterations in neuronal oscillations, exhibiting decreased power
in low frequencies (delta, theta, alpha) and gamma frequency range (30–80 Hz) with an
extra aberrant peak in high gamma frequency range (80–150 Hz). Therefore, our data
show that disruption in GABAergic inhibition alters synaptic properties and plasticity,
while it additionally disrupts the cortical neuronal synchronization in the adult BC.

Keywords: MGE-derived interneurons, Rac1, synaptic plasticity, neuronal oscillations, high K+ aCSF

INTRODUCTION

The cerebral cortex consists of twomain neuronal types, excitatory (pyramidal neurons, responsible
for glutamate release) and inhibitory neurons (GABAergic interneurons, responsible for GABA
release), which collaborate to organize, regulate and synchronize the flow of information through
neuronal networks. The formation of functional networks through synchronized oscillation
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frequencies critically depends upon excitation to inhibition
balance (E/I balance) (Haider and McCormick, 2009; Uhlhaas
and Singer, 2013). Abnormalities in neuronal oscillations,
particularly those in the range of gamma frequencies (30–
80 Hz), are associated with many neuropsychiatric disorders
(Herrmann and Demiralp, 2005). In particular, many studies
on schizophrenia (SCZ) focus on gamma-frequency oscillations
because of their significant contribution in cognitive functions
(Tiitinen et al., 1993; Buzsáki and Draguhn, 2004). Fast synaptic
inhibition mediated by GABA-A receptors underlies network
synchrony and SCZ is associated with alterations in cortical
GABAergic neurotransmission (Lewis et al., 2005; Sohal et al.,
2009). GABAergic interneurons, especially the subpopulation
expressing the calcium binding protein parvalbumin (PV), play
a fundamental role in the generation and synchronization of
gamma rhythms because of their fast-spiking characteristics and
short time constants of synaptic interactions (Bartos et al., 2007;
Sohal et al., 2009).

Numerous neuropsychiatric disorders, including epilepsy,
depression, autism spectrum disorders (ASD) and SCZ exhibit
E/I imbalance in the cortex (Lewis et al., 2003; Yizhar et al.,
2011; Marin, 2012; Nelson and Valakh, 2015). Especially, a
reduction in interneuron markers, such as GAD65/67 and
PV have been correlated with several neuropsychiatric and
neurological disorders, such as SCZ, ASD, depression and
epilepsy as mentioned above (Sussel et al., 1999; Lewis et al.,
2003, 2005, 2012; Markram et al., 2004; Kalue� and Nutt,
2007; Fatemi et al., 2008a,b; Lodge et al., 2009; Blatt and
Fatemi, 2011; Hyde et al., 2011; Yizhar et al., 2011; Möhler,
2012; Powell, 2013). However, is it still unknown whether
their alterations represent the cause of these pathologies or
an adaptation of another, primary defect. Several transgenic
mice which exhibit interneuron deficiencies have been used to
demonstrate molecular components of interneuron development
(Cobos et al., 2005; Butt et al., 2008; Kerjan et al., 2009; Close
et al., 2012; Neves et al., 2012; Vidaki et al., 2012). These models
could be used to resolve whether developmental deficiencies in
the function of interneurons could underlie disease phenotypes.

In this report, we aim to investigate changes in local cortical
network activities that occur in response to developmentally
reduced inhibition. To this end, we use a transgenic mouse
line generated in our group, in which the Rac1 gene is deleted
from Nkx2.1-expressing neurons [Rac1fl/fl;Nkx2.1Tg(Cre)], from
now on referred to as the Rac1 cKO mouse. These mice exhibit
a 50% reduction in GABAergic interneurons expressing PV
and somatostatin (SST) in the postnatal cortex, a decrease that
results from a failure of interneuron progenitors originating
in the medial ganglionic eminence (MGE) to exit the cell
cycle (Vidaki et al., 2012). We focus on how this interneuron
deficiency a�ects the synaptic properties and the local cortical
neuronal synchronization. Our findings reveal that the adult
cortex of Rac1 cKO mice has: (a) a severely decreased number of
MGE-derived interneurons, (b) increased synaptic transmission
and stimulus-evoked recurrent activity, (c) decreased long-
term potentiation (LTP) but una�ected short-term potentiation,
(d) enhanced spontaneous activity, (e) significant decrease in
oscillatory activity of low frequency range, and (f) significant

reduction and disorganization of gamma frequency range (30–
80 Hz) with an aberrant peak at high gamma frequency range
(80–150 Hz).

MATERIALS AND METHODS

Animals and Housing
Adultmalemice, 30–60 days of age, were used for all experiments.
Mice were housed in groups (three to four per cage) and
provided with standard mouse chow and water ad libitum, under
a 12 h light/dark cycle (light on at 7:00 am) with controlled
temperature (21 ± �C). The following genotypes were used for
analysis: Rac1fl/fl;Nkx2.1Tg(Cre);R26R-YFP+/� (referred to as
Rac1 cKO mice) and Rac1+/fl;Nkx2.1Tg(Cre);R26R-YFP+/�

(referred as heterozygous mice). The heterozygous mice are
used as the control group to Rac1 cKO as they present no
di�erences when compared to wild type mice (Vidaki et al.,
2012). The Rac1fl/fl;Nkx2.1Tg(Cre) line has been previously
described (Vidaki et al., 2012). Specifically, animals were
generated carrying a floxed allele of Rac1 (Rac1fl/fl), where
the fourth and fifth exon of the Rac1 gene has been flanked
with loxP sites (Walmsley et al., 2003). These mice were
crossed with Nkx2.1Tg(Cre) mice [Nkx2.1-Cre transgenic
(Fogarty et al., 2007)], so that Rac1fl/fl;Nkx2.1Tg(Cre) mice
were produced. The ROSA26fl-STOP-fl-YFP allele was also
inserted to allow visualization via yellow fluorescent protein
(YFP) expression (Srinivas et al., 2001) of the MGE-derived
interneurons where Rac1 is deleted. Mice used in these
experiments resulted from crossing Rac1fl/fl;Nkx2.1+/+ ;R26R-
YFP+/� with Rac1+/fl;Nkx2.1Tg(Cre);R26R-YFP+/� genotypes.
At least 80% of heterozygous and Rac1 cKO animals
originated from the same litters. More than half of the
Rac1fl/fl;Nkx2.1Tg(Cre);R26R-YFP+/� (Rac1 cKO) die within 3
weeks after birth (Konstantoudaki et al., 2016). We performed
experiments with mice that survived until postnatal day 60 (PD
60). All procedures were performed according to the European
Union ethical standards and the IMBB and University of Crete
ethical rules.

Slice Preparation
Mice were decapitated under halothane anesthesia. The brain
was removed promptly and placed in ice cold, oxygenated (95%
O2–5% CO2) artificial cerebrospinal fluid (aCSF) containing (in
mM): 125 NaCl, 3.5 KCl, 26 NaHCO3, 1 MgCl2 and 10 glucose
(pH = 7.4, 315 mOsm/l). The brain was blocked and glued
onto the stage of a vibratome (Leica, VT1000S). 400 µm thick
coronal brain slices corresponding to distinct bregma along the
rostrocaudal axis (–1.94 and 2) were selected, all including the
BC region. The brain slices were taken and transferred to a
submerged chamber, which was continuously superfused with
oxygenated (95% O2–5% CO2) aCSF containing (in mM): 125
NaCl, 3.5 KCl, 26 NaHCO3, 2 CaCl2, 1 MgCl2 and 10 glucose
(pH = 7.4, 315 mOsm/l) at room temperature (RT). The slices
were allowed to equilibrate for at least 1 h in this chamber before
recordings began. Slices were then transferred to a submerged
recording chamber, continuously superfused oxygenated (95%
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O2–5% CO2) aCSF (same constitution as the one used for
maintenance of brain slices) at RT during recordings.

Electrophysiological Data Acquisition
All electrophysiological recordings were performed in both
genotypes under the same conditions explained below.
Extracellular recording electrodes filled with NaCl (2M)
were placed in layers II/III of BC. Platinum/iridium metal
microelectrodes (Harvard apparatus United Kingdom, 161
Cambridge, United Kingdom) were placed on layer II of the
BC, about 300 µm away from the recording electrode, and were
used to evoke field excitatory postsynaptic potentials (fEPSPs).
Local field potentials (LFPs) were amplified using an extracellular
headstage with selectable high pass filter of 30 Hz, to remove
any o�sets and a notch filter to eliminate line frequency noise,
and gain of 100, coupled to a Dagan BVC-700A amplifier and
low-pass filtered at 1-kHz. Signals were digitized using the
ITC-18 board (InstruTech, Inc.) on a PC with custom-made
procedures in IgorPro (Wavemetrics, Inc.) and stored on PC
hard drive. All voltage signals were collected with a sampling
frequency of 100 kHz (Fs = 100 kHz).

For evoked fEPSPs, the electrical stimulus consisted of a single
square waveform of 100 µs duration given at intensities of 0.1–
0.3 mA (current was increased from 0.1 mA to 0.3 mA, with
0.1 mA steps) generated by a stimulator equipped with a stimulus
isolation unit (World Precision Instruments, Inc.). For paired-
pulse recordings, two pulses were given at 10, 20, 50 Hz.

For the LTP experiments, baseline responses were acquired
for 20 min (after 10 min of quiet period), then three 1-s tetanic
stimuli (100 Hz) with an inter-stimulus interval of 20 s were
applied, and finally responses were acquired for 50 min post-
tetanus every 1-min.

For spontaneous recordings, 50 spontaneous voltage traces,
of 5 s duration, were acquired under each of the following
experimental condition: control aCSF and 0 Mg++ ions aCSF
(Figure 4); control aCSF, high K+ aCSF and high K+ aCSF
plus 2 µM diazepam (a GABA-A receptor agonist) in four
heterozygous and four Rac1 cKO mice (Figure 5).

The control aCSF used in all electrophysiological experiments
(evoked and spontaneous recordings) contained (in mM): 125
NaCl, 3.5 KCl, 26 NaHCO3, 2 CaCl2, 1 MgCl2 and 10 glucose
(pH = 7.4, 315 mOsm/l). The 0 Mg++ aCSF used in specific
spontaneous activity recordings contained (in mM): 125 NaCl,
3.5 KCl, 26 NaHCO3, 2 CaCl2, and 10 glucose (pH = 7.4,
315 mOsm/l), and the high K+ aCSF, also used in specific
spontaneous activity recordings, contained (in mM): 125 NaCl,
7.5 KCl, 26 NaHCO3, 2 CaCl2 and 10 glucose (pH = 7.4,
315 mOsm/l) at RT. The contribution of GABA-A receptor
activation was investigated by bath application of 2 µM
Diazepam. Diazepam was acquired from the Pharmacy of the
University General Hospital in Heraklion as a 5 mg/ml solution,
and was diluted in high K+ aCSF during recordings.

Electrophysiological Data Analysis
Data were analyzed using custom-written procedures in IgorPro
software (Wavemetrics, Inc.). No additional high-pass filters were
applied to the raw data.

For evoked recordings, the field peak values of the fEPSP
were measured from the minimum value of the synaptic response
(4–5 ms following stimulation) compared to the baseline value
prior to stimulation. Both parameters were monitored in real-
time in every experiment. A stimulus–response curve was then
determined using stimulation intensities between 0.1 and 0.3 mA,
in 0.1 mA steps. For each di�erent intensity level, two traces were
acquired and averaged. Baseline stimulation parameters were
selected to evoke a response of 1 mV. To analyze the paired-
pulse ratio, the fEPSP peak of the second pulse was divided to
the fEPSP peak of the first pulse, for each di�erent frequency
(10, 20, and 50 Hz) of paired-pulse stimulation. For the LTP
experiments, synaptic responses were normalized to the average
10 min pre-tetanic fEPSP. For the stimulus-induced recurrent
discharge analysis, the first derivative of the voltage response was
taken and the logarithm of its histogram was plotted (Dyhrfjeld-
Johnsen et al., 2010).

In order to measure spontaneous activity events, the acquired
spontaneous activity voltage signals of 5 s duration was decimated
(down-sampled) by a factor of 10. To identify spontaneous
events, the standard deviation sb of background signal was
calculated in the ‘quiet’ part of each voltage response trace. To
identify the ‘quiet’ period, each 5 s trace was split into 100 ms
increments and the range of voltage deflection was computed in
each increment. The ‘quiet’ part of the LFP trace was the 100 ms
increment with the smallest sb value. As a spontaneous event, any
voltage response larger than 4 sb was identified. We calculated
the frequency of spontaneous events by measuring the number
of spontaneous events divided by the duration of the trace (5 s).
The frequency was calculated in 50 consecutive 5-s traces and
then averaged for each animal. The spontaneous events do not
correspond to spiking of individual neurons, they rather reflect
population spikes.

Detection of Oscillations
The time series for oscillations analysis were acquired using an
extracellular headstage with selectable high pass filter of 30 Hz
and gain of 100, to remove any o�sets and a notch filter to
eliminate line frequency noise, coupled to a Dagan BVC-700A
amplifier and low-pass filtered at 1 kHz, as described above in
the “Electrophysiological data acquisition” section.

For each genotype (i.e., heterozygous and Rac1 cKO mice)
and for three experimental conditions [(1) control aCSF, (2) high
K+ aCSF and (3) high K+ aCSF plus 2 µM diazepam] four
replicates of 50 consecutive spontaneous voltage traces (each one
of them voltage signals of 5 s duration, consequently total LFP
trace of 250 s) with sampling rate 100 kHz acquired as described
above. Each of the spontaneous voltage trace (time series) was
transferred from time domain to frequency domain through
Discrete Fourier Transformations and the power spectrum of
the oscillation, for each frequency range, was computed. The
ratios of the power spectrum from each frequency range were
computed with respect to the power spectrum of all frequencies.
The di�erent frequency ranges for which the ratio of the power
spectrum was computed were Delta: 1–4 Hz, Theta: 4–7 Hz,
Alpha: 8–12 Hz, Beta: 13–30 Hz, Gamma: 30–80 Hz, High
Gamma: 80–150 Hz and Total Gamma: 30–150 Hz. The use
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30 Hz high-pass filter could have reduced the detection of the low
frequency oscillations.

This measure is referred as the rate of power (%) and
represents the percentage of the signal power spectrum (mV2/Hz)
of each oscillation frequency range in relation to the power
spectrum of whole signal (mV2/Hz). Therefore, the value of rate
of power is without units and is computed by equation:

Rate of Power (%) = sum
Power (specific oscillation)

Total (Power)
%

This represents the signal rate of each oscillation in relation to
the whole signal. All analysis was generated using custom-written
procedures in MATLAB-R2015b (The MathWorks, Inc.), which
can be found in the following link1.

Immunohistochemistry
Adult mice (PD 30–60) were perfused with 4% PFA, followed
by fixation with the same solution for 1 h at 4�C. They
were subsequently processed as previously described (Vidaki
et al., 2012). Primary antibodies used were rat monoclonal
anti-GFP (Nacalai Tesque, Kyoto, Japan, 1:500) and rabbit
polyclonal anti-PV (Swant, Bellinzona, Switzerland; 1:1000).
Secondary antibodies used were goat anti-rat-Alexa Fluor-488
and goat anti-rabbit-Alexa Fluor-555 (Molecular Probes, Eugene,
OR, United States, 1:800). For quantification of GFP and PV
interneurons in adult mice, at least three pairs of littermate
animals were used (heterozygous vs. Rac1 cKO). Images were
obtained with a confocal microscope (Leica TCS SP2, Leica,
Nussloch, Germany). For each pair, three sections corresponding
to distinct bregma along the rostrocaudal axis (�1.94 and 2)
were selected, all including the primary somatosensory barrel
cortex (BC) field. PV and GFP positive cells in the BC were
counted and an average rostrocaudal number was calculated for
the interneuron subpopulations of heterozygous and Rac1 cKO
animals.

Nissl Staining
Brains of heterozygous and Rac1 cKO mice (PD 30–60) were
removed, and placed in 4% PFA. After 24 h, the brains were
place in PBS with 0.1% azide (at 4�C), until slicing. Brains were
glued onto the vibratome stage and 40 µm-thick slices were
acquired from three Rac1 heterozygous and three Rac1 cKO
animals (VT1000S, Leica Microsystems, Wetzlar, 257 Germany).
For each animal, three to four sections were used, corresponding
to di�erent rostrocaudal levels of the brain (�1.94 and 2),
all including the primary somatosensory BC. Sections were
incubated in xylene for 5 min and then for 3 min in 90%, 70%
ethanol solutions and dH2O, followed by a 10-min incubation
in 0,1% Cresyl violet solution. Sections were then dehydrated
with increasing concentrations of ethanol (70%, 90%, 100%),
incubated in xylene for 5 min and coverslipped with permount.
Images from whole sections were obtained in 5⇥ magnification
of a light microscope (Axioskop 2FS, Carl Zeiss AG, 268
Oberkochen, Germany) and merged using Adobe Photoshop CC
2015, Adobe Systems, Inc.

1https://github.com/nbluoc/kk

Statistical Analysis
Electrophysiology Recordings
One-way, two-way or repeated measures ANOVA or t-tests were
performed depending on the experiment. One-way and two-way
ANOVA test for spontaneous and oscillatory activity analysis
performed by comparison between groups and within groups
with Tukey post hoc test. Statistical analysis was performed in
Microsoft O�ce Excel 2007, GraphPad Prism 6 or with IBM SPSS
Statistics v.21. Data are presented as mean ± standard error of
mean (SEM).

Cell Counting
The e�ect of the genotype on each subpopulation was assessed
using ANOVA for repeated measurements and Student’s t-test.
Data are presented as mean ± SEM.

RESULTS

Decreased Numbers of Interneurons in
the Adult Cortex of the Rac1 cKO Mouse
We studied the e�ect of embryonically initiated deficits of
GABAergic interneurons on the adult BC using the Rac1 cKO
mice. The Rac1 protein was eliminated from Nkx2.1-expressing
cells using Cre/loxP recombination (Vidaki et al., 2012). In the
nervous system, at embryonic day (E)9, Nkx2.1 starts to be
expressed in MGE-derived cells (Sussel et al., 1999) and the
elimination of Rac1 protein is obvious from MGE-derived cells
by E12 (Vidaki et al., 2012). Consequently, the Rac1 protein is
not expressed in MGE-derived interneurons, which are fated to
become PV- and SST-positive interneurons in the Rac1 cKO BC
(Vidaki et al., 2012).

Nissl staining on the BC slices from heterozygous and
Rac1 cKO mice exhibited no gross anatomical defects
(Figures 1A,A’,B,B’). Our previous studies showed that Rac1 cKO
exhibit a significant reduction of MGE-derived interneurons in
the juvenile (P15) somatosensory cortex and the adult prefrontal
cortex (Vidaki et al., 2012; Konstantoudaki et al., 2016). Here,
we investigated the number and distribution of interneurons in
the adult BC, using equivalent cryosections for the heterozygous
and Rac1 cKO mouse BC at di�erent levels throughout the
rostrocaudal axis in the two genotypes (Figures 1C,C’,D,D’). We
counted the positive cells for YFP and PV that marks a major
subpopulation of cortical interneurons deriving from the MGE.
We observed that the number of Nkx2.1-derived YPF-positive
interneurons (GFP+ cells, Figure 1E) and the number of YFP-PV
double-positive interneurons are significantly reduced in the BC
of Rac1 cKO compared to heterozygous mice (Figure 1E’).

Alterations in Basal Synaptic
Transmission and LTP in the Rac1 cKO
Cortex
We next investigated whether the evoked synaptic properties
of the Rac1 cKO cortex were altered. To study basal synaptic
transmission, we delivered current pulses of increasing intensity
through the stimulating electrode in BC layer II (Figure 2A)
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FIGURE 1 | The number of MGE-derived cortical interneurons in the Rac1 cKO adult barrel cortex is severely reduced. (A,A’) Nissl staining of coronal sections of the
adult cortex from heterozygous and Rac1 cKO. (B,B’) Representative areas of the barrel cortex from heterozygous and Rac1 cKO mice. (C,C’) Coronal sections
from heterozygous and Rac1 cKO mice immunostained using anti-GFP and anti-PV antibodies. (D,D’) Representative areas of cell count from heterozygous and
Rac1 cKO mice. (E,E’) Graphs showing that the number of YFP-positive and YFP;PV-double positive interneurons was reduced in the Rac1 cKO mice compared to
heterozygous mice (t-test, p = 0.001, n = 6 slices from three heterozygous and n = 6 slices from three Rac1 cKO mice). Scale bars (A,A’) 200 µm; (B,B’) 100 µm;
(C,C’) 300 µm; (D,D0) 75 µm.

FIGURE 2 | Increased basal synaptic transmission, unaltered paired-pulse ratio and decreased LTP in the Rac1 cKO cortex. (A) Schematic showing the position of
the electrodes in BC brain slices (Rec: recording electrode, Stim: stimulating electrode). (B) Graph showing increased fEPSP responses of Rac1 cKO mice (n = 15
slices from seven Rac1 cKO mice), compared to heterozygous mice (n = 13 slices from eight heterozygous mice) [two-way repeated measures ANOVA,
F (1,14) = 0.5, p = 0.02]. (C) Graph showing no difference in the paired-pulse ratio when applying paired pulses of increasing frequency (10, 20, and 50 Hz) between
heterozygous (n = 13 slices from eight heterozygous mice) and Rac1 cKO mice (n = 15 slices from seven Rac1 cKO mice) within layer II of barrel cortex [two-way
repeated measures ANOVA, F(1,14) = 3.94, p = 0.3]. (D) Graph (left) and representative traces (right) showing that in heterozygous mice (n = 5), tetanic stimulation
results in enhanced fEPSP for at least 45 min, but in Rac1 cKO mice (n = 4), the enhanced response following tetanus is significantly smaller [two-way repeated
measures ANOVA, F(1,8) = 7.31, p = 0.01].
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FIGURE 3 | Identification of stimulus-induced recurrent activity in the Rac1
cKO cortex. (A) Stimulus-induced recurrent activity was evident when
recording from Rac1 cKO neocortical slices, but not from heterozygous
neocortical slices. (B) The histogram of the first derivative of the voltage
response following stimulation extended to higher values in the
stimulus-induced recurrent activity of Rac1 cKO slices, compared to that of
heterozygous neocortical slices (n = 15 slices from seven Rac1 cKO mice;
n = 13 slices from eight heterozygous mice).

and recorded fEPSPs in BC brain slices. Rac1 cKO mice showed
increased evoked fEPSP responses compared to heterozygous
mice in the BC (Figure 2B), as expected in the presence
of decreased number of interneurons. In order to further

study the properties of synaptic responses, we delivered paired
stimulations of di�erent frequencies (10, 20, and 50 Hz). We
found that the paired-pulse ratio (PPR) was not di�erent
between heterozygous and Rac1 cKO mice (Figure 2C). We
then examined the ability of synapses to undergo LTP. In
heterozygous brain slices, tetanic stimulation resulted in 50%
increase of baseline fEPSP responses for at least 45 min. On
the other hand, in Rac1 cKO BC slices, the same tetanic
stimulation did not result in fEPSP potentiation (Figure 2D). Our
results, so far, show that the neocortex of mice with decreased
numbers of interneurons exhibit increased synaptic responses
(fEPSPs), unaltered short-term synaptic plasticity and decreased
LTP.

Enhanced Activity in the Rac1 cKO
Cortex
During our evoked fEPSP recordings, we observed recurrent
discharges following the synaptic response in the Rac1 cKO
brain slices, which was not evident in brain slices from
heterozygous mice (Figure 3A). In order to graphically present
these discharges in the two genotypes, we plotted the histogram
of the first derivative of the voltage response following
stimulation. This graphical representation indicates extended
spiking activity in Rac1 cKO mice (Figure 3B). To better
investigate this enhanced activity, we acquired spontaneous
activity data from brain slices and measured spontaneously
occurring events, in 50 continuous 5 s traces. We found
significantly more spontaneous events in Rac1 cKO mice,
compared to heterozygous, during control aCSF bath application
[Figures 4A,B(a)]. We then used aCSF with 0 mM Mg++

ions, which renders the brain slice more excitable, and found
that the number of spontaneous events that emerged in Rac1
cKO brain slices, was significantly and progressively greater
compared to the heterozygous case [Figures 4A,B(b–d)]. Finally,
we tested a third, even more excitable condition by increasing
the extracellular concentration of potassium in aCSF (high K+

FIGURE 4 | Rac1 cKO mice exhibit increased spontaneous activity. (A) Voltage traces from spontaneous activity recordings in heterozygous brain slices show that
few spontaneous events (discharges) emerge under control aCSF or 0 Mg++ ions aCSF. In Rac1 cKO brain slices, voltage traces indicate increased frequency of
spontaneous discharges when the Mg++ ions were removed from the aCSF solution. (B) Graph showing the number of spontaneous events per 5 s in control aCSF
(a), and 10 min (b), 20 min (c), and 30 min (d) following perfusion of 0 Mg++ ions aCSF solution from heterozygous and Rac1 cKO acute brain slices. The frequency
of spontaneous events that emerged in brain slices from Rac1 cKO mice was significantly greater compared to the ones emerged in brain slices from heterozygous
mice (n = 15 slices from seven Rac1 cKO mice; n = 13 slices from eight heterozygous mice) [one-way ANOVA, F(1,28) = 2.104, p = 0.01, comparison between
groups and within groups with Tukey post hoc test].
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FIGURE 5 | Rac1 cKO mice display increased susceptibility to induction of spontaneous events in the hyper-excitable brain slice. (A) Representative voltage traces
from spontaneous activity recordings from heterozygous (top) and Rac1 cKO (bottom) brain slices in three conditions: (a) perfusion of control aCSF (left), (b) perfusion
of high K+ aCSF for 20–30 min (middle) and (c) perfusion of high K+ aCSF plus 2 µM diazepam (a GABA-A receptor agonist) for 20–30 min (right). (B) Graph
showing the frequency of spontaneous events in control aCSF, high K+ aCSF and in K+ aCSF plus diazepam conditions. The frequency of spontaneous events that
emerged in Rac1 cKO brain slices was significantly greater compared to the ones emerged in heterozygous brain slices bathed control aCSF. The frequency of
spontaneous events is statistically increased in high K+ aCSF, compared to control aCSF, and decreased in high K+ aCSF plus diazepam, compared to high K+

alone. In Rac1 cKO brain slices the frequency of spontaneous events remained unaltered in high K+ aCSF, compared to control aCSF, and significantly decreased in
high K+ aCSF plus diazepam, compared to high K+ aCSF (n = 15 slices from seven Rac1 cKO mice; n = 13 slices from eight heterozygous mice) [one-way ANOVA,
F(1,15) = 1.625, p = 0.05, comparison between groups and within groups with Tukey post hoc test].

aCSF). We found that exposure to high K+ aCSF (for 20–
30 min) significantly increased the number and frequency of
spontaneous events in heterozygous, but not in Rac1 cKO brain
slices (Figures 5A,B). It is possible that Rac1 cKO brain slices are
more susceptible to spontaneous activity saturation and become
rapidly unable to produce further spontaneous discharges. These
results indicate enhanced spontaneous activity of the cortex
with reduced numbers of interneurons, which reaches a plateau
easier.

We further used diazepam, a GABA-A receptor agonist,
during high K+ aCSF bath application, in order to increase
inhibition in this excitable brain slice. We found a significant
decrease in the number and frequency of spontaneous events
both in Rac1 cKO and heterozygous genotypes (Figures 5A,B).
These results suggest that both heterozygous and Rac1 cKO

mice respond similarly to GABA-A receptor activation, during
spontaneous activity.

Different Oscillatory Activities Prevail in
the Rac1 cKO
Disrupted function of interneurons in a local neuronal
network leads to altered synchronization across di�erent
frequency bands. Thus, we analyzed the power spectra of
the recorded spontaneous activity (Figures 6A,B) in the
three di�erent conditions (control aCSF, high K+ aCSF
and high K+ aCSF plus diazepam), as mentioned above.
We observed di�erences in the shape and number of
peaks observed between the Rac1 cKO and heterozygous
mice. On the other hand, we did not observe significant
variation among the three di�erent conditions within
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FIGURE 6 | Power spectral density analysis in Rac1 cKO and heterozygous brain slices. (A) Power spectral density profiles in logarithmic scaling (bottom) and linear
scaling (inset) in heterozygous brain slices, perfused with control aCSF (left), high K+ aCSF (middle) and high K+ aCSF plus diazepam (right) (n = 5 slices from five
heterozygous mice). (B) Power spectral density profiles in logarithmic scaling (bottom) and linear scaling (inset) in Rac1 cKO brain slices perfused with control aCSF
(left), high K+ aCSF (middle) and high K+ aCSF plus diazepam (right) (n = 5 slices from five Rac1 cKO mice).

either the heterozygous or the Rac1 cKO genotypes
(Figures 6A,B).

We next quantified the oscillatory activity in the range of
delta (1–4 Hz), theta (4–7 Hz), alpha (8–12 Hz), beta (13–
30 Hz), total gamma (30–150 Hz), gamma (30–80 Hz) and
high gamma (80–150 Hz) band activity, using the rate of power
metric. The rate of power (%) of each frequency domain revealed
that the most dominant oscillatory activity was the gamma
(30–150 Hz) frequency domain in the heterozygous and Rac1
cKO brain slices across all three conditions (Figures 7A,F and
Table 1). The rate of total gamma power does not change in
high K+ aCSF but it increases in the presence of diazepam
in both genotypes (Figures 7F, 8B and Table 1). This is in
accordance with previous reports linking the function of GABA-
A receptors (which are positively modulated by diazepam) to
total gamma power (Whittington et al., 1995; Traub et al.,
1996).

In the heterozygous brain slices, the rate of delta, theta and
alpha power showed a trend toward increase in high K+ aCSF
(Figures 7B–D and Table 1), while the rate of beta power was
unaltered, compared to control aCSF (Figure 7E and Table 1). In

the presence of diazepam in high K+ aCSF, the rate of delta and
theta power was increased (Figures 7B,C and Table 1), similar to
the rate of gamma power (Figure 7F and Table 1), while the rate
of beta power was again unaltered (Figure 7E and Table 1).

In the Rac1 cKO brain slices, the rate of delta, theta and
alpha power was significantly reduced over the three conditions
compared to heterozygous brain slices (Figures 7B–D and
Table 1). On the other hand, an enhanced peak rate of power
beta appeared in the Rac1 cKO brain slices, which did not
change in high K+ aCSF or in the presence of diazepam and
remained slightly increased compared to heterozygous brain
slices (Figure 7E and Table 1). Furthermore, the Rac1 cKO brain
slices displayed lower peak rate of total gamma band power
compared to heterozygous, in control aCSF (Figures 7A,F and
Table 1). However, in Rac1 cKO brain slices, the peak of rate
of gamma band did not change in high K+ aCSF or in the
presence of diazepam (Figure 7F and Table 1). Together, these
findings indicate there was a lack of capacity of Rac1 cKO cortical
neuronal networks to synchronize at lower frequencies and to
modulate their oscillatory domains in the presence of increased
excitability and diazepam.

Frontiers in Neural Circuits | www.frontiersin.org 8 October 2018 | Volume 12 | Article 96



fncir-12-00096 October 31, 2018 Time: 11:10 # 9

Kalemaki et al. Aberrant Oscillatory Activity in Rac1cKO Mice

FIGURE 7 | Rac1 cKO brain slices exhibited altered oscillatory activities. The rate of power (%) (see Materials and Methods) which represents the percentage of the
signal power spectrum (mV2/Hz) of each oscillation in relation to the power spectrum of whole signal (mV2/Hz). The following graphs show the ratio of power that
exists in the specific range for each oscillation [Delta (1–4 Hz), Theta (4–8 Hz), Alpha (8–12 Hz) and Beta (12–30 Hz) and Total Gamma (30–150 Hz)]. The rate of
power was calculated in three conditions, control aCSF, high K+ aCSF and high K+ aCSF plus 2 µM diazepam, for each genotype. (A) Bar graph showing the rate
of power of each frequency domain in heterozygous (left) and Rac1 cKO (right) brain slices in control aCSF, revealing that the most dominant oscillatory activity was
the gamma (30–150 Hz) frequency domain in the heterozygous and Rac1 cKO acute brain slices across all conditions. [n = 5 slices from five Rac1 cKO mice; n = 5
slices from five heterozygous mice, heterozygous: one-way ANOVA, F(1,10) = 3.067, p = 0.01 and Rac1 cKO: ordinary one-way ANOVA, F(1,10) = 18.06, p = 0.01,
comparison between groups and within groups with Tukey post hoc test]. (B) Bar graph showing the rate of power in delta (1–4 Hz) frequency domain. A trend for
increase in high K+ aCSF and in K+ aCSF plus diazepam was observed in heterozygous brain slices. In Rac1 cKO brain slices, the rate of delta power was lower

(Continued)
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FIGURE 7 | Continued
compared to heterozygous brain slices and unaltered among all three conditions [n = 5 slices from five Rac1 cKO mice; n = 5 slices from five heterozygous mice,
one-way ANOVA, F(1,15) = 1.239, p = 0.01, comparison between groups and within groups with Tukey post hoc test]. (C) Bar graph showing the rate of power in
theta (4–7 Hz) frequency domain. A trend for increase in high K+ aCSF and in K+ aCSF plus diazepam was observed in heterozygous brain slices. In Rac1 cKO
brain slices, the rate of theta power was lower compared to heterozygous brain slices and unaltered among all three conditions [n = 5 slices from five Rac1 cKO
mice; n = 5 slices from five heterozygous mice, ordinary one-way ANOVA, F(1,15) = 0.7201, p = 0.01, comparison between groups and within groups with Tukey
post hoc test]. (D) Bar graph showing the rate of power in alpha (8–12 Hz) frequency domain. A trend for increase in high K+ aCSF and in K+ aCSF plus diazepam
in heterozygous brain slices. In Rac1 cKO brain slices, the rate of theta power was lower compared to heterozygous brain slices and unaltered among all three
conditions [n = 5 slices from five Rac1 cKO mice; n = 5 slices from five heterozygous mice, ordinary one-way ANOVA, F(1,15) = 0.6602, p = 0.01, comparison
between groups and within groups with Tukey post hoc test]. (E) Bar graph showing the rate of power in beta (13–30 Hz) frequency domain was lower in
heterozygous than Rac1 cKO brain slices. In either genotype, the rate of power did not change in any of the three conditions [n = 5 slices from five Rac1 cKO mice;
n = 5 slices from five heterozygous mice, ordinary one-way ANOVA, F(1,15) = 3.778, p = 0.01, comparison between groups and within groups with Tukey post hoc
test]. (F) Bar graph showing the rate of power in total gamma (30–150 Hz) frequency domain. A trend for increase was observed in high K+ aCSF plus diazepam in
heterozygous brain slices, compared to high K+ or control aCSF. In Rac1 cKO brain slices the rate, of gamma power was lower compared to heterozygous brain
slices and was unaltered in all three [n = 5 slices from five Rac1 cKO mice; n = 5 slices from five heterozygous mice, ordinary one-way ANOVA, F(1,15) = 0.0478,
p = 0.01, comparison between groups and within groups with Tukey post hoc test].

Gamma Oscillations Are Disorganized in
the Rac1 cKO Brain Slices
Complexity and/or reduction in the amplitude of gamma
responses has been revealed by many clinical studies of SCZ
(Spencer et al., 2003, 2004; Uhlhaas and Singer, 2010). Our
spectral analysis revealed that a single predominant peak occurs
between 40 and 60 Hz in heterozygous brain slices (Figure 6A)
which was increased in high K+ aCSF plus diazepam. On the
contrary, in Rac1 cKO brain slices, the power spectral density
showed peaks in multiple frequency ranges, one at 40–60 Hz
and a second one at 100 Hz (Figure 6B). Both peaks were not
modulated by high K+ aCSF and the further addition of diazepam
(Figure 6B). High frequency of gamma band is known to span
from roughly gamma (30–80 Hz) to high gamma (>80 Hz)
(Moran and Hong, 2011). We computed the rate of power
gamma (30–80 Hz) and high gamma (80–150 Hz) separately and
found significantly decreased rate of power gamma in Rac1 cKO,
compared to heterozygous brain slices (Figure 8A), in all three
conditions.

Furthermore, bath perfusion with diazepam in high K+ aCSF
significantly increased the amplitude and the total gamma power
in heterozygous (fold change from control aCSF: 108.2± 75.33%)
and Rac1 cKO (fold change from control aCSF: 31.36 ± 21.21%)
genotypes (Figure 8B). Specifically, this increase in heterozygous
slices is derived from the increased gamma band (30–80 Hz)
in high K+ aCSF plus diazepam when compared to control
aCSF (Figure 8C). In Rac1 cKO slices, the major part of
the increase in high K+ aCSF plus diazepam condition is
derived from the increase of the high gamma band (80–
150 Hz) (Figure 8C). Consequently, the developmental decrease
of interneuron numbers in Rac1 cKO cortical neuronal networks
are characterized by altered gamma power as well as reduced low
frequency oscillations.

DISCUSSION

In this study, we examined the e�ect of decreased inhibition
throughout postnatal life on the functional organization of adult
local cortical circuits, in brain slices. We show that this decrease
results in increased synaptic transmission, decreased LTP

and enhanced spontaneous activity. Furthermore, spontaneous
oscillatory activity displays significant abnormalities in Rac1
cKO mice, particularly a significant decrease of the range of
low frequencies, alteration of the gamma frequency range (30–
80 Hz) and an aberrant peak at the high gamma frequency range
(80–150 Hz).

Physiological Changes in Rac1 cKO Mice
Cortex
As a consequence of the specific ablation of Rac1 from
Nkx2.1-expressing MGE-derived cells, we observed a severely
reduced number of all MGE-derived neurons in the adult brain
(Vidaki et al., 2012). In addition, we have established that the
significant decrease in cortical interneurons causes adaptations
in several features of the mature glutamatergic transmission
in the adult prefrontal cortex (PFC), such as the PPR at
20 Hz, LTP induction, dendritic spines and NMDA receptor
subunit expression. Furthermore, we found that increasing
GABA receptor function during early postnatal life reverses the
defect in dendritic morphology (Konstantoudaki et al., 2016).

Our data demonstrate that in the presence of reduced
inhibitory activity postnatally, the synaptic plasticity and
stimulus-induced recurrent activity are a�ected (Figures 2, 3).
Reports in the literature using in vitro slice models of
epilepsy, including electrical kindling in slices, high K+, zero
Mg2+, zero Ca2+, 4-aminopyridine-induced and bicuculline-
induced seizures, have revealed this increased burst activity
and spontaneous events (Gutiérrez et al., 1999; Hochman,
2012). Our study shows that in high K+ and zero Mg2+

environments, a pronounced susceptibility and rapid saturation
in the emergence of spontaneous activity is observed in the Rac1
cKO (Figures 4, 5).

Deficits in Neuronal Oscillatory Activity
in Rac1 cKO Mice
Even small changes in the balance between excitation and
inhibition can result in runaway excitability (Chagnac-Amitai
and Connors, 1989), disruption of sensory responses (Nelson,
1991) and alteration of experience-dependent plasticity (Hensch,
2005). Spontaneous activity oscillations are also critical for
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the maturation and plasticity of cortical networks at several
developmental stages (Katz and Shatz, 1996; Ben-Ari, 2001;
Khazipov and Luhmann, 2006; Luhmann et al., 2016). Neuronal
oscillation is rhythmic activity within a narrow frequency range
and represents an essential mechanism for enabling coordinating
activity during normal brain function.

Oscillations in di�erent frequency ranges have been associated
with various cognitive functions and underlying neurobiological
mechanisms. Electroencephalography (EEG) records cortical
oscillations and they are typically described as low frequency
bands at delta (1–4 Hz), theta (4–8 Hz), alpha (8–12 Hz), and
beta (12–30 Hz) and high frequency oscillations at gamma (30–
80 Hz) and high gamma bands (>80 Hz) (Moran and Hong,
2011; Sun et al., 2011). Although the majority of the studies
analysing oscillations were done in either awake or anesthetized
animals, some studies have been performed in vitro. These studies
in acute brain slices have revealed that oscillatory population
activity could be generated by isolated local circuits. Therefore,
these studies justify the use of brain slices as an experimental
approach for investigation of oscillations that resemble the in vivo
rhythmic activity (Whittington et al., 1995, 1997; Cunningham
et al., 2003; McNally, 2013; Rebollo et al., 2018).

Oscillations in the delta range (1–4 Hz) is limited and
may relate to coding of sensory stimuli (Lakatos et al.,
2005, 2008). Theta oscillations (4–7 Hz) are evident in the
hippocampus but occur also in the ento- and the perirhinal,
the prefrontal, somatosensory and visual cortex, and superior
colliculus (Raghavachari et al., 2006; Tsujimoto et al., 2006).
Theta activity has been implicated in the memory process
and is particularly e�ective in inducing LTP (Pavlides et al.,
1988; Huerta and Lisman, 1993; Hölscher et al., 1997). Alpha
oscillations (8–12 Hz) are very prominent in the thalamus
but have also been recorded in all cortical and subcortical
areas (Steriade et al., 1993; Başar et al., 1997). Beta frequency
oscillations (13–30 Hz) are related to the perception of
environmental novelty in rodents (Berke et al., 2008) and their
generation has been associated with particular neurotransmitter
systems, including NMDA and GABA-A receptor activities
(Traub et al., 2004; Yamawaki et al., 2008). Oscillations in the
gamma range have been recorded in several cortical areas and
have been correlated with cognitive functions (Tiitinen et al.,
1993; Uhlhaas et al., 2008). GABAergic interneurons play the role
of pacemakers in the generation of high frequency oscillations
by producing rhythmic inhibitory post synaptic potentials in
pyramidal neurons (Cobb et al., 1995; Wang and Buzsáki, 1996;
Konstantoudaki et al., 2014). Particularly, PV+ interneurons are
correlated with fast-spiking cells and their activity is essential
for generation and synchronization of gamma rhythms in
mice, in vivo (Sohal et al., 2009). Alterations in fast and slow
oscillations have been associated with FS interneurons (Joho
et al., 1999).

In our mouse model, we observed decreased power in the
slow oscillations, including delta, theta and alpha oscillations,
thus linking these oscillations with normal inhibitory function.
In another transgenic line with interneuron deficits (Batista-Brito
et al., 2009), dysregulation in the delta and theta oscillations is
correlated with interneuron maturation. In addition, we have TA
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FIGURE 8 | Disorganized gamma oscillations in Rac1 cKO brain slices. (A) Bar graph showing the rate of power in gamma (30–80 Hz) and high gamma
(80–150 Hz), in heterozygous (left) and Rac1 cKO (right) brain slices. In heterozygous brain slices the rate of power gamma increased in high K+ aCSF plus
diazepam [auto isxyei statistika?]. The rate of power of high gamma was significantly lower compared to rate of gamma. In Rac1 cKO brain slices, the rate of power
gamma was unaltered among the three conditions and was decreased when compared to heterozygous brain slices. The rate of power of high gamma was
significantly increased in Rac1 cKO compared to heterozygous brain slices (n = 5 slices from five Rac1 cKO mice; n = 5 slices from five heterozygous mice) [one-way
ANOVA, F(1,5) = 1.52, p = 0.01]. (B) Bar graph showing the overall effect of high K+ aCSF and high K+ aCSF plus diazepam on elicited total gamma oscillation
(30–150 Hz) (% changes each condition from control aCSF). In high K+ aCSF plus diazepam, both heterozygous and Rac1 cKO brain slices show a significant
increase on overall gamma power (n = 5 slices from five Rac1 cKO mice; n = 5 slices from five heterozygous mice) (two-tailed t-test, p < 0.01). (C) Bar graph
showing the overall effect of high K+ aCSF and high K+ aCSF plus diazepam on elicited gamma power (30–80 Hz) and high gamma (80–150 Hz). In heterozygous
brain slices, the power of gamma range (30–80 Hz), but not the high gamma, is enhanced, while in the Rac1 cKO brain slices the power of high gamma range
(80–815 Hz) is enhanced (n = 5 slices from five Rac1 cKO mice; n = 5 slices from five heterozygous mice) (two-tailed t-test, p < 0.01), but not the power of gamma.

shown that the developmental decrease of interneurons correlates
with impaired synaptic plasticity and NMDA subunit levels in the
adult cortex (from Konstantoudaki et al., 2016) and increased
beta power (this report), making a more direct link between
the reduction in MGE-derived interneurons and concurrent
increases in beta power. Finally, the Rac1 cKO exhibits a
decreased number of PV+ and SST+ interneurons by 50%
(Vidaki et al., 2012) and reduced gamma oscillations in vitro

(data from this work Figures 7, 8), further corroborating the
fundamental role of these subpopulations of interneurons in the
generation of synchronized gamma rhythms.

Synaptic Transmission and Neuronal
Oscillations
Synaptic GABA-A receptor-mediated inhibitionmay be su�cient
to generate network oscillations in vivo (Whittington et al., 1995;
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Traub et al., 1996). In the presence of high extracellular K+

concentration, multiple other mechanisms (ionic transporters
Na+- K+ -2Cl� (NKCC1) and K+ -Cl� (KCC2), extra-synaptic
GABA(A) receptors, and the GAT-1 transporter) could lead to
the development of gamma bursts in vitro (Subramanian et al.,
2018). Our data shows that heterozygous slices at high K+ aCSF
show increased amplitude of gamma power in the presence of
diazepam. However, GABA-A receptor activation does not seem
to be e�cient in order to increase gamma power in a cortex
with significantly fewer interneurons, as is the case of Rac1 cKO,
suggesting a disruption of gamma oscillatory activity.

With regards to the glutamatergic system, inhibition of
NMDA receptor function induces aberrant high frequency
oscillations throughout cortical and subcortical networks
(Pinault, 2008; Rebollo et al., 2018). Our Rac1 cKO mice display
impaired synaptic transmission and NMDA-dependent LTP,
reduced gamma frequency range (30–80 Hz) and induced
aberrant high gamma frequency oscillations (80–150 Hz) in
the cortex. These results agree with the findings that inhibition
and excitation are in close connection and link studies on
neuronal oscillations and the mechanisms that influence E/I
balance. Finally, reduction of theta and gamma activity have
been correlated with decreased LTP (Huerta and Lisman, 1993;
Wespatat et al., 2004; Stephan et al., 2009; Kalweit et al., 2017).
This view is consistent with our results since LTP is reduced
along with the beta and gamma powers of oscillatory activity.

Mice With Decreased Interneuron
Function and Alterations in Oscillatory
Activity
Several animal models exist in which modulation of specific
molecules in interneurons alters their functional attributes and
the mature neuronal networks. Early removal of Nkx2.1 or
Lhx6 results in decreased numbers of PV and SST-expressing
interneurons and the emergence of prolonged abnormal bursting
activity in the cortex, as measured by EEG recordings (Butt et al.,
2008; Neves et al., 2012). A number of transgenic mice exist
with decreased numbers of various subpopulations of cortical
interneurons with resulting alterations in oscillatory activity
(Batista-Brito et al., 2009).

Here, we show that the Rac1 cKO transgenic mouse line that
exhibits a 50% decrease of PV and SST interneurons (Vidaki et al.,
2012) demonstrate reduced low frequency oscillations, increased
beta power and aberrant gamma oscillations. Therefore,
our study reinforces the connection between PV and SST
interneurons with proper gamma frequency oscillations,
while also providing a link between these two interneuron
subtypes with the low frequency and beta oscillations. Future
experiments could further investigate the functional mechanisms
via which this developmental decrease of interneurons a�ects the
oscillatory activities of local neuronal networks.

Disrupted E/I Balance and Oscillations in
Neuropsychiatric Disorders
Alterations in E/I balance can be caused by changes in
interneuron numbers (Benes, 1991; Selby et al., 2007; Sakai

et al., 2008; Peñagarikano et al., 2011; Fung et al., 2014)
or reduced expression of markers of interneuron populations
without changes in cell numbers per se (Hashimoto et al.,
2003; Fatemi et al., 2008a,b; Volk and Lewis, 2013; Donato
et al., 2014; Hanno-Iijima et al., 2015; Enwright et al., 2016;
Filice et al., 2016). Shifts in the E/I balance as well as
modifications in neuronal oscillations, especially the well-studied
gamma frequency band, are observed in many psychiatric
disorders, including ASD, SCZ, bipolar disorder and depression
(Rubenstein and Merzenich, 2003; Klempan et al., 2007; Sakai
et al., 2008; Luscher et al., 2010; Marin, 2012; Fung et al.,
2014; Gao and Penzes, 2015; Canitano and Pallagrosi, 2017;
Selten et al., 2018). It has been hypothesized that aberrant
gamma oscillations underlie deficits in higher order cognitive
processes (Tiitinen et al., 1993; Spencer et al., 2003, 2004; Cho
et al., 2006; Uhlhaas et al., 2008; Uhlhaas and Singer, 2010,
2012).

CONCLUSION

Our study contributes toward the elucidation of synaptic
physiology of local cortical circuits. We demonstrate that
the capacity of local neuronal synchronization is reduced
in the cortex when cortical interneurons are significantly
decreased. It is tempting to speculate that altered synchronization
over a larger cortical region follows decreased oscillatory
frequencies within local circuits that in turn ensue from the
reduction in interneuron numbers throughout postnatal life.
Therefore, our data may enhance to understand the interneuron
dysfunction often observed in animal models and clinical
studies.
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