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Abstract

Advances in time-frequency distributions and spectral analysis techniques (i.e., for the estimation

of amplitude and/or frequency modulations) allow a better representation of non-stationary sig-

nals like speech, highlighting their fine structure and dynamics. Although such representations

are very useful for analysis purposes, they complicate the classification tasks due to the large

number of parameters extracted from the signal (“curse of dimensionality”). For such tasks, a

significant dimensionality reduction is required.

In this thesis, the problem of dimensionality reduction of these time/frequency-frequency

representations is studied; selection criteria of the optimal parameters are suggested, based on

their relevance to a given classification task. Relevance is defined based on mutual information.

First, using tools from multilinear algebra, such as High Order SVD, the initial dimensions and

the noise components of the representation are reduced. Then, feature selection proceeds based

on maximum relevance criterion. It is shown that the suggested process is equivalent to the

maximum dependency criterion for feature selection, without, however, the need of the multi-

variate probability densities estimation.

The feature selection approach suggested in the thesis is applied on a number of audio clas-

sification tasks, including speech detection in broadcast news and voice pathology detection and

discrimination from vowel recordings. The complementarity of the modulation spectral features to

the state-of-the-art Mel frequency cepstral coefficients is shown for the above classification tasks.

A system for the automatic discrimination of pathological heart murmurs using a high resolution

time-frequency analysis of the phonocardiogram (PCG) is also presented. The classification ac-

curacy of the system is comparable to the diagnostic accuracy of experienced paedo-cardiologists

on the same PCG dataset.
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Περίληψη

Για την περιγραφή των μη στάσιμων ηχητικών σημάτων, έχουν προταθεί διάφορες αναπαραστάσεις

συχνότητας - χρόνου και τρόποι υπολογισμού των αντίστοιχων φασμάτων διαμόρφωσης πλάτους

(ΑΜ) ή συχνότητας (FM). Η πρόοδος που έχει σημειωθεί στις αναπαραστάσεις αυτές, επιτρέπει την

καλύτερη απεικόνιση της λεπτής δομής και της δυναμικής της κυματομορφής του σήματος. Ωστόσο

η ολοένα μεγαλύτερη ευκρίνεια αυτών των μοντέλων, αυξάνει το πλήθος των παραμέτρων και τη

στατιστική τους διακύμανση, και δυσχεραίνει την ταξινόμηση των σημάτων.

Σε αυτή την εργασία μελετάμε το πρόβλημα της μείωσης των διαστάσεων αυτών των αναπαραστά-

σεων και της επιλογής των ‘βέλτιστων’ χαρακτηριστικών ως προς την ταξινόμηση που μας ενδιαφέρει.

Το κριτήριο είναι η αμοιβαία πληροφορία ως προς τη μεταβλητή της κατηγοριοποίησης. Προτείνουμε

την επιλογή των ‘βέλτιστων’ από τα χαρακτηριστικά που προκύπτουν μετά τη διάσπαση (τον απο-

κλεισμό) των ιδιόμορφων τιμών υψηλής τάξης της αναπαράστασης. Δείχνουμε ότι αυτή η διαδικασία

επιλογής χαρακτηριστικών ικανοποιεί το κριτήριο της μέγιστης εξάρτησης των μεταβλητών από την

κλάση ταξινόμησης - με το πλεονέκτημα ότι δε χρειάζεται να υπολογίσουμε κατανομές πιθανότητας

πολλών μεταβλητών.

Οι εφαρμογές που περιγράφουμε αφορούν την ανίχνευση ομιλίας σε τηλεοπτικά ή ραδιοφωνικά

δελτία ειδήσεων και την ανίχνευση και τη διάκριση διαφόρων παθολογιών της φωνής με βάση τα

φάσματα διαμόρφωσης πλάτους (ΑΜ). Στις εφαρμογές αυτές δείχνουμε ότι τα επιλεγμένα χαρακτηρι-

στικά μπορούν να βελτιώσουν σημαντικά την απόδοση ενός συστήματος ταξινόμησης σε συνδυασμό

με τους ευρέως χρησιμοποιούμενους συντελεστές Mel frequency cepstral coefficients. Τέλος περι-

γράφουμε ένα σύστημα αυτόματου εντοπισμού των παθολογικών φυσημάτων της καρδιάς, το οποίο

βασίζεται σε μια αναπαράσταση συχνότητας - χρόνου πολύ υψηλής ανάλυσης των φωνοκαρδιογρα-

φημάτων. Δείχνουμε ότι η ακρίβεια του συστήματος είναι συγκρίσιμη με τη διαγνωστική ακρίβεια

έμπειρων παιδοκαρδιολόγων στην ταξινόμηση των ίδιων φωνοκαρδιογραφημάτων.
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Chapter 1

Introduction

The auditory system of humans and animals, can efficiently extract the behaviorally relevant

information embedded in natural acoustic environments. Evolutionary adaptation of the neural

computations and representations, has probably facilitated the detection of such signals with low

SNR over natural, coherently fluctuating background noises [12, 97]. It has been argued [121] that

the statistical analysis of natural sounds - vocalizations, in particular - could reveal the neural

basis of acoustical perception. Insights in the auditory processing then, could be exploited in

engineering applications for efficient sound identification, e.g. speech discrimination from music,

animal vocalizations and environmental noises.

Similar to a Fourier analyser, our auditory system maps the one-dimensional sound waveform

to a two-dimensional time-frequency representation through the cochlea, the hearing organ of the

inner ear [135]. In mammals cochlea is a fluid filled coiled tube, about one cubic centimetre in

volume, which resembles the shell of a sea-snail. The eardrum transmits the incoming sounds

to the cochlear fluids as pressure oscillations. These oscillations in turn, deflect a membrane of

graded mechanical properties which runs along the cochlear spiral, the basilar membrane (BM).

Stiffness grading of the basilar membrane serves to analyze incoming sounds into their component

frequencies from 20 to 20,000 Hz. A different resonant-like frequency response characterizes each

place along the membrane: peak frequencies and bandwidths are highest near the spiral’s broad

mouth (where the BM is stiffest), and lowest further up the tube near the spiral’s apex [135, 107].

The tube in addition carries neurosensory hair cells that fire in response to vibrations in the

thin cochlear fluid; nerve impulses are then sent to the brain as electrical signals. Manoussaki et

al [76, 75] have found that the energy of the sound waves travelling in the cochlea is not evenly

distributed along the tube; the spiral shape of the cochlea focuses wave energy towards the outer
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wall, especially further up the tube, where lower frequencies (bass sounds) are detected [76, 75].

This concentration of energy in the spiral’s outer edge, amplifies the sensitivity of membrane

cells to vibrations. This amplification corresponds to a 20 decibels boosting of lower frequencies

relative to the higher frequencies detected at the outer face of the spiral. Mammals may have

developed the spiral structure for communication and survival, since low frequency sound waves

can travel further [76, 75].

Recent findings from auditory physiology, psychoacoustics, and speech perception, suggest

that the auditory system re-encodes acoustic spectrum in terms of spectral and temporal mod-

ulations. The perceptual role of very low frequency modulations resembles inaudible “message

bearing waves” modulating higher frequency carriers. The existence of modulations in speech

has been evidenced in [77, 102]. Dynamic information provided by the modulation spectrum

includes fast and slower time-varying quantities such as pitch, phonetic and syllabic rates of

speech, tempo of music, etc [8]. Moreover, speech intelligibility depends on the integrity of the

slow spectro-temporal energy modulations.

Accordingly, the auditory models proposed by various researchers, are based on a two stage

processing: the early stage consists of spectrum estimation whereas in the second “cortical” stage,

spectrum analysis is performed in order to estimate low frequency modulations. Various models

of modulation representations have been proposed: a two-dimensional Fourier transform of auto-

correlation matrix of sound spectrogram [121], a two-dimensional wavelet transform of auditory

spectrogram [137], a joint acoustic / modulation frequency representation [8], a combination of

the latter representation with cepstrum [8], etc. In particular the two latter representations have

been explored in this thesis (cf Chapter 2).

Auditory models are perhaps too complex for successful inversion which would be required

for coding, speech enhancement, compression, etc. For recognition and classification systems

however, robustness in noise and utility for segregation in cluttered acoustic environments might

be more important than invertibility.

In order for these features to describe natural signals like speech, we might have to consider

fine resolution in all the subspaces involved. Using more relevant features from the original space

is not satisfactory due to the fact that computation cost becomes very high and the generaliza-

tion of classification algorithm is not guaranteed: the curse of dimensionality [30, 15] hinders the

classification task. There is a trade-off between compactness and quality of a representation - mea-

sured in terms of redundancy and relevance of features, respectively. The relevance-redundancy

trade-off can be explored using an information theoretic concept, mutual information [22]. In
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the supervised learning framework, features are regarded as relevant if they provide information

about a target. Assuming that this additional variable Y (the target) is available, relevance of

features to a given discrimination task can be assessed based on their mutual information to

the target class [22]. Redundancy on the other hand can be also defined based on the mutual

information between features.

Both redundancy and relevance of features need to be addressed before selecting points in the

feature space for an efficient, robust automatic classification system. Depending on the task, data

available for training and features extracted, a different trade-off occurs. Redundant (as opposed

to compact) representations might be an advantage in the presence of noise and uncertainty [13].

Different feature selection methods have been proposed in the past in order to extract the time-

varying information of interest to the audio classification task. Two of them are presented in

Chapter 3: information bottleneck method [128] and maximum relevance-minimum redundancy

feature selection scheme [101]. In addition, we propose a different approach which considers both

redundancy reduction and relevance maximization; redundancy is reduced first, before searching

for relevant features, using a technique from multilinear algebra, the higher order singular value

decomposition (HOSVD [68], cf Chapter 3). We experimentally assess the usefulness of this

approach in different audio classification tasks in subsequent chapters through cross-validation

procedures.

Contributions and structure of the Thesis

The main contribution of this thesis is related to the feature selection for classification of the

(multidimensional) representations of audio signals. Specifically, we show that the maximal

dependency feature selection can be approximated by a maximum relevance feature selection

scheme applied to the least redundant features: minimum redundancy is achieved through higher

order SVD whereas the selection of the most relevant features proceeds next based on mutual

information estimation. Model selection is performed through cross-validation procedure using

SVM classifier. The most successful applications of this technique include the use of modulation

spectra for speech detection in Chapter 4, and for voice pathology detection and classification

in Chapter 5. We also show their complementarity to the state-of-the-art MFCC features for

the same task. In Chapter 6 we extract features from a high resolution time-frequency represen-

tation of digital recordings of heart sounds (phonocardiograms, PCG); based on these features,

heart murmur classification accuracy is shown to be comparable to the diagnostic accuracy of
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experienced paedo-cardiologists on the same PCG dataset.

The structure of this thesis is divided into the following chapters:

• Two-dimensional energy representations of signals constitute the basic method to analyze

and describe non-stationary audio signals whose energy distribution varies over frequency

(or scale) and time, such as speech, music, etc. Chapter 2 briefly reviews the most common

energy representations of audio signals and the techniques used for subsequently analyzing

these representations and detecting amplitude (or frequency) modulations.

• Chapter 3 addresses the issue of feature selection from multi-dimensional signal represen-

tations. We briefly review the information bottleneck (IB) method and we describe its

application on the auditory model of Shamma et al [137] towards speech discrimination.

The maximum relevance-minimum redundancy feature selection scheme [101] is described

next. We propose a different approach which first considers redundancy reduction, us-

ing a technique from multilinear algebra, the higher order singular value decomposition

(HOSVD). We proceed then to select the most relevant of features based on their mutual

information to the class variable. Next chapters present applications of this approach on

modulation spectra and reassigned spectrogram - a high resolution time-frequency repre-

sentation - for various classification tasks. Each of these “technical” chapters is preceded

by a brief synopsis of its contents.

• Automatic detection of speech finds applications in human-machine interfaces, multime-

dia processing for automatic labelling and extraction of semantic information. Chapter 4

presents experiments on speech discrimination in broadcast news from Greek and US En-

glish tv and radio programs, based on modulation spectra and their combination with

MFCC. We also mention additional experiments we conducted on singing voice detection

as well as on the evaluation of modulation spectra for speaker identification or verification.

• Many studies have focused on identifying acoustic measures that highly correlate with

pathological voice qualities (also referred to as voice alterations). Using acoustic analysis,

the degree of voice alterations can be objectively evaluated in a noninvasive manner. Chap-

ter 5 explores the information provided by the joint acoustic and modulation frequency

representation for the detection and discrimination of voice disorders. A normalization

technique is proposed for the modulation spectral features which we use in cross-database

experiments.
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• The invention of heart signal analysis can be traced back to Hooke who first suggested in

the 1700s that it might be possible to detect various malfunctions by the analysis of the

sound they make. Classic heart auscultation using a conventional stethoscope to detect

abnormal heart sounds is the most common and widely recommended method nowadays to

screen for structural abnormalities of the cardiovascular system [57, 92]. Detecting relevant

symptoms and forming a diagnosis based on the sounds heard through a stethoscope, how-

ever, is a skill that can take years to acquire and refine [44]. Chapter 6 describes a system

that automatically discriminates between normal and pathological systolic heart murmurs

in children. The features are extracted from a detailed time-frequency representation of

the phonocardiogram, the digital recording of the heart sounds obtained by an electronic

stethoscope.

• Finally Chapter 7 concludes and summarizes the major contributions of this thesis.
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Chapter 2

Feature Extraction from Audio

Signals

2.1 Non-stationary Signal Analysis

One of the most important aspects in signal processing is the extraction of useful information from

signals by transforming them. If the transformation is invertible, it unambiguously represents

the signal; operations such as pattern recognition for classification, can be performed then on the

transformed signal, where the relevant characteristics might be more clear [114].

2.1.1 Time-frequency distributions

The Fourier transform is the most common invertible transform for stationary signals, whose

properties remain constant in time. For such signals x(t), Fourier transform (FT) is defined as:

X(f) =

∫ ∞

−∞
x(t) exp−2jπft dt (2.1)

where the analysis coefficients X(f) are the inner products of the signal with sinewave basis

functions of infinite duration. Therefore, transforming a non-stationary signal through FT, would

extend any change in time over all frequencies f in X(f) ([114] and references therein).

One possible adaptation of Fourier transform (FT) for the analysis of a non-stationary signal

x(t), is a “local” FT looking at the signal through a short window g(t) over which the signal is

almost stationary. Gabor first adapted, in the 1940s, the FT of the windowed signal x(t)g∗(t−τ),
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centered at time instant τ , to yield the Short-Time Fourier Transform (STFT) [114]:

STFT(τ, f) =

∫

x(t)g∗(t− τ) exp−2jπft dt. (2.2)

STFT maps the signal x(t) into a two-dimensional time-frequency representation consisting of

the time-dependent spectral characteristics of the signal. The squared magnitude of STFT is

the spectrogram. Actually, Gabor defined in 1946 the synthesis formula which corresponds to

the analysis formula in eq. 2.2 [114]. The analysis of human speech was the main reason for the

practical development in the 1940s of time-frequency analysis [107]); the main method was and

still is the STFT.

The choice of the window g(t) critically affects the properties of the STFT analysis regarding

its resolution in time and frequency. According to eq. 2.2, there is a dual interpretation of STFT.

At first, STFT can be viewed as a succession of FTs: for a windowed segment of the signal around

a given time t, every “frequency” of the STFT is estimated. Or, given a frequency f , the whole

signal is filtered with a bandpass filter whose impulse response is the window g(t) modulated to

that frequency. STFT can be considered then a modulated analysis filterbank [114].

Given the window function g(t) and its FT G(f), two pure sinusoids with frequencies f1, f2

can be discriminated only if they differ more than ∆f (STFT resolution in frequency):

∆f2 =

∫

f2|G(f)|2df
∫

|G(f)|2df
(2.3)

where ∆f is the “bandwidth” of the filter (in the modulated filterbank ) and the denominator

is the energy of the signal. In addition, two acoustic events at times t1, t2 can be discriminated

only if |t1 − t2| ≥ ∆t (STFT resolution in time):

∆t2 =

∫

t2|g(t)|2dt
∫

|g(t)|2dt
(2.4)

where ∆t is the spread in time (related to the length of the analysis window g(t)) and the

denominator is the energy of the signal.

The time-bandwidth product is lower bounded as:

∆t∆f ≥
1

4π
(2.5)

with equality satisfied when Gaussian windows are used. This is the “acoustic uncertainty prin-
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ciple” [61] or Heisenberg inequality which states that the more precise the measurement of an

acoustic event in time, the less precise its simultaneous measurement in frequency domain is; and

vice-versa [114]. When g(t) is short (wideband analysis) the frequency subbands will be wide

and the time resolution will be high. When g(t) is long (narrowband analysis) the frequency

subbands will be narrow and the time resolution will be low. Once a window has been chosen,

STFT represents the spectral characteristics of the windowed signal as a set of point estimates

on the time-frequency lattice, with fixed coordinates determined by the length and overlap of the

analysis window. The time and frequency resolution of STFT then is constant over the time-

frequency plane [114]. Alternatively, one could let the time and frequency resolution vary in the

time-frequency plane for a multi-resolution analysis [114].

2.1.2 Time-scale distributions

Speech and music exploit different ranges of temporal and spectral processing. The auditory

cortices have been accordingly differentiated [144]. In order to adapt to the “acoustic uncertainty

principle”, right and left auditory cortices exhibit differences between spectral and temporal res-

olution, presumably due to different temporal integration windows ([144] and references within).

These conclusions were supported by magnetoencephalography (MEG) data and electrical po-

tential recordings from the human auditory cortex [61]. The left auditory cortex has a short

analysis window (20-50 ms) which is optimal for detecting fine temporal differences (relevant for

speech distinctions), at the expense of broader frequency tuning. The analysis window in the

right cortex is longer (150-250 ms) which enables a greater spectral resolution (sharper frequency

tuning) but limits the sensitivity to rapid acoustic cues.

The one-dimensional sound waveform is first mapped to a two-dimensional time-frequency

representation through the cochlea, the hearing organ of the inner ear [135]. A membrane of

graded mechanical properties runs along the cochlear spiral, the basilar membrane (BM). Input

stimuli cause the basilar membrane to vibrate; due to the grading of membrane stiffness, incoming

sounds are analyzed into their component frequencies from 20 to 20,000 Hz. Moreover, a different

resonant-like frequency response characterizes each place along the membrane: peak frequencies

and bandwidths are highest near the spiral’s broad mouth (where the BM is stiffest), and lowest

further up the tube near the spiral’s apex [135, 107]. These auditory filters achieve approximately

constant-Q resolution, i.e., the resolution in frequency ∆f decreases whereas resolution in time

∆t increases with the central frequency f of the auditory band-pass filters [107]. We can therefore
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define ∆f as proportional to f :
∆f

f
= c (2.6)

where c is a constant [114]. The frequency responses of the analysis filters are regularly spread

in a logarithmic scale along the frequency axis, instead of the uniform coverage for the STFT

analysis.

When the relative bandwidth ∆f/f of the analysis filters is constant, ∆f and ∆t still satisfy

the Heisenberg inequality (eq. 2.5) but the time resolution can be very good at high frequencies

whereas frequency resolution can be very good at low frequencies. This analysis is most suitable

then for signals consisting of short, high frequency components and long-lasting, low frequency

components [114].

The front-end auditory processing along the basilar membrane can be modeled as a Con-

tinuous Wavelet Transform (CWT): the impulse responses of the filter bank are defined as

scaled (expanded or contracted) and translated versions of the same prototype, the basic wavelet

h(t) [107, 114]:

hα(t) =
1

√

|α|
h

(

t

α

)

(2.7)

where α is the scale factor; CWT is defined then as [114]:

CWTx(τ, α) =
1

√

|α|

∫

x(t)h∗
(

t− τ

α

)

dt (2.8)

The scalogram, or wavelet spectrogram, is defined as the squared modulus of the CWT. It is

the distribution of the energy of the signal in the time-scale plane, with different resolutions in

contrast to the spectrogram [114]. We need phase information to reconstruct the signal from both

energy representations; also, these representations are bilinear functions of the analysed signal

and contain thus cross-terms due to interference phenomena [114]. More advanced time-frequency

and time-scale representations have been developed and a link between spectrogram, scalogram

and Wigner-Ville distribution has been established, merging them into a common class of energy

representations (see [67, 114] and references therein).

2.1.3 Reassignment of time-frequency and time-scale representations

Reassignment aims at sharpening time-frequency and time-scale representations in order to im-

prove their readability (see [9, 40, 41] for more details on the reassignment method). A spec-

trogram contains just a few cross-terms arising from interference phenomena; however, it is
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constrained by the trade-off between resolution in time and frequency, which results in poor

concentration and resolution of the individual components of multi-component signals [41]. The

reassignment method was specifically designed to overcome this limitation.

Let a short-time Fourier transform (STFT) of a signal x(t), denoted as Fx(t, ν; g) where t,

ν refer to time and frequency, respectively, and g is the analysis window. A reassigned version

of the spectrogram is obtained by shifting each value Sx(t, ν; g) of the spectrogram (spectral

energy - squared modulus of the STFT) computed at a point (t, ν) of the time-frequency lattice,

to another point (t̂, ν̂) which is the center of gravity of the energy distribution around (t, ν).

The value of the reassigned spectrogram S
(r)
x (t′, ν ′; g) at a point (t′, ν ′) is the sum of all the

spectrogram values reassigned to this point:

S(r)
x (t′, ν ′; g) =

∫ +∞

−∞

∫ +∞

−∞
Sx(t, ν; g)δ(t

′ − t̂(x; t, ν))δ(ν ′ − ν̂(x; t, ν))dtdν (2.9)

The reassigned time-frequency distribution uses information from the phase spectrum to sharpen

the amplitude estimates for each bin of the STFT [51], since the operators t̂(x; t, ν) and ν̂(x; t, ν)

can be expressed as:

t̂(x; t, ν) = −
dΦx(t, ν; g)

dν
(2.10)

ν̂(x; t, ν) = ν +
dΦx(t, ν; g)

dt
,

where Φx(t, ν; g) is the phase of the STFT of x:

Φx(t, ν; g) = arg(Fx(t, ν; g)). (2.11)

In practice, somewhat different expressions are used for the reassignment operators leading to an

efficient implementation (see the Tutorial and Reference guides in [10]).

2.2 Spectrum Analysis

Speech is characterized by the joint spectro-temporal energy modulations in its spectrogram;

these oscillations in power across spectral and temporal axes, reflect the formant peaks, their

transitions, spectral edges, and fast amplitude modulations at onsets-offsets [107]. Evidence for

the existence of speech modulations has been provided in [77, 102]. Of particular relevance to

speech intelligibility, are the slowly varying amplitude and frequency modulations of sound [143].
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Slow temporal modulations (few Hz) correspond to the phonetic and syllabic rates of speech [107].

Measurement of detection thresholds for these spectro-temporal modulations have revealed the

lowpass character - in both dimensions - of the modulation transfer functions (MTF) of our audi-

tory system [20]: 50% bandwidths of 2 cycles/octave and 16 Hz over the perceptually important

range of 0.25 − 8 cycles/octave and 1− 128 Hz, respectively.

Various models of modulation representations have been proposed in the literature in order

to simulate sound processing in the auditory system: a two-dimensional Fourier transform of

autocorrelation matrix of the sound spectrogram [121], a two-dimensional wavelet transform

of auditory spectrogram [137], a joint acoustic / modulation frequency representation [8], a

combination of the latter representation with cepstrum [8], etc. The two latter representations

are briefly presented below. For completeness, we also mention the Energy Separation algorithm

based on Teager energy operator.

2.2.1 Computational Auditory Model

Shamma et al [141, 137] have proposed a computational auditory model based on wavelet de-

composition [114], which reproduces the main trends in the experimentally determined spectro-

temporal modulation transfer functions (MTFs) [20]. Early stages of the model consist of inner

ear processes (in the cochlea and the auditory nerves up to the cochlear nucleus) in order to

estimate an enhanced spectrogram of incoming sounds. During later stages spectrum analysis

occurs: fast and slow modulation patterns are detected by arrays of filters centered at different

frequencies, with Spectro-Temporal Response Functions (STRFs) resembling the receptive fields

of auditory midbrain neurons [34, 105]. These filters have the form of a spectro-temporal Gabor

function, selective for specific frequency sweeps, bandwidth, etc., performing actually a multi-

resolution wavelet analysis of the spectrogram in order to provide a suitable basis set for speech

stimuli [137]. The auditory based features are collected from an audio signal in a frame-per-frame

scheme. For each time frame, the auditory representation is calculated on a range of frequencies,

scales (of spectral resolution) and rates (temporal resolution). The extracted information is av-

eraged over a fixed time window (e.g., of 500ms), therefore resulting in a 3-dimensional array, or

third-order tensor. The model has been successfully applied in the assessment of speech intelli-

gibility [34], the discrimination of speech from non-speech [95, 138, 91], as well as in simulations

of various psychoacoustical phenomena [18].

Joint acoustic / modulation frequency representations and their combination with cepstrum [8],

represent a simpler interpretation of the auditory model and it is presented in the following sec-
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tion.

2.2.2 Modulation Frequency Analysis

The most common modulation frequency analysis framework [50, 8] for a discrete signal x(n),

initially computes via the discrete Fourier transform (DFT) the discrete short-time Fourier trans-

form (DSTFT) Xk(m), m denoting the frame number and k the DFT frequency sample:

Xk(m) =
∞
∑

n=−∞

h(mM − n)x(n)W kn
K , (2.12)

k = 0, . . . ,K − 1,

where WK = e−j(2π/K), h(n) the (acoustic) frequency analysis window and M the hopsize (in

number of samples). The mean can be subtracted from each subband envelope - defined as the

magnitude |Xk(m)| or square magnitude |Xk(m)|2 of the subband - before modulation frequency

estimation, in order to reduce the interference of large DC components (of subband envelopes).

Subband envelope detection and their frequency analysis (with DFT) are performed next, to yield

the modulation spectrum with a uniform modulation frequency decomposition:

Xl(k, i) =
∞
∑

m=−∞

g(lL−m)|Xk(m)|W im
I , (2.13)

i = 0, . . . , I − 1,

where WI = e−j(2π/I), g(m) is the modulation frequency analysis window and L the correspond-

ing hopsize (in number of samples); k and i are referred to as the “Fourier” (or acoustic) and

“modulation” frequency, respectively. Tapered windows h(n) and g(m) are used to reduce the

sidelobes of both frequency estimates.

The magnitude of the acoustic-modulation frequency representation computed in eq. 2.13 is

referred to as modulation spectrogram. It displays the modulation spectral energy |Xl(k, i)| ∈

RI1×I2 in the joint acoustic/modulation frequency plane. Length of the analysis window h(n)

controls the trade-off between resolutions in the acoustic and modulation frequency axes [120].

When h(n) is short (wideband analysis) the frequency subbands will be wide and the maximum

observable modulation frequency will be high. When h(n) is long (narrowband analysis) the

frequency subbands will be narrow and the maximum observable modulation frequency will be

low. The degree of overlap between successive windows sets the upper limit of the subband

sampling rate during the modulation transform.
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Figure 2.1: (a) Modulation spectrogram of sustained vowel /AH/ by a 34 years old normal male
speaker (∼ 150 Hz fundamental frequency). The two side plots present the slices intersecting at
the point of maximum energy; its coordinates coincide with the fundamental frequency and the
first formant of /AH/ (∼ 590 Hz). Vertical plot displays the localization of fundamental frequency
energy at vowel formants along the acoustic frequency axis; the upper horizontal plot presents
the energy localization of first formant at the fundamental frequency and its harmonics along the
modulation frequency axis. (b) Modulation spectrogram |Xl(k, i)| for 500 ms of a speech signal.
Energy at modulations corresponding to pitch (∼ 120 Hz) and syllabic and phonetic rates (< 40
Hz) remain prominent.

Fig. 2.1a shows the modulation spectrogram |Xl(k, i)| of a 262 ms long frame from sustained

phonation speech samples of the vowel /AH/ uttered by a normal male speaker from the MEEI

database [37] (cf Chapter 5 on voice pathology detection). Apparently this phonation does not

possess the syllabic and phonetic temporal structure of speech (compare to Figure 2.1b). Hence,

the higher energy values are not concentrated at the lower modulation frequencies which are

typical in running speech, ∼ 1− 20 Hz [50]. Instead, since we used an analysis window h(n) that

was shorter than the expected lowest pitch period, the highest energy terms usually occur at the

fundamental frequency of the speaker (∼ 150 Hz) and its harmonics in the modulation frequency

axis (up to 500 Hz). Fundamental frequency energy appears localized at the first two formants

of vowel /AH/ along the acoustic frequency axis (their range is ∼ 677± 95 Hz and ∼ 1083± 118

Hz). Figure 2.1b depicts the modulation spectrum for 500 ms of a speech signal. Energy at

modulations that characterize speech at the lower acoustic frequency bands, corresponding to

syllable and phonemic rates (< 40 Hz) and the pitch of speaker (∼ 120 Hz), remain prominent.
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2.2.3 The Teager Energy Operator

For completeness, we briefly mention another approach to the estimation of AM-FM modulations,

the high resolution Teager energy operator (see [77, 78, 79, 107] and references therein). It has

been shown in [78, 79] that the discrete-time energy operator, defined as:

Ψd(x[n]) = x2[n]− x[n− 1]x[n + 1], (2.14)

when applied to a real-valued AM-FM discrete signal of the form:

x[n] = α[n] cos(φ[n]) = α[n] cos

(

ωcn+ ωm

∫ n

0
q[m]dm+ θ

)

(2.15)

with instantaneous frequency:

ωi[n] =
d

dn
φ[n] = ωc + ωmq[n] (2.16)

tracks the energy of the signal, which is equal to the squared product of the amplitude envelope

and the instantaneous frequency, i.e., the AM and FM components:

Ψd(x[n]) ≈ α2[n] sin2(ωi[n]) (2.17)

where q[n] ≤ 1, ωm ∈ [0, ωc] is the maximum deviation from the carrier frequency ωc, θ is a

constant phase onset, and the signals α[n] and ωi[n] do not vary too fast or too much in time

compared to ωc [77, 78, 79, 107] .

The Teager energy operator was formulated in the context of an harmonic oscillator formu-

lation, where a speech resonance (formant) is referred to as an oscillator system - formed by the

vocal tract cavities - which emphasizes or de-emphasizes certain frequencies even within a single

pitch period (see [107] and references therein). Teager energy operator is almost instantaneous

and captures energy fluctuations within a glottal cycle, provided that the resonant components

have been separated before, through bandpass-filtering around the center frequency of each res-

onance [107]. The amplitude envelope α[n] and the instantaneous frequency ωi[n] in eq. 2.17 can

be interpreted then as the amplitude and frequency modulations of the cavity resonances (speech

formants modelled as AM-FM sinewaves).

It is possible then to separate these AM and FM components through continuous or discrete-

time energy separation algorithms based on the Teager energy operator [77, 107].
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Chapter 3

Dimensionality Reduction and

Feature Selection for Classification

Section 3.3 of the chapter has included parts of the following publications:

• Markaki M., Wohlmayr M. and Stylianou Y., Speech - Nonspeech Discrimination using

the Information Bottleneck Method and Spectro-Temporal Modulation Index, InterSpeech

ICSLP, 2007.

• Wohlmayr M., Markaki M., and Stylianou Y., Speech - Nonspeech Discrimination based on

Speech-relevant Spectrogram Modulations, EUSIPCO, 2007.

• Markaki M., Wohlmayr M. and Stylianou Y., Extraction of Speech-Relevant Information

from Modulation Spectrograms, Progress in Nonlinear Speech Processing, Springer Berlin /

Heidelberg, Springer, pp. 78 - 88, 2007.

Many thanks to Michael Wohlmayr (Graz University of Technology) for his collaboration during

his stay in University of Crete as an Erasmus MSc student.
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3.1 Introduction

Classification algorithms detect and exploit complex patterns in data during training, validation

and testing. Curse of dimensionality refers to the phenomenon that a large class of learning

algorithms can fail when applied on high-dimensional problems due to the following reasons [30]

(www.support-vector.net):

• The representation of complex patterns poses a significant computational problem (in terms

of computational cost and storage volumes) when working with very large vectors.

• The exclusion of accidental, unstable patterns which might lead to overfitting, is a difficult

statistical problem in high dimensional feature spaces. False regularities in the training set

due to noise, for example, would not be repeatedly found in a test set. The over-fitting of the

training system, results in the generalization error increasing with the effective dimension

N of the data; and the number of training examples required for achieving a given error

level, can grow exponentially with the number of dimensions [30, 15].

In order to improve generalization, we need a more useful low-dimensional representation of

the data. To this end, both dimensionality reduction and feature selection techniques can be

employed; these techniques differ in the selection of unsupervised or supervised learning algo-

rithms, respectively. Unsupervised dimensionality reduction can preserve information from all

the original input variables, promoting generalization. On the other hand, a purely unsuper-

vised technique might throw away low variance dimensions that are highly predictive for a given

classification task.

Representation of an audio signal might be a function of two variables like time-frequency

distributions [67] and modulation spectra [8], or even three variables as in multi-scale spectro-

temporal modulations [137]. For the dimensionality reduction of sound representations we can

employ a generalization of Singular Value Decomposition (SVD) algorithm to tensors (multi-

dimensional matrices), referred to as Higher Order SVD [68]. The singular value decomposition

of a time-frequency distribution was first proposed in [80] for the Wigner distribution. HOSVD

of multiscale spectro-temporal modulations was first done in [96].

HOSVD enables the decomposition of tensors to their singular vectors [68]. There are three

reasons for performing such a decomposition:

• Real signals contain noise; noise is typically spread out over all the terms of the HOSVD

decomposition whereas signals are well represented by the first few terms. Truncating
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the series after the first few terms, significantly reduces noise while retaining most of the

signal [67].

• The signal representations can be approximated in a lower-dimensional space producing

a compact feature set suitable for classification. The term “compact” also refers to the

fact that the HOSVD addresses features redundancy by selecting mutually independent

features [68].

• Comparing to SVD, reduction in dimensionality of feature space through HOSVD can be

performed in every subspace separately.

However, through HOSVD method, the low variance projections are discarded without testing if

these could be useful for classification.

In the supervised learning framework, on the other hand, features are regarded as relevant

if they provide information about a target. In the case of speech processing systems, the avail-

able tagging y of the audio signal (as speech / non speech class, normal / pathological voice,

etc.) guides the selection of features during training. The relevance of information in the rep-

resentation of an audio signal is given by Shannon’s mutual information [22]. We tested infor-

mation bottleneck (IB) method [128] towards the classification of Multi-Scale Spectro-temporal

Modulations [137] for the speech detection task. Through IB method, we defined the relevant

modulation spectrum of each sound ensemble, speech and non-speech (music, animal sounds and

various noises). Knowledge of the compact modulation patterns allowed us to classify new incom-

ing sounds based on the similarity of their representation to the class-typical patterns. For the

similarity assessment, we adapted the spectro-temporal modulation index (STMI) - which is used

to the assessment of speech intelligibility [34] - to handle the contribution of different frequency

bands. Further, we examined maximum relevance-minimum redundancy (mRMR) feature selec-

tion scheme [101]; mRMR considers both redundancy reduction and relevance maximization of

features for a given classification task [101]. We proposed a different approach which first reduces

features redundancy, using higher order singular value decomposition (HOSVD) [68]. The selec-

tion of the most relevant among the least redundant features can proceed then using traditional

model selection methods such as cross-validation.

The structure of this chapter is the following. Section 3.2 describes the unsupervised dimen-

sionality reduction technique HOSVD [68]. Section 3.3 presents the information bottleneck (IB)

method of Tishby et al [128]. Section 3.4 presents the maximum relevance-minimum redun-

dancy feature selection scheme [101] and our approach. We conclude with a theoretical analysis -
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based on the analysis of mRMR scheme in [101] - which shows that the proposed method better

approximates the maximum dependency criterion for feature selection [101].

3.2 Higher Order Singular Value Decomposition

We describe the HOSVD implementation process for two-dimensional sound representations like

time-frequency distributions and modulation spectra, as reviewed in [68]. Every signal segment

in the training database is represented as a two-dimensional matrix. Let I3 denote the number

of signal segments contained in the training set. Thus, I3 can be seen as a dimension of time (I1

and I2 correspond to the acoustic and modulation frequency dimensions, or frequency and time

dimensions, respectively). The mean value is then computed over I3, and it is subtracted from

all the spectra in the training set. The zero-mean spectra are then stacked, creating the data

tensor D ∈ R
I1×I2×I3 .

Higher Order SVD (HOSVD) [68] decomposes a tensor D to its mode−n singular vectors:

D = S ×1 U
(1) ×2 U

(2) ×3 U
(3) (3.1)

where S is the core tensor with the same dimensions as D; S ×n U(n), n = 1, 2, 3, denotes the

n−mode product of S ∈ R
I1×I2×I3 by matrix U(n) ∈ R

In×In . For n = 2 for example, S ×2U
(2)

is an (I1 × I2 × I3) tensor given by

(

S ×2 U
(2)

)

i1i2i3

def
=

∑

i2

si1i2i3ui2i2 . (3.2)

U(1) ∈ R
I1×I1 , U(2) ∈ R

I2×I2 are the unitary matrices of the corresponding subspaces of acoustic

and modulation frequencies, or frequency and time subspaces respectively; U(3) ∈ R
I3×I3 is the

samples subspace matrix. These (In × In) matrices U(n), n = 1, 2, 3, contain the n-mode

singular vectors (SVs):

U(n) =
[

U
(n)
1 U

(n)
2 . . . U

(n)
In

]

. (3.3)

Each matrix U(n) can directly be obtained as the matrix of left singular vectors of the “matrix

unfolding” D(n) of D along the corresponding mode [68]. Tensor D can be unfolded to the

I1 × I2I3 matrix D(1), the I2 × I3I1 matrix D(2), or the I3 × I1I2 matrix D(3). The n-mode

singular values correspond to the singular values found by the SVD of D(n).

The subtensors Si−n=α of the core tensor S ∈ R
I1×I2×I3 , obtained by fixing the nth index
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to α, have the properties of [68]:

all orthogonality: two subtensors Si−n=α and Si−n=β are orthogonal for all possible values of

n, /, α and β subject to α 6= β:

〈Si−n=α,Si−n=β〉 = 0 whenα 6= β

ordering:

‖Di−n=1‖ ≥ ‖Si−n=2‖ ≥ . . . ‖Si−n=2‖ ≥ 0

for all possible values of n. The Frobenious norms ‖Si−n=i‖, symbolized by σ
(n)
i , are

n−mode singular values of D.

The contribution αn,j of the jth n-mode singular vector U
(n)
j is defined as a function of its

singular value λn,j:

αn,j = λn,j /

In
∑

j=1

λn,j or αn,j = λn,j /

√

√

√

√

In
∑

j=1

λ2
n,j (3.4)

The appropriate values of R1, R2 can be determined by inspection of the singular value spectra

in the respective modes. By setting a threshold in the contribution of each singular vector, the

Rn with n = 1, 2 singular vectors (SVs) can be retained for which the contribution exceeds that

threshold. Thus, the truncated matrices Û(1) ∈ R
I1×R1 and Û(2) ∈ R

I2×R2 are obtained. Joint

acoustic and modulation frequencies or time-frequency representations B ∈ R
I1×I2 extracted

from audio signals are projected on Û(1) and Û(2) [68]:

Z = B×1 Û
(1)T ×2 Û

(2)T = Û(1)T .B.Û(2) (3.5)

where Z is an (R1 ×R2)−matrix, and R1, R2 denote the number of retained SVs in the acoustic

and modulation frequency subspace, or frequency and time subspace, respectively. We can project

Z back into the full I1 × I2-dimensional space to get the rank-(R1, R2) approximation of B [68]:

B̂ = Z×1 Û
(1) ×2 Û

(2) = Û(1).Z.Û(2)T (3.6)

The ordering of the singular values in every mode implies that the “energy” of the tensor B

is mainly concentrated in the part corresponding to low values of indices, i.e., the “significant”
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singular values. Consequently, if σ
(1)
R1

>> σ
(1)
R1+1 and σ

(2)
R2

>> σ
(1)
R2+1, the rank-(R1, R2) approxi-

mation B̂ is a good approximation of the signal with an error bounded by:

||B− B̂||2 ≤

I1
∑

i1=R1+1

σ
(1)2

i1
+

I2
∑

i2=R2+1

σ
(2)2

i2
(3.7)

De Lathauwer and Vandewalle [68] refer that the truncation of the core tensor S ∈ R
I1×I2×I3 ,

may destroy its all-orthogonality. If we are interested in best approximation of signals, this

approach might be suboptimal comparing to the best rank−(R1, R2) approximation described

in [68]. For classification however, the selection of the dimensionality of the embedding is a

question of model selection (www.support-vector.net). It can be addressed using traditional

model selection methods such as cross-validation. According to the “maximum contribution”

(or, equivalently, minimum redundancy [101]) criterion, the number of retained components (or

SVs) in each subspace can be determined by analyzing the “discriminative” contribution of each

component. By including only the components whose contribution is larger than a threshold, the

cross-validation classification error (equal error rate, EER, usually) is estimated as a function of

this threshold in order to determine the “optimal” components.

3.3 Information Bottleneck Method

The information bottleneck method (IB) of Tishby et al (1999), enables the construction of

a compact representation for each class, which maintains its most relevant features. In Rate

Distortion theory a quantitative measure for the quality of a compact representation is provided

by a distortion function. In general, definition of this function depends on the application:

in speech processing, the relevant acoustic distortion measure is rather unknown, since it is a

complex function of perceptual and linguistic variables [53]. IB method provides an information

theoretic formulation and solution to the tradeoff between compactness and quality of a signal’s

representation [129, 122, 53]. In the supervised learning framework, features are regarded as

relevant if they provide information about a target. IB method assumes that this additional

variable y (the target) is available. In the case of speech processing systems, the available tagging

y of the audio signal (as speech / non speech class, speakers or phonemes) guides the selection of

features during training. The relevance of information in the representation of an audio signal,

denoted by x, is defined as the amount of information it holds about the other variable y. If we

have an estimate of their joint distribution p(x, y), a natural measure for the amount of relevant
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information in x about y is given by Shannon’s mutual information between these two variables:

I(x; y) =
∑

x,y

p(x, y) log
p(x, y)

p(x)p(y)
(3.8)

where the discrete random variables x ∈ X and y ∈ Y are distributed according to p(x), and

p(y), respectively. Further, let x̃ ∈ X̃ be another random variable which denotes the compressed

representation of x; x is transformed to x̃ by a (stochastic) mapping p(x̃|x). Our aim is to find

an x̃ that compresses x through minimization of I(x̃;x), i.e. the mutual information between

the compressed and the original variable. At the same time, the compression of the resulting

representation x̃ should be minimal under the constraint that the relevant information in x̃ about

y, I(x̃; y) stays above a certain level. This constrained optimization problem can be expressed

via Lagrange multipliers, with the minimization of the IB variational functional :

L {p(x̃|x)} = I(x̃;x)− βI(x̃; y) (3.9)

where β, the positive Lagrange multiplier, controls the tradeoff between compression and rel-

evance. The solution to this constrained optimization problem has yielded various iterative

algorithms that converge to a reduced representation x̃, given p(x, y) and β [122]. The sequential

optimization algorithm (sIB) yields a fixed number of hard clusters as output. The input consists

of the joint distribution p(x, y), the tradeoff parameter β and the number of clusters M = |X̃ |.

During initialization, the algorithm creates a random partition X̃, i.e. each element x ∈ X is

randomly assigned to one of the M clusters x̃. Afterwards, the algorithm enters an iteration loop.

At each iteration step, it cycles through all x ∈ X and tries to assign them to a different cluster

x̃ in order to increase the IB functional:

Lmax = I(x̃; y)− β−1I(x̃;x) (3.10)

This is equivalent to minimization of the functional defined in 3.9, and it is used for consistency

with [122]. The algorithm terminates when the partition does not change during one iteration.

This is guaranteed because Lmax is always upper bounded by some finite value. To prevent the

convergence of the algorithm to a local maximum (i.e., a suboptimal solution), several runs with

different initial random partitions need to be performed [122].
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3.3.1 Application to Multi-Scale Spectro-temporal Modulations

We estimated the power distribution in the spectro-temporal modulations of speech signals, and

compared it to the modulation statistics of other sounds. The auditory model of Shamma et

al [137] was the basis for these estimations. The feature tensor Z represents a discrete set of

continuous features in the frequency (F ), rate (R) and scale (S) subspaces: zi1,i2,i3 = Zi1,i2,i3 ∈

R
+F×R×S

. Since each response zi1,i2,i3 is collected over a time frame, it can be interpreted as

the average count of an inherent binary event (in the case of a neural classifier, this would be

a spike). We therefore consider each response at location indexed by i1, i2, and i3, as a binary

feature whose number of occurences in a time interval is represented by zi1,i2,i3 .

Let the location of a response be denoted by ci, i = 1, . . . , F ×R×S, such that zi1,i2,i3 = zci . The

3 - dimensional modulation spectrum (frequency - rate - scale) is divided then into F × R × S

bins centered at (fi1 , ri2 , si3). Given a training list of M feature tensors Z(k), k = 1, . . . ,M

and its corresponding targets y(j), j = 1, 2 (speech - nonspeech tags), we can now build a count

matrix K(c, y) which indicates the frequency of occupancy of the ith discrete subdivision of the

modulation spectrum in the presence of a certain target value y. Normalizing this count matrix

such that its elements sum to 1, provides an estimate of the joint distribution p(c, y), which is all

the IB framework requires. We assume that M is large enough such that the estimate of p(c, y)

is reliable, although it has been reported that satisfactory results were achieved even in cases of

extreme undersampling [122].

For the purpose of speech - nonspeech discrimination, the target variable y has only two possible

values, y1 and y2. We choose to cluster the features c into 3 groups, one composed of features

relevant to y1, the second of features relevant to y2, whereas the third cluster includes features

that are not relevant for a specific target. Let us denote a compressed representation (a reduced

feature set) by t and the deterministic mapping obtained by sIB algorithm as p(t|c). We discard

the cluster tj whose contribution :

CI(t;y)(tj) =
∑

y

p(tj, y) log
p(tj , y)

p(tj)p(y)
(3.11)

to I(t, y) is minimal, because its features are mostly irrelevant in this case. Therefore, we don’t

even have to estimate the responses at these locations of the modulation spectrum. This implies

an important reduction in computational load, still keeping the maximally informative features

with respect to the task of speech-nonspeech discrimination. To find out the identity of the



25

remaining two clusters, we compute:

p(t, y) =
∑

c

p(c, y)p(t|c) (3.12)

p(t) =
∑

y

p(t, y) (3.13)

p(y|t) =
p(t, y)

p(t)
(3.14)

The cluster that maximizes the likelihood p(y1|t) contains all relevant features for y1; the other

for y2. We denote, hence, the first cluster as t1 and the latter as t2. The typical pattern (3-

dimensional distribution) of features relevant for y1 is given by p(c|t = t1), while for y2 is given

by p(c|t = t2). According to Bayes rule, these are defined as:

p(c|t = tj) =
p(t = tj|c)p(c)

p(t = tj)
, j = 1, 2 (3.15)

Figure 3.1b presents an example of the relevant modulation spectrum of each sound ensemble,

speech and non-speech (music, animal sounds and various noises). Speech examples were taken

from the TIMIT Acoustic-Phonetic Continuous Speech Corpus. Music examples were selected

from the authors’ music collection. Animal vocalizations consist of bird sounds and were taken

from [124]. The noise examples (taken from Noisex) consist of background speech babble in

locations such as restaurants and railway stations, machinery noise and noisy recordings inside

cars and planes. Training set consists of 500 speech and 560 non-speech samples. One single

frame of 500ms is extracted from each example, starting at a certain sample offset in order to

skip initial periods of silence.

In some sense, Figure 3.1 presents the statistical structure of the modulation spectrum of each

sound ensemble. Speech class (Figure 3.1a) is more homogeneous since it consists exclusively of

TIMIT samples. It is characterized by a triangular-like structure corresponding to the pitch of

the voices and their harmonics; due to the logarithmic frequency axis (in octaves), an upward

change in scale is matched to the same increase in frequency band. The harmonic structure due to

voiced speech segments is mainly depicted at the higher spectral modulations (2-6 cycles/octave).

Scales lower than 2 cycles/octave represent the spectral envelope or formants [21]. Temporal

modulations in speech spectrograms are the spectral components of the time trajectory of spectral

envelope of speech. They are dominated by the syllabic rate of speech, typically close to 4 Hz,

whereas most relevant temporal modulations are below 8 Hz in the figure. It can also be noticed
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(a) (b)

Figure 3.1: p(c|t = t1) for speech (a) and p(c|t = t2) for non-speech class (b). Cluster t1 holds
37.5% and t2 holds 24.7% of all responses. The remaining 37.8% are irrelevant.

that the lower frequencies - between 330 and 1047 Hz - are more prominent than higher ones, in

accordance to the analysis in [140], due to the dominance of voice pitch over these lower frequency

bands [21].

Non-speech class (Figure 3.1b) consists of quite dissimilar sounds - natural and artificial ones.

Therefore, its modulation spectrum has quite “flat” structure, representing bins not present in

speech modulation spectrum: rates lower than 2 Hz in combination with frequencies lower than

330 Hz and scales less than 1 cycle/octave; frequency-scale distribution hasn’t any structure as

in the case of speech.

Knowledge of such compact modulation patterns allows us to classify new incoming sounds

based on the similarity of their cortical-like representation (the feature tensor Z) to the typical

pattern p(c|t = t1) or p(c|t = t2) [138]. In [91] we assessed the similarity (or correlation) of Z to

p(c|t = t1) or p(c|t = t2), by the spectro-temporal modulation index (STMI) which is used to the

assessment of speech intelligibility [34]. We adapted STMI to handle the contribution of different

frequency bands as follows: the spectro-temporal modulation index (STMI) [34], defined below

between corresponding Ω, ω and f channels:

ρs(Ω, ω, f) =

√

√

√

√

1

1 +
(

Z(Ω,ω,f)−p(x|x̃=x̃2)
σZ(Ω,ω,f)

)2 (3.16)

where σZ(Ω, ω, f) is the standard deviation of the auditory representation extracted over a fixed
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time-frame (500 ms) at each channel, whereas Z(Ω, ω, f) is the corresponding mean value.

Finally we derived the average of ρs(Ω, ω, f) over the channels (Ω, ω, f) ∈ X̃2, i.e., over which

p(x|x̃ = x̃2) 6= 0 :

ρ(Z) =
1

|X̃2|

∑

(Ω,ω,f)∈X̃2

ρs(Ω, ω, f). (3.17)

Moreover, we took into account the similarity of audio signals to both cluster “prototypes” (speech

and non-speech),p(x|x̃ = x̃1) and p(x|x̃ = x̃2), ρ1 and ρ2 respectively, by taking their ratio:

R(Z) =
ρ2
ρ1

(3.18)

We calculated the STMI (ρ) and corresponding ratio (R) for all training examples and noise

conditions. Figure 3.2 shows the histograms of ρ and R computed on speech (continuous curve)

and non-speech examples (dashed curve). The histograms form two distinct clusters with a small

degree of overlap in the case of ρ, whereas decision threshold depends on the SNR condition

especially for low SNR (0dB, -10dB). In the case of R distribution the overlap is increased,

however the decision threshold is less sensitive to the variation of SNR. This trend is reflected in

the results in the benchmark test presented below. A simple threshold check was then used for

discriminating speech from non-speech events. Threshold setting implies a trade-off between the

false acceptance rate (FAR) and false rejection rate (FRR) for each class. In this case, we have

set threshold at a fixed value θ that minimizes the total number of segments incorrectly assigned

to each class at the highest SNR level (40dB).

The system was compared to the system in [95] which was based on the same auditory

features but used a multilinear dimensionality reduction technique - Higher Order Singular Value

Decomposition (HOSVD) [68] - and Support Vector Machines (SVMs) for classification. We

evaluated systems performance in voice activity detection under varying noise conditions, using

F-measure. In low levels of additive noise, our system was almost equivalent to the system

of [95], whereas in low SNR conditions the proposed method exhibited superior performance

(SNR≤ 0dB). For evaluation purposes, we have also implemented another segment-based system

based on MFCCs and Zero Crossing Rates (ZCRs); these features were also extracted on a frame

basis and their mean values in each segment were given as input to an SVM classifier. This

system was used as a reference system to show the robustness of the auditory features to various

noise conditions.
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Figure 3.2: Histogram of STMIs ρ (a) and ratios of STMIs R (b) computed on nonspeech (dashed)
and speech examples (continuous curve).

3.4 Relevance - Redundancy trade-off

3.4.1 Feature selection based on Maximum Relevance and Min-Redundancy

The maximal relevance (MaxRel) feature selection criterion simply selects the features most

relevant to the target class c [101]. Relevance is usually defined as the mutual information I(xj ; c)

between feature xj and class c. Through a sequential search which does not require estimation of

multivariate densities, the top m features in the descent ordering of I(xj ; c) are selected [101]; the

cross-validation classification error for an increasing number of these sequential features needs to

be computed, in order to determine the optimal size of feature set, m.

Still, the “m best features” are not necessarily the “best m features” due to the redundancy
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among them. The purpose of feature selection is to find a feature set Sm with m features {xi}

which jointly have the largest dependency on the target class c. This is the Max-Dependency

scheme [101]:

maxD(S, c), D = I({xi, i = 1, . . . ,m}; c) (3.19)

with the mutual information I(Sm; c) defined as:

I(Sm; c) =

∫

. . .

∫

p(x1, . . . , xm, c) log
p(x1, . . . , xm, c)

p(x1, . . . , xm)p(c)
(3.20)

It has been shown through theoretical analysis in [101] that Max-Dependency is equivalent to the

“minimal-Redundancy-Maximal-Relevance” (mRMR) criterion, which spots near-optimal fea-

tures for classification through an incremental search method optimizing the following condition:

max
xj∈X−Sm−1



I(xj ; c)−
1

m− 1

∑

xi∈Sm−1

I(xj ;xi)



 (3.21)

where I(xj ;xi) is the mutual information between features xj and xi, i.e., redundancy, and

Sm−1 is the initially given set of m− 1 features. The mth feature selected from the set X −Sm−1

maximizes relevance and reduces redundancy. The computational complexity of both incremental

search methods, MaxRel and mRMR, is O(|S|M) [101]. However it is necessary to use heuristics

during training for discovering the optimal relation between relevance and redundancy of features.

3.4.2 Most Relevant of Least Redundant Features

HOSVD efficiently addresses the differing degrees of redundancy between the features in each

subspace by selecting mutually independent features. When the variables are independent of

each other, their joint probability density function can be approximated by the product of the

marginal probability densities:

p(x1, . . . , xm) = p(x1) . . . p(xm) (3.22)

and the mutual information between features, or redundancy J(Sm) = J(x1, . . . , xm), is mini-

mized:

J(x1, . . . , xm) =

∫

. . .

∫

p(x1, . . . , xm) log
p(x1, . . . , xm)

p(x1) . . . p(xm)
dx1 . . . dxm ≈ 0. (3.23)
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This is clearly demonstrated in Fig. 3.3, where the distribution of Mutual Information (MI)

I(xj ;xi) between features is depicted before (red triangles) and after applying HOSVD (yellow

triangles); MI between pairs of “packed” features is significantly smaller (almost zero) than MI

between original features. This figure was produced using the dataset from MEEI (cf Chapter 5,

on voice pathology detection). Another advantage of using HOSVD first, is the noise reduction
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Figure 3.3: Redundancy reduction through HOSVD is depicted as the distribution of Mutual
Information I(xj ;xi) between pairs of features before (red triangles) and after applying HOSVD
(yellow triangles).

inherent to the SVD process.

Since the redundancy J(Sm) ≈ 0 (due to equation 3.22), the mutual information I(Sm; c) in

the Max-Dependency scheme (equation 3.19) reduces to J(Sm, c):

J(Sm, c) =

∫

. . .

∫

p(x1, . . . , xm, c) log
p(x1, . . . , xm, c)

p(x1) . . . p(xm)p(c)
dx1 . . . dxmdc. (3.24)

The term J(Sm, c) attains its maximum value when all variables are maximally dependent; if

one feature is selected at one time, the others being already selected (“first-order” incremental

search [101]), then this feature should be maximally dependent on the class variable. This is the

Max-Relevance criterion [101]; for the “first-order” incremental search then, the Max-Dependency

scheme reduces to Max-Relevance when redundancy of features has been minimized before. In

effect, the joint effects of features on the target class need not to be considered; and through

Max-Relevance we avoid the estimation of multivariate densities which is more difficult and less

accurate than calculating bivariate densities.

We tested both maximum relevance and max relevance-min redundancy approaches in order

to select n sequential feature sets S1 ⊂ . . . ⊂ Sk ⊂ . . . ⊂ Sn and computed the respective

error using SVM classifier and the same data set. Figure 3.4 presents the results in terms of
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equal error rate (EER) in detecting speech from nonspeech; these results were also presented

in [82]. We deduce that the max-relevance (MaxRel) is slightly better than max-relevance plus

min-redundancy (mRMR) approach. The reason that mRMR doesn’t offer any advantage over

MaxRel - it is actually worse - is that features redundancy has been already reduced by using

HOSVD as a first step. Redundancy is not exactly zero because the truncation of the least

significant singular values destroys the orthogonality of the singular vectors (in contrast to the

SVD case) [68]. In order to determine the least redundant features then, we could compare

their relevance to the classification task, with the average mutual information between pairs of

features (mean pairwise redundancy). The lowest singular values in every mode for which mean

redundancy is comparable to their relevance, could be safely discarded.
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Figure 3.4: SVM classifier equal error rate using mRMR and MaxRel features for
speech/nonspeech discrimination on broadcast news.

Both redundancy and relevance of features need to be addressed before selecting points in

the feature space for an efficient, robust automatic classification system. Depending on the task,

data available for training (noisy or not) and features extracted, a different relevance/redundancy

trade-off occurs. In the next chapters, this trade-off is experimentally assessed in different audio

classification tasks.
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Chapter 4

Speech Discrimination based on

Modulation Spectra

Synopsis of the Chapter

In audio content analysis, the discrimination of speech and non-speech is the first processing

step before speaker segmentation and recognition, or speech transcription. Speech/non-speech

segmentation algorithms usually consist of a frame based scoring phase using MFCC features,

combined with a smoothing phase. In this Chapter, a content based speech discrimination algo-

rithm is designed to exploit long-term information inherent in modulation spectrum (presented

in Chapter 2). In order to address the varying degrees of redundancy and discriminative power

of the acoustic and modulation frequency subspaces, we first employ a generalization of SVD to

tensors (Higher Order SVD) to reduce dimensions. Projection of modulation spectral features on

the principal axes with the higher energy in each subspace results in a compact set of features

with minimum redundancy. We further estimate the relevance of these projections to speech dis-

crimination based on mutual information to the target class. This system is built upon a segment

based SVM classifier in order to recognize the presence of voice activity in audio signal. Detec-

tion experiments using Greek and U.S. English broadcast news data composed of many speakers

in various acoustic conditions suggest that the system provides complementary information to

state-of-the-art mel-cepstral features.
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4.1 Introduction

The increasingly larger volumes of audio that are amassing nowadays, require a pre-processing

in order to remove information-less content before storing. Usually the first stage of processing

partitions the signal into primary components such as speech, and non-speech before speaker

segmentation and recognition, or speech transcription.

Reviewing relevant past work, many approaches in the literature have examined various fea-

tures and classifiers. In telephone speech adaptive methods such as short-term energy-based

methods, first measure the energy of each frame in the file and then set the speech detection

threshold relative to the maximum energy level. A simple energy level detector that is very

efficient in high signal-to-noise ratio (SNR) conditions would fail in lower SNR or when music

and noise are present (which also contain substantial energy). In [118] a real-time speech/music

classification system was presented based on zero-crossing rate and short-term energy over a

2.4 sec segment of broadcast FM radio. Scheirer and Slaney [119] proposed another real-time

speech/music discriminator using thirteen features in time, frequency and cepstrum domain for

modeling speech and music and different classification schemes over 2.4 sec segments. Methods

based on such low level perceptual features are considered less efficient when a window smaller

than 2.4 sec is used, or when more audio classes such as environmental sounds are taken into

account [70].

Mel-frequency cepstral coefficients (MFCC) - the most commonly used features in speech and

speaker recognition systems - have been successfully applied in audio indexing task [5, 14, 70]. For

applications in which the audio is also transcribed, these features are available at no additional

computational cost for direct audio search. Each audio frame can be represented with either just

the “static” cepstra or also augmenting the representation with the first and second order time

derivatives to capture dynamic features in the audio stream. It has been extensively documented

that it is difficult to accurately discriminate speech from nonspeech given a single frame [5, 70,

96]. Speech/non-speech segmentation algorithms usually consist of a frame based scoring phase

using MFCC features, combined with a smoothing phase. The general approach used for audio

segmentation is based on Maximum Likelihood (ML) classification of a frame with Gaussian

mixture models (GMMs) using MFCC features [14]. The smoothing of likelihoods, when using

the GMM framework, assumes that the feature vectors of neighboring frames are independent

given a certain class; this smoothing is commonly applied by the GMM-based algorithms either

for speech-nonspeech and audio classification or for speaker recognition [14, 113]. In [63], SVM
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classifier was used based on cepstral features; median smoothing of SVM output scores over 1

sec segments improved frame-based classification accuracy by ∼ 30%. The performance of SVM-

based system on different domains was more consistent or even better than GMMs based on the

same cepstral features [63].

In [70, 125, 5], the classification entity is a sequence of frames (a segment) rather than a single

frame. In [70, 125], segments were parameterized by the mean value and standard deviation of

frame-based features over a much longer window.Audio classification was performed using SVMs

in [70], and GMMs in [125]. In [5], a segment based classifier was built unifying both frame

based scoring phase and the smoothing phase. Audio segments were modeled as supervectors

through a segment based generative model and each class (speech, silence, music) was modeled by

a distribution over the supervector space. Classification of speech/non-speech classes proceeded

then using either GMMs or SVMs [5].

In this work we first compare and then combine the speech discrimination ability of cepstral

features to that of modulation spectral features [50, 8]. Dynamic information provided by the

modulation spectrum captures fast and slower time-varying quantities such as pitch, phonetic and

syllabic rates of speech, tempo of music, etc [50, 8]. In [108], it was suggested that these high level

modulation features could be combined with standard mel-cepstral features to enhance speaker

recognition performance. Hence these features could be available at no additional computational

cost for direct audio search (as MFCC).

Still, the use of modulation spectral features for pattern classification is prevented by their

dimensionality. Methods addressing this problem have proposed critical band filtering to reduce

acoustic frequencies, and a continuous wavelet transform instead of a Fourier transform [126], or

a discrete cosine transform [64] for modulation frequencies. In [108], dimensionality reduction

was performed either by averaging across modulation filters or across acoustic frequency bands.

We adopt a different approach towards dimensionality reduction of this two-dimensional rep-

resentation. We employ a higher order generalization of singular value decomposition (HOSVD)

to tensors [68], and retain the singular vectors of acoustic and modulation frequency subspaces

with the higher energy. Joint acoustic and modulation frequencies are projected on the retained

singular vectors in each subspace to obtain the multilinear principal components (PCs) of the

sound samples. In this way the varying degrees of redundancy of the acoustic and modulation

frequency subspaces are efficiently addressed. This technique has been successfully applied in

auditory-based features with multiple scales of time and spectral resolution in [96].

Truncation of singular vectors based on their energy addresses features redundancy; to assess
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their discriminative power, we need an estimate of their mutual information (MI) to the target

class (speech versus non-speech, i.e., noise, music, speech babble) [22]. By first projecting the

high-dimensional data to a lower order manifold, we can approximate the statistical dependence

of these projections to the class variable with reduced computational effort. We spot near-

optimal PCs for classification among those contributing more than an energy threshold through

an incremental search method based on mutual information [101].

In Chapter 2, we overviewed the modulation frequency analysis framework which is commonly

used [8]. The multilinear dimensionality reduction method and the mutual information-based

feature selection were presented in Chapter 3. In the same Chapter we also discussed the practical

implementation of mutual information estimation based on the joint probability density function

for two variables and its marginals.

In Section 4.1 then, we describe the experimental setup, the databases, the classification

systems and the results using the proposed features, mel cepstral features and the concatenation

of both feature sets. Finally, in Section 4.5 we present our conclusions.

4.2 Data Collection

We first tested the methods described in Chapter 3 on audio data recorded from broadcasts of

Greek TV programs (ERT3). The database was manually segmented and labeled at CSD. The

labeled dataset used in these experiments consists of 6 hours; it is available upon request from

the first author.

Audio data are all mono channel and 16 bit per sample, with 16 kHz sampling frequency.

Speech data consists of broadcast news and TV shows recorded in different conditions such as

studios or outdoors, under quiet conditions or with background noise; also, some of the speech

data have been transmitted over telephone channels. Non-speech data consists of music (mainly

audio signals at the beginning and the end of TV shows, or music accompanying talks of political

candidates), outdoors noise from moving cars, beeps, crowd, claps, or very noisy unintelligible

speech due to many speakers talking simultaneously (speech babble). We used 7 broadcast shows

for training, with minimum duration of ∼ 6 min, and maximum duration of ∼ 1 hour (1 and a

half hour in total). Fifteen shows were used for testing with minimum duration of ∼ 6 min and

maximum duration of ∼ 1 hour (∼ 4 and a half hours in total). Each file was partitioned into 500

ms segments for long-term feature analysis. We extracted evenly spaced overlapping segments

every 250 ms for speech and every 50 ms for non-speech (in order to maximize non-speech data).
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We also conducted experiments on the NIST RT-03 evaluation data distributed by LDC

(LDC2007S10). The dataset we used consisted of six audio files with 30 minutes duration each,

recorded in February 2001 from U.S. radio or TV broadcast news shows, from ABC, CNN, NBC,

PRI, and VOA. For parameter tuning, we performed 5-fold cross-validation experiments on a

subset of ∼ 1 hour of this data; system performance was evaluated on the rest of data.

4.3 Methods

4.3.1 Feature Extraction and Classification

The modulation spectrogram was calculated using Modulation Toolbox [7]. For every 500 ms

block modulation spectrum features were generated using a 128 point spectrogram with a Gaus-

sian window. The envelope in each subband was detected by a magnitude square operator. To

reduce the interference of large dc components of the subband envelope, the mean was subtracted

before modulation frequency estimation. One uniform modulation frequency vector was produced

in each one of the 65 subbands. Due to a window shift of 32 samples, each modulation frequency

vector consisted of 125 elements up to 250 Hz. Feature calculation runtime is O(N log2 N), since

the estimation of modulation spectral features consists of two FFTs.

The mean value was computed over the training set and subtracted from all matrices; stacking

of the training matrices produced the data tensor D ∈ R
65×125×7200. The singular matrices

U(1) ≡ Ufreq ∈ R
65×65 and U(2) ≡ Umod ∈ R

125×125 were directly obtained by SVD of

the “matrix unfoldings” D(1) and D(2) of D respectively. By retaining the singular vectors

that exceeded a contribution threshold of 1% in each mode (eq. 3.4), resulted in the truncated

singular matrices Ûfreq ∈ R
65×24 and Ûmod ∈ R

125×29. Features were projected on Ûfreq and

Ûmod according to eq. (3.6) resulting in matrices Z ∈ R
24×29; these were subsequently reshaped

into vectors before MI estimation, feature selection and SVM classification. All features were

normalized by their corresponding standard deviation estimated from the entire training set to

reduce their dynamic range before classification (their mean value has already been set to zero

before projecting them to the truncated singular matrices).

HOSVD is the most costly process in our system but it is performed only once. HOSVD

consists of the SVD of two data matrices N × k each composed of N k-dimensional vectors;

computational complexity of SVD transform is O(Nk2). N is either the acoustic frequency

dimension or the modulation frequency dimension; respectively, k is the product of the modulation

or the acoustic frequency dimension multiplied by the size of the training dataset.
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Figure 4.1: Contribution αn,j of the first 25 singular vectors (SVs) U
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the acoustic and modulation frequency subspaces, respectively.

Figure (4.1) presents the contribution of the first 25 singular vectors U
(1)
j and U

(2)
j , j =

1, . . . , 25 , in the acoustic and modulation frequency subspaces, respectively. Ordering of the

n−mode singular values λn,j implies that the “energy” of modulation spectral representation

is concentrated in the lower j-indices. In addition, Figure (4.1) shows that variance in the

acoustic frequency subspace slightly exceeds that in the modulation frequency subspace; rather

more acoustic frequency SVs should be retained for “best rank approximation” of a modulation

spectral representation.

For the data discretization involved in MI estimation, the number of discrete bins along each

axis was set to b∗ = 8 according to the procedure described in [123]. Figure 4.2 compares the

relevance of features in the original and reduced representation. The number of relevant features

in the original representation is large, posing a serious drawback to any classifier: 1147 out of

the 8125 features (14.12%) have mutual information to the target class more than 0.04 bits. As

Figure 4.2a depicts, the most relevant among the original features are mainly distributed along

the modulation frequency axis: they span the ranges of the lower syllabic and phonetic rates of

speech (∼ 4 − 30 Hz) as well as the range of pitch of the majority of speakers, i.e., up to ∼ 200

Hz). They also appear confined to the lower acoustic frequency bands up to ∼ 2500 Hz.

The HOSVD redundancy reduction method has reduced dimensions in each subspace sepa-

rately. Therefore, the differential relevance of the two subspaces is preserved in the compressed

representation as MI estimation reveals. Figure (4.2b) presents MI estimates between each of

the first 25 singular vectors and the speech/non-speech class variable for the training set. The

subspace spanned by the first two acoustic frequency singular vectors (SVs) and the first 15 mod-

ulation frequency SVs appear to be the most relevant to speech-non-speech discrimination with
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Figure 4.2: Relevance of the original and compressed modulation spectral features: (a) Mutual
information (MI) between the acoustic and modulation frequencies (65×125 dimensions) and the
speech/non-speech class variable. (b) MI between the first 25 singular vectors in each subspace
and the speech/non-speech class variable.

much lower peaks elsewhere. According to MI criterion, then, variance in modulation frequency

subspace is more relevant to the classification task. In addition, the number of relevant features is

significantly reduced in the compressed representation: only 27 out of the 696 “packed” features

(3.94%) have mutual information to the target class more than 0.04 bits. Still the maximum

value of relevance to the classification task is increased.

4.4 Results

Classification of segments was performed using support vector machines. SVMs find the optimal

boundary that separates two classes maximizing the margin between separating boundary and

closest samples to it (support vectors) [60]. We have used SVMlight [60] with a Radial-Basis-

Functions kernel.

We evaluate system performance on the validation and the test set using the Detection Error

Trade-off curve (DET) [94]. The DET curves depict the false rejection rate (or miss probability)

of the speech detector versus its false acceptance rate (or false alarm probability). DET curves are

quite similar to the Receiver Operating Characteristic (ROC) curves, except that the detection

error probabilities are plotted on a nonlinear scale. This scale transforms the error probabilities

by mapping them to the corresponding Gaussian deviates. Thus DET curves are straight lines

when the underlying distributions are Gaussian. This makes DET plots more intelligible than

ROC plots [94]. We have used the matlab files that NIST has made available for producing DET

curves with the matlab software package [94].
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Figure 4.3: SVM classifier equal error rate (EER) as a function of features selected in terms of
relevance or contribution.

Since the costs of miss and false alarm probabilities are considered equally important, the

minimum value of the detection cost function, DCFopt, is:

DCFopt = min (Pmiss ∗ Pspeech + Pfalse ∗ Pnon−speech) . (4.1)

where Pspeech and Pnon−speech are the prior probabilities of speech and non-speech class respec-

tively. We also report the equal-error rate (EER) - the point of DET curve where the false alarm

probability equals the miss probability.

In Figure 4.3 we compare the SVM classifier EER on the validation data set when using

features selected either in terms of contribution or relevance. According to the maximum contri-

bution criterion, we retained singular vectors with contributions varying between 0.5% up to 6%

(eq. 3.4). The dimensionality of the reduced features varied between 18 × 18 = 324 dimensions

up to 3× 3 = 9 dimensions, respectively. EER was lowest for the configuration of 13× 12 = 156

dimensions; increase in dimensionality beyond 156 features induced poor generalization whereas

for less than 9× 6 = 54 features, the performance became progressively worse. Under the maxi-

mum relevance selection criterion, just 21 features yielded the best classification performance in

terms of EER.

Figures 4.4, 4.5, 4.6 depict the rank−(13, 12) approximation of modulation spectra (eq. 3.6) as

well as their reconstruction from the 21 most relevant features for speech, music and noise signals,

respectively. Energy at modulations that characterize speech at the lower acoustic frequency

bands, corresponding to syllable and phonemic rates (< 40 Hz) and the pitch of speaker, remain

prominent in both representations of speech (Fig. 4.4). In Fig. 4.5, the energy at modulations
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Figure 4.4: (a) Rank−(13, 12) approximation (eq. 3.6) of |Xl(k, i)| for 500 ms of a speech signal.
(b) 21 features approximation for the same speech signal. Energy at modulations corresponding
to pitch (∼ 120 Hz) and syllabic and phonetic rates (< 40 Hz) remain prominent.
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Figure 4.5: (a) Rank−(13, 12) approximation of |Xl(k, i)| for 500 ms of a music signal. (b) 21
features approximation for the same music signal; the characteristic patterns are not lost.

corresponding to harmonics characterize the music signal (at the beginning of a TV show). The

approximate representations of the noise signal (claps and crowd noise outdoors) in Fig. 4.6, depict

most of its energy localized in higher frequency bands, and concentrated in lower modulation

frequencies.

4.4.1 Combining Modulation and Cepstral Features

Speech/Non-Speech discrimination systems for broadcast news are typically based on the mel-

frequency cepstral coefficients that are also routinely used in speech and speaker recognition
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Figure 4.6: (a) Rank−(13, 12) approximation of |Xl(k, i)| for 500 ms of a noise signal (claps
and crowd noise outdoors). (b) 21 features approximation for the same signal.

systems. The features used in the baseline system consist of 12th-order Mel frequency cepstral

coefficients (MFCCs), log-energy, along with their first and second differences to capture dynamic

features in the audio stream [14]. This makes a frame-based feature vector of 39 elements (13×3)

The features were extracted from 30 ms audio frames with a 10 ms frame rate, i.e. every 10 ms

the signal was multiplied using a Hamming window of 30 ms duration. Critical-band analysis of

the power spectrum with a set of triangular band-pass filters was performed as usual. For each

frame, equal-loudness pre-emphasis and cube-root intensity-loudness compression were applied

according to Hermansky [54]. The general approach used is maximum-likelihood classification

with Gaussian mixture models (GMMs) trained on labeled training data. Still in [63] it was

reported that the performance of SVM on different domains was more consistent than GMMs

based on the same MFCC features. Therefore, in the subsequent experiments we will use the

MFCC-based features with SVM classifiers. This will make easier the comparison between the

suggested features and the MFCC-based features. Moreover, we will discuss the fusion of the two

sets of features.

In [63], it was found that smoothing the SVM output scores when frame-based features are

used, improves the final score in terms of EER (an improvement of about 30% was reported in [63]

as compared to the frame-based results prior to smoothing). In [70, 125], segment-based MFCC

features were considered. For segments of 500ms, the mean and the standard deviation of 50

frame-based MFCC feature vectors were the segment-based features [70, 125] (i.e., a 78-element

feature vector).

We decided to compare the frame-based and segment-based SVM classifiers. We performed



44

  1     2     5     10    20    40    60  

  1   

  2   

  5   

  10  

  20  

  40  

  60  

False Alarm probability (in %)

M
is

s 
pr

ob
ab

ili
ty

 (
in

 %
)

 

 

frame−based
median smoothing
segment−based

Figure 4.7: Detection Error Trade-off (DET) curves for frame- and segment-based SVM classifi-
cation using cepstral features, and median smoothing of the frame-level scores; a small subset of
training/validation set from the greek broadcast news shows has been used.

2-fold cross-validation on a subset of the Greek training data set (two broadcast shows of total

duration 17 minutes, with 26 speakers). Figure 4.7 presents the DET curves for frame-based

and segment-based SVM classification results. Applying smoothing, using a median filter, on the

frame-based SVM classification results, the frame-based approach is highly improved (solid line in

Fig.4.7). Actually it provides on average equivalent result to the segment-based MFCC features.

The major disadvantage, however, of any of the frame-based MFCC features approach, is that

the computation time for the training and testing of SVM classifier, is much bigger as compared

to the segment-based MFCC features. Therefore, we will only consider the segment-based MFCC

features for comparison purposes with the suggested modulation spectral features.

Different approaches to information fusion exist [117]: information can be combined prior to

the application of any classifier (pre-classification fusion), or after the decisions of the classifier

have been obtained (post-classification fusion). Pre-classification fusion refers to feature level

fusion in the case of data from a single sensor (such as single channel audio data). When the

feature vectors are homogeneous, such as the MFCC features of successive frames of a speech or

non-speech audio segment, a single feature vector can be calculated from the mean and standard

deviation of the individual feature vectors as in [70, 125]. When different feature extraction

algorithms are applied on the input data, the non-homogeneous feature vectors that incur can

be concatenated to produce a single feature vector [117]. On the other hand, post-classification

fusion can be accomplished either at the matching score level or at the decision level as explained

in [59]. According to [59], integration at the feature level is preferable since the features contain

richer information about the input data than the matching scores or output decisions of a clas-

sifier/matcher. We simply concatenated the different feature vectors into a single representation
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Figure 4.8: DET curves for segment-based SVM classification using cepstral features (MFCC+∆+
∆∆), the 21 most relevant features (MaxRel), and the concatenated feature vector (Fusion) for
the same training and testing sets from greek broadcast news shows.

of the input pattern.

Table 4.1: ˆDCF , P̂miss and P̂false on test set from Greek shows

[13, 12] MFCCs+∆+∆∆ MaxRel fusion

EER 5.19 4.79 5.06 4.45
ˆDCF 5.12 4.63 5.05 4.35

P̂miss 4.73 3.20 4.84 2.50

P̂false 5.50 6.06 5.27 6.19

Figure 4.8 presents the DET curves and Table 4.1 the respective EER, and the optimal values

of ˆDCF , P̂miss and P̂false for the systems tested using SVM and the same training data set from

greek broadcast news shows. MaxRel denotes the system based on the first 21 most relevant

features. The last column refers to the fusion of cepstral with MaxRel features; the concatenated

(78+21=99)-features vector further reduced ˆDCF down to 4.35%. For comparison, we also report

the best EER and ˆDCF when using the first (R1, R2) projections, which were 5.19% and 5.12%

respectively for the [13 × 12] PCs. MaxRel system is better at the low miss probability regions

of the DET curve; cepstral features on the other hand yield better classification performance at

the low false alarm regions. Fusion of the two feature sets then follows the best of performances

across the whole DET curve.

Results on the NIST RT-03 Data

To train our system on US English, we used about 1 hour from U.S. broadcast news from the

NIST RT-03 evaluation data (LDC2007S10). Parameter tuning was performed using 5-fold cross-
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validation along with SVM classifier. Figure 4.9 presents the SVM classifier equal error rate

(EER) as a function of the most relevant modulation spectral features alone, or using them in

combination with MFCC features. The EER was minimum when using the 52 most relevant

modulation spectral features. On the other hand, using a concatenated feature vector, best

performance was achieved through the combination of the 16 most relevant modulation spectral

features with MFCC features.Probably, there is some redundancy between modulation spectral

features and the augmented MFCC parameters (when ∆ and ∆∆ are included).

Figure 4.10 presents the respective DET curves and Table 4.2 the EER, and the optimal

values of ˆDCF , P̂miss and P̂false for the test set. When using cepstral features alone, EER was

3.78% and ˆDCF was 3.65%. MaxRel denotes the system based on the first 52 maximal relevance

modulation spectra (MRMS) features, which yielded an EER of 4.98% and a ˆDCF of 4.88%.

Fusion in the last column refers to the concatenation of the augmented MFCC and the 16 MRMS

feature vectors (78 + 16 = 94 features). Fusion reduced the EER to 3.14% and ˆDCF to 2.97%

which is an improvement of ∼ 17% and ∼ 19%, respectively, over the augmented MFCC.

Performance of speech detection systems on broadcast news audio in other NIST datasets,

typically corresponds to a Pmiss of ∼ 1.5% and a Pfalse of 1% − 2% [14, 131, 139]. Here, we

report a Pmiss value of ∼ 2.91% and a Pfalse value of ∼ 3.12%, which are both higher than the

corresponding published values. We believe that this difference is due to the fact that we used

just two classes (speech/nonspeech) while in general more classes are considered (speech plus

music, speech and noise etc., see references in [131]). The use of more classes will minimize the

false rejection of speech (i.e., Pmiss) when noise or music is also present with speech, because

these extra classes could be subsequently reclassified as speech [131]. In addition, several hours

of data are commonly used for training of a speech/nonspeech detector [5, 139] whereas we only

used about one hour of data.

Table 4.2: ˆDCF , P̂miss and P̂false for testing on NIST RT-03

MFCCs+∆+∆∆ MaxRel fusion

EER 3.78 4.98 3.14
ˆDCF 3.65 4.88 2.97

P̂miss 3.38 4.62 2.91

P̂false 4.40 5.60 3.12

Comparing Tables 4.1, 4.2, we conclude that system performance is better in terms of EER

and accuracy in the NIST database than in the Greek broadcast audio data. By inspection of
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Figure 4.9: SVM classifier equal error rate (EER) as a function of most relevant modulation
spectral features alone, or using them in combination with MFCC features for the U.S. English
validation dataset.
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Figure 4.10: DET curves for segment-based SVM classification using the 52 most relevant fea-
tures (MaxRel), the augmented MFCC features, and Fusion (concatenation of 16 MaxRel with
augmented MFCC feature vectors) for the U.S. English test dataset.

the DET curves in Figures 4.8, 4.10, we notice that the lower false alarm regions of the DET

curve correspond to higher Pmiss (false speech rejection) in the Greek dataset than in NIST;

on the other hand, Pfalse is lower in the Greek dataset for the lower miss probability regions.

This difference in performance could be explained by the different content of the U.S. English

and Greek TV shows, i.e., the variability in speech and non-speech classes in every database.
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Besides, the concatenation of features yields greater improvement over cepstral features in the

NIST database (accuracy ∼ 19%, EER ∼ 17%) than in Greek broadcast audio data (accuracy

∼ 6%, EER ∼ 7%).

4.5 Discussion - Conclusion

Previous studies have shown the importance of joint acoustic and modulation frequency concept

in signal analysis and synthesis, as well as single-channel talker separation and coding applications

([8, 120, 126]). We presented a dimensionality reduction method for modulation spectral features

which could be tailored to various classification tasks. HOSVD efficiently addresses the differing

degrees of redundancy in acoustic and modulation frequency subspaces. By projecting features

on a lower dimensional subspace, we significantly reduce computational load of MI estimation.

Using HOSVD alone would lead to feature selection based minimal redundancy irrespective of

their discriminative power [101].

The set of most relevant features exhibited rather comparable classification performance to

that of state-of-the-art mel cepstral features (see Figures 4.8& 4.10). Feeding the fused feature

set into the same SVM classifier that we used before, further decreased the classification error

across the DET curve which supports the hypothesis that modulation spectral features provide

non-redundant information to that encoded by MFCCs (Tables 4.1& 4.2).

The suggested features span a segment of 500 ms which is roughly equivalent to two syllables

duration; hence, they can capture sound patterns present in a language and that is how they

complement MFCC features. On the other hand, this is a non-desirable aspect when we want to

use the same system for different languages since further training may be necessary.

Modulation spectra have found important applications to classification tasks such as content

identification [126], speaker recognition [64, 108], etc. We have also performed singing voice dis-

crimination from other harmonic musical instruments using Modulation Frequency Features [83].

In that work, a feature set derived from modulation spectra was applied to the task of detecting

singing voice in historical and recent recordings of Greek Rembetiko, using an SVM classifier.

Modulation features were found to be inferior to MFCCs and their delta coefficients, the fea-

ture set most suitable for this task according to a recent comparative study [115]. Fusion of

the proposed features with MFCCs and delta coefficients, reduced the optimal detection cost

from 11.11% to 9.01% which was rather a modest improvement. Still, the enhanced classification

performance in the low false alarm region, could be important in singer recognition applications.
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We have also presented an initial evaluation of modulation spectral features for speaker ver-

ification and identification in [84]. A theoretical study followed by experimental verification for

feature selection in speaker recognition has shown that there is a close connection between classi-

fication error probability and mutual information (MI) between speaker identity and features [36].

Hence we addressed the relevance of modulation spectrum to speaker verification and identifica-

tion using MI [84]. Simulations carried out on YOHO database [17] showed that the relevance

of modulation spectral features to this task was rather small and speaker-dependent; a speaker

verification system based on modulation spectral features then, should rely on speaker specific

features. These might reflect intuitively distinctive features of a speaker such as his/her pitch,

a particular manner of speaking, or the nature of glottalization [72]. As the speaker-dependent

variability of the mutual information of these features implies, the degree of their significance

to speaker recognition and verification and the fusion gain with MFCCs will vary accordingly:

it might be minor for some speakers and greater for others with more “atypical” speech. Ex-

perimental verification of these results should use other databases than YOHO, with channel

mismatch and noise and atypical voices. In the latter case, combination of modulation spectrum

with MFCC features might be proven beneficial.

Amplitude-modulation features can capture glottal source differences in normal speech; varia-

tion in realization of glottalization of a normal speaker, appears to an extreme degree in dysphonic

speech [72]. In the next chapter, we report on detecting dysphonic voices using modulation based

features.
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Chapter 5

Pathological Voice Quality

Assessment

Synopsis of the Chapter

In this Chapter, we explore the information provided by the joint acoustic and modulation fre-

quency representation, referred to as Modulation Spectrum in Chapter 2, for the detection and

discrimination of voice disorders. In addition, objective voice quality assessment is addressed in

the last section. The initial representation is first transformed to a lower-dimensional domain

using higher order singular value decomposition (HOSVD) as described in Chapter 3. From

this dimension-reduced representation, a feature selection process is suggested using an infor-

mation theoretic criterion based on the Mutual Information between voice classes (i.e., normo-

phonic/dysphonic) and features. To evaluate the suggested approach and representation, we

conducted cross-validation experiments on databases of sustained vowel recordings from healthy

and pathological voices.
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5.1 Introduction

Many studies have focused on identifying acoustic measures that highly correlate with patho-

logical voice qualities (also referred to as voice alterations). Using acoustic analysis, we seek

to objectively evaluate the degree of voice alterations in a noninvasive manner. Objective voice

quality assessment can assist the perceptual evaluation of dysphonic voice quality used by the

clinicians. The most common systems of pathological voice description refers to the degree of

“hoarseness” [56]. Hoarseness is perceptually related to the noise generation during phonation.

The degree of voice hoarseness can be quantified according to the GRASB (grade, roughness,

asthenicity, strain and breathiness) scale proposed by Hirano [56].

The definition of these quantifiable perceptual dimensions (GRASB parameters) is related

to a set of descriptive parameters for acoustic phenomena. The perceived voice abnormality is

assumed to originate at the vocal source rather than resulting from abnormalities in the vocal

tract configuration. Consequently, abnormal vibration patterns and increased turbulent airflow

at the level of the glottis might be observed [11]. Acoustic parameters that quantify the glottal

noise include fundamental frequency, jitter, shimmer, amplitude perturbation quotient (APQ),

pitch perturbation quotient (PPQ), harmonics to noise ratio (HNR), normalized noise energy

(NNE), voice turbulence index (VTI), soft phonation index (SPI), frequency amplitude tremor

(FATR), glottal to noise excitation (GNE)([24, 104, 100] and references within).

Some of the suggested features require accurate estimation of the fundamental frequency which

is not a trivial task in the case of certain vocal pathologies. Moreover, since these features refer

to the glottal activity, an estimation of the glottal airflow signal is required. This can be obtained

either by electroglottography (EGG) [42] or by inverse filtering of speech [106] [116] where an

estimate of the glottal airflow signal is obtained. Based on the second approach, spectral related

features have been defined such as the spectral flatness of the inverse filter (SFF) and the spectral

flatness of the residue signal (SFR) [24]. Flatness is defined as the ratio of the geometric mean

of the spectrum to its arithmetic mean (usually in dB) [24]. The more noise-like a speech signal

is, the larger is the “flatness” of its magnitude spectrum [93]. SFF and SFR can be considered

as a measure of the noise masking formants and harmonics, respectively [104].

Apart from the above measurements, there is a great interest in applying methods from the

non-linear time series analysis to speech signals, trying to quantify in a compact way the high

degree of abnormalities observed during sustained phonation when dysphonia is present. Corre-

lation dimension and second-order dynamical entropy measures [145], Lyapunov exponents [46],
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higher-order statistics [3], and measures based on time-delay state-space recurrence and detrended

fluctuation analysis [69] have also been used in classifying normophonic from dysphonic speakers.

For an extended summary on nonlinear approaches for voice pathology detection, the interested

reader is referred to [69].

Assuming that the speech signal production is based on the well-known source-filter theory,

then it is expected that perturbations at the glottal level (source signal) will affect the spectral

properties of the recorded speech signal. In this case, the estimation of the glottal signal is not

necessary. Nevertheless, another difficult problem is raised; the estimation of appropriate features

from the speech signal which are connected with properties of the glottal signal. Alternatively

both parametric and non-parametric approaches have been suggested in this respect, these being

generally referred as Waveform Perturbation methods (even if they only work with a partial

information of the waveform, i.e., magnitude spectrum, frequency perturbations, etc.). The

parametric approaches are based on the source-filter theory for the speech production and on

the assumptions made for the glottal signal (i.e., impulse train, noise-like) [27] [6]. The non-

parametric approaches are based on the magnitude spectrum of speech where short-term mel

frequency cepstral coefficients (MFFC) are widely used in representing the magnitude spectrum

in a compact way [29] [28] [48] [47]. The non-parametric approaches also include time-frequency

representations as the one suggested in [133].

Correlation of the various suggested features and representations with voice pathology is

evaluated using techniques like linear multiple regression analysis [104], or likelihood scores using

Gaussian Mixture Models (GMM) [29] [48] and Hidden Markov Models (HMM) [28]. Also neural

networks and Support Vector Machine classifiers have been suggested [47] [58].

While there are many suggested features and systems for voice pathology detection in the

literature, there have been a few attempts towards separating different kinds of voice pathologies.

Linear Prediction-derived measures were found inadequate for making a finer distinction than the

normal/pathological voice discrimination in [104]. In [116], after applying an iterative residual

signal estimator, features like jitter have been computed. Jitter provided the best classification

score between pathologies (54.8% for 21 pathologies). In [28], an HMM approach using MFCC

provided an average score of correct classification of 70% (5 pathologies, multi classification

experiment).

In [72] a vocal-fold paralysis recognition system using amplitude-modulation and MFCC fea-

tures combined with GMM, provided an Equal Error Rate (EER) of ∼ 30% in the best case.

A recent study for the discrimination of voice pathology signals was carried out using adaptive
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growth of Wavelet Packet tree, based on the criterion of Local Discriminant Bases (LDB) [58]. A

genetic algorithm was employed to select the best feature set and then a Support Vector Machine

(SVM) classifier was used. An average detection score of 83.9% was reported in classifying vocal

polyps against adductor spasmodic dysphonia, keratosis leukoplakia, and vocal nodules.

In this chapter, we suggest the use of modulation spectra for detection and classification of

voice pathologies [55, 8]. Modulation spectral features have been employed for single-channel

speaker separation [120], for speech and speaker recognition [50, 62] as well as for content-based

audio identification [126] and speech detection [81]. There are a few works which make use of

modulation spectra for voice pathology detection [72] [87], [86]. Modulation spectra may be

seen as a non-parametric way to represent the modulations in speech. Modulation spectra of-

fer an implicit way to fuse the various phenomena observed during speech production, such as

the harmonic structure during voiced phonation etc. [120]. This is achieved by describing the

joint distribution of energy across different acoustic and modulation frequencies. The long-term

(∼ 200 − 300ms) information that modulation spectrum represents poses a serious challenge

to classification algorithms because of its high dimensionality. Past research has addressed the

problem of reducing modulation spectral feature dimensions by simple averaging [72], or using

modulation scale analysis, a joint representation of the acoustic and modulation frequency with

nonuniform bandwidth [126]. In [64], a bank of mel-scale filters has been applied along the acous-

tic frequency dimension, and discrete cosine transform (DCT) along the modulation frequency

axis.

We compute modulation spectra using simple Fourier transform in both frequency axes (acous-

tic and modulation frequency), as described in Chapter 2. Moreover, we approach the dimen-

sionality reduction of the acoustic and modulation frequency subspaces in the framework of mul-

tilinear algebra (cf Chapter 3). Since the acoustic and modulation spectra are characterized by

varying degrees of redundancy, we address dimensionality reduction separately in each subspace

using higher order singular value decomposition (HOSVD) [68]. The Mutual Information (MI)

measurement based on Information Theory [22] can subsequently analyze the relation between

the compact lower dimensional features and classes (cf Chapter 3).

Section 5.2 motivates the use of modulation frequency analysis for voice pathology detec-

tion and classification, by providing examples of this joint frequency representation computed

for speech signals generated by normophonic and dysphonic speakers. For this purpose, speech

examples from the Massachusetts Eye and Ear Infirmary Voice and Speech Laboratory (MEEI)

database [37] are considered. In Section 5.3, the ability of modulation frequency features to
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distinguish between normal and pathological voices is investigated in the first experiment. Next,

we investigate the ability of modulation spectra and the suggested feature selection algorithm to

make distinctions that are finer than the normal/pathological dichotomy. Specifically we address

the binary discrimination between vocal fold polyp, adductor spasmodic dysphonia, keratosis

leukoplakia, vocal nodules, as well as between paralysis and all the above voice disorders. Also a

general description of MEEI [37] database is provided along with its subsets used in the classifi-

cation experiments (related papers [87], [89]).

In Section 5.4, we present another set of experiments which tests the performance of the

trained dysphonia detector on unknown (completely unseen) data, in the sense that these data are

not part of the initial database (related papers [86, 90, 4]). Unseen data may have been recorded

under different conditions from those of the initial database which was used for training. For this

purpose, we used a second database provided to us by Universidad Politécnica de Madrid, which is

referred to as Pŕıncipe de Asturias (PdA) Hospital in Alcalá de Henares of Madrid database [49].

Similar to MEEI, PdA contains recordings of sustained vowels /a/ and was developed for voice

function assessment purposes.

In Section 5.5, we investigate the correlation of modulation spectral features to the degree of

grade or hoarseness, (G), of pathological voices. G is the overall degree of deviance of voice, the

amount of noise in the produced sound. We conducted experiments on hoarseness classification

of data from PdA, using a combination of two naive bayes (NB) classifiers based on different

feature sets (related papers [85, 88]).

Finally, conclusions are drawn and future directions are indicated in Section 5.6.

5.2 Modulation Spectral Patterns in Normal and Dysphonic Voices

We have evaluated features of the modulation spectrogram of sustained vowel /AH/ for voice

pathology detection and classification tasks. As explained in the work of Vieira et al [134],

sustained vowel phonations at comfortable levels of fundamental frequency and loudness are

useful from a clinical point of view. In addition, the time domain acoustic signal of /AH/

exhibits larger and sharper peaks than the other vowels; these signal features are well correlated

to the electroglottal graph (EGG) parameters.

Fig. 5.1a shows the modulation spectrogram |Xl(k, i)| of a 262 ms long frame from sustained

phonation speech samples of the vowel /AH/ uttered by a normal male speaker from the MEEI

database [37]. Apparently these phonations do not possess the syllabic and phonetic temporal
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Figure 5.1: (a) Modulation spectrogram of sustained vowel /AH/ by a 34 years old normal male
speaker (∼ 150 Hz fundamental frequency). The two side plots present the slices intersecting
at the point of maximum energy; its coordinates coincide with the fundamental frequency and
the first formant of /AH/ (∼ 590 Hz). Vertical plot displays the localization of fundamental
frequency energy at vowel formants along the acoustic frequency axis; the upper horizontal plot
presents the energy localization of first formant at the fundamental frequency and its harmonics
along the modulation frequency axis. (b) Mean values for the modulation spectra of 40 normal
speakers from MEEI database [37]. The number of male equals the number of female subjects. All
modulation spectra have been normalized to 1 prior to averaging. Upper horizontal plot displays
the histogram of fundamental frequency values of male (grey) and female normal speakers (black).

structure of speech. Hence, the higher energy values are not concentrated at the lower modulation

frequencies which are typical in running speech, ∼ 1 − 20 Hz [50]. Instead, since we used an

analysis window h(n) that was shorter than the expected lowest pitch period, the highest energy

terms usually occur at the fundamental frequency of the speaker (∼ 150 Hz in the example shown

in Fig. 5.1a) and its harmonics in the modulation frequency axis (up to 500 Hz). Fundamental

frequency energy appears localized at the first two formants of vowel /AH/ along the acoustic

frequency axis (their range is ∼ 677± 95 Hz and ∼ 1083± 118 Hz). Fig. 5.1b displays the mean

modulation spectrum, and fundamental frequency distribution of 40 normal speakers from MEEI,

with equal number of male and female subjects. All modulation spectra have been normalized

to 1 prior to averaging. The two main clusters reflect the fundamental frequency distribution

of male (range: 146 ± 24.4 Hz) and female talkers (244 ± 30 Hz). The second cluster contains

more energy than the first cluster, since it also comprises energy from the first harmonic of the

fundamental frequency of male speakers. Regarding the vertical coordinates of clusters, most

energy is concentrated around the first two formants of /AH/. Overall, modulation spectral
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(a) Vocal Polyps
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(b) Adductor spasmodic dysphonia

Figure 5.2: Modulation spectrogram of (a) a 39 years old woman with vocal polyps (∼ 220 Hz
fundamental frequency), (b) a 49 years old woman with adductor spasmodic dysphonia (∼ 230
Hz fundamental frequency).

representations of normal vowel phonations are quite similar to each other, exhibiting a clear

harmonic structure.

These patterns of amplitude modulations are expected to be distorted when voice pathology

is present - providing therefore cues for its detection and classification. Fig. 5.2 and 5.3 depict

modulation spectra |Xl(k, i)| of sustained vowels produced by patients with various voice patholo-

gies: vocal polyps, adductor spasmodic dysphonia, keratosis and vocal nodules. A comprehensive

description of these pathologies is provided in [11]. Polyps are solid or fluid filled growths arising

from the vocal fold mucosa. They affect vibration of vocal folds depending on their size and

location. In adductor spasmodic dysphonia vocal folds suddenly squeeze together very tightly

and in effect the voice breaks, stops, or strangles. Keratosis refers to a lesion on the mucosa of

the vocal folds, appearing as a white patch. Nodules are swellings below the epithelium of vocal

folds; they might prevent the vibration of the vocal folds either by causing a gap between the

two vocal folds - which lets air to escape - or by stiffening the mucosal tissue.

Compared to the normal ones (see Fig. 5.1), pathological modulation spectra lack a uniform

harmonic structure and appear more “spread” and “flattened” across the acoustic frequency axis.

Main differences can be spotted near the low acoustic frequency bands where the first formant

of /AH/ is located (∼ 500 Hz). In the polyp case (Fig. 5.2a), the maximum energy is located

below the first formant in the acoustic frequency axis, close to its fundamental frequency in the

modulation frequency axis (∼ 220 Hz). In the case of the speaker with adductor spasmodic

dysphonia, we also observe the strong modulations of the first formant by the fundamental
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(a) Keratosis
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(b) Vocal Nodules

Figure 5.3: Modulation spectrogram of (a) a 50 years old female speaker with keratosis leukoplakia
(∼ 135 Hz fundamental frequency). (b) a 38 years old female speaker with vocal nodules (∼ 185
Hz fundamental frequency).

frequency ( 230 Hz) of the speaker. However, in this case, there is important energy in a frequency

lower than the 1st formant ( 280 Hz) which is also modulated by the fundamental frequency. For

this speaker, there are strong subharmonics. Fig. 5.2b shows then that there are noticeable

modulations (although not as strong as for the fundamental frequency) of the 2nd formant ( 900

Hz) by these subharmonics ( 115 Hz) (see Fig. 5.2b). Some differences are also observed at larger

modulation frequencies, which correspond to the harmonics of these fundamental frequency values

(Fig. 5.2a, 5.2b and 5.3b). High energy might appear at modulations lower than ∼ 30 Hz, near

the first formant as in the case of keratosis (Fig. 5.3a); there is also high energy beyond the

second formant (∼ 1100 Hz) located near the fundamental frequency value in the modulation

axis (∼ 134 Hz).

In short, the high resolution of modulation spectral representation yields quite distinctive

patterns depending on the type and the severity of voice pathology allowing thus a finer than

normal/abnormal distinction.

5.3 Experiments on Dysphonia Detection and Classification

5.3.1 Database

The database we used was designed to support the evaluation of voice pathology assessment

systems; it was developed by Massachusetts Eye and Ear Infirmary Voice and Speech Laboratory
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Table 5.1: Normal and pathological talkers [100]

Mean age Standard
Number (years) deviation (years)

Talkers Male Female Male Female Male Female

Normal 21 32 38.8 34.2 8.5 7.9
Pathological 70 103 41.8 37.4 9.3 8.1

and it is referred to as MEEI database [37]. The database contains sustained vowel samples of

∼ 3 sec duration from 53 normal talkers and of ∼ 1 sec duration from 657 pathological talkers

with a wide variety of organic, neurological, traumatic, psychogenic and other voice disorders.

The database also includes voice samples of ∼ 12 sec duration of the same subjects reading text

from ”Rainbow passage” and it is commercially available.

For the first test case, we used the sustained vowel phonations from a subset of MEEI,

referred to as MEEIsub, first defined in [100]. MEEIsub includes 53 normal and 173 pathological

speakers with similar age and sex distributions avoiding therefore any bias by these two factors.

Pathological class includes many different voice disorders. Since the ratio of the normal to

pathological talkers in MEEIsub (∼ 0.3) is quite close to the inverse ratio of the respective vowel

durations, the number of segments in each class is close enough: 2240 samples of normal voices,

vs 1864 samples of pathological ones. Statistics of this subset of MEEI database are provided in

Table 5.1.

For voice disorder discrimination, two different kinds of experiments were performed. The

first series of experiments consisted of discrimination between a pair of different pathologies. For

comparison purposes, the same subset of pathologies as the one considered in [58] was selected:

vocal fold polyp, adductor spasmodic dysphonia, keratosis leukoplakia, and vocal nodules. A full

pairwise classification was performed as opposed to [58] where only the binary discrimination of

vocal fold polyp against the three other pathologies has been reported. There were 88 such cases

in the whole MEEI database; only 49 out of these speakers were included in MEEIsub dataset.

There was a co-occurence of two pathologies at the same person in 5 cases, making a total of

83 subjects The last experiment consisted of the discrimination of vocal fold paralysis from all

the above mentioned pathologies. There were 71 paralysis cases in MEEI with no co-occurence

of the other four disorders (refer to Table 5.2 for statistics). These were compared to 71 cases

characterized by at least one of the four disorders.

Most of the selected recordings had a sampling rate of 25 kHz; files with a 50 kHz sampling

rate were antialias-filtered and downsampled to 25 kHz. Each file was partitioned into 262 ms
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Table 5.2: Number and Sex of Patients Included in Medical Diagnosis Categories
Medical diagnosis No. of males No. of females No. of segments

Vocal Nodules 1 19 212
Vocal Polyp 12 8 220
Keratosis 15 11 253
Adductor 3 19 232
Paralysis 35 36 781

segments for long-term feature analysis; evenly spaced overlapping segments were extracted every

64 ms similar to [120]. This frame rate can capture the time variation of amplitude modulation

patterns evident in each frequency band.

5.3.2 Methods

Modulation spectra were computed using the Modulation Toolbox [7] throughout all experiments.

Wideband modulation frequency analysis was considered so that an adult speaker’s fundamental

frequency could be resolved in the modulation frequency axis [120]. Hence, the variables in

eq. (2.13) and (2.13) in Chapter 2, were set as following: M = 25 samples (1 ms time-shift at 25

kHz sampling frequency), L = 38 samples, K = 512, and I = 512; h(n) and g(m) were a 75-point

(or, 3 ms) and 78-point Hamming window, respectively. The equations are repeated below for

the sake of completeness:

Xk(m) =

∞
∑

n=−∞

h(mM − n)x(n)W kn
K , (5.1)

k = 0, . . . ,K − 1,

where WK = e−j(2π/K), h(n) the (acoustic) frequency analysis window and M the hopsize (in

number of samples), and

Xl(k, i) =

∞
∑

m=−∞

g(lL−m)|Xk(m)|W im
I , (5.2)

i = 0, . . . , I − 1,

where WI = e−j(2π/I), g(m) is the modulation frequency analysis window and L the correspond-

ing hopsize (in number of samples); k and i are referred to as the “Fourier” (or acoustic) and

“modulation” frequency, respectively.

One uniform modulation frequency vector was produced in each one of the 257 subbands.
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Due to the 1 ms time-shift (window shift M = 25 samples) each modulation frequency vector

consisted of 257 (up to π) elements up to 500 Hz.

For the computation of the singular matrices for HOSVD, a random subset of 25 normophonic

and 25 dysphonic speakers was selected once. Using 1s from each speaker, and considering

segments of 262ms for the computation of modulation spectra, with a shift of 64ms, 12 modulation

spectra matrices of dimension 257×257 each, were generated per speaker. Stacking the 12×50 =

600 modulation spectra matrices for all the speakers in the above subset, produced the data tensor

D ∈ R
257×257×600. Before applying HOSVD, the mean value of the tensor was computed and

then subtracted from the tensor.

The singular matrices U(1) ≡ Uaf ∈ R
257×257 and U(2) ≡ Umf ∈ R

257×257 were directly

obtained by SVD of the “matrix unfoldings” D(1) and D(2) of D respectively. The singular

vectors which exceeded a contribution threshold of 0.2% were retained in each mode (eq. 3.4),

resulting in the truncated singular matrices Ûaf ∈ R
257×34 and Ûmf ∈ R

257×34. It is worth noting

that the above process to compute the truncated singular matrices using HOSVD was performed

only once. HOSVD is the most costly process in our system since it consists of the SVD of the

two data matrices D(1) and D(2), with dimension N × k each. Note that the computational

complexity of SVD transform is O(Nk2). N is either the acoustic frequency dimension or the

modulation frequency dimension; respectively, k is the product of the modulation or the acoustic

frequency dimension multiplied by the size of the training dataset ((i.e., k = 257×600 in this case).

The truncated matrices were saved and used for all the detection and classification experiments.

Features were projected on Ûaf and Ûmf according to eq. (3.5) resulting in matrices Z ∈ R
34×34;

these were subsequently reshaped into vectors before MI estimation, feature selection, and SVM

classification.

For the data discretization involved in MI estimation, the number of discrete bins along each

axis was set to b∗ = 8 according to the procedure described in [123]. Through a sequential

search, the top m features in the descent ordering of I(xj; c) - i.e., the most relevant features -

were selected in every case [101]. We computed the cross-validation classification error (EER)

for an increasing number of these sequential features in order to determine the optimal size of

feature set, m.

Fig. 5.4 and 5.5, present the MI estimates between reduced features and the class variable in

the four (out of 8) different classification tasks. In the normal vs pathological case and the polyp

vs nodules case, the MI of the most relevant features is ∼ 0.35 and ∼ 0.3 bits, respectively, and the

number of relevant features is small. For polyp/adductor discrimination MI is ∼ 0.2 bits whereas
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Figure 5.4: Mutual information (MI) values (a) for the normal vs pathological voice classification
task; (b) for the polyp vs adductor classification task.
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Figure 5.5: Mutual information (MI) values (a) for the polyp vs keratosis classification task; (b)
for the polyp vs nodules classification task.

for polyp/keratosis discrimination MI is ∼ 0.14 bits. For adductor/nodules, adductor/keratwsis

and keratwsis/nodules discrimination, the corresponding values of MI are ∼ 0.18, ∼ 0.25 and

∼ 0.28 bits, respectively. However, the MI is significantly lower for the discrimination of paralysis

against the other four disorders: its maximum value is only ∼ 0.06 bits. This is due to the fact

that the non-paralysis signals include several other disorders (four at least) so there is not an
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homogeneity in the non-paralysis class. Hence, it is very difficult in this case to find optimum

features in terms of relevance as in the other binary classification cases. The absolute scale of

MI is actually a predictor of the performance of the classification system based on the maximum

relevance feature selection scheme as it will be shown next [22].

5.3.3 Results

Eight binary classification tasks were defined that exploit the patterns of energy distribution in

modulation spectra: normal vs abnormal phonation, a full pairwise comparison between four voice

disorders (vocal polyps, adductor spasmodic dysphonia, keratosis, vocal nodules), and paralysis

vs the combined previous four disorders.

Classification performance was computed when vector components were selected based on

maximum contribution (maxContrib) (eq.3.4), or maximum relevance (maxRel) criteria. Pattern

classification was carried out using Support Vector Machine (SVM) classifiers. SVM find the

optimal boundary that separates two classes maximizing the margin between separating boundary

and closest samples to it (support vectors) [60]. In this work, SVMlight [60] with a Radial-Basis-

Functions kernel was used. Tests with linear SVM with or without spherical normalization were

also conducted. This is a modified stereographic projection recommended before classification of

high dimensional vectors using linear SVM [136].

A 4-fold stratified cross-validation was used, which was repeated 40 times. The classifier

was trained on the 75% of speakers of both classes, then tested using the remaining 25%. MI

estimation using (randomly chosen) 75% of each dataset during 4-fold stratified cross-validation

gives almost identical results with MI estimation based on the full dataset. Training and testing

was based on 262ms segments; utterance classification was then computed using the median of

the decisions over its segments.

The system performance was evaluated using the detection error trade-off curve (DET) be-

tween false rejection rate (or miss probability) and false acceptance rate (or false alarm prob-

ability) [94]. The rates of each type of errors depend upon the value of a threshold, T . The

optimal detection accuracy (DCFopt) occurs when T is set such that the total number of errors

is minimized. DCFopt reflects performance at a single operating point on the detection error

trade-off (DET) curve. The Equal Error Rate (EER) refers to the point at the DET curve where

the false-alarm probability equals the miss probability. DET curves present more accurately than

Receiver Operating Characteristic (ROC) curves the performance of the different assessment sys-

tems at the low error operating points [94]. We depict representative DET curves, and report
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Figure 5.6: DET curves for the dysphonia detection system using [7×13] dimensions according to
maximum contribution criterion (red dashed), the system based on the 20 most relevant features
(blue solid) and MFCC features (black dotted) with the same SVM classifier.

on DCFopt, EER, and area under the ROC curve (AUC) for the classification tasks, along with

their corresponding 95% confidence intervals. Please note that the curves and measures refer to

the average of the 40 runs.

In Table 5.3, we present AUC, DCFopt, and EER for the dysphonia detection task, both

for segments and utterances along with their corresponding 95% confidence intervals. For the

cases of maximum relevance (maxRel) and maximum contribution criterion (maxContrib), the

optimum number of features is also provided in parenthesis. For comparison purposes, we present

the performance of another system obtained for utterances on the same data based on short term

mel-cepstral parameters (defined as in [48]) and the same SVM classifier (denoted as MFCC-SVM

in Table 5.3). We also present the AUC and the DCFopt of the system described in Godino et

al. [48] based on Gaussian Mixture Models (GMM) and MFCC parameters using approximately

the same subset of MEEI (this is denoted as MFCC-GMM in Table 5.3). Although the results

reported in [48] are better in terms of AUC, the authors have used a somewhat different cross-

validation procedure and have kept 147 pathological signals out of the 173 ones which are included

in the MEEI subset used in this work [100].

The best system that was based on maxRel used 20 features whereas the best system based on

maxContrib used [7× 13] = 91 features. In Fig. 5.6, we compare the performance of the systems

using the same SVM classifier in terms of DET curves. The system that has been built on most

relevant features is a little superior compared to the other systems, especially in the lower false
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Table 5.3: Area Under the ROC curve (AUC), Efficiency (DCFopt) and Equal Error Rate (EER)
for discrimination of Normal and Pathological Talkers using modulation spectra and MFCC
features with the same SVM classifier (95% confidence intervals). The last row in the table refers
to the corresponding AUC and DCFopt for the same task using MFCC features and GMM as
reported in [48].

Segment (262ms) Utterance
AUC DCFopt (%) EER (%) AUC DCFopt (%) EER (%)

max Relevance 0.9656±0.0032 90.43 ± 0.15 8.63±0.57 0.9775±0.0028 94.08 ± 0.28 6.29±0.67
(20)
max Contribution 0.9544±0.0036 89.70 ± 0.23 9.18±0.41 0.9633±0.0035 92.67 ± 0.08 7.50±0.28
[7× 13]
MFCC-SVM 0.9626±0.0032 89.60±0.41 10.01±0.54 0.9666±0.0029 91.48 ± 0.37 8.47±0.57
(40)
MFCC-GMM [48] - - - 0.9997 94.07 ± 1.05 -
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Figure 5.7: DET curves with 4-fold cross-validation using modulation spectral features and SVMs
for discrimination between polyp/adductor, polyp/keratosis and polyp/nodules cases in MEEI.

alarm or miss probability regions.

Similar to normal vs pathological discrimination, for the pathology discrimination task the

features were first reduced by projecting them on the singular vectors extracted from the same

normal and pathological subjects referred to in Table 5.1. The idea was to improve the general-

ization ability of our pathology classification system. There were less training vectors during the

4-fold cross-validation in all classification tasks. We also tested both strategies for choosing the

suitable levels of detail of this representation: maximum contribution and maximum relevance.

Different kernels and spherical normalization [136] yielded marginal differences in classification

performance: in general, results were better using RBF kernel than linear kernel. Spherical

normalization enhanced results for linear SVMs and large number of features, but this trend was

not observed for RBF kernel.

Tables 5.4, 5.5, 5.6 provide the classification per pathology scores in terms of AUC, DCFopt



67

and EER and the corresponding 95% confidence intervals. For simplicity, only the scores per

utterance (or per speaker) are provided. The optimum number of features as this is selected using

the maximum relevance or maximum contribution criterion is also presented. For comparison

purposes, we report the best discrimination rates (DR) obtained on the same data for three

classification tasks by Hosseini et al. [58] using SVM on Fisher distance and Genetic Algorithms

for feature selection in Table 5.4 (it is denoted as FD-GA ). Tables 5.5, 5.6 also present the

classification performance of systems based on the standard MFCC features and the same SVM

classifier for the other four voice pathology discrimination tasks. Fig. 5.7 presents the DET

curves of the system based on most relevant modulation spectral features and SVM for three

binary pathology classification tasks.

In every pathology discrimination task, the modulation spectral features were superior to

MFCC (see Tables 5.5, 5.6; the results using MFCC for the tasks in Table 5.4 were not included

because of lack of space). Except for the paralysis/non-paralysis case (see Table 5.6), classification

performance was better when we used most relevant (maxRel) features than features with greatest

eigenvalue contribution (maxContribution).

As it was noticed before, the absolute scale of MI could almost “predict” the classification

performance of the system based on the maximum relevance feature selection scheme [22]. The

MI was significantly lower for the discrimination of paralysis against the other four disorders: its

maximum value was only ∼ 0.06 bits. There is a trade-off between features relevance and features

redundancy in each feature selection technique [101]. When the relevance of individual features

towards a classification task is very low then, the minimal redundancy (or, “maximal contribu-

tion”) criterion obviously prevails. The best EER in the paralysis / non-paralysis discrimination

task was 15.45±0.56% using the [8×15 components with maximum contribution vs 27.99±0.81%

(95% confidence intervals) using the 200 most relevant modulation spectral features (Table 5.6).

For comparison, the authors in [72] reported an EER of ∼ 30% for the discrimination of paralysis

from other voice disorders in MEEI (binary task) based on amplitude modulation features.

5.3.4 Discussion

We have evaluated features of the modulation spectrogram of sustained vowel /AH/ for voice

pathology detection and classification. Our results show that modulation spectral features are

well suited to voice pathology assessment and discrimination tasks.

In order to extract a compact set of features out of this multidimensional representation,

we first removed ”redundancy” at the first step of our processing, using HOSVD. HOSVD was
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Table 5.4: Area Under the ROC curve (AUC), Efficiency (DCFopt) and Equal Error Rate (EER)
per disorder using modulation spectral features and SVM (95% confidence intervals). The cor-
responding best discrimination rates for the same tasks using FD-GA [58] are listed in the last
column of the table.

max Relevance max Contribution FD-GA
AUC DCFopt (%) EER (%) AUC DCFopt (%) EER (%) DCFopt

Polyp/Adductor 0.9585±0.0087 91.23±1.10 8.25±1.3792 0.9309±0.0084 81.23±2.11 13.25±1.32 82.5%
(60) [17× 24]

Polyp/Keratosis 0.9359±0.0058 84.77±1.42 15.71±1.0848 0.6279±0.0204 57.26±0.25 40.25±1.85 81.8%
(80) [17× 24]

Polyp/Nodules 0.9428±0.0073 91.66± 1.14 11.25±1.2064 0.8802±0.0127 86.03± 1.50 16.44±1.29 87.5%
(20) [6× 10]

Table 5.5: Area Under the ROC curve (AUC), Efficiency (DCFopt) and Equal Error Rate (EER)
for discrimination of different kind of dysphonias using modulation spectral features and MFCC
features with the same SVM classifier (95% confidence intervals).

Adductor / Nodules Adductor / Keratosis
AUC DCFopt EER AUC DCFopt EER

(%) (%) (%) (%)

max Relevance 0.9578±0.0064 92.09±0.92 8.44±1.09 0.9949±0.0017 95.77±0.92 2.17±0.62
(95) (90)

max Contribution 0.7981±0.0147 75.21±1.53 25.46±1.30 0.8844±0.0113 72.15±1.19 17.21±1.51
12x19 12x20

MFCC 0.6728±0.0147 63.91±1.03 37.12±1.32 0.7188±0.0123 66.65±1.81 36.70±1.47
(20) (20)

Table 5.6: Area Under the ROC curve (AUC), Efficiency (DCFopt) and Equal Error Rate (EER)
for discrimination of different kind of dysphonias using modulation spectral features and MFCC
features with the same SVM classifier (95% confidence intervals).

Keratosis / Nodules Paralysis / Other
AUC DCFopt EER AUC DCFopt EER

(%) (%) (%) (%)

max Relevance 0.9527±0.0053 89.11± 1.33 13.21±1.18 0.7648±0.0078 70.09±1.05 27.99±0.81
(97) (200)

max Contribution 0.9265±0.0106 86.59± 0.45 15.23±1.57 0.9063±0.0052 82.14±0.85 15.45±0.56
[12× 20] [8× 15]

MFCC 0.7286±0.0183 67.88±0.91 31.39±1.77 0.6504±0.0081 64.02±0.62 38.68±0.65
(20) (60)

performed on the same dataset of normal and pathological talkers for all classification tasks. The

efficiency scores for pathologies discrimination would be better if we had performed HOSVD on

pathological samples only. Still we wanted to build a system that could proceed from normal

vs pathological discrimination to voice disorder classification, based on features projected on the

same principal axes. Features relevance to each task was assessed based on MI estimation.

Classification experiments with MEEI database [37] confirmed that the absolute scale of MI

can indeed “predict” the performance of the system based on the maximum relevance feature

selection scheme [22]. There is a trade-off between features relevance and features redundancy
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in each feature selection technique [101]. When the relevance of individual features towards

a classification task is very low then, the minimal redundancy (or, “maximal contribution”)

criterion obviously prevails. Hence in the last classification task (paralysis/non-paralysis), the

maximum contribution features outperformed the maximum relevance features.

5.4 Experiments on different databases

Testing the optimal detector which was developed on MEEI on recordings from a different

database (PdA [49] described later in this section), we found that the classification performance

was significantly decreased. Apparently, this degradation was caused by the difference of the

environmental characteristics - channel transmission effects, noises, etc. - of the training and

testing data. Past research has addressed the sensitivity of features to data mismatch with fea-

ture normalization [107]. Feature normalization scales or warps the components of the fixed

feature vector in order to make both training and testing features independent of environmental

characteristics. As a first step towards a robust voice pathology detector, we implement subband

normalization of modulation spectral features (cf Chapter 2) that makes them insensitive to time

and frequency distortions according to [126]. We validate our approach on normalized modulation

spectral analysis through cross-database experiments. Further we investigate the complementary

information that normalized modulation spectral features provide to mel-frequency cepstral co-

efficients (MFCC) for voice pathology detection task.

5.4.1 Database

The first dysphonic voice corpus was the Kay Voice Disorders Database [37], referred to as

MEEI, which we used in the first set of experiments too.A subset of 173 pathological and 53

normal speakers were selected again according to [133], with similar age and sex distributions.

The second database was recorded by Universidad Politécnica de Madrid, and it is referred to as

Pŕıncipe de Asturias (PdA) Hospital in Alcalá de Henares of Madrid database [49]. Similar to

MEEI, PdA contains recordings of sustained vowels (/a/) and was developed for voice function

assessment purposes. For the following experiments, the voices of 200 dysphonic subjects (74

men and 126 women, aged 11 to 76) affected by nodules, polyps, oedema, etc, as well as 199

normal subjects (87 men and 112 women, aged 16 to 70) were used. All the tests were conducted

on signals sampled at 25 kHz. A 4-fold stratified cross-validation scheme - repeated 4 times -

produced 16 different groupings of the voices, each using ∼ 75% of the utterances for training and
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∼ 25% for testing. For the cross-database evaluation, we used PdA for training and MEEI for

testing or vice-versa (in order to simulate the situation of completed unseen, to the classification

system, data).

5.4.2 Methods

Normalized modulation spectra

The distribution of envelope amplitudes of voiced speech has a strong exponential component.

Hence we calculate modulation spectra using a log transformation of the amplitude values |Xk(m)|

and subtracting their mean log amplitude before windowing in (5.3):

X̂k(m) = log |Xk(m)| − log |Xk(m)| (5.3)

where log |Xk(m)| denotes the average value of log |Xk(m)| over m. This is analogous to the cep-

stral mean subtraction approach, which is commonly employed to compensate for convolutional

noise in the case of MFCC features. Next, we normalize every acoustic frequency subband with

the marginal of the modulation frequency representation:

Xl,sub(k, i) =
Xl(k, i)

∑

iXl(k, i)
(5.4)

As shown in the following, this subband normalization is important when there is a mismatch

between training and testing conditions, or in other words, when the detection system is employed

in real (testing) conditions.

As a first test of the normalization effects on features sensitivity, we assess the relevance of

features to voice pathology detection in MEEI and PdA databases, before and after normalization.

As previously, relevance is defined as the mutual information (MI) I(xj ; c) between feature xj and

class c (cf Chapter 3). In general, MI between two random variables xi and xj is defined as the

KL-divergence between their joint probability density functions (pdf) Pij(xi, xj) and the marginal

pdf Pi(xi) and Pj(xj) [22]. In the case of modulation spectrum representation, the distribution

of the MI for a set of features and a given class can be visualized as a picture. In Fig. 5.8a

and Fig. 5.8b, the distribution of MI between the selected features and pathologic voices class is

depicted, for the MEEI and the PdA databases, respectively, before normalization of features. It is

then obvious from these two sub-figures that the two distributions of MI are quite different. This

means that training a detector on one database and test it on the other database, will result in a
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very poor detection performance. Fig. 5.8c and Fig. 5.8d depict the corresponding distribution of

MI for both databases after feature normalization (Fig. 5.8c for MEEI and Fig. 5.8d for PdA). We

observed that after applying the suggested feature normalization the maximum value of MI per

database lowers almost by half. This will lead to lower performance detector for each database.

However, and compared to the upper panels of the same figure, we observe that the distribution

of MI in MEEI is quite comparable to the one obtained in PdA. This means that a robust to

unseen data detector is now possible to develop.
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Figure 5.8: Relevance (MI) between modulation spectral features and pathologic voice class
without normalization (a) in MEEI, and (b) in PdA and after normalization in (c) in MEEI, and
(d) in PdA.
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5.4.3 Results

In the following experiments, modulation spectra were computed in a frame-by-frame basis using

long windows in time (250 ms) which were shifted by 50ms. We used Mel scale filtering with

53 bands while the size of the Fourier transform for the time-domain transformation was set to

257 (up to π). Therefore, each modulation spectrum consisted of I1 = 53 acoustic frequencies

and I2 = 257 modulation frequencies, resulting therefore in an 53 × 257 image per frame. The

normalized modulation spectra computed in each frame were stacked to produce a third order

tensor D ∈ RI1×I2×I3 , where I3 is the number of frames in the training dataset. Applying the

High Order SVD algorithm described previously, the near-optimal projections or principal axes

(PCs) of features were detected among those contributing more than 0.1% to the “energy” of

D. For MEEI, we detected 44 PCs in the acoustic frequency and 29 PCs in the modulation

frequency subspace. This resulted in a reduced space of 44 × 29 = 1276 features. For PdA, the

corresponding reduced space had dimensions of 53 × 36 = 1908. Next, the features which were

more correlated to the voice pathology detection task were selected for each database, using the

Maximal Relevance criterion (MaxRel). For details about the application of the MaxRel criterion

on this task please refer to Chapter 3.

To extract MFCC features, each utterance was first run through the standard mel-cepstrum

filterbank (using 12 filters) at a 25-ms frame interval. The cepstrum was computed and channel

compensation techniques were applied according to [48]. In order to combine MFCC with mRMS

features, the mean and variance of the 12 MFCC features over 10 frames were extracted, every

2 frames (a 50 ms shift). Delta features were not included since the improvement over MFCC

features alone was not found to be statistically significant in [48].

The features were then fed as input to a support vector machine (SVM) classifier with a radial

basis function kernel [60]. Detection-error tradeoff (DET) curves and the equal error rate (EER)

were used to compare the performance of different systems on MEEI and PdA.

DET curve results for standard mel-cepstrum, mRMS and the concatenated feature vector

(including both MFCC and mRMS features) are plotted in Figure 5.9 for MEEI and in Figure 5.10

for PdA. The top m mRMS features were selected for each database using 4-fold cross validation.

The optimum detector based on mRMS features alone was obtained by considering the m = 125

most relevant features for both MEEI and PdA. As shown, the equal error rate (EER) - the point

where the false alarm probability equals the miss probability - of mel-cepstrum alone is 8.47% on

MEEI and 22.86% on PdA, with mRMS features yielding 6.29% on MEEI and 17.67% on PdA,

and the concatenated vector resulting in 3.63% on MEEI and 12.15% on PdA (Table 5.7).
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Figure 5.9: Performance of MFCC and mRMS features in MEEI.
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Figure 5.10: Performance of MFCC and mRMS features in PdA.

In the cross-database experiments, when training is performed on the m = 125 most relevant

features of PdA and testing on the same mRMS features for MEEI, the EER for MFCC is 28.24%,

for mRMS is 24.40% and for the concatenated features 16.87% (see Figure 5.11 and Table 5.7).

When training is performed on the m = 125 most relevant features of MEEI and testing on the

same number of mRMS features for PdA, the performance of the system significantly deteriorates.

We had to consider the top m = 450 most relevant features - relevance estimated on MEEI -

in order to capture dysphonia in PdA. In that case, the EER of mRMS is 26.07%, of MFCCs

is 30.97% and of concatenated features 21.86%. Table 1 summarizes the classification scores for

the different conducted experiments. The last two rows of the Table provide information for the

cross-database experiment where PdA-MEEI means training on PdA and testing on MEEI and

vice versa for MEEI-PdA. In brackets we note the number of the mRMS features used in each



74

experiment.

  1     2     5     10    20    40    60  

  1   

  2   

  5   

  10  

  20  

  40  

  60  

False Alarm probability (in %)

M
is

s 
pr

ob
ab

ili
ty

 (
in

 %
)

 

 

MFCC
mRMS
Fusion

Figure 5.11: Performance of mRMS features, MFCC and their fusion when training is performed
in PdA and testing in MEEI.

Table 5.7: Equal Error Rate (EER) in % for mRMS features, MFCC and both of them in MEEI
and PdA.

MFCC mRMS Fusion

MEEI 8.47 6.29 (125) 3.63
PdA 22.86 17.67 (125) 12.15
PdA-MEEI 28.24 24.40 (125) 16.87
MEEI-PdA 30.97 26.07 (450) 21.86

5.4.4 Discussion

Dysphonia recognition experiments on MEEI and PdA confirmed that modulation spectral fea-

tures provide complementary information to MFCC. The low bands of the MFCC reflect alter-

ations related with the mucosal waveform due to an increase of mass whereas the noisy compo-

nents induced by lack of closure are modeled by the higher bands [48]. Modulation spectra on

the other hand capture the amplitude envelope fluctuations evident on sustained vowel phona-

tions [72].

Regarding cross-database experiments, features selected from PdA alone were more successful

in capturing class specific information in MEEI than vice versa. A potential reason for this is that

some of the normal speakers in MEEI database were recorded at different sites and over possibly

different channels than the pathological subjects [72]. This makes the MEEI an easy database

for classification tests. This is not the case with PdA, where the same recording conditions were
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used for normal and dysphonic speakers. It follows then, that it is better to train the classifier

on PdA than on MEEI.

We have simply concatenated the mean and variance of MFCC over the same segments that

mRMS were estimated from; the concatenated feature vector was given as input to the SVM

classifier. A better strategy, would be to combine different classifier schemes for every feature

set. We ran additional experiments with MFCC and GMM classifier, as well as mRMS and GMM

classifier on the same datasets for normal/pathological distinction. Configuration of MFCC with

GMM classifier (the system described in [48]) was better than using MFCC with SVM - still, in all

experiments MFCC plus GMM produced inferior results to the fusion of features combined with

SVM. On the other hand, mRMS plus SVM configuration clearly superseded mRMS plus GMM.

The reason is the large number of mRMS features and the corresponding quadratic increase of

the number of parameters of GMM classifier. In a relevant work, we also explored the fusion of

classifiers at the decision level instead of the fusion at the feature level [4].

5.5 Experiments on Voice Quality Assessment

5.5.1 Database

We used PdA database since the phonations it includes, have been classified according to the G

parameter (grade) of the Hirano’s GRASB scale. A four-point scoring system is used to rate each

subject along the G dimension: 0 denotes no hoarseness (normal voice), 1 means slight dysphonia,

2 refers to moderate hoarseness, whereas 3 describes a severely hoarse voice. For the following

experiments, we selected 199 subjects with normal voice (87 men and 112 women, aged 17 to 54)

and 200 dysphonic subjects (74 men and 126 women, aged 11 to 76) affected by nodules, polyps,

oedema, etc. Specifically, we used 124 dysphonic voices with grade G = 1, 71 with G = 2 and 5

voices with G = 3. Due to the very small number of subjects with a hoarseness rating equal to

3, these were joined with the subjects with a rating 2 hoarseness.

5.5.2 Methods

Projection of modulation spectral features on the principal axes with the higher energy in each

subspace results in a compact set of features with minimum redundancy. We further selected

features which were more relevant to the given classification task using mutual information (MI).

Mutual information to the class variable was estimated twice: for the normal/dysphonic classifi-

cation of phonations of sustained vowel /AH/, and for the discrimination of pathological subjects
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Figure 5.12: Mutual information of the original normalized modulation spectral features (a) for
the normal/dysphonic classification of phonations of sustained vowel /AH/ in PdA; (b) for the
classification of hoarseness in 2 grades (G = 1 and G = 2) for the dysphonic only phonations.

into two hoarseness scores. Two different feature sets were thus defined according to the sorted MI

values. Fig. 5.12a depicts the mutual information of the original normalized modulation spectral

features for the classification of the sustained vowel phonations in PdA in normal and dysphonic

classes. Fig. 5.12b depicts the mutual information of the original normalized modulation spectral

features for the classification of hoarseness of the dysphonic only phonations in 2 scores (G1 and

G2). Modulations localized lower than ∼ 1600 Hz on the acoustic frequency axis seem to be

more relevant; this is consistent with previous experimental results on pathological voice assess-

ment where frequencies lower than 3000Hz led to an homogeneous discrimination between voices

compared with higher frequencies [103].

We conducted some preliminary experiments on grade classification using two naive bayes

(NB) classifiers built on top of these features. We had also tested SVM with radial basis function

kernel in the first classification subtask in the same corpus [86]. SVM gave almost equivalent

results to NB classifier but the running time was much longer. We therefore used NB classifiers

in both experiments. We used leave-one-out cross-validation to select the top m features in every

set; further the two classifiers were combined in a binary tree as we describe next.
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5.5.3 Results

Modulation spectra were computed in a frame-by-frame basis using long windows in time (262

ms) which were shifted by 64 ms. We used Mel scale filtering with 53 bands while the size of

the Fourier transform for the time-domain transformation was set to 257 (up to π). Therefore,

each modulation spectrum consisted of I1 = 53 acoustic frequencies and I2 = 257 modulation

frequencies, resulting therefore in an 53 × 257 “image” per frame. The modulation spectra

computed in each frame were mean subtracted and then they were stacked to produce a third order

tensor D ∈ RI1×I2×I3 , where I3 is the number of frames in the training dataset. After applying the

High Order SVD algorithm, we kept the principal axes (PCs) of features contributing more than

0.1% to the “energy” of D; i.e., the first 43 PCs in the acoustic frequency and the first 29 PCs in

the modulation frequency subspace. This resulted in a reduced space of 43× 29 = 1247 features.

Next, the features which were more correlated to the hoarseness assessment were selected using

the Maximal Relevance criterion (MaxRel). For details about the application of the MaxRel

criterion on this task, please refer to Chapter 3.

Two different feature sets were defined according to the sorted MI values. The first set

included the most relevant features when MI estimation also involved voices from 199 normal

subjects with zero hoarseness. The second feature set was selected using the dataset of dysphonic

only voices (200 subjects). We used leave-one-out cross validation to select the top m features

for every NB classifier built on top of each feature set. Training and testing was based on 262ms

segments; utterance classification then, relied on the median of the decisions over its segments.

NB classifier built on top of the m = 150 most relevant features of the first set was optimum

for discriminating normal (class G = 0) from dysphonic subjects (G ≥ 1). Table I presents

the confusion matrix from the automatic classification of the subjects into normal and dysphonic

voices. This classification is compared with the original perceptual judgement in the PdA corpus.

For classes G = 1 and G = 2, the optimum NB classifier was obtained by considering the top

m = 420 most relevant features of the second set. In Table II the confusion matrix from the

automatic classification of the dysphonic only subjects into two scores of grade is presented.

We used a simple multi-class classification scheme by constructing a bottom-up binary tree for

classification. First, an utterance is classified into normal or dysphonic class. Then, dysphonic

samples were further classified into G = 1 and G = 2 classes. Table III presents the overall

classification results obtained by combining the NB classifiers based on these different feature sets;

a global classification rate of 73.93% was achieved. We can observe that the worse performance

corresponds to the G = 1 class where the hoarseness of dysphonic voices has been underestimated.
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Table 5.8: Confusion matrix for the automatic classification of phonations into normal (G = 0)
and dysphonic classes (G = 1 and G = 2); average accuracy is 82.21%.

Classification results
Perceptual Total Normal Dysphonic
judgement Number phonations phonations

Normal
phonations 199 167 32
Dysphonic
phonations 200 39 161

Table 5.9: Confusion matrix between scores of hoarseness given by the automatic classification
system of dysphonic only phonations (S-G1, S-G2) and their respective perceptual judgement
(P-G1, P-G2); average accuracy is 80.5%.

Classification results
Perceptual Total S-G1 S-G2

judgement Number

P-G1 124 106 18

P-G2 76 21 55

5.5.4 Discussion

In this work we have proposed a method for objective assessment of hoarse voice quality, based

on modulation spectra. Using mutual information we could locate the most relevant frequency

bands at the “formant zone”, i.e. lower than 3000 Hz. Based on different feature sets, two NB

classifiers were tested and found to be optimal in the discrimination of different classes. By

combining them into a simple binary tree classification scheme, a global classification rate of

73.93% was achieved.

Future work could address additional GRASB parameters using a database of reading text.

We could explore the discriminative ability of consonant classes as well in the objective assessment

of different voice qualities. In addition, benchmarking against more standard approaches like

those used for the automatic speaker recognition [103] could be performed.
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Table 5.10: Overall confusion matrix between scores of hoarseness given by the automatic clas-
sification system (S-G0, S-G1, S-G2) and the perceptual judgement of phonations (P-G0, P-G1,
P-G2); average accuracy is 73.93%.

Classification results
Perceptual Total S-G0 S-G1 S-G2

judgement Number

P-G0 199 167 32 0
P-G1 124 33 73 18
P-G2 76 6 15 55

5.6 Discussion and Conclusions

It was shown in [86] that Modulation Spectra can be appropriately normalized in order to success-

fully address the detection of dysphonic voices in new, unseen, databases. However, Normalized

Modulation Spectra have not been applied yet to the task of disorders classification for new

databases. Currently we are looking for a new database with enough examples from each dis-

order in order to conduct experiments with Normalized Modulation Spectra. A very important

problem in voice disorders is the quantification of the degree of voice pathology (i.e., degree of

breathiness, roughness and hoarseness). The results presented in [88] using modulation spectra

for quantifying hoarseness were very encouraging. As a future plan, we would like to quantify

the degree of voice pathology for the other cases too, but using more databases that the one used

in [88].

Moreover, regarding future plans, analysis of continuous speech samples could be used instead of

sustained vowels. Acoustic features derived from continuous speech provide information about

the voice source, vocal tract and articulators, shedding light on more aspects of a pathological

voice quality. In that case, we expect that higher (acoustic) frequency bands in the modula-

tion spectra would also contain highly discriminating patterns for vocal pathologies assessment.

Different Time-Frequency (TF) distributions could also be used in the first stage of modulation

frequency analysis instead of the STFT spectrogram, offering better resolution [67]. Also, alter-

native time-frequency transformations, such as decomposition based approaches, proposed in a

previous study [133], could also be used.
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Chapter 6

Classification of Systolic Heart

Murmurs based on Reassigned

Spectra

Synopsis of the Chapter

Heart sounds were recorded in children with a systolic cardiac murmur using an electronic stetho-

scope. A system that detected the beginning of every heart cycle, and subsequently characterized

systolic murmurs, was developed. R-waves in the synchronous ECG signal were used as reference

for the detection of the first heart sound. Sound signal analysis was carried out using reas-

signed spectrogram. Using an information theoretic criterion based on the Mutual Information

between systolic murmur classes (i.e., innocent/abnormal) and features, the relevance of certain

frequencies at specific time instants in the heart cycle segment could be quantified. The initial

time-frequency representation was transformed to a lower-dimensional domain using higher order

singular value decomposition (HOSVD). The classification system was evaluated through cross-

validation experiments on a database of recordings from functional and abnormal heart murmurs

of the Pediatric Cardiology Unit of the University Hospital of Heraklion. Using support vector

machines (SVM) for classification, the suggested approach achieved an Equal Error Rate (EER)

of 7.07± 3.65% and an Area Under the Curve (AUC) score of 0.9733± 0.0213. This performance

is comparable to the reported accuracy achieved by experienced pediatric cardiologists while

significantly better than that of general pediatricians.
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6.1 Introduction

Accurate and early diagnosis of the abnormalities in the cardiovascular system of children is of

great importance. Almost 1% of the children suffer from an abnormality of the cardiovascular

system (congenital heart disease or inherited cardiomyopathy), which results to severe morbidity

and mortality if there is no early diagnosis [38]. Classic heart auscultation using a conventional

stethoscope to detect abnormal heart sounds is the most common and widely recommended

method to screen for structural abnormalities of the cardiovascular system [57, 92]. Detecting

relevant symptoms and forming a diagnosis based on the sounds heard through a stethoscope,

however, is a skill that can take years to acquire and refine [44]. It has been proven that general

practitioners and pediatricians cannot accurately distinguish pathological (related to underlying

heart disease) heart sounds from the innocent functional murmurs that appear to a significant

percentage of children. Their diagnostic accuracy is internationally reported as low to moderate.

Suboptimal clinical skills of physicians and pediatricians result in inappropriate referrals and

misuse of expensive diagnostic methods such as the echocardiogram, which is the predominant

noninvasive diagnostic method in cardiology nowadays [110, 73, 44].

Modern technological advances enable both high quality digital recording and reproduction of

heart sounds using electronic stethoscopes as well as the remote, on-line or off-line, auscultation

in children. Depending on the digital stethoscope, a sensitivity of 87-100% and a specificity

of 82-98% in the discrimination of innocent and abnormal murmurs has been reported when

experienced pediatric cardiologists evaluate digital recordings [39, 23]. These studies were based

on selected recorded samples which might not be representative. In [44], the same method was

applied to random samples of patients and the sensitivity of the off-line remote auscultation was

evaluated as a function of the severity of heart disease in children. In this study, 96% of moderate

to severe congenital heart disease and more than 92% of children with functional murmurs were

accurately detected in blind, off-line auscultation by two experienced pediatric cardiologists from

Greece and Germany. Since now, to our knowledge, there are no reports for systems designed and

clinically tested as screening tools to detect heart diseases in school-aged children. In this age the

distinction between abnormal sounds from the functional nature is of great clinical significance as

most children manifest additional heart sounds (murmurs) of non significance (innocent murmurs)

which should be discriminated with the more rare abnormal heart sounds (abnormal murmurs)

associated with underlying cardiovascular malformations.

Normal heart sounds (HS) mainly consist of two regularly repeated consequent sounds, known
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as S1 and S2, for every heart cycle. S1 corresponds to the closing of the atrioventricular (inlet)

valves immediately preceding the systole, while S2 corresponds to the closing of the arterial

(outlet) valves at the end of the systole. The time interval from S1 to S2 defines systole (heart

contraction) associated with active pumping of the blood within the arterial vessels, while the S2-

S1 space defines the diastole (heart relaxation) associated with passive refilling of heart chambers.

The normal blood flow within the heart and vessels is mainly laminar and therefore silent; but if

passing through abnormal communications or narrowed valves the blood flow becomes turbulent,

and by causing vibration to surrounding tissues gives rise to audible additional sounds (murmurs).

Murmurs are characterized by their intensity, spectral content, temporal duration and their

position in the cardiac cycle phases (systolic, diastolic, continous) [130, 44, 43]. These signals are

non-stationary, since their characteristics are not stable over time [25, 71, 66]. Moreover, due to

the variation in the physiology of the heart and other body parts (e.g. chest) among humans, mur-

murs in the same category (pathological or functional) differ among different individuals. Also,

heart sounds are usually recorded under additive and convolutional noise conditions. Therefore,

extracting robust features from heart sound signals is not straightforward.

Automatic diagnosis in pediatrics using computers has only recently been studied [111] with

promising results. There have been a few attempts towards automatic discrimination between

functional and abnormal murmurs. Automatic here refers to the process of features extraction

which has to be relied only on a software system. Most early approaches in automatic diagnosis

based on the heart sound characteristics rely on wavelet analysis for feature extraction [52, 127].

More recently, different time-frequency representations - such as Exponential Time Distribution

(ETD) and Hyperbolic Time Distribution (HTD) - have been tested [109]. These non-parametric

approaches are based on the magnitude spectrum of signal. Also short-term mel frequency cep-

stral coefficients (MFFC) have been used in representing the magnitude spectrum in a compact

way [109]. The correlation of the various suggested features and representations with murmur

pathology was evaluated using techniques like linear multiple regression analysis [33], or val-

idation experiments [109]. Also neural networks and k-nearest neighbor classifiers have been

suggested [26, 16, 52, 127, 109].

In this study, we develop a system for automatically discriminating functional from pathologic

systolic murmurs based on the reassigned spectrogram [40] for the analysis of phonocardiographic

signals, and Support Vector Machines as classifier. The short -time Fourier transform (STFT)

is used as the input time-frequency representation for the reassignment algorithm; still, other

time-frequency or time-scale representations could also be used [67, 9].
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In Section 6.2, a general description of the database is provided along with its subsets used

in the classification experiments. For this purpose, Phonocardiogram (PCG) recordings from

the Pediatric Cardiology Unit, Dpt of Pediatrics, University Hospital of Heraklion, Crete were

considered. In Section 6.3, the time - frequency analysis framework is briefly described and ex-

amples of PCG signals recorded by normal and pathological subjects are presented. In the same

section, the relevance of the high resolution time-frequency representation of PCG signals to the

discrimination of systolic heart murmurs to innocent and pathological, is evaluated. Relevance

can be objectively defined through the Mutual Information (MI) measurement based on Infor-

mation Theory [22] (cf Chapter 3, on the Mutual Information (MI) estimation procedure). The

large dimensionality of the time-frequency representation poses a serious problem to the classifi-

cation. We approach the dimensionality reduction of the time - frequency representations in the

framework of multilinear algebra using higher order singular value decomposition (HOSVD) [68]

(cf Chapter 3, on the redundancy reduction). We present the pattern classification algorithm

and the performance analysis measures used in the paper in Section 6.4.1. Finally, conclusions

are drawn and future directions are indicated in Section 6.5.

6.2 Data Collection

6.2.1 Subject Population

Pediatric cardiology outpatients referred either for murmur evaluation or followed-up for known

heart disease in the Outpatient Pediatric Cardiology Clinic of the University Hospital of Her-

aklion, Crete, which had undergone both a complete two-dimensional echocardiographic study

and a digital phonocardiogram recording during a 18-month period (1.1.2008-30.6.2009), were

eligible for enrollment in the study. Anonymized data storing and off-line analysis of the PCGs

for teaching and research purposes has been approved by the Hospital Ethics Committee and

consent was obtained from patients’ parents.

6.2.2 Data Acquisition - Equipment

Following a detailed echocardiographic study (using Vivid 3 Expert, GE ultrasound system and

age appropriate transducers of 2.5-5MHz) which was performed and interpreted by a single aca-

demic pediatric cardiologist (second co-author), a digital phonocardiogram was also recorded.

For the latter, a sensor based electronic stethoscope with incorporated 3 lead ECG was used

(TheStethoscope, Welch Allyn-Meditron, AS, Norway). Patients were lying supine and four
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recordings of 6 sec duration each were performed, corresponding to the apical, lower (4th inter-

costal space) left sternal border (LLSB), upper (2nd intercostal space) left (ULSB) and upper

right sternal border (URSB) as well as a jugular fossae recording (JGLR). Digital acoustic data

(with a sampling rate of 44,100 KHz, 16 bit dynamic resolution) and ECG signals, allowing for

a precise temporal classification of cardiac sounds, were transferred and stored as wav files, in

a personal laptop computer using the designated software (Meditron Analyzer 4). The digital

phonocardiograms were assigned to corresponding patients by a random ID number. A pediatric

cardiologist ((2nd co-author), by using a set of good quality headphones (MX 450, Sennheiser

GmbH&Co.KG with a frequency response of 18Hz-21kHz), blindly validated the available digital

phonocardiograms at a later time, regarding: a) the presence of a murmur, b) murmur timing

(systolic, diastolic, continuous), quality (innocent, regurgitant, ejection), intensity (grades 1 to 3

in increasing order), site of maximum intensity (p.m.) and radiation sites, and c) the presence of

additional abnormal auscultatory findings as systolic clicks and second heart sound abnormalities

(fixed wide split).

If almost all digital phonocardiograms of a given case were of too low quality to be accurate

interpreted by the pediatric cardiologist, this case was excluded from the original phonocardio-

gram database. Cases having both detailed final echocardiographic diagnosis and precise off-line

description of auscultatory findings were only selected.

6.2.3 Phonocardiograms Selection

The first 25 consecutive patients of the original database, with innocent murmurs and an oth-

erwise normal echocardiographic study were included in the analysis as control group (innocent

murmur group). Similarly, the first 25 consecutive patients of the original database, with ab-

normal murmurs (systolic or continuous with extension in the systolic period) and a definitive

echocardiographic diagnosis of various forms of congenital heart disease, were included in the

analysis as cases group (abnormal murmur group). The study database therefore consisted of

50 cases with systolic murmurs, with balanced representation of innocent and abnormal systolic

murmurs (Tables 6.1 and 6.2). As a total of 5 recording positions were available for evaluation

for each patient, a total of 250 digital phonocardiograms were eligible for further analysis.

In the present study, only the first three consecutive phonocardiograms for each case were

used, whenever possible, corresponding to the apical, lower and upper left parasternal recordings.

In case of suboptimal recording conditions in a given position (sound artifacts as validated during

off-line reproduction), the recording position was excluded and the subsequent recording position
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Table 6.1: Abnormal murmur database
Case Age Diagnosis Severity murmur Apex LLSB LUSB RUSB JGLR
No (yr)

1 6.5 AVSD / PS mild ejection 1 1 1
2 9.5 AOS mild ejection 1 1 1
3 1.0 PDA mild continuous 1 1 1
4 3.9 ASD moderate ejection 1 1 1
5 10.8 ASD moderate ejection 1 1 1
6 0.3 VSD/ASD moderate regurgitant 1 1 1
7 10.8 L-TGA/PS/TI severe ejection,regurgitant 1 1 1
8 9.3 VSD moderate regurgitant 1 1 1
9 15.7 AOS mild ejection 1 1 1

10 4.8 MVP/MI moderate regurgitant 1 1 1
11 2.3 ASD moderate ejection 1 1 1
12 0.4 PDA mild continuous 1 1 1
13 10.0 PS mild ejection 1 1 1
14 6.4 AS suprav. mild ejection 1 1 1
15 5.8 HCM mild ejection 1 1 1
16 9.7 AOS mild ejection 1 1 1
17 3.3 AOS mild ejection 1 1 1
18 0.1 VSD mild regurgitant 1 1 1
19 11.9 HCM mild ejection 1 1 1
20 4.6 AOS mild ejection 1 1 1
21 8.5 PS mild ejection 1 1 1
22 6.1 AOS/COA mild ejection 1 1 1
23 0.1 TOF severe ejection 1 1 1
24 3.6 post TOF mild ejection 1 1 1
25 5.2 VSD mild regurgitant 1 1 1

Abbreviations: AVSD: atrioventricular septal defect; AOS: aortic stenosis (all types); PS:
pulmonary valve stenosis; VSD: ventricular septal defect; ASD: atrial septal defect; HCM:
hypertrophic cardiomyopathy; COA: coarctation of aorta; TOF: tetralogy of Fallot; TGA:

transposition of great arteries; PDA: persistent arterial duct; MVP/MI: mitral valve prolapse -
insufficiency; TI: tricuspid valve insufficiency.

Recording positions: Apex, LLSB (left lower sternal border), LUSB, RUSB (left and
right upper sternal border), and JGLR (jugular fossae).

was used in the analysis. In this way, the availability of 3 auscultation sites recording the same

event was assured. As a wide variety of congenital heart defects was included, having variable

sites of abnormal murmur maximum intensity points and variable intensity, the selection process

of the three auscultation sites, would also result in the detection of low intensity murmurs not

radiating to the whole chest area. Tables 6.1 and 6.2 present the auscultatory recording positions

which were used in the current work.
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Table 6.2: Innocent murmur database
Case Age murmur Apex LLSB LUSB RUSB JGLR
No (yr) intensity*

1 10.1 3 1 1 1
2 7.0 1 1 1 1
3 12.2 2 1 1 1
4 4.5 3 1 1 1
5 7.6 2 1 1 1
6 3.8 3 1 1 1
7 11.8 1 1 1 1
8 3.9 2 1 1 1
9 4.3 3 1 1 1
10 3.0 2 1 1 1
11 3.6 2 1 1 1
12 3.1 3 1 1 1
13 4.5 2 1 1 1
14 5.2 2 1 1 1
15 6.4 3 1 1 1
16 0.3 1 1 1 1
17 5.3 1 1 1 1
18 8.4 2 1 1 1
19 8.5 1 1 1 1
20 8.1 2 1 1 1
21 8.5 2 1 1 1
22 8.4 2 1 1 1
23 8.6 3 1 1 1
24 9.0 2 1 1 1
25 8.0 2 1 1 1

*murmur maximum intensity in a 3 degree scale based on off-line assessment of digital
phonocardiograms by pediatric cardiologist

Recording positions: Apex, LLSB (left lower sternal border), LUSB, RUSB (left and
right upper sternal border), and JGLR (jugular fossae).

6.3 Methods

6.3.1 Automatic Preprocessing of PCG recordings

Software was developed for the automatic detection and analysis of heart cycles and murmurs.

The PCG-synchronous ECG signals were used as reference for detecting heart sounds since the

R-peaks in ECG coincide with the beginning and end points of heart cycles. Both ECG and

PCG signals were down sampled to the same sampling frequency. The ECG signal was band-

pass filtered with cut-off frequencies of 10 and 25 Hz and the R-waves were detected using an

envelope based detection algorithm [32]. Shannon energy was used for the envelope estimation



89

of the ECG signal y[n], defined as:

ES [n] = −y[n]2 log(y[n]2). (6.1)

The Shannon energy, ES(n), emphasizes the medium intensity sounds, attenuates the effect of

low intensity components much more than high intensity components and eliminates noise [1].

An algorithm based on Shannon energy and local maximum peaks within a sliding window was

used to locate R-peaks of the QRS-complex. The R-R intervals were used then as a reference for

heart cycle detection and segmentation of the PCG signals [32, 31] (see Figure 6.1 below).

After segmentation of the ECG-synchronous PCG signal, the individual heart cycles have

different lengths depending on the cardiac rhythm. Heart rates in children are quite variable

depending on their age and physiological state (fever, fear, activity level etc). The length of the

systole however is quite stable as increased heart rate is achieved physiologically at the cost of

reduced diastolic (relaxing) interval.

The purpose of the developed objective diagnostic method, is to detect abnormal character-

istics in systolic murmurs only, such as changes in their frequency content, timing and intensity.

This is an important diagnostic issue, as both innocent and some of the abnormal murmurs

are systolic: all diastolic or continuous murmurs are by definition abnormal requiring further

echocardiographic evaluation, therefore they were not included in the analysis [19]. Additional

sounds (clicks) and pathological variations in the intensity or timing of heart sounds (S1 and S2)

also characterize most of the anatomical abnormalities in the cardiovascular system of children

(congenital heart diseases) [43]. Systolic murmurs might extend up to and merge with the heart

sounds, which at times are difficult to be detected in the presence of loud or holosystolic mur-

murs. By including the early phase of the systole, some pathological conditions with diagnostic

findings early in the systole would not be missed [32, 33, 31]. In arterial (outlet) valvular stenosis,

for example, early systolic clicks (brief duration sounds close to S1) are important auscultation

findings which should not be ruled out of the analysis [32, 31]. In [33, 31] the distinguishing

variables for the detection of cardiac pathology included the interval from the end of the first

heart sound (S1) and the beginning of the systolic murmur, and the standard deviation of the

interval from the end of S1 to the maximum intensity of the murmur. S2 on the other hand,

consists of two components, aortic (A2) and pulmonary (P2) valve closure sounds; normally A2

is of higher intensity than P2, while P2 shows a characteristic delay only during inspiration. The

interval between the two components of S2 and its variation with respiration has also important
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clinical significance [43, 33, 31].

Consequently, the time-frequency analysis should take jointly into account the first heart

sound (S1), the whole systolic phase and the second heart sound (S2) - in at least three consequent

heart cycles for detection of any respiratory variation [43]. According to [32, 31], if Y denotes

the length of the systole (in sec) and X the heart rate (in beats per minute), then:

Y = 0.351 − 0.001 ∗X. (6.2)

For example, if the heart rate, X, varies between 60 and 160 beats per minute, then the systole

length, Y , will vary between 291 and 191 ms respectively. We have chosen then to analyze a fixed-

length segment comprising of the first 400 ms from the beginning of the heart cycle. For every

recording, five consequent heart cycles were selected. Figure 6.1 depicts the phonocardiographic

signal (solid) and the envelope of electrocardiographic signal (dash) of an 10-years old with

innocent early to midsystolic murmur. Five consequent heart cycles are shown, with the maxima

of ECG energy, i.e., R-peaks, denoted by stars pointing to the beginning of each heart cycle. A

400ms segment beginning at the first heart cycle is presented; it includes S1, the systolic murmur

(SM) and S2. It was found that this 400ms segment always included these heart sounds; seldom,

in bradycardia, a short part of S2 might be missed.

PCG signals were band-pass filtered with cut-off frequencies of 40 and 1100 Hz as recom-

mended by [32, 31]. The 3rd order Butterworth type high-pass and low-pass filters were used [99].

The amplitude of each signal was scaled by the absolute maximum of each PCG recording ac-

cording to [99]. Thus the resulted waveform showed the relative intensities of the PCG as the

ear recognizes them (see Figure 6.1).

6.3.2 Time-Frequency representation of heart sounds

To follow the time varying characteristics of the heart sounds (i.e., S1, SM, S2) a time-frequency

representation of these sounds is required. The most common time-frequency representation is

that obtained by the short time Fourier Transform (STFT), which is referred to as spectrogram.

A spectrogram contains just a few cross-terms arising from interference phenomena; however this

is obtained at the expense of poor concentration and resolution of the individual components

of multi-component signals [41]. As it is usually stated, a spectrogram is constrained by the

trade-off between resolution in time and frequency. The reassignment method which is briefly

described in Chapter 2, was specifically designed to overcome this trade-off (see [9, 40, 41] for
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Figure 6.1: Phonocardiographic signal (solid) and envelope of electrocardiographic signal (dash)
of an 10-years old with innocent early to midsystolic murmur. The auscultation area is the
left lower sternal border (LLSB) where the murmur is best heard, although it radiates to all the
positions. Five consequent heart cycles are shown with the maxima of ECG energy (stars coincide
with R-peaks) pointing to the beginning of each heart cycle. A 400ms segment beginning at the
first heart cycle is shown, including S1, the systolic murmur (SM) and S2.

more details on the reassignment method).

6.3.3 Spectral Patterns and Time-Intervals in Innocent and Pathological Mur-

murs

The selection of a low sampling frequency significantly reduces the computational complexity of

reassignment spectrogram estimation. Since a cut-off frequency of 1100 Hz is recommended for

low-pass filtering the PCG [32], PCG (as well as synchronous ECG) signals were down sampled

to a sampling frequency of 2205 Hz.

Figure 6.2 depicts a case of innocent systolic murmur of a 10-years old (case 1 in Table 6.2),

with murmur intensity equal to 3 in a 3-degree scale (as evaluated by the pediatric cardiologist

I.G.). Figures 6.3a and 6.3b show examples of systolic murmurs in children with different heart

pathologies: atrial septal defect and (mild) aortic stenosis, cases 5 and 9 in Table 6.1, respectively.

The auscultation area in all cases was the left lower sternal border (LLSB). The upper panel in

these figures shows two frequency contours. The blue solid contour describes the frequency

corresponding to the maximum sound intensity in every time instant t:

Fmax(t) = argmax
ν

(S(r)(t, ν)) (6.3)
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Figure 6.2: Upper panel: Fmax (blue) and Fcentr (red dashed) frequency contours (in Hz). Middle
panel: mean energy contour (relative sound intensity in dB). Lower panel: energy (relative sound
intensity in dB) of the reassigned spectrogram of the PCG (shown in Figure 1) of an 10-years
old with innocent early to midsystolic murmur. The auscultation area is the left lower sternal
border (LLSB) and the murmur intensity is 3.

On top of the Fmax frequency contour, the frequency centroid contour, Fcentr, is superposed (red

dashed contour), estimated as a weighted average of the frequencies in every time instant, t:

Fcentr(t) =

∑

ν νS
(r)(t, ν)

∑

ν S
(r)(t, ν)

(6.4)

where frequencies are weighted by the corresponding sound intensities. The middle panel of

each figure shows the mean spectral amplitude S(r)(t, ν) over the frequencies ν ∈ 40 − 100

Hz (relative sound intensity in dB). The time function describing the mean amplitude may be

used to determine the locations of S1 and S2 according to [32, 31] and references therein. S1

corresponds to the highest peak within the time-interval between 0.05R-R and 0.2R-R, where

R-R denotes the interval between two consequent R-peaks of ECG, i.e., one heart cycle. S2

detection can proceed in a similar way within the interval from 1.2R-T to 0.6R-R, where the

peak of T-waves of the ECG are used as references too [32, 31]. The lower panel is the reassigned

spectrogram amplitude S(r)(t, ν). The intensities in the time-frequency distributions were scaled

by the maximum intensity in the spectrogram of each PCG segment. The relative intensities in

the decibel scale were calculated then, with the value of 0 dB corresponding to the maximum

intensity; the corresponding intensity scale in dB is shown on the right side.

Fig. 6.4a shows the mean energy distribution (in dB) of the reassigned spectra S(r)(t, ν) of 400
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(a) (b)

Figure 6.3: Upper panel: Fmax (blue) and Fcentr (red dashed) frequency contours (in Hz). Middle
panel: mean energy contour (relative sound intensity in dB). Lower panel: energy (relative sound
intensity in dB) of the reassigned spectrogram of the PCG of (a) a 11-years old with ejection
murmur and wide split P2 (murmur intensity 2). Final diagnosis : hemodynamic significant
Atrial Septal Defect (inter-atrial communication with volume overload of right heart chambers
and abnormally increased blood flow through an otherwise normal pulmonary valve). (b) a 16-
years old with a systolic click and ejection mrm ( intensity 2) suprasternal with small interatrial
communication. Final diagnosis : bicuspid aortic valve, mild aortic stenosis. On auscultation,
the typical systolic click was best heard at the suprasternal area. The auscultation area was the
left lower sternal border in both cases (LLSB).

ms long segments from the beginning of each heart cycle in the PCG of 25 children with innocent

murmurs and no heart pathology present as confirmed by echocardiogram (3 recordings with 5

consequent heart cycles per recording). All spectra have been normalized by dividing them with

their maximum value prior to logarithm estimation and averaging. Thus the maximum energy

value of each spectrum is 0 dB.

Spectral representations of PCG segments with innocent systolic murmurs are quite similar to

each other. The musical murmur caused by harmonic movements of the heart or the vasculature,

is usually visualized as a well-defined area in the spectrogram. Innocent systolic murmurs appear

to have a lower peak frequency, below 200 Hz, and shorter duration than abnormal murmurs.

An innocent systolic murmur always fades before the second heart sound, S2. Thus, the energy

appears quite localized in time at the two heart tones, S1 and S2 (middle and lower panel), at

frequencies up to 200 Hz, whereas in the systolic phase (i.e., between S1 and S2) significantly

lower energy values appear at frequencies lower than 100 Hz, at the early to mid-systolic phase.
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(a) Innocent murmurs (b) Pathological murmurs

Figure 6.4: Upper panel: Fmax (blue) and Fcentr (red dashed) frequency contours (in Hz). Middle
panel: mean energy contour (relative sound intensity in dB). Lower panel: mean values for the
energy (relative sound intensity in dB) of the reassigned spectra of the PCG from 25 subjects
with (a) innocent systolic murmurs (3 recordings with 5 consequent heart cycles per recording),
(b) pathological systolic murmurs (3 recordings with 5 consequent heart cycles per recording).
All spectra have been normalized by dividing them with their maximum value prior to logarithm
estimation and averaging.

The higher the velocity of abnormal blood flow as detected in doppler echocardiography,

the more intensive the murmur and the wider the frequency scale. This phenomenon is clearly

visible in the reassigned spectrogram in the case of a heart pathology. Fig. 6.4b shows the mean

energy distribution (in dB) of the reassigned spectra S(r)(t, ν) of 400 ms long segments from the

beginning of each heart cycle in the PCG of 25 children with pathological murmurs and various

heart pathologies as validated by echocardiogram (3 recordings with 5 consequent heart cycles

per recording). All spectra have been normalized prior to averaging, following the same process

as described above. The cluster around the second heart tone, S2, is less intense due to the

inhomogeneity of the spectra of pathological murmurs. The energy appears uniformly spread

along the whole systole length, with larger values, extending at higher frequencies compared to

the energy distribution of the innocent murmurs.

6.3.4 Relevance of Reassigned Spectral Features

As previously stated, systolic heart murmurs are non-stationary signals, with varying charac-

teristics among different individuals even within the same class (innocent or abnormal). Also,
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Figure 6.5: Relevance - estimated through mutual information and measured in bits - of the
reassigned spectral features of the PCG for distinction of innocent from abnormal murmurs.

phonocardiographic (PCG) recordings are usually made under various additive and convolutional

noise conditions. It is desirable then to extract robust against these conditions features from the

PCG signals. In this section we evaluate the relevance of the features of the reassigned spec-

trogram of PCG for the systolic murmur pathology detection task. Relevance is defined as the

mutual information (MI) I(xj ; c) between feature xj and class c (cf Chapter 3). For estimation of

I(xi;xj) we quantized the continuous space of spectral features by defining b discrete bins along

each axis. An adaptive quantization (variable bin length) is adopted so that the bins are equally

populated and the coordinate invariance of the MI is preserved [123]. For the data discretization

involved in MI estimation, we set the number of discrete bins along each axis to b∗ = 8 following

the procedure described in [123] (cf Chapter 3).

Figure 6.5 depicts the relevance, i.e., the mutual information (measured in bits) of the reas-

signed spectra features of the PCG for the distinction of innocent from abnormal murmurs. The

time interval in the horizontal axis covers the first 400 ms of the heart cycle. It is noteworthy that

the prominent features (having MI higher than 0.15 bits) as extracted through this automatic pro-

cess coincide with the empirical remarks of pediatric cardiologists [44, 45, 43]. More specifically,

in [33] the authors analyzed measurements of time-intervals and spectra of the systolic murmurs

using stepwise logistic regression analysis to discriminate physiological from pathological signals.

They concluded that the distinguishing variables were:

• the interval from the end of the first heart sound (S1) and the beginning of the systolic

murmur; comparing Figures 6.4a, 6.4b and 6.5, it is the interval comprising the time
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instants around 100 ms from the beginning of the heart cycle. Innocent murmurs never

begin immediately after S1. In Figure 6.5, the additional clue is the frequency localization

of this characteristic between 50 and 100 Hz.

• respiratory variation of the splitting of the second heart sound; this is not depicted in

Figure 6.5 since mutual information estimation was based on the comparison of segments

out of single heart cycles, not on sequences of heart cycles.

• intensity of the systolic murmur; as seen from Figures 6.4a, 6.4b, this term corresponds to

the spectral energy between 50 and 250 ms from the beginning of the heart cycle. Up to 140

ms (early to mid-systolic phase), there is a lower frequency limit of 150 of 180 Hz which

progressively lowers at the next time instants (late systolic phase until the beginning of the

second heart sound S2). This comment is also related to the screening criteria presented

in [99]: if a systolic murmur contained intensive frequency components of over 200 Hz

and its length accounted for over 80% of the whole systolic duration, it was found to be

pathological.

• standard deviation of the interval from the end of S1 to the maximum intensity of the mur-

mur; this clue also could not be depicted in Figure 6.5 since mutual information estimation

was based on the comparison of segments out of single heart cycles, not on sequences of

heart cycles.

In short, the high resolution of reassigned spectral representation yields quite distinctive

patterns depending on the type and the severity of heart pathology allowing thus an inno-

cent/pathological murmur distinction. The disadvantage of this representation is its high dimen-

sionality; moreover, the large number of most relevant features, as Figure 6.5 shows, excludes the

use of a feature selection scheme. In the following section we map the time-frequency features

to a lower-dimensional domain according to a technique described in Chapter 3, on redundancy

reduction; for reasons of clarity, we repeat some of the related equations below.

6.3.5 Multilinear Analysis of Time-Frequency Features

Every PCG segment is represented in the time-frequency plane as a two-dimensional matrix

∈ R
I1×I2 , where I1 and I2 correspond to the frequency and time dimensions, respectively. Let I3

denote the number of signal segments contained in the training set. The mean value is computed

over I3, and it is subtracted from all the spectra in the training set. The zero-mean spectra
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are then stacked, creating the data tensor D ∈ R
I1×I2×I3 . A generalization of Singular Value

Decomposition (SVD) algorithm to tensors referred to as Higher Order SVD (HOSVD) [68]

enables the decomposition of tensor D to its mode−n singular vectors:

D = S ×1 Uν ×2 Ut ×3 Us (6.5)

where S is the core tensor with the same dimensions as D; S ×n U(n), n = 1, 2, 3, denotes the

n−mode product of S ∈ R
I1×I2×I3 by matrix U(n) ∈ R

In×In . For n = 2 for example, S ×2U
(2)

is an (I1 × I2 × I3) tensor given by

(

S ×2 U
(2)

)

i1i2i3

def
=

∑

i2

si1i2i3ui2i2 . (6.6)

Uν ∈ R
I1×I1 , Ut ∈ R

I2×I2 are the unitary matrices of the corresponding subspaces of frequency

and time; Us ∈ R
I3×I3 is the samples subspace matrix. These (In × In) matrices U(n), n =

1, 2, 3, contain the n-mode singular vectors (SVs):

U(n) =
[

U
(n)
1 U

(n)
2 . . . U

(n)
In

]

. (6.7)

Each matrix U(n) can directly be obtained as the matrix of left singular vectors of the “matrix

unfolding” D(n) of D along the corresponding mode [68]. Tensor D can be unfolded to the

I1 × I2I3 matrix D(1), the I2 × I3I1 matrix D(2), or the I3 × I1I2 matrix D(3). The n-mode

singular values correspond to the singular values found by the SVD of D(n).

The contribution αn,j of the jth n-mode singular vector U
(n)
j is defined as a function of its

singular value λn,j:

αn,j = λn,j /

In
∑

j=1

λn,j (6.8)

By setting a threshold in the contribution of each singular vector, the Rn with n = 1, 2 singular

vectors (SVs) can be retained for which the contribution exceeds that threshold. Thus, the

truncated matrices Û(1) ≡ Ûν ∈ R
I1×R1 and Û(2) ≡ Ût ∈ R

I2×R2 are obtained. Time-

frequency representations B ≡
∣

∣S(r)(ν, t)
∣

∣ ∈ R
I1×I2 extracted from phonocardiographic signals

are projected on Ûν and Ût according to [68]:

Z = B×1 Û
T
ν ×2 Û

T
t = ÛT

ν .B.Ût (6.9)
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where Z is an (R1×R2)−matrix, and R1, R2 denote the number of retained SVs in the frequency

and time subspace, respectively.

The time-frequency representations can be approximated then in a lower-dimensional space

producing a compact feature set suitable for classification. The number of retained components

(or SVs) in each subspace can be determined by analyzing the “discriminative” contribution

of each component. By including only the components whose contribution is larger than a

threshold, we proceed to compute the cross-validation classification error (EER) as a function of

this threshold in order to determine the optimal number of components.

6.4 Results

6.4.1 Pattern Classification and Performance Analysis

A binary classification task was defined that exploits the patterns of energy distribution in PCG

spectra that discriminate innocent from pathological systolic heart murmurs.

Classification performance was computed when vector components were selected based on

maximum contribution (maxContrib) (eq.3.4) criteria. Pattern classification was carried out using

Support Vector Machine (SVM) classifiers. SVM find the optimal boundary that separates two

classes maximizing the margin between separating boundary and closest samples to it (support

vectors) [60]. In this work, SVMlight [60] with a Radial-Basis-Functions kernel was used.

A 5-fold stratified cross-validation was used, which was repeated 25 times. In every run, the

classifier was trained on the 80% of subjects of both classes, then tested using the remaining

20%. Training and testing was based on 400ms segments from one heart cycle each; classification

of PCG recordings was based on the median of the SVM decisions over the segments from five

consequent heart cycles within this recording.

The system performance was evaluated using the ROC curve as well as the detection error

trade-off curve (DET) between false rejection rate (or miss probability, equal to one minus sensi-

tivity) and false acceptance rate (or false alarm probability, equal to one minus specificity) [94].

DET curves present more clearly than Receiver Operating Characteristic (ROC) curves the per-

formance of the different assessment systems at the low error operating points [94]. The rates

of each type of errors depend upon the value of a threshold. The optimal detection accuracy

(DCFopt) occurs when threshold is set such that the total number of errors is minimized. DCFopt

reflects performance at a single operating point on the detection error trade-off (DET) curve. The

Equal Error Rate (EER) refers to the point at the DET curve where the false-alarm probability
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equals the miss probability. We report on the average of DCFopt, EER, and area under the ROC

curve (AUC) along with their corresponding 95% confidence intervals as these were estimated

from the 25 runs. We also report on DCFopt, the respective miss and false alarm probabilities

and AUC as these were estimated from the average DET and ROC curves. These rates are worse

than the average rates since they correspond to a single threshold T set for every run.

6.4.2 Feature Extraction and Classification

Reassignment spectra were computed using the Time-Frequency Toolbox [10] throughout all ex-

periments. For the computation of the singular matrices for HOSVD, a random subset of 15

innocent and 15 pathological murmurs was selected once. Using three recordings from each sub-

ject, and considering segments of five consequent heart cycles per recording for the computation

of PCG spectra, 15 PCG spectral matrices of dimension 442 × 294 each, were generated per

subject. Stacking the 15 × 30 = 450 spectra matrices for all the recordings in the above subset,

produced the data tensor D ∈ R
442×294×450. Before applying HOSVD, the mean value of the

tensor was computed and then subtracted from the tensor.

The singular matrices U(1) ≡ Uν ∈ R
442×442 and U(2) ≡ Ut ∈ R

294×294 were directly

obtained by SVD of the “matrix unfoldings” D(1) and D(2) of D, respectively. HOSVD is

the most costly process in our system but it is performed only once. HOSVD consists of the

SVD of the two data matrices D(1) and D(2), with dimension N × k each. Note that the

computational complexity of SVD transform is O(Nk2); N is either the frequency dimension

or the time dimension of the reassigned spectrogram and k is the product of the time or the

frequency dimension, respectively, multiplied by the size of the training dataset.

The singular vectors which exceeded a predetermined contribution threshold were retained in

each mode (eq. 6.8), resulting in truncated singular matrices Ûν and Ût. Features were projected

on these truncated orthonormal axes Ûν and Ût according to eq. (6.9). The resulting matrices

Z ∈ R
R1×R2 were subsequently reshaped into vectors before SVM classification. We computed

the cross-validation classification error (EER) for various contribution thresholds in order to

determine the optimal dimensions R1, R2; the best system used [20×19] dimensions (380 features)

which corresponded to a threshold of 0.02%.

Table 6.3 provides the average of classification score in terms of AUC, DCFopt (with corre-

sponding Pmiss and Pfalse), EER and the corresponding 95% confidence intervals as these were

estimated from the 25 runs. The scores per heart cycle and per recording (five consequent heart

cycles selected offline) are provided. Figures 6.6a and 6.6b present the DET and ROC curves,
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Figure 6.6: (a) Average DET curves of 25 cross-validation runs using SVM based on one heart
cycle (red dashed) or five heart cycles segments (blue solid line). Performance scores according
to the average DET curve for one recording are: DCFopt = 90.4%, Pmiss = 7.89% and Pfalse =
10.18% (blue square). (b) Average ROC curves of 25 cross-validation runs using SVM based on
one heart cycle (red dashed) or five heart cycles segments (blue solid line). Area under the curve
(AUC) scores according to the average ROC curves are: AUC = 0.88 for one heart cycle, and
AUC = 0.9582 for one recording (5 consequent heart cycles). Also, the best classification score
for one recording corresponds to a sensitivity of 92.11% and a specificity of 89.82% (blue square).

Table 6.3: Average performance scores with 95% confidence intervals for discrimination of inno-
cent and pathological systolic murmurs based on one or five heart cycles (one recording)

one heart cycle one recording

AUC DCFopt EER AUC DCFopt Pmiss Pfalse EER
(%) (%) (%) (%) (%) (%)

0.8959±0.0157 85.36±1.99 16.72±2.11 0.9733±0.0213 96.47±1.82 4.8 2.36 7.07±3.65

respectively, of the system based on SVM for the binary classification task. Performance scores

(DCFopt, Pmiss, Pfalse and AUC) according to the average DET and ROC curve for one record-

ing, are: DCFopt = 90.4%, Pmiss = 7.89%, Pfalse = 10.18% and AUC = 0.9582. These rates are

worse than the average rates since they correspond to a single threshold T set for every run.

6.5 Discussion and Conclusions

Safe differentiation of innocent from abnormal heart murmurs in childhood is of paramount clin-

ical significance [98]. Although the majority of children will manifest at some time an innocent
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murmur, without any clinical significance, their discrimination from children having an abnormal

murmur, due to an underlying heart malformation (only 1% prevalence) is a life saving clinical

skill. However, clinical skills of physicians are rather declining as modern imaging modalities

(echocardiography, MRI) allow for a detailed noninvasive diagnosis [74]. Nevertheless, offering

a final diagnostic test as echocardiography to all children with a murmur although offers 100%

diagnostic accuracy, cannot represent a viable solution, given the associated cost and person-

nel limitations [142]. Therefore, a heart disease screening system, especially if applied in low

risk heart disease population as children should be still based on experienced cardiac ausculta-

tion, according to recent guidelines [92]. As primary health care physicians cardiac auscultation

skills are rather suboptimal, experienced cardiac auscultation cannot be offered by them, if not

having followed structured teaching programs in pediatric cardiac auscultation [45] (Erasmus

Intensive Program “From Sound to Ultrasound: Multimedia based Pediatric Cardiology IP”,

2010:www.med.uoc.gr/pcip2010). A computer based automated classification software, could be

also of valuable help to the decision making of inexperienced physicians, based on the previous

literature [111, 52, 127].

In the present study we aimed to develop and validate the clinical efficacy of an automatic

detection and classification system of pediatric heart sounds based on reassigned spectrogram.

Each phonocardiographic recording was automatically segmented into heart cycles by reference

to the R-peaks of the ECG synchronous signal. We have evaluated features of the reassignment

spectrogram of a fixed PCG segment for systolic murmur pathology detection. Different Time-

Frequency (TF) distributions such as Exponential Time Distribution (ETD) and Hyperbolic

Time Distribution (HTD) proposed in a previous study [109], have also been tested instead of

the reassignment spectrogram. ETD and HTD offered equivalent resolution to the reassignment

spectrogram [41]. However, a major drawback towards their use was the presence of several cross-

terms depending on the choice of certain parameters. Therefore, the reassignment spectrogram

was used as the initial time-frequency representation for the suggested classification system.

Features relevance to the task was assessed based on MI estimation. A great number of

features was found necessary to perform discrimination. In order to extract a compact set of

features out of this multidimensional representation, we removed “redundancy” at the first step

of our processing, using HOSVD.

Our results show that appropriately selected reassignment spectral features are well suited

to heart pathology assessment task. Using support vector machines (SVM) for systolic murmur

classification, the suggested approach achieved an Equal Error Rate (EER) of 7.07 ± 3.65% and
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an Area Under the Curve (AUC) score of 0.9733±0.0213, which were comparable to the accuracy

achieved by experienced pediatric cardiologists on the same database. This method could serve

as a first step towards remote diagnosis and training of general physicians and pediatricians in

accurate heart auscultation of children.

Previous studies have presented better efficiency scores for pathological systolic murmur dis-

crimination using artificial neural networks [26], a thresholding technique based on the murmur

intensity of a time-scale representation (continuous wavelet transform) [127], etc. However, we

must emphasize that the data selection is crucial for the performance of a diagnostic system: the

more clinically obvious the differences in the selected input dataset are regarding the variable

studied (murmur), the better the performance of an automated diagnostic system will be (for

example comparing patients without a murmur or hardly to detect innocent murmurs with those

with abnormal murmurs so loud to be easily detected as such by inexperienced physicians). In the

present study, we selected cases belonging rather to the gray area of easily misclassified systolic

murmurs by inexperienced observers, being either loud innocent murmurs radiating to all sites,

or abnormal murmurs associated with mild or moderate heart defects. It has been previously

demonstrated that in the setting of mild heart defects even the performance of experienced pedi-

atric cardiologists is rather suboptimal [44]. Normal subjects without any heart murmur were not

included in the database we used in contrast to previous studies [109]. Furthermore, no specific

recording sites corresponding to maximum murmur intensity were used; instead, we analyzed the

signal of the first 3 recording positions which were available in each case. Hence, the automatic

diagnostic system had to rely on characteristics of pathological heart sounds additional to the

intensity values of the systolic murmurs: a wide split of the second tone (Figure 6.3a), or an early

systolic click immediately after the first tone (Figure 6.3b).

False alarm (low specificity) of an automatic screening system, leads to the misclassification of

innocent murmurs as pathological. Obviously, this is more tolerable compared to the misclassifi-

cation of pathological murmurs as innocent (low sensitivity). System sensitivity could be further

improved by employing additional temporal information such as the variability of the wide split

of the second heart tone with respiration, or the variable intensity of the first heart sound between

consequent heart cycles [43]. ECG and echocardiography are advisable then. In any case, the

patient history and careful physical examination by a medical doctor are indispensable in clinical

practice.

In conclusion, the performance of our automated approach was comparable to the reported

accuracy achieved by experienced pediatric cardiologists and was significantly better than that
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of general pediatricians [44]. Automated murmur classification methods could serve as a first line

tool for clinical screening of heart disease in children, and a useful aid in teaching and practice

of pediatric cardiac auscultation for non-cardiologists.
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Chapter 7

General Conclusion

7.1 Contributions of this thesis

Time-frequency and modulation frequency analyses enable the classification of signals “with

a considerably greater reflection of the physical situation that can be achieved by spectrum

alone” ([67], p.26). The drawback is that features need to be extracted directly from the complete

distribution, making necessary the use of advanced feature extraction and pattern recognition

techniques. This thesis presented some advances in the field of feature selection from the multi-

dimensional representations produced by the time-frequency or modulation-frequency analysis of

audio signals. Solutions proposed were shown to provide appreciable improvements in various

audio classification tasks. The original contributions of this thesis are the following:

Spectro-temporal Modulation Index Ratio

For the speech-nonspeech discrimination task based on direct pattern similarity in TIMIT, we

adapted the spectro-temporal modulation index (STMI) - which is used to the assessment of

speech intelligibility [34] - in order to handle the contribution of different frequency bands. More-

over, we took into account the similarity of audio signals to both cluster “prototypes” (speech

and non-speech), by taking their ratio. We calculated the STMI and corresponding ratio (R) for

all training examples and noise conditions. The histograms of STMI and R computed on speech

and non-speech examples, formed two distinct clusters. A simple threshold check was used for

discriminating speech from non-speech events. In the case of STMI, the overlap of the two “clus-

ters” was small, but the decision threshold depended on the SNR condition - especially for low

SNR (0dB, -10dB). In the case of R distribution, the overlap was slightly increased, however the
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decision threshold was rather insensitive to the variation of SNR. This trend was reflected in the

results in the benchmark test presented in [91].

Dimensionality and noise reduction of two-dimensional representations

As a first step for the dimensionality (and noise) reduction of modulation spectra and time-

frequency distributions, we proposed a generalization of Singular Value Decomposition (SVD)

algorithm to tensors (i.e., multi-dimensional matrices), referred to as Higher Order SVD. The

singular value decomposition (SVD) of a time-frequency distribution was first proposed in [80]

for the Wigner distribution. HOSVD of multiscale spectro-temporal modulations was first done

in [96]. Comparing to SVD, reduction in dimensionality of feature space through HOSVD is

performed in every subspace separately.

The n−rank (Rn) of a tensor B is the generalization of the column (row) rank of matrices: it

equals the dimension of the vector space spanned by the n-mode vectors (the maximum number

of linearly independent n-mode vectors); in contrast to the column and row rank of a matrix, the

different n-ranks of a tensor are not necessarily the same. The truncation of the HOSVD maps

each signal to a rank-(R1, R2) approximation. The appropriate values of R1, R2 can be determined

by inspection of the singular value spectra in the respective modes. The ordering of the singular

values in every mode implies that the “energy” of the tensor B is mainly concentrated in the part

corresponding to low values of indices, i.e., the “significant” singular values. Real signals contain

noise which is typically spread out over all the terms of the HOSVD decomposition. Since signals

are well represented by the first few terms, truncating the series after the first few terms in every

subspace, significantly reduces noise while retaining most of the signal [67].

HOSVD method seeks the projections along which the variance is higher, in order to represent

the data in a low - dimensional space. Dimensions are discarded based on the relative magnitude

of the corresponding singular values, without testing if these could be useful for classification.

According to the maximum contribution (or minimum redundancy) criterion for feature selection,

the optimal R1, R2 values for the rank-(R1, R2) approximation of audio signals, can be determined

by cross-validation experiments for the classification. Still, this might be insufficient for selecting

highly discriminative features; we employed a supervised learning algorithm towards this end.
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Maximal Statistical Dependency Criterion and Most Relevant of Least Redundant

features

The “m best features” are not necessarily the “best m features” due to the joint dependencies

between features and target class [101]. In other words, when two features highly depend on each

other, removing one of them from the feature set would not seriously affect its class-discriminative

ability. The purpose of feature selection is to find a feature set S with m features {xi} which

jointly have the largest dependency on the target class c; dependency of variables is usually

defined based on mutual information [22]. This is the Max-Dependency scheme [101]. We have

shown the Max-Dependency scheme to be equivalent to the “Maximal-Relevance” criterion when

redundancy of features has been minimized before, for the “first-order” incremental search (i.e.,

one feature is added at one time during feature selection; cf Chapter 3). Through Maximal-

Relevance scheme, the joint effects of features on the target class need not to be considered. In

effect, we avoid the estimation of multivariate densities which is more difficult and less accurate

than calculating bivariate densities.

High resolution energy representations can be highly redundant. Based on real data from

MEEI database (sustained vowels) [37]), we have shown that HOSVD can significantly reduce

the features redundancy, measured in terms of mutual information between features (cf Chapter

3). We have shown the superiority of our approach over minimum redundancy criterion based

on cross-validation experiments for speech detection in Greek and U.S. English broadcast news

(in Chapter 3) and voice pathology detection and classification (in Chapter 4).

Visualization through back-projection of mutual information in the original feature

space

In Chapter 4 some interesting images were produced using the back-projection (eq. 3.6) of the

most informative compact features to the original space; these “informative” images (Figure 4.4b)

appear distorted relative to the rank−(R1, R2) approximation of the signals resulting from the

maximum contribution criterion. Still, the energy at modulations corresponding to pitch and

syllabic and phonetic rates of speech (< 40 Hz) remain prominent.

Normalization of modulation spectra Using Mutual Information

In Chapter 5 we estimated the mutual information (MI) of modulation spectral features for the

voice pathology detection task in two different databases (MEEI [37] and PdA [49]). We compared
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different normalization schemes plus their combination, based on the assumption that the most

relevant features selected in each database, should be similarly localized in the modulation-

frequency plane. Subsequently we validated the normalization scheme through cross-database

experiments on voice pathology detection task, i.e., training was performed on the first database

(MEEI) whereas testing was done on the other (PdA); and vice versa. An interesting outcome

of these experiments was that a more robust classification system was built when training was

performed on the PdA database; the reason might be that in MEEI database normal speakers were

recorded in a different environment than pathological speakers. Hence the most relevant features

detected in MEEI (without any normalization), rather included channel specific characteristics.

Classification of Concatenated feature vectors vs fusion of classifiers on separate

feature vectors

We have shown in Chapters 4 and 5 that the modulation spectral features are complementary to

the state-of-the-art MFCC features for the speech detection and voice pathology detection tasks,

respectively. Moreover, in the field of voice pathology detection, we compared the classification

of concatenated feature vectors vs fusion of classifiers on separate feature vectors. Fusion of

classifier scores can be an optimization problem by itself, since weights should be determined over

the different classifiers outcome [65]. The two approaches were found to be rather equivalent, so

we have chosen the first approach for its simplicity.

Classification of Mean of MFCC feature vectors vs Median of classification decisions

The minimum “optimum” time segment for the classification of speech signals has been shown

to be comparable to the average length of a syllable in speech ( 250 ms) [96]. We have shown

in Chapter 4 that classification of the mean of MFCC feature vectors over a time segment using

SVM, is equivalent to taking the median of the classification decisions over the short-time feature

vectors (corresponding to the same time segment). The reason for preferring the first approach is

a significant reduction in the storage requirements of features, for training, validation and testing

of a system, especially for large datasets.

Classification of fixed Systolic PCG Segments

Classification of systolic heart murmurs from phonocardiogram recordings (PCG), has been usu-

ally based on the proper alignment of the first two cardiac tones in every heart cycle and sub-

sequent time-warping of the systolic interval. However, even if the first tone detection can be
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accomplished with a 100% accuracy (based on the PCG-synchronous ECG and the mean spectral

amplitude of the PCG over the frequencies ν ∈ 40−100 Hz [32]), the detection of the second tone

is prone to errors in the case of pathological murmurs [32]. Errors introduced in the detection of

the second tone make difficult the proper temporal alignment of systolic heart segments (through

a dynamic time-warping technique [35]). We have taken into account the relative stable dura-

tion of the systolic segments in every heart cycle as reported in [32]. Hence, we have performed

classification of the time-frequency representation of fixed 400ms systolic segments from every

heart cycle (cf Chapter 6). The direct comparison of qualitative characteristics (such as spectral

patterns and time intervals in Figure 6.5) alleviates the need to detect and align the two cardiac

tones in every heart cycle.

7.2 Perspectives

We have presented an approach towards classification of multi-dimensional representations result-

ing from time-frequency and modulation-frequency analysis of audio signals. More specifically,

modulation spectral representations have been evaluated and compared on a large amount of

data with the state-of-the-art techniques for the same classification task. In the case of systolic

heart murmur classification, our approach was employed on reassigned spectra and compared to

the paediatric cardiologists accuracy level on the same dataset.

The scope of these tools is not limited only to speech or audio signals; the same approach

could be applied to the classification of general signals based on their time-frequency analysis.

The choice of a particular time-frequency distribution still depends on the problem at hand.

The possible further investigations ensuing from the work presented in this thesis can be

summarized as follows:

Voice Disorder Detection and Classification

Modulation spectral features have been shown to be complementary to the state-of-the-art MFCC

features for automatic voice pathology detection (cf Chapter 5). Preliminary studies have also

assessed their usefulness on the discrimination of pairs of various voice disorders, and voice

quality assessment (grade and breathiness). Further work might include their assessment on

connected speech (not only sustained vowels) and testing on bigger databases with a large number

of recordings with different voice disorders.
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Speaker recognition

A preliminary evaluation of the modulation spectral features for speaker recognition and valida-

tion has shown the speaker dependence of the significance of these features. A reason might be

the voice quality variations (such as variation in the rates of glottalization) in normal speakers

[112]. Given the complementarity between modulation spectra and MFCC features on speech

and voice pathology detection tasks, it is reasonable to expect that combining them with a con-

ventional speaker recognition system (e.g. with the typical GMM-MFCC approach) could lead

to an improvement. Applying features normalization for channel compensation (as proposed in

Chapter 5), could address the mismatch between training and testing conditions.

Rank properties of a tensor and SNR

The rank properties of the data tensor could be used towards determining the In − Rn least

significant singular values to be discarded in every mode, before feature selection proceeds. There

is an analogy to the eigenvalue decomposition (EVD) of an observed covariance matrix CY: in

the case of spatially white noise, the noise covariance CE is a diagonal matrix σ2
EI, in which

σ2
E is the variance of the noise on each data channel (σ−1

E is the signal-to-noise ratio, SNR); σ2
E

can be estimated as the mean of the “noise-eigenvalues”, i.e., the smallest I − R eigenvalues of

CY [68]. The In − Rn least significant singular values in every mode then, could be related to

the variance of the noise. We could determine the noise level as the mean of the least significant

singular values in every subspace of the HOSVD decomposition.

On the other hand, if the noise levels (or SNR equivalently) are known, we could discard the

singular values which are inferior or close enough to these levels. The least redundant features

among which we select the most relevant ones, could be defined based on the minimum singular

value which is superior to the noise level of the signals (SNR−1).

It is worth noting that for high levels of noise (very low SNR), the significant truncation of

the core tensor S ∈ R
I1×I2×I3 , would mostly eliminate low variance components. In that case,

our approach would not offer any advantage over minimum redundancy (maximum contribution)

criterion combined with cross-validation (see next remark).

Heart murmur classification

In our last classification task, Max-Relevance first-order feature selection after HOSVD was not

superior over minimum redundancy (maximum contribution) criterion, both combined with cross-
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validation (cf Chapter 6). The high levels of noise in the phonocardiographic (PCG) data might

be one reason, as we explain above. Still, both approaches achieve a comparable accuracy level

to the paediatric cardiologists on the same dataset.

Different time-frequency or time-scale representations have to be evaluated and compared for

the case of systolic heart murmur classification [109]. In addition, there are various useful fea-

tures (like MFCC [109]) and decomposition techniques (e.g., adaptive time-frequency transform

algorithms [133]) that produce a compact model of the signal which could be evaluated on this

task and compared to our approach. Finally, there is the option to directly consider a sequence

of at least three or five consequent heart cycles; this would permit us to examine the variance

of the second cardiac tone with respiration, which is considered a significant clue towards heart

pathology detection [31].

Principled feature selection

In all the classification tasks presented in this thesis, the relevance of information in the represen-

tation of an audio signal is assessed by Shannon’s mutual information [22]. Mutual information

estimation is based on the probability distribution of the data; thus, it is is a measure of rele-

vance which is defined independently of the classifier and the evaluation metric. The selection

of the most relevant among the least redundant features proceeds then using a traditional model

selection method: cross-validation combined with a Support Vector Machine (SVM) classifier [60]

and Equal Error Rate as a performance metric.

However, approaches to a principled feature selection suggest that relevancy definition should

consider the learner used for classification and the metric used for evaluating the learner’s perfor-

mance (see [132, 2] and references therein). As the authors in [132] theoretically prove, “optimal

feature selection is possible only for special cases; design of optimal feature selection algorithms

is attainable only by constraining the application domain in terms of classifiers and loss functions

used and tailoring the algorithms in those terms.” It would be therefore interesting to investi-

gate the potential of using algorithms that provably discover the optimal feature set for a given

classification task, classifier and performance metric, in the applications presented in this thesis.
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Appendix

Mutual Information estimation

The mutual information between two random variables xi and xj is defined in terms of their

joint probability density function (pdf) Pij(xi, xj) and the marginal pdf’s Pi(xi), Pj(xj). Mutual

information (MI) I[Pij ] is a natural measure of the inter-dependency between those variables:

I[Pij ] =

∫

dxi

∫

dxjPij(xi, xj) log2

[

Pij(xi, xj)

Pi(xi)Pj(xj)

]

(1)

MI quantifies how much information the value of one variable provides about the other; it is

invariable to any invertible transformation of the individual variables [22].

It is well-known that MI estimation from observed data is non-trivial when (all or some of) the

variables involved are continuous-valued. Estimating I[Pij ] from a finite sample requires regular-

ization of Pij(xi, xj). The simplest regularization is to define b discrete bins along each axis. We

can make an adaptive quantization (variable bin length) so that the bins are equally populated

and the coordinate invariance of the MI is preserved [123]. The precision of features quantiza-

tion also affects the sample size dependence of MI estimates [22]. Entropies are systematically

underestimated and mutual information is overestimated according to:

Iest(b,N) = I∞(b) +A(b)/N + C(b,N) (2)

where I∞ is the extrapolation to infinite sample size and the term A(b) increases with b [123].

There is a critical value, b∗, beyond which the term C(b,N) in (2) becomes important. The

optimal b∗ is defined according to a procedure described in [123]: when data are shuffled, mutual

information should be near zero for a smaller number of bins (b < b∗) while it increases for more

bins (b > b∗).
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