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EuqaristÐec

H paroÔsa didaktorik  diatrib  ekpon jhke sta plaÐsia tou metaptuqiakoÔ progr�mmatoc "Egkèfaloc

kai Nouc". Ja  jela na euqarist sw jerm� ìlouc ìsouc me bo jhsan kat� th di�rkeia aut c thc

prosp�jei�c mou.

Euqarist¸ touc kajhghtèc kai touc sumfoithtèc mou sto metaptuqiakì prìgramma. 'Htan upèroqo

na summetèqw se autì. Ja  jela na anaferj¸ sugkekrimèna stouc Jeod¸rou Eir nh, Tz�nou

AjanasÐa, Kwnstantoud�kh Xènia, Kardam�kh Andrèa, Neromuli¸th Leutèrh kai Papadour�kh

BasÐlh me touc opoÐouc kat� diast mata moirast kame k�poiouc ergasthriakoÔc q¸rouc kai mèroc

thc kajhmerinìtht�c mac. Stic Mpakìla SofÐa kai EuaggelÐou MÐna gia th bìhjei� touc ton pr¸to

kairì sto ergast rio kai gia th metèpeita filÐa touc. Sthn Erhm�kh SofÐa gia tic endiafèrousec

suzht seic kai tic sumboulèc thc. Stic Pagwmènou MarÐa kai Pan�gou MarÐa gia thn grammateiak 

upost rixh. Sthn Kefalogi�nnh MarÐa gia th bo jei� thc sta teqnik� probl mata pou antimet¸pisa.

Ston St�mo Alèxh gia thn kal  kai apodotik  sunergasÐa pou eÐqame ìla aut� ta qrìnia. H MarÐa

kai o Alèxhc eÐnai ta �toma me ta opoÐa èzhsa ta teleutaÐa 4 qrìnia sto ergast rio kai touc euqarist¸

pou èkanan autìn ton kairì euq�risto.

Jèlw na euqarist sw touc kajhghtèc Tsilimp�rh Milti�dh, Kougioumoutz�kh GÐannh, Qrist�ko

K¸sta, Mosqob�kh Ant¸nh, R�o BasÐlh kai thn kajhg tria GrhgorÐou GewrgÐa pou dèqthkan na

summet�sqoun sthn Eptamel  Exetastik  Epitrop . Epiplèon, ja  jela na euqarist sw ton ko.

Qrist�ko K¸sta giatÐ h amesìthta me thn opoÐa antimetwpÐzei touc foithtèc, mou èdwse to j�rroc na

ekfr�sw thn epijumÐa mou na summet�sqw sto metaptuqiakì prìgramma "Egkèfaloc kai Nouc", ton ko.

Dalèzio Gi�nnh gia thn anidiotel  bo jei� tou, thn ka. GrhgorÐou GewrgÐa gia th bo jei� thc kat�

thn suggraf  thc didaktorik c mou diatrib c kai thn epÐlush twn apori¸n mou, ton ko. Mosqob�kh

Ant¸nh giatÐ apotèlese gia mèna prìtupo kajhght  kai epist mona kai ton ko. R�o BasÐlh giatÐ  tan

h kinht ria dÔnamh tou ergasthrÐou ìla aut� ta qrìnia.

P�nw apì ìlouc ja  jela na euqarist sw thn kajhg tri� mou ka. Sabb�kh Elènh pou me empisteÔthke

kai mou anèjese autì to didaktorikì. Me st rixe p�nta se ìlec tic prosp�jeièc mou, akìma kai se

autèc pou den aforoÔsan austhr� thn paroÔsa didaktorik  diatrib . Mou metèdwse tic gn¸seic thc

me upomon  kai enjousiasmì. Thn euqarist¸ gia thn kajod ghs  thc kai thn asf�leia pou aut  mou

parèqei. H majhteÐa dÐpla thc eÐnai monadik  empeirÐa. EÐnai tim  mou na thn èqw dask�la mou.

TÐpota apì ìti èqw epitÔqei wc t¸ra, den ja  tan dunatì an den eÐqa thn st rixh thc oikogènei�c

mou. Touc eÐmai eugn¸mwn.
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PerÐlhyh

O i mhqanismoÐ me touc opoÐouc ta �toma antilamb�nontai tic enèrgeièc touc eÐnai idiaÐtera

shmantikoÐ giatÐ touc epitrèpoun na kajorÐsoun ton eautì touc anex�rthta apì to exwterikì

touc perib�llon. Sunepakìlouja, h anagn¸rish tou eautoÔ eÐnai proapaitoÔmeno gia thn

apìdosh miac sumperifor�c ston swstì forèa kai telik� gia th dhmiourgÐa koinwnik c sumperifor�c.

H di�krish eautoÔ/�llou ìson afor� sthn anagn¸rish miac kinhtik c sumperifor�c mporeÐ na

faÐnetai sqetik� apl  ìtan oi ekteloÔmenec kin seic eÐnai oratèc. H di�krish ìmwc kat� thn

parat rhsh kin sewn pou ekteloÔntai apì k�poion �llon kaj¸c kai kat� thn nohtik  prosomoÐwsh

fantastik¸n kin sewn apoteleÐ prìklhsh. Parìlo pou oi dÔo proanaferjeÐsec katast�seic faÐnontai

anìmoiec, èqei deiqjeÐ ìti energopoioÔn koinoÔc neurwnikoÔc plhjusmoÔc. Melètec leitourgik c

apeikìnishc egkef�lou, me th qr sh thc posotik c autoradiografik c mejìdou thc deoxuglukìzhc

([14C]-deoxuglukìzh), èdeixan ìti pollèc kinhtikèc, swmataisjhtikèc kai suneirmikèc perioqèc tou

floioÔ twn egkefalik¸n hmisfairÐwn, energopoioÔntai tìso kat� thn ektèlesh ìso kai kat� thn

parat rhsh kin sewn sÔllhyhc. Dhlad , ta apotelèsmata twn mèqri t¸ra melet¸n apodeiknÔoun ìti

prokeimènou na katal�boume mÐa pr�xh pou ekteleÐtai apì èna �llo upokeÐmeno, upoduìmaste aut n

thn kinhtik  sumperifor� mèsa mac kai thn epanalamb�noume noer�, mÐa diadikasÐa pou onom�zetai

nohtik  prosomoÐwsh.

H paroÔsa melèth diereun� th summetoq  twn optik¸n perioq¸n V1,V2, V3, V3A kai V4 tou

floioÔ, sto neurwnikì kÔklwma pou energopoieÐtai kat� thn parat rhsh kinhtik¸n sumperifor¸n

pou ekteloÔntai apì �lla upokeÐmena kai kat� thn ektèlesh kin sewn sÔllhyhc apousÐa optik c

plhroforÐac apì to Ðdio to upokeÐmeno.

Me th qr sh thc posotik c autoradiografik c mejìdou thc [14C]-deoxuglukìzhc qartograf jhke h

metabolik  drasthriìthta sthn iniak  kalÔptra, sth mhnoeid  aÔlaka kai sthn k�tw iniak  aÔlaka

pij kwn pou ekteloÔsan tic parak�tw dokimasÐec: (a) ektèlesh kÐnhshc sÔllhyhc trisdi�statou

antikeimènou me thn �kra qeÐra parousÐa optik c plhroforÐac, (b) ektèlesh kÐnhshc sÔllhyhc

apomnhmoneumènou trisdi�statou antikeimènou me thn �kra qeÐra sto skot�di kai (g) parat rhsh

kÐnhshc sÔllhyhc trisdi�statou antikeimènou me thn �kra qeÐra apì ton peiramatist .

Gia thn apok�luyh twn emplekìmenwn floiðk¸n perioq¸n anadom jhke disdi�stata o optikìc floiìc

se ìlh th raqiaÐo-koiliak  kai prosjiopÐsjia di�stas  tou. H disdi�stath aut  anadìmhsh thc

metabolik c drasthriìthtac k�je egkefalik c perioq c pragmatopoi jhke me th mètrhsh thc topik c

egkefalik c katan�lwshc glukìzhc, pixel an� pixel (diakritik  ikanìthta 45-55 mm/pixel), kat� thn

prosjiopÐsjia èktash 1300 orizìntiwn tom¸n egkef�lou kai kat� m koc miac gramm c par�llhlhc

sthn epif�neia tou floioÔ. Gia k�je tom  upologÐsthke mÐa seir� tim¸n katan�lwshc glukìzhc pou
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PerÐlhyh

antistoiqoÔse sthn prosjiopÐsjia katanom  leitourgik c drasthriìthtac thc upì an�lush perioq c

tou floioÔ. O mèsoc ìroc apì tic seirèc tim¸n 5 diadoqik¸n tom¸n antistoiqeÐ se 1 gramm  tou

disdi�statou q�rth sthn prosjiopÐsjia di�stash. H eujugr�mmish twn seir¸n ìlwn twn orizìntiwn

tom¸n anèdeixe to raqiaiokoiliakì epÐpedo. Me ton trìpo autì par�qjhkan disdi�statoi q�rtec, twn

opoÐwn h diakrisimìthta tìso sthn prosjiopÐsjia ìso kai sthn raqiaiokoiliak  di�stash  tan 100

mm. Oi q�rtec autoÐ epitrèpoun th sÔgkrish thc katanom c thc metabolik c drasthriìthtac stic upì

melèth perioqèc.

H sÔgkrish tou mèsou leitourgikoÔ q�rth twn peiramatìzwwn pou ekteloÔsan kin seic sÔllhyhc sto

fwc, me ton antÐstoiqo mèso leitourgikì q�rth twn peiramatìzwwn elègqou, apokalÔptei shmantik 

energopoÐhsh sto raqiaÐo tm ma thc optik c perioq c 3 (tìso sto iniakì-krotafikì komm�ti ìso kai

sto iniakì-bregmatikì), sthn optik  perioq  3A kai sto tm ma thc optik c perioq c 4 pou brÐsketai

sthn mhnoeid  aÔlaka.

H sÔgkrish tou mèsou leitourgikoÔ q�rth twn peiramatìzwwn, ta opoÐa eÐqan ekpaideuteÐ sthn

parat rhsh kÐnhshc sÔllhyhc trisdi�statou antikeimènou apì ton peiramatist , me ton antÐ-

stoiqo q�rth twn peiramatìzwwn elègqou, apokalÔptei shmantik  energopoÐhsh sthn perioq 

antipros¸peushc tou kentrikoÔ optikoÔ pedÐou tou prwtotagoÔc optikoÔ floioÔ, sto raqiaÐo tm ma

thc optik c perioq c 3 (tìso sto iniakì-krotafikì komm�ti ìso kai sto iniakì-bregmatikì) kai sthn

optik  perioq  3A.

Tèloc, h sÔgkrish tou mèsou leitourgikoÔ q�rth twn peiramatìzwwn pou ekteloÔsan kin seic

sÔllhyhc apomnhmoneumènou trisdi�statou antikeimènou sto skot�di me autìn twn antÐstoiqwn

peiramatìzwwn elègqou, apokalÔptei shmantik  energopoÐhsh ston prwtotag  optikì floiì sthn

iniak  kalÔptra, ston prwtotag  optikì floiì sthn perioq  thc antipros¸peushc tou periferikoÔ

optikoÔ pedÐou, sto tm ma thc optik c perioq c 2 pou brÐsketai entìc thc mhnoeidoÔc aÔlakac sthn

perioq  thc antipros¸peushc tou periferikoÔ optikoÔ pedÐou kai sto tm ma thc optik c perioq c 2 pou

brÐsketai entìc thc k�tw iniak c aÔlakac. EpÐshc energopoÐhsh parathr jhke sto iniakì-bregmatikì

tm ma thc raqiaÐac optik c perioq c 3 kai sto tm ma thc optik c perioq c 3 pou brÐsketai entìc thc

k�tw iniak c aÔlakac kai sthn optik  perioq  3A.

SÔmfwna me tic leitourgikèc idiìthtec twn neur¸nwn, thn leitourgik  org�nwsh kai tic sundèseic

twn optik¸n perioq¸n 3 (V3) kai 3A (V3A) proteÐnoume ìti h energopoÐhsh aut¸n twn perioq¸n

gia tic dokimasÐec thc parat rhshc kÐnhshc sÔllhyhc apì ton peiramatist  kai thc sÔllhyhc

apomnhmoneumènou trisdi�statou antikeimènou sto skot�di antistoiqeÐ sthn epexergasÐa plhroforÐac

sqetik  me thn nohtik  prosomoÐwsh thc kÐnhshc. Oi perioqèc autèc pijanìtata kwdikopoioÔn

optikoqwrikèc plhroforÐec pou apaitoÔntai gia th f�sh prosèggishc thc kÐnhshc, th jèsh tou

antikeimènou kai thn trisdi�stath apeikìnis  tou, oi opoÐec eÐnai aparaÐthtec gia ton kat�llhlo

prosanatolismì tou qerioÔ kai thn allhlepÐdrash me to antikeÐmeno. EÐnai gnwstì ìti oi perioqèc V3

kai V3A apoteloÔn tm ma tou raqiaÐou optikoÔ monopatioÔ, to opoÐo eÐnai upeÔjuno gia thn antÐlhyh

twn qwrik¸n sqèsewn kai thn pragmatopoÐhsh optokinhtik¸n metasqhmatism¸n. Sth melèth mac, h

energopoÐhsh twn perioq¸n V3 kai V3A mporeÐ na antikatoptrÐzei thn eÐsodo apomnhmoneumènhc

optikokinhtik c plhroforÐac apì tic an¸terec bregmatometwpiaÐec perioqèc tou raqiaÐou optikoÔ

monopatioÔ proc tic kat¸terec optikèc floiðkèc perioqèc. ProteÐnoume ìti kat� thn parat rhsh

thc kÐnhshc sÔllhyhc kai thn kÐnhsh sÔllhyhc apomnhmoneumènou trisdi�statou antikeimènou

sto skot�di, oi perioqèc V3 kai V3A energopoioÔntai lìgw thc eswterik c prosomoÐwshc thc

parathroÔmenhc   thc apomnhmoneumènhc pr�xhc. Kat� thn sunj kh parat rhshc, mèsw thc
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optik c nohtik c prosomoÐwshc anakaloÔntai apomnhmoneumènec optikoqwrikèc plhroforÐec, oi

opoÐec antikatoptrÐzoun thn kÐnhsh kai tic aisjhtikèc sunèpeièc thc. Kat� thn sunj kh thc kÐnhshc

sto skot�di, mèsw thc optik c nohtik c prosomoÐwshc eÐnai pijanì na anakaloÔntai apomnhmoneumènec

optikoqwrikèc plhroforÐec aparaÐthtec gia ton èlegqo twn kin sewn me thn �kra qeÐra.

SunoyÐzontac, kat� antistoiqÐa me thn energopoÐhsh twn kinhtik¸n, swmataisjhtik¸n kai bregmatik¸n

perioq¸n, h opoÐa parèqei sthn nohtik� prosomoiwmènh pr�xh thn kinhtik  kai swmataisjhtik  thc

anapar�stash, h energopoÐhsh twn optik¸n perioq¸n kat� thn ektèlesh kin sewn sto skot�di kai

kat� thn parat rhsh kin sewn parèqei thn optik  anapar�stash stoiqeÐwn thc kÐnhshc.
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Summary

I n the past, we demonstrated that the neural system which supports both the generation of

an action and the perception of the same action performed by another subject encompasses

widespread areas in a parieto-frontal cortical network. In the present study we examined

whether this system that helps match action perception to action generation extends beyond these

areas to early visual cortices. We applied the quantitative autoradiographic method of [14C]-

deoxyglucose, combined with cytoarchitectonic identification of cortical areas, to explore early

visual cortical areas throughout the cortex of the occipital operculum, lunate and inferior occipital

sulci of twelve adult female monkeys (Macaca mulatta) performing three behavioural tasks: (a)

grasping-in-the-light (Gl), (b) grasping-observation (O), and (c) grasping-in-the-dark (Gd). In

order to disambiguate the effects of the purposely reaching/grasping action from the effects of

(a) the non-goal-directed biological-motion elicited by a purposelessly moving forelimb in front of

the monkey, and (b) the visual stimulation induced by mere presentation of the 3D-object, we

compared the functional activity in the Gl and O monkeys with that in two arm-motion control

(Cm) monkeys. To reveal the effects induced by reaching-to-grasp in the dark, we compared the

functional activity in the two Gd monkeys with that in two control-in-the-dark monkeys (Cd).

In order to reveal the effects induced by the behavioural tasks, we produced and compared two-

dimensional reconstructions (2D-maps) of the spatio-intensive pattern of metabolic activity (LCGU

values in µmol/100 g/min) throughout the full extent of the visual areas V1, V2, V3, V3A, and

V4.

During grasping-in-the-light increased metabolic activity was evident in extrastriate areas V3d, V3A

and V4 with the two segments of area V3d, the occipito-parietal reflecting peripheral vision and

the occipito-temporal reflecting central vision being equally activated. During grasping-observation,

area V4 was not activated, marginal activation was displayed in the representation of the central

visual field of area V1 and significant activation was displayed in areas V3d and V3A with the

occipito-temporal region of area V3d being more activated than the occipito-parietal. During

grasping-in-the-dark activation was observed in areas V1, V2, V3A, and V3v. Area V3d was

markedly activated in its occipito-parietal segment, contrary to the occipito-temporal which was

not activated.

According to our previous proposal, the activations induced by grasping-observation in the parietal

and motor cortex imply that observation of an action corresponds to simulation of its overt

counterpart. Based on our present findings, we suggest that the activation of areas V3d and V3A for

action-observation and for action-execution in the dark reflects the processing of visual information
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related to the mental simulation of the action. Area V3 may relay to the motor system, via the

parieto-frontal visuo-motor stream, visuospatial information required for the reaching component

of the action and 3D-object-related information useful for the grasping constituent. Therefore, as

the somatotopic activation of the primary somatosensory cortex during action-observation in our

previous study supported an introspective kinesthetic feeling of the movement by the observer in a

first person perspective, the activation of the early visual cortices during action-generation in the

dark in the present study supports an internalized visual representation of the spatial-location and

the 3D-form of the invisible object to be reached and grasped, i.e. visual imagery during action

control.
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Glossary & List of Abbreviations

2D two dimensional disdi�statoc

3D three dimensional trisdi�statoc

2DG or 14C-DG [14C]-deoxyglucose [14C]-deoxuglukìzh

2DG-6-P [14C]-deoxyglucose-6-phosphate [14C]-deoxuglukìzh-6-

fwsforik 

LCGU local cerebral glucose utilization topik  katan�lwsh

glukìzhc sto floiì

afferent prosagwgìc

claustrum proteÐqisma

CO metabolic enzyme cytochrome oxidase ènzumo kutoqrwmik  ox-

eid�sh

corpus callosum aktinobolÐa mesolobÐou

efferent apagwgìc

extrastriate exwtainiwtìc

fMRI functional magnetic resonance imaging leitourgik  apeikìnish

magnhtikoÔ suntonismoÔ

TMS transcranial magnetic stimulation diakraniakìc magnhtikìc

erejismìc

op occipito-parietal iniakobregmatikì

ot occipito-temporal iniakokrotafikì

operculum kalÔptra

occipital operculum iniak  kalÔptra

pons gèfura

pulvinar proskèfalo jal�mou

splenium splhnÐo mesolobÐou

striate tainiwtìc

superior colliculus �nw didÔmio

dorsal visual pathway raqiaÐa optik  odìc

ventral visual pathway koiliak  optik  odìc

continued
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Glossary & List of Abbreviations

Areas

area 8 area 8 of the prefrontal cortex perioq  8 tou prometw-

piaÐou floioÔ

area prestriata protainiwt  perioq 

BA17 Brodmann area 17 kuttaroarqitektonikì

pedÐo 17 tou Brodmann

BA18 Brodmann area 18 kuttaroarqitektonikì

pedÐo 18 tou Brodmann

BA19 Brodmann area 19 kuttaroarqitektonikì

pedÐo 19 tou Brodmann

CITd central inferotemporal dorsal area kentrik  k�tw

krotafik  perioq ,

raqiaÐo tm ma

CITv central inferotemporal ventral area kentrik  k�tw

krotafik  perioq ,

koiliakì tm ma

DL dorsolateral area raqiopl�gia perioq 

DM dorsomedial area raqiomèsh perioq 

DLr rostral half of the DL prìsjio  misu thc raqio-

pl�giac perioq c

DLc caudal half of the DL opÐsjio  misu thc raqio-

pl�giac perioq c

DP dorsal prelunate area raqÐaia promhnoeid c pe-

rioq 

FEF frontal eye fields prìsjia ofjalmik� pedÐa

FST fundus of the superior temporal area epÐ tou pujmèna thc �nw

krotafik c aÔlakac pe-

rioq 

cIP caudal intraparietal area perioq  sto

opÐsjio tm ma thc

endobregm�tiac aÔlakac

LIP lateral intraparietal area perioq  sto

pl�gio tm ma thc

endobregm�tiac aÔlakac

MST medial superior temporal area èsw �nw krotafik  peri-

oq 

MSTd medial superior temporal area, dorsal èsw �nw krotafik  peri-

oq , raqiaÐa

MT (or V5) middle temporal area (or visual area 5) èsw krotafik  perioq  /

optik  perioq  5

continued
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Glossary & List of Abbreviations

MTp far peripheral projection zone from V1

and V2 of MT

problhtik  z¸nh per-

iferik c ìrashc apì tic

V1 kai V2 sthn optik 

perioq  5/MT

PIP posterior intraparietal area opÐsjia endobregmatik 

perioq 

PITd posterior inferotemporal dorsal area opÐsjia k�tw bregmatik 

perioq , raqiaÐa

PITv posterior inferotemporal ventral area opÐsjia k�tw bregmatik 

perioq , koiliak�

PO parieto-occipital area bregmatoðniak  perioq 

TE cytoarchitectonic area TE in anterior

temporal cortex

kuttaroarqitektonik 

perioq  TE ston

krotafikì floiì

TEO area temporoccipital (cytoarchitectonic

area TEO in posterior inferior temporal

cortex)

krotafik -iniak  perioq 

TF cytoarchitectonic area TF on the parahip-

pocampal gyrus (temporal area F)

kuttaroarqitektonik 

perioq  TF sthn

paraðppok�mpeia èlika

V1 visual area 1 or primary visual cortex or

striate cortex

optik  perioq  1   prw-

totag c optikìc floiìc

  tainiwt  perioq 

V2 visual area 2 optik  perioq  2

V3 visual area 3 optik  perioq  3

V3d dorsal part of visual area V3 raqiaÐo tm ma optik c

perioq c 3

V3v (or VP) ventral part of visual area V3 koiliakì tm ma optik c

perioq c 3

VP ventral posterior area (i.e. V3v) koiliakì tm ma optik c

perioq c 3

V3A visual area V3A optik  perioq  3A

V4 visual area V4 optik  perioq  4

V4a visual area 4a optik  perioq  4a

V4t transitional visual area 4 metabatik  optik  peri-

oq  4t

VIP ventral intraparietal area koiliak  endobregmatik 

perioq 

VOT ventral occipitotemporal area koiliak 

iniakokrotafik  perioq 

VTF visually responsive portion of temporal

visual area F

optik� apokrinìmeno

tm ma thc krotafik c

optik c perioq c F

continued
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Glossary & List of Abbreviations

Sulci

As arcuate sulcus toxoeid c aÔlaka

Cs central sulcus kentrik  aÔlaka

Cas calcarine sulcus plhktraÐa aÔlaka

IOs inferior occipital sulcus k�tw iniak  aÔlaka

Ls lunate sulcus mhnoeid c aÔlaka

OTs occipitotemporal sulcus iniakokrotafik  aÔlaka

POs parieto-occipital sulcus bregmatikoðniak  aÔlaka

STs superior temporal sulcus �nw krotafik  aÔlaka

Cortices

cingulate cortex floiìc tou prosagwgÐou

frontal cortex metwpiaÐoc floiìc

insular cortex nhsidiakìc floiìc

occipital cortex iniakìc floiìc

parahippocampal cortex paraðppok�mpeioc

floiìc

parietal cortex bregmatikìc floiìc

prefrontal cortex prometwpiaÐoc floiìc

primary visual cortex prwtotag c optikìc

floiìc

polysensory cortex poluaisjhtikìc floiìc

temporal cortex krotafikìc floiìc

Nuclei

amygdaloid nucleus amugdaloeid c pur nac

intralaminar nuclei endopet�lioi pur nec

jal�mou

nucleus basalis of Meyn-

ert

basikìc pur nac tou

Meynert

LGN lateral geniculate nucleus èxw gonat¸dhc pur nac

end of list
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CHAPTER 1

Introduction

A fundamental cognitive process is to acquire and retain knowledge about the external world.

This perceived information is used by the agent to interact with the environment, to

develop behavioural strategies and probably to match individual dispositions with that of

his companions. It is evident that knowledge and skills are built and learned in collaborative social

activity. Yet a fundamental question remains to be explored. How knowledge and skills sharing is

achieved, how a joint experience of the world and of the existing objects is communicated and how

the detection and understanding of purposeful strategies is accomplished.

Communication and understanding is present even in newborns. Within minutes of birth a baby

can enter into a dialogue of expressions with another person, in which the taking of turns is

expected. At the time, the infant imitation is intentional and his/her provocation when he/she

seeks communication is attentive (Fiamenghi 1997; Kugiumutzakis 1998; Nagy and Molnar 2004).

Among other researchers, neuroscientists vigilantly try to clarify the processes that signal the

direction and the aim of the interest of people and mediate sequences of actions which convey their

intentions and goals. Therefore the discovery of the neural bases of action understanding is of

utmost importance. These processes are achieved, up to a significant level, by readily exchanging

information with other agents. The discovery of mirror neurons in F5 boosted this premise and

augmented the argument that action understanding is based on mechanisms that match observation

and execution of goal-related motor actions (Gallese et al. 1996; Rizzolatti et al. 1996; Gallese and

Goldman 1998). Mirror neurons are activated during object-oriented actions, whether they are

performed or observed by the recording monkey. This finding was among the first that revealed a

direct correspondence between a neural substrate and the visual perception of an action, although

very early in the imagery study such a correspondence has been assumed. Hebb had wittily

remarked that first order and higher order cell assemblies are the foundation for the specific and

less specific imagery processes respectively (Hebb 1968).

It has been proposed that the observation, perception and imitation of actions executed by others,

and the planning of actions executed in due course by the subjects themselves can be accomplished

through the formation of mental images and the implementation of mental simulation. Mental

imagery gained quite early the attention of the scientific community, and its functional constituents
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were explored. Imagery was regarded to have a mnemonic role (Bower 1970; Paivio 1975), to

function as a cognitive strategy (Huttenlocher et al. 1972) or to be a similar process to perception

(Segal and Fusella 1970). Imagery can be recruited in two conditions: when the subject voluntarily

forms a mental image or action and when the subject observes other agents. In the latter case the

perceiver can rehearse the representation of an action and the simulation can provide a frame for

the recognition of this action.

A visual mental image can be formed in the absence of an immediate appropriate sensory input. It

is an internal representation similar to that created during the initial phases of perception, without

the stimulus actually being perceived. Researchers have expressed different opinions regarding

the form of internal representations for imagery. The two main theories are the propositional

interpretation and the depictive interpretation. The propositional interpretation supports that

images are memorized as propositions (nodes/points) linked to each other constructing a network.

In the propositional theory, the mental representations are processed in a serial ordered way in

which people search the nodes and links of the network to find the feature of interest. The

propositional format is a symbolic amodal representation that simplifies the mental process and

provides a common framework for all mental representations [(e.g. visual, linguistic etc (Pylyshyn

1973, 2002; Pylyshyn 2003)]. The depictive interpretation argues that many properties of the

images are embodied in the mental representation of the perceived image (Kosslyn et al. 2006b).

The notion that the visual images parallel the internal structures of their referents and exhibit some

of the same spatial properties as do the original percepts can be supported by several experimental

results. Findings which imply that mental representations are processed in a picture-like way were

presented from the beginning of the mental imagery debate. Well-known experiments are those of

mental rotation (Cooper and Shepard 1973; Bethell-Fox and Shepard 1988). For example, in one

of the original studies, the subjects had to compare a test object visually presented in different

orientations, with another reference object presented in another orientation and had to determine

if the portrayed 2D objects corresponded to the same 3D objects. The subjects reported that the

process they employed was to rotate one end of one object into congruence with the corresponding

end of the other object and examine whether the rest parts were also coinciding (Shepard and

Metzler 1971). Other influential experiments are those of visual scanning. Kosslyn demonstrated

that people can scan the distances embodied in images. Scanning times increased when subjects

had to scan larger images, and consequently reaction times were bigger because subjects had to

scan further distances across the visual images. Kosslyn described visual representations as quasi-

pictorial mental images which seem to embody information about actual interval spatial extents

(Kosslyn et al. 1978). Shepard and Metzler (1971) had also demonstrated that the reaction time of

the subjects increased as a linear function of the angular difference between the two compared

objects. The well-established behavioural effect of compatibility between physically presented

stimuli and overt responses was also reported in more recent studies regarding imagery; e.g. it

was demonstrated that in imagery, as in perception, response times are slower for stimuli and

responses which are on opposite sides of the image (Tlauka and McKenna 1998).

When imagery involves voluntary control on part of the imager as an agent, then the internal

representations are conceived as ”motor imagery” (Annett 1995). Motor imagery refers to internal

motor schemas from a first person perspective (Jeannerod 1994) or similarly to an image that

the participant experiences as if he or she were performing the action voluntarily (Annett 1995).
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The varieties of imaginary actions include both the voluntary manipulation of imaginary objects

and the imaginary manipulation of physically present objects (Annett 1995). Motor imagery has

become an important topic in the areas of rehabilitation, e.g. in promoting the recovery of motor

function following stroke (Stevens and Stoykov 2003; Sharma et al. 2006; Zimmermann-Schlatter

et al. 2008), in mental practice (Driskell et al. 1994), in sport psychology and athletic training

and performance (Mahoney and Avener 1977; Driskell et al. 1994; Cumming and Hall 2002; Gregg

and Hall 2006), and in bodily preparation for action and in action control, where the neural bases

and temporal characteristics of motor imagery can be explored to aid our understanding of action

(Jeannerod 1997). Motor imagery [or mental practice: the systematically repeated imagination

(covert rehearsal) of the movement pattern in the absence of any muscular movements] can also

be employed in observational learning and mental training, without any physical realization of the

task (Elliott and Khan 2010).

As in the case of visual imagery, several parameters that are encoded in real actions are found

in motor images. Experimental data underscore that mental and overt actions have prominent

similarities. First of all, the time needed to execute them is very similar. In a classic experiment

the subjects were asked to walk a certain distance both overtly and mentally to targets located at

different distances. It was found that walking times were the same in both cases. Moreover, in

both conditions the walking time increased when the walking distance increased too (Decety et al.

1989). Here we would like to mention that similar results were demonstrated in a visual imagery

study (Kosslyn et al. 1978). In another study, where the subjects were tested in graphic tasks,

it was shown that a mental execution of a writing or drawing task entails temporal information

processes similar to those used when the movement is actually performed (Decety and Michel

1989). Another well-known experiment investigated mentally simulated actions in a virtual reality

environment (Decety and Jeannerod 1996). The participants had to walk mentally through gates

of different widths positioned at different distances within a virtual environment. Mental walking

time was found to increase with increasing gate distance and decreasing gate width. Therefore

Fitts law (Fitts 1992), which states that more difficult physical movements take more time to be

executed than do easier ones, also applies to imagined movements. Similar results were obtained

in a previous experiment, where subjects were asked either to actually walk or imagine themselves

walking on four beams which had the same length but varied in width. Indeed the results were

consistent with an inverse relationship between the difficulty of a movement and the speed with

which it can be performed. The beam width was a factor of difficulty of the task, such that it

took longer to walk on a narrower beam (Decety 1991). Another study, exemplifying the fact that

motor imagery uses same processes that are used in motor execution, examined the time needed

by the subjects to configure their hand from one resting posture to another, when they executed

the task physically or mentally. It was revealed that the time to imagine the movement was highly

correlated with the time to actually perform the movement and the time for two conditions was

usually equal when the actions were related to familiar hand postures. This finding indicates that

not only time, but also kinematic constraints, are similarly represented in the two cases(Parsons

1994). In another noteworthy study, the researchers examined how a perceptual variable known to

affect grip selection, the orientation of a manipulandum, affected internally represented actions and

the prospective action judgments. The participants were required either to actually grasp a visually

presented dowel or judge how they would grasp it under comparable circumstances. It was found
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that the time taken by the subjects to give the response increased as a function of the angle at which

the bar was presented (Johnson 2000). Thus, in motor imagery as in real grasping, the selection of

the final hand position is dictated by the biomechanical demands and the awkwardness of the final

posture and is accomplished through the shortest biomechanically plausible trajectory (Rosenbaum

et al. 1995). These and other results, e.g. (Adams et al. 1987; Decety et al. 1991; Decety et al.

1993; Sirigu et al. 1996; Cerritelli et al. 2000; Paccalin and Jeannerod 2000; Papaxanthis et al.

2002a; Papaxanthis et al. 2002b; Papaxanthis et al. 2003) suggest that processes underlying mental

movements within internally represented space are similar to those underlying actual movements

within physical space.

In general, both visual and motor imagery should be considered as processes which rely on the same

mechanisms and use much of the same cortical areas employed in perception and overt generation

of actions, and which result in internal representations that convey, store and assemble information

regarding an external stimulus.

There is a growing body of evidence suggesting that motor imagery involves a subsystem of that

involved in motor planning and/or control. Imagining movements activates areas involved in motor

planning and control including the supplementary and pre-motor areas (Rao et al. 1993; Decety et

al. 1994; Stephan et al. 1995; Deiber et al. 1998; Lotze et al. 1999; Gerardin et al. 2000; Hanakawa

et al. 2003; Iseki et al. 2008), the parietal cortex (Stephan et al. 1995; Sirigu et al. 1996; Deiber et

al. 1998; Gerardin et al. 2000; Hanakawa et al. 2003), the cerebellum and the basal ganglia (Decety

et al. 1988; Decety et al. 1990; Ryding et al. 1993; Gerardin et al. 2000; Hanakawa et al. 2003).

Although there has been some controversy in the neuroimaging literature regarding involvement of

the primary motor cortex (MI) during motor imagery, experiments often reveal activity increases

in MI during motor imagery and in some cases in somatosensory cortex (Hallett et al. 1994; Porro

et al. 1996; Roth et al. 1996; Hari et al. 1998; Gerardin et al. 2000; Porro et al. 2000).

Furthermore, we have also demonstrated that the neural system which supports both the generation

of an action and the perception of the same action performed by another subject encompasses

widespread areas in a parieto-frontal cortical network. We have shown that it involves several

premotor and cingulate areas as well as the primary motor and somatosensory cortices, which

are somatotopically activated when subjects observe object-related hand actions, as they are for

execution of the same actions (Raos et al. 2004, 2007). We have also demonstrated that this resonant

system, which helps action-perception to match action-generation, involves extensive regions of the

lateral, medial and intra-parietal cortex of the primate brain (Evangeliou et al. 2009). Our findings

complement the results of other studies reporting activation of parts of this parieto-frontal cortical

network not only by execution but also by mere observation of goal directed hand actions (Grafton

et al. 1996; Decety et al. 1997; Hari et al. 1998; Buccino et al. 2001; Avikainen et al. 2002; Cisek

and Kalaska 2004; Filimon et al. 2007; Tkach et al. 2007).

Evidently, there is general agreement that several higher-order cortical areas are involved in both

visual and motor imagery processes. However, the possible involvement of lower-order visual areas

in imagery is intensely debated (Kosslyn and Thompson 2003). Several studies have shown that the

primary visual cortex can become activated when people visualise objects with their eyes closed,

e.g. (Le Bihan et al. 1993a; Kosslyn et al. 1995; Sabbah et al. 1995; Chen et al. 1998; Thompson et

al. 2001). Yet, other reports did not detect any activity in V1 and adjacent visual areas such as V2

and V3 (e.g. (Roland et al. 1987; Charlot et al. 1992; Fletcher et al. 1995; Mellet et al. 1995; Mellet

et al. 1996; Mellet et al. 2000). It has been argued that lower-order visual areas are predominantly
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computational and not representational and, as such, are not obligatory in recreation of an already

computed representation (Roland and Gulyas 1994).

In the present study we explored whether the proposed neural substrate of mental simulation of an

action extends beyond the parieto-frontal motor/kinesthetic network, to the striate and extrastriate

occipital cortical visual areas. Our analysis focused on striate area V1 and the extrastriate cortices

V2, V3, V3A, and V4, which occupy the occipital operculum and both banks of the lunate (Ls)

and the inferior occipital (IOs) sulci.

In the following section an attempt is made to briefly present the knowledge about the boundaries

of visual areas V1, V2, V3, V3A, and V4 in striate and extrastriate visual cortex, their functions

and their connectivity. Moreover, the hierarchical processing of information and the segregation of

form, motion, depth, and colour along the visual pathways will be discussed.
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Visual Areas

A basic step towards the understanding of perception through sight is the identification of the brain

areas that mediate this function and their connectivity. Brodmann (Brodmann 1909) was the first

to establish functionally distinct visual domains, 17, 18, and 19. Later on other researchers such as

von Economo (von Economo 1929) and von Bonin and Bailey (von Bonin and Bailey 1947) studied

the visual cortex and characterised the ”well” defined visual areas. In recent years, the advent of

new advanced, elaborate, and refined techniques enabled scientists to readdress the question on the

determination of visual areas, and to revise those early findings. The organisation of the visual

cortex, with the exception of striate cortex, was utterly rearranged and the investigators proposed

new schemes regarding the location and the connections of visual areas. An impressive number of

new visual areas emerged, areas that do not lie within the classical subdivisions of the occipital

lobe but extend further frontally (Desimone and Ungerleider 1986; Felleman and Van Essen 1991).

Nevertheless, the variety of cytoarchitectonic, physiological, anatomical and behavioural studies

failed to provide sharp boundaries and distinct functions in visual areas. Clearly, there has been

a deeper understanding of the visual cortex. However, questions regarding connectivity, functions

of areal subdivisions and their interaction, and even the existence of certain visual areas and their

boundaries, remain unanswered.

Visual area V1 (primary visual or striate cortex)

As shown in early studies (Brodmann 1909; von Bonin 1942) but also as verified by new high

resolution imaging techniques both in monkey and human brains (Brewer et al. 2002; Hinds et

al. 2008), most of visual area V1 (or primary visual cortex or striate cortex) is located along the

medial surface of the occipital lobe or folded within the calcarine fissure. The portion of V1 that is

exposed posteriorly on the brain and extends over the lateral surface of the occipital lobe forms a

dome-shaped operculum. The operculum extends to the Ls, which separates the visual cortex from

the parietal and temporal lobes. On the medial surface, the striate area is closely associated with

the calcarine fissure, which forms a T-shaped figure at the occipital tip divided into the superior

and inferior branch. Several studies have estimated the area V1 occupies and its cortical thickness.

The average V1 area has been found to vary between 1320 mm2 (Daniel and Whitteridge 1961)

and 1450 mm2 (Clark 1942). In a more recent report the average surface was found to be 1195

mm2. However, in the latter report the measurements exhibited a large degree of variability (690-

1560 mm2) (Van Essen et al. 1984). A contemporary study with that of Van Essen measured a

significantly smaller area of 841 mm2 with the average total thickness of V1 layers being 1.592 mm

(O’Kusky and Colonnier 1982). An even more recent study in adult Macaca mulatta (Purves and

LaMantia 1990) showed that the striate cortex may range from 1148 to 1246 mm2. Despite the

substantial variability of the extent of primary visual cortex demonstrated in all these studies, V1

is evidently the largest visual area (Brewer et al. 2002).

In stained preparations of the primate visual cortex, area V1 is prominent because of its distinct and

unique lamination, which has been the object of studies from early years on (Brodmann 1905; von

Bonin 1942). The primary visual cortex is one of the most easily distinguishable areas due to its well

developed and differentiated lamina granularis interna (lamina IV). The results of anatomical and

physiological investigations led different investigators to adopt different lamination schemes. The
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numbering scheme which is most commonly used, is the one proposed by Brodmann (1905).1 For

a review of the lamination in area V1 in primates see (Clark 1925) and of the Macaca mulatta see

(Billings-Gagliardi et al. 1974). Another feature that makes primary visual cortex one of the most

easily recognizable areas in the primate brain is a prominent white band, running tangentially in

the middle of the cortex, the stria of Gennari or the outer stripe of Baillarger, consisting of heavily

myelinated axons. This feature is one of only a few histological features that can be investigated

using current MRI technology (Clark et al. 1992; Hinds et al. 2005). It is the presence of this stripe

that led to the V1 cortex being called striate cortex.

When stained for the metabolic enzyme cytochrome oxidase (CO), another distinctive histological

feature of V1 is revealed; a periodic distribution of darker staining zones or ”blobs”, most prominent

in layer II and III, expressing high levels of CO. The heavily staining regions of blobs in this

repeating dot-like pattern are separated by unstained regions, the ”interblobs” (Horton and Hubel

1981; Horton 1984; Hendrickson 1985; Purves and LaMantia 1990; Farias et al. 1997). These

blobs have been regarded as the functional cytoarchitectonic unit of the primary visual cortex

(Horton 1984; Horton and Hedley-Whyte 1984), with the CO-rich and CO-poor zones possessing

different functional properties (Tootell et al. 1988a; Tootell et al. 1988b; Tootell et al. 1988c;

Ts’o and Gilbert 1988; Silverman et al. 1989; Ts’o et al. 1990; Edwards et al. 1995). Blobs are

centered above ocular dominance columns and contain unoriented neurons predominantly sensitive

to colour, which prefer lower spatial frequencies than the surrounding interblob regions (Livingstone

and Hubel 1984; Silverman et al. 1989; Born and Tootell 1991; Edwards et al. 1995). Cells selective

for stimulus orientation and therefore involved with the processing of form vision, that respond

at higher frequencies are found between the blobs (Livingstone and Hubel 1984; Ts’o and Gilbert

1988). Evidence from anatomical studies exists that these functional units are added gradually to

the developing primate brain from birth to maturity (Purves and LaMantia 1990).

Like other cortical areas, such as the somatosensory cortex (Mountcastle 1957), the primary visual

cortex exhibits columnar organisation. It is organised in at least two columns of cells, anatomical

and functional, extending vertically from surface to white matter. These two overlapping and

independent systems of vertical bands are the orientation columns and the ocular dominance

columns (Hubel and Wiesel 1968). In the first system, cells are assembled into groups which

respond to similarly oriented line segments. Following a sequence from one column to another, a

precise gradual shift in the axis of orientation was revealed, followed by a sudden shift in direction

preference (Hubel and Wiesel 1968). In the second system, cells are grouped into columns that are

driven most effectively by the left or the right eye. The bands tend to course perpendicular to the

V1/V2 border as they approach the border, and this tendency becomes more apparent in parts of

the cortex representing peripheral and paracentral vision, than parts representing central and foveal

vision (Florence and Kaas 1992). Hubel and Wiesel (Hubel and Wiesel 1974) introduced the term

1 I. Lamina zonalis: the narrow cell-free cortical border. II. Lamina granularis externa: very feebly developed
and hardly separable from the adjacent pyramidal layer. III. Lamina pyramidalis - pyramidal cells are located
superficially; somewhat larger pyramidal cells are found only in deeper parts. IV. (a) Lamina granularis interna
superficialis: stands out in the photographs as a distinct dark cell stripe. At higher magnification many little round
cells (so-called granules) can be recognized, apart from larger slender star- and pyramid-shaped cells. (b) Lamina
(granularis interna) intermedia: contains the stripe of Gennari in fibre preparations. (c) Lamina granularis interna
profunda: this is the most cell-rich and, because of this, the darkest, most prominent layer in any cortical cross section.
V. Lamina ganglionaris: the most cell-poor and therefore the lightest layer of area 17. VI. Lamina multiformis -
can be more clearly subdivided than in man into two subdivisions: (a) Lamina triangularis: a darker outer layer
containing mostly larger cells, and (b) Lamina fusiformis: the lighter cell-poor inner layer, or the true spindle-cell
layer, which stands out sharply against the white matter.
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hypercolumn to refer to a complete array of columns that correspond to all values of a given variable.

For the orientation system this is a full set of columns responsive to lines of all orientations from

a particular region in space, while for the ocular dominance system it is a group of a left-eye and

a right-eye column. A complete sequence of ocular dominance columns and orientation columns is

repeated regularly and precisely over the surface of the primary visual cortex, and this organisation

seems to imply that such entities are required to analyse the multidimensional visual field into a

two-dimensional surface (Hubel and Wiesel 1968).

An array of functional columns of cells in the visual cortex (and generally in any other area)

that contains the neural machinery necessary to analyse a discrete region of the visual field can

be thought of as a functional module (Mountcastle 1997). Therefore, each module contains one

complete set of orientation columns, one set of ocular dominance columns (right and left eye), and

several blobs (regions of the cortex associated with colour processing). The entire visual field can

be represented in the visual cortex by a regular array of such modules.

The layout of the orientation columns was demonstrated with autoradiographic, optical and

differential imaging methods (Wiesel et al. 1974; Hubel et al. 1978; Blasdel and Salama 1986; Ts’o

et al. 1990; Blasdel 1992a, 1992b). These metabolic maps revealed the orderly pattern of active

and inactive stripes which are related to the various functional columns, that include orientation,

binocular interaction, colour, and spatial frequency (Horton and Hubel 1981; Michael 1981; Horton

1984). Accordingly, the pattern of ocular dominance columns was also reconstructed (LeVay et

al. 1985). Earlier studies have tried to interpret how the scheme of the alternating bands arises.

Attempts to model stripe development and order were based on the idea that they result from the

repulsive force between afferents from different eyes and/or from the geometry of geniculocortical

projections (LeVay et al. 1985). Later experiments (in ferrets) indicate that the initial appearance

of ocular dominance columns occurs at an early stage of cortical development (Crowley and Katz

2000), before the onset of cortical visual responses and well before the critical period (Issa et al.

1999). A study in prenatally enucleated monkeys showed normal size and distribution of CO blobs,

indicating that cues from retinal photoreceptors are not essential for the development of the blobs

(Kuljis and Rakic 1990). It is proposed that ocular dominance columns is the first component of

modular circuitry that emerges in visual cortex, and that the early presence of ocular dominance

columns may constrain the subsequent organisation of orientation columns, perhaps explaining

why the centers of orientation pinwheels are aligned with the centers of ocular dominance columns

(Obermayer and Blasdel 1993; Crair et al. 1997).

Visual information passes sequentially from the retina to the lateral geniculate nucleus (LGN)

(Leventhal et al. 1981; Perry et al. 1984), and to the striate cortex, where the visual field is

represented. One of the first detailed studies on localization of the projections of the retina

in the geniculate body in apes was carried out by Brouwer and Zeeman (Brouwer and Zeeman

1925). Ganglion cells project to LGN in an orderly manner, so that each LGN has a retinotopic

representation of the contralateral visual hemifield. V1 accepts a topographically organised point-

to-point input from the LGN, which is reflected functionally in the detailed analysis that area V1

performs.

In primary visual cortex, the fundamental pattern of retinotopic organization has been described as

a first-order transformation of the visual hemifield (Allman and Kaas 1971). It is best described as

a one-to-one mapping in which adjacent points in the hemifield are always represented at adjacent

points on the cortical surface. V1 has a complete representation of the contralateral visual field
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in a continuous way (Hubel and Wiesel 1968; Van Essen et al. 1984). The upper visual field is

represented in the ventral part of V1 and the lower visual field in its dorsal part (Van Essen et al.

1984). The vertical meridian forms the anterior border of V1 with visual area V2 in the posterior

crown of Ls (Daniel and Whitteridge 1961; Tootell et al. 1982). The representation of the visual field

in area V1 exhibits a distortion as revealed by the calculation of the magnification factor. The fovea

is represented in the region of acute curvature of the V1/V2 border (Tootell et al. 1988d) and there

is an over-represenation of the retinal fovea corresponding to the central visual field as compared

with the peripheral visual filed (Daniel and Whitteridge 1961; Dow et al. 1981; Tootell et al. 1982;

Van Essen et al. 1984). The peripheral visual field is represented towards the calcarine fissure

(Daniel and Whitteridge 1961). Van Essen et al. (1984) and Tootell et al. (1988d) have suggested

that the inferior visual field is overrepresented relative to the superior field. In measurements from

the striate cortex representing peripheral vision, these investigators showed that the striate area

devoted to the inferior visual field was, on average, about 1.2 times that devoted to the superior

field. Moreover an anisotropy of 1.5:1 in vertical/horizontal magnification in foveal striate cortex

was also reported (Dow et al. 1985). Moving towards the periphery, the topographic representation

becomes coarser and the receptive fields larger (Hubel and Wiesel 1968). In owl monkeys, data

obtained from recording experiments indicate that the temporal periphery of the V1 visual field

does not share a common border with area V2. Moreover, it was shown that much of the upper

visual field is represented on the upper bank of the calcarine sulcus (Cas)(Allman and Kaas 1971).

The anisotropies and differences in V1 retinotopy have been studied in detail (Van Essen et al.

1984; Blasdel and Campbell 2001).

The most effective stimulus for many of the striate cortex units in the awake monkey is an elongated

slit of light (Wurtz 1969). V1 neurons are classified into three categories: simple, complex and

hypercomplex cells (Hubel and Wiesel 1962, 1968; Wurtz 1969), according to their receptive

field structure. Simple cortical cells are built up due to convergence of geniculate cells with

concentric fields. Simple cells in turn converge upon complex cells, and complex on hypercomplex

resulting in these receptive field types (Hubel and Wiesel 1962). Most V1 cells show two principle

functions: orientation selectivity and binocularity. Orientation selectivity refers to the preference

of most cortical cells for edges at certain orientations. Binocularity results from the convergence

of inputs from both eyes to the same simple cell. Moreover, neurons in macaque V1 can often be

driven through either eye, but rarely are the two eyes equally effective (Hubel and Wiesel 1968).

Binocularly driven neurons in V1 could provide a substrate for stereopsis, may be through the

horizontal misalignment of the two receptive fields (Barlow et al. 1967; Poggio and Fischer 1977).

Early studies reported an absence of disparity selectivity in anesthetized monkeys (Hubel and

Wiesel 1968), but more recent studies demonstrated that a large proportion of V1 cells are tuned

for disparity in the awake behaving animals (Poggio and Fischer 1977; Poggio and Talbot 1981;

Poggio et al. 1988). However, the notion that these cells could support judgements of stereoscopic

depth was questioned. Evidence was provided that disparity-selective neurons in macaque V1 are

selective for absolute, but not for relative disparities, and cannot provide reliable cues to binocular

stereoscopic depth (Cumming and Parker 1997, 1999).

Furthermore, V1 encodes information related to many other aspects of the visual stimulus such as

form, colour, depth, and motion.V1 neurons exhibit direction selectivity, and some are selective for

the length of the optimal stimulus (Hubel and Wiesel 1968; Wurtz 1969; De Valois et al. 1982b).
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Studies have demonstrated the presence of cells sensitive to colour (Dow and Gouras 1973; Gouras

and Kruger 1979; Zeki 1983b; Livingstone and Hubel 1984; Thorell et al. 1984), speed of movement

(Orban et al. 1985; Orban et al. 1986), spatial frequency (Schiller et al. 1976; Poggio et al. 1977; De

Valois et al. 1982a), luminosity (Kayama et al. 1979; Thorell et al. 1984), or cells sensitive to even

more particular stimuli, such as textured backgrounds (Hammond and MacKay 1977; Hammond

1981) and contextual modulations (i.e. stimuli presented in the receptive field, the surround of

which may modulate the response of the cells) (Lamme 1995; Zipser et al. 1996). The output of

the V1 neurons is a representation that Marr (Marr 1982) has called primal sketch.

Visual area V2

Area V2 occupies the medial surface of the occipital operculum and extends to the caudal bank

of the Ls. In more ventral parts it extends to the posterior and anterior bank of inferior occipital

sulcus (IOs) (Gattass et al. 1981). The lamination of area V2 has been studied in detail (Valverde

1978). V2 surrounds the striate area along its lateral and anterior margins and is smaller than V1

(Gattass et al. 1981).

The representation of V2 is not a mirror image of that in V1. The first relevant findings were

reported by Hubel and Wiesel for the cat (Hubel and Wiesel 1965). Using a number of medio-

lateral microelectrode penetrations, they found that close to the V1/V2 border, the receptive fields

were located near the vertical meridian of the visual field, but moving laterally across V2, the

receptive fields proceeded to only 15° from the vertical meridian. Later studies showed that V2 has

a reduced representation of the temporal periphery, the portion of the visual field furthest from the

vertical midline (Gattass et al. 1981).

By the use of lesions in striate cortex and sections of the callosum, Zeki studied the topographic or-

ganisation of this extrastriate area in rhesus monkeys (Zeki 1969a). The analysis of interhemispheric

connections is a particularly useful method, based on the finding that callosal fibers terminate

preferentially in regions representing the vertical midline of the visual field (Choudhury et al. 1965;

Berlucchi 1972; Zeki 1983a). The upper and the lower visual quandrants in V2 are represented

is separate regions that are contiguous only along a short segment near the representation of the

center of gaze (Zeki 1969a). This type of representation in which neighboring points of the visual

field on opposite sides of the horizontal meridian are represented in separate loci in the visual cortex

has been described as a second order transformation of the visual hemifield (Zeki 1969a; Allman

and Kaas 1974b).

Zeki found a representation of the vertical meridian just anterior to the striate-prestriate border

at the lip of the operculum (V1/V2 border). The representation of the vertical meridian in V2 is

adjacent to that in V1 throughout the extent of the latter, i.e. on the lateral surface, on the medial

surface, and within the Cas, and forms the posterior border of V2. Lesions of the striate cortex

limited in the region of representation of the horizontal meridian revealed that the horizontal

meridian in Ls is represented between the two representations of the vertical meridian, one at

the striate-prestriate border and the other in the medial one-sixth of the sulcus. Therefore, the

representation of the horizontal meridian, in the depth of the Ls, forms the anterior border of V2.

Subsequently, other researchers studied in detail V2 topography. It was confirmed that the central

parts of the lower visual quadrant are represented in dorsolateral V2 and more peripheral parts of

the lower quadrant are represented in the extension of V2 on the medial wall and the upper bank of
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the Cas. The central parts of the upper visual quadrant are represented in the extension of V2 on

the ventral surface (IOs) and the peripheral parts in the lower bank of the Cas (Allman and Kaas

1974b). Moving down the upper bank of the Cas (in V1) and along its floor, the receptive fields

move towards the horizontal meridian. Continuing along the floor and up the lower bank of the

calcarine towards the medial V2/V1 border near the lower lip of the Cas, the receptive fields move

from the horizontal meridian the vertical meridian. Crossing the border of V1 with V2 in the lower

bank of the Cas and moving around the ventral convexity, the progression of the receptive fields

reverses and moves away from the vertical meridian in the upper visual field. It then curves back

and moves towards the horizontal meridian near the fovea at the border with striate cortex on the

lateral surface. The foveal representation is located laterally in the occipital operculum (Gattass et

al. 1981). In V2, an overrepresentation of a few degrees above and below the horizontal meridian

is apparent. Receptive fields at the anterior border of dorsal V2 extend above the HM and those

at the anterior border in ventral V2 extend below the HM (Van Essen and Zeki 1978; Gattass et

al. 1981). Additionally, there is an increase in receptive field size and scatter in V2 relative to V1

(Van Essen and Zeki 1978). At corresponding eccentricities near the fovea, receptive fields in V2

are two or three times larger than in V1 (Gattass et al. 1981; Foster et al. 1985).

The visuotopic organisation of V2 seems to be dictated by the need of immediate connectivity with

V1. This organisation ensures that any part of the visual field is represented in proximal parts of V1

and V2. A non distorted organisation of the visual field in V2 would result in longer connections

between V1 and V2 (Allman and Kaas 1974b). Apart from this irregular representation of the

horizontal meridian, other irregularities in the point-to-point mapping of the visual field were also

found. V2 departs considerably from the traditional assumption that a single visual area should

contain a complete and orderly representation of the visual field, and eventually will be evident

that it is not the only exception to this notion.

V2, when stained with cytochrome oxidase, exhibits a similar histological feature with V1 blobs, a

series of stained bands known as stripes (Tootell et al. 1983; Tootell and Hamilton 1989; Olavarria

and Van Essen 1997). These bands are alternatively dark thin and thick stripes separated by lightly

stained pale stripes, which are organised sequentially as thin/pale/thick with the triplet repeating

cyclically along its length (Tootell et al. 1983). They extend orthogonally from the V1/V2 border,

and in ventral V2 some stripes curve away from V1 to run almost parallel to the anterior border

of V2 with V3 (Olavarria & Van Essen 1997). The definitions thin and thick do not correspond

always to the actual size of the stripes (Hubel and Livingstone 1987). Anatomical and physiological

studies support that this organisation serves a functional system specialised for the processing of

different visual submodalities (Hubel and Livingstone 1987; Roe and Ts’o 1995).

Several studies support a multiple and discontinuous representation of visual space across the three

types of functional stripes in V2. This mode of representation is characterised by a continuity within

stripes, by discontinuities at stripe borders, and by continuity from one stripe to the next similar

stripe (Roe and Ts’o 1995; Shipp and Zeki 2002b). Electrophysiological (DeYoe and Van Essen

1985; Shipp and Zeki 1985; Hubel and Livingstone 1987; Shipp and Zeki 2002a), 14C-deoxyglucose

(Tootell and Hamilton 1989; Vanduffel et al. 2002), and optical imaging studies (Ts’o et al. 1990;

Roe and Ts’o 1995, 1999; Ts’o et al. 2001) have suggested that the visual map of V2 consists of three

distinct interleaved maps, where each locus of visual space is represented at least three times: once

in the colour domain, once in the orientation domain, and once in the disparity domain. The thick
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stripes contain cells processing disparity and motion, the thin stripes contain cells processing colour,

and the pale stripes are processing form and orientation. However, one should not infer uniformity

among any single stripe. In fact, it is clear that each stripe contains a mixture of response types

(Levitt et al. 1994b; Gegenfurtner et al. 1996; Ts’o et al. 2001; Shipp and Zeki 2002a). Neuronal

responses are multimodal in nature but there is a significant degree of form, colour, and disparity

integration in V2. It is also important to note that there is substantial individual variation in this

defined alteration of thin/pale/thick, and even more a prominent dorsoventral asymmetry in their

compartmental organisation (Olavarria and Van Essen 1997).

The most significant difference between V1 and V2 neurons is that almost all neurons in V2 are

excitable through either eye or both together and most of them are equally excitable through either

eye (Hubel and Wiesel 1970; Burkhalter and Van Essen 1986). They respond best to concurrent

stimulation by the two eyes with a very narrow range of disparities (Hubel and Wiesel 1970; Poggio

and Fischer 1977), but most seem indifferent to whether they are driven by either eye alone or

both together over a broad range of phases (Hubel and Livingstone 1987). Some of these binocular

neurons are disparity-selective (Poggio et al. 1988). Binocular ”depth” cells are present in the

posterior bank of the Ls (Hubel and Wiesel 1970; Poggio and Fischer 1977) and may process

information for stereoscopic depth discrimination. Using dynamic random-dot stimuli, in which

the relative disparity between center and surround was manipulated, it was recently found that a

proportion of V2 neurons are sensitive to relative disparity (Thomas et al. 2002). This specialisation

may provide reliable information for processing binocular stereoscopic depth.

The properties of V2 neurons regarding orientation, spatiotemporal frequency and colour have been

studied in detail (Levitt et al. 1994a). Most neurons in V2 are orientation-selective (Zeki 1978c;

Levitt et al. 1994a) though perhaps slightly less sharply than neurons in V1 (Levitt et al. 1994a).

Cells without orientation selectivity are also found in considerable numbers (Orban et al. 1986;

Levitt et al. 1994a). Direction selective cells are found in fewer numbers than orientation-selective

cells (Zeki 1978c; Burkhalter and Van Essen 1986; Orban et al. 1986). V2 neurons exhibit spatial

frequencies slightly lower than that of V1 (De Valois et al. 1982a; Foster et al. 1985; Levitt et

al. 1994a), but almost exactly the same with that in V4 (Levitt et al. 1994a). In early studies,

a considerable percentage of the cells in the posterior bank of the Ls was found to be excited by

some colours and inhibited by others (Baizer et al. 1977; Zeki 1978c). All these cells exhibited

spatially coextensive colour opponent responses, and some of them had in addition a suppressive

surround for the same wavelength that excited the center (Baizer et al. 1977; Moutoussis and Zeki

2002). The existence of colour-sensitive cells was confirmed by later studies (Burkhalter and Van

Essen 1986; Hubel and Livingstone 1987; Levitt et al. 1994a; Gegenfurtner et al. 1996; Kiper et

al. 1997). V2 colour-sensitive cells do not exhibit any eye preference, and seem to be quite similar

to the ones described in V1, although V2 cells exhibit greater range of colour preference (Roe and

Ts’o 1995) than V1 cells (Ts’o and Gilbert 1988). In a later study it was delineated that V2 cells

respond to the wavelength composition reflected by an object and not to its real colour, suggesting

that colour constancy is not achieved in V2 (Moutoussis and Zeki 2002). Other types of colour

cells have also been described in V2, such as spot cells (Roe and Ts’o 1995), colour border cells

and colour disparity cells (Burkhalter and Van Essen 1986).

V2 neurons exhibit a tendency to cluster in a certain CO compartment. However, this tendency

is not strict. Orientation sensitivity is common everywhere, but mainly in the thick stripes and
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interstripes. Direction-selective cells are common, though not predominant, in the thick stripes,

but more rare in the thin and pale stripes. Colour-selective cells (often not orientation-selective)

are found most often in the thin stripes, but they do not predominate anywhere. Cells that

prefer binocular stimulation are most often found in the thick stripes (DeYoe and Van Essen 1985;

Shipp and Zeki 1985; Hubel and Livingstone 1987; Levitt et al. 1994a; Gegenfurtner et al. 1996;

Moutoussis and Zeki 2002; Shipp and Zeki 2002a). Disparity-sensitive neurons in V2 were found

segregated in zones extending through the depth of the cortex (Poggio et al. 1988) or restricted

to the thick stripes (Hubel and Livingstone 1987), however other researchers report that they are

found in all compartments (Peterhans and von der Heydt 1993). Observations by Tootell and

Hamilton suggest that there might be also some systematic mapping of spatial frequency (Tootell

and Hamilton 1989).

In most respects, neurons in V1 and V2 are not remarkably different (Baizer et al. 1977; Hubel

and Livingstone 1987) and this may imply that they do not make different contributions to visual

processing. Broadly, they have similar direction and orientation selectivities, similar distributions

of chromatic preferences, and they even exhibit similar responses in functions that are thought to

require more complex properties or processing, such as contextual segmentation and detection of

illusory contours (von der Heydt et al. 1984; Peterhans and von der Heydt 1989; von der Heydt and

Peterhans 1989; Grosof et al. 1993; Marcus and Van Essen 2002). Hence, it would be reasonable

to argue that V2 is simply an intermediate station between V1 and ”higher” visual areas. However,

this is not the case.

It is believed that one of the important transformations achieved in V2 is the representation of

disparity information. Within the thick stripes there is a clustering of disparity cell types, with

tuned excitatory, tuned inhibitory, and near and far disparity cells (Poggio and Fischer 1977;

LeVay and Voigt 1988). Each one of these cell types is segregated into its own set of patches

within a single thick stripe (Ts’o et al. 1990b) and can provide reliable cues for stereoscopic depth.

Intermodular interactions are also present in V2. Qualitatively different groups of cells do seem to

cluster into different stripe compartments, yet results suggest that the correlation between histology

and physiology is not strict (Roe and Ts’o 1995). The organisation of V2 may promote integration

across stripes, since the range of visual overlap, and intrinsic connections, exceeds a single set of

stripes (Shipp and Zeki 2002b). Hence, the results suggest that both segregating and integrating

mechanisms are implemented at this early level of processing. Moreover, lesion studies reveal

the distinct role of V2. It is generally known that V1 lesions have devastating effects on vision

(Kluver 1941; Humphrey and Weiskrantz 1967), and V1 inactivation results in the cessation of the

majority of V2 neurons (Girard and Bullier 1989). However, other studies provide evidence that

V2 can process information in the absence of V1 input. Studying the visual performance after

V2 lesions (in the posterior bank of the dorsal Ls) reveals that V2 does not participate only in

basic visual functions such as visual acuity and contrast sensitivity, but is also important for visual

discrimination tasks which require more complex processing (Merigan et al. 1993). Additionally, a

recent fMRI study reports that after V1 lesion the BOLD signals in area V2 are retained at 20-30%

of the pre-lesion levels indicating that other subcortical inputs or feedback projections from higher

areas may drive V2 (Schmid et al. 2009). In conclusion, area V2 is more than a relay station.
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Visual area V3

The third visual area, V3, is located within Brodmann area 18 and receives a direct, point-to-point

input from V1 with the consequence that the retina is also topographically mapped into it (Cragg

1969; Zeki 1969b, 1969a; Zeki and Sandeman 1976; Van Essen and Zeki 1978; Zeki 1978b). The

myeloarchitecture pattern of V3 differs from that of V2. V2 shows a homogeneous, broad, dark

band of fibers that extends from layer VI through layer IV and fades out in the bottom of layer

III (Gattass et al. 1981). In V3 this band becomes less homogeneous, more stratified and the inner

band of Baillarger becomes visible. In the region of representation of the center of gaze however it

is often difficult to distinguish V3 and V2 (Gattass et al. 1988).

V3 was originally described in cats. Hubel and Wiesel (Hubel and Wiesel 1965) while recording the

progression of the receptive fields in penetrations across the visual cortex of the cat, found a gradual

shift of the receptive fields from the vertical meridian in the V1/V2 border, to the periphery of

the visual field moving laterally across V2 and back towards the vertical meridian in more laterally

placed penetrations. They considered the site of reversal in the progression of receptive fields as the

border between V2 and another area located lateral to V2, area V3. Bilge et al. (Bilge et al. 1967)

reported that most of the border between V2 and V3 in the cat corresponds to a representation of

the horizontal meridian. In monkeys, V3 was first identified by Zeki (Zeki 1969a) and Cragg (Cragg

1969) on the basis of the pattern of degeneration found after making discrete lesions in various parts

of V1. In particular, their evidence suggested that V3 was a narrow strip adjoining both dorsal

(lower field) and ventral (upper field) subdivisions of V2. These and later studies confirmed that in

Ls, the border between V2/V3 is the representation of horizontal meridian and the anterior border

of V3 is the representation of vertical meridian (Zeki and Sandeman 1976). Callosal terminations

in cortex rostral to V2 were also thought to mark the representation of the vertical meridian and

the anterior border of V3 (Zeki 1977b; Van Essen and Zeki 1978). Later, microelectrode mapping

results verified the posterior and anterior borders of V3, however they illustrated a discontinuity in

the dorsal and ventral portions of V3 (Gattass et al. 1988). These parts are called V3d and V3v

respectively. V3d is the part of V3 which lies in the fundus and in the anterior bank of the Ls

and in the posterior portion of the annectant gyrus. V3v extends across both banks of the inferior

occipital and occipitotemporal sulci. V3d contains a representation of about the central 40° of the

lower visual field. The horizontal meridian forms its posterior border, and the representation of the

lower vertical meridian forms the anterior border of V3d. The receptive fields of V3 in the Ls move

inferiorly as one moves dorsally in the sulcus (Zeki and Sandeman 1976). However, in some cases,

there was a partial split in the representation of the vertical meridian. The anterior border of V3d

was found to be divided into two portions, with a piece of the visual field intercalated between these

portions. The representation of the displaced portion of the visual field abuts V3A. The remainder

of the representation of the vertical meridian is adjacent to area PO. A representation of the central

4°-8° of the vertical meridian borders with dorsal V4. V3v contains a representation of about the

central 35° of the upper visual field. The horizontal meridian forms the posterior border of V3v and

the vertical meridian the anterior border of V3v. Receptive field size in V3 increases markedly with

increasing eccentricity. However, even at the more peripheral fields they do not extend across the

ventral meridian into the contralateral field by more than 3°-4°. As a consequence, with increasing

eccentricity, the vertical meridian is not represented by fields centered at the meridian. Instead, it
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is represented by the nasal portion of the receptive fields whose centers are located away from the

meridian (Gattass et al. 1988).

As for the unity of extrastriate divisions V3d and V3v, it was claimed that the dorsal and ventral

portions of V3 are valid visual areas by themselves, even though each represents only one (the

lower or upper correspondingly) visual quadrant. The dorsal portion was called area V3. The

corresponding ventral V3 region was considered a separate visual area, the ventral posterior area

(VP) (Burkhalter et al. 1986). One of the first indications that supported this conclusion came from

an observed dorsoventral asymmetry in the projections of V1 (Weller and Kaas 1983; Burkhalter

et al. 1986; Van Essen et al. 1986). Results indicated that dorsal V1 was reciprocally connected

with V3 (i.e. V3d) but no detectable projection to VP (i.e. V3v) from ventral V1 was found.

Part of the problem was that projections from dorsal V1 to the region of dorsal V3 could be

interpreted as connecting to another area, the DM, along the rostral border of V2, which contained

the representation of both upper and lower visual field (Allman and Kaas 1975; Stepniewska and

Kaas 1996). The second argument came from the difference in myeloarchitecture (Burkhalter

et al. 1986). In myelin-stained sections through dorsal extrastriate cortex, V3 (i.e. V3d) was

identified on the basis of its heavy myelination, similar to that of area MT (middle temporal) in

the superior temporal sulcus (STs). In ventral prestriate cortex, VP consistently lacked heavy

myelination. For those investigators who were against a unified V3 these observations on cortical

myeloarchitecture strongly supported the idea that V3 is restricted to dorsal extrastriate cortex.

Another key argument for the existence of two different visual areas came from the study of visual

topography and callosal inputs. It is well known that the dorsal and ventral parts of area V3

have representations of different parts of the visual field. V3d represents only the lower part of the

visual field, and the ventral half, V3v (or VP), represents only the upper part of the visual field [old

world monkeys (Van Essen et al. 1982; Newsome et al. 1986; Gattass et al. 1988) and new world

monkeys (Allman and Kaas 1975; Newsome and Allman 1980)]. Regarding the callosal inputs, the

pattern of degeneration following transections of the splenium (Van Essen et al. 1982) revealed a

pronounced asymmetry in the organisation of callosal recipient zones. A single long strip of callose

inputs was demonstrated ventrally in contrast to a more irregular array of inputs dorsally. However,

the asymmetry of callosal inputs alone was weak evidence as to whether separate areas adjoined

dorsal and ventral V2. A more robust documentation came from the comparison of these findings

with those from owl monkeys. It was shown that the pattern of callosal inputs in the owl monkey

is practically the same as in the macaque. This homology urged the investigators to suggest that

VP area exists also in macaque (Burkhalter et al. 1986). Another argument against a unitary V3

was the asymmetries observed in physiological properties of neurons. Major differences were found

between the two areas regarding colour selectivity, direction selectivity, and receptive field size. V3d

cells were highly direction selective but not strongly colour sensitive. On the contrary, the incidence

of colour-selective cells was three times higher in V3v than in V3d and the number of direction-

selective cells in V3v was one-third of that encountered in V3d. Additionally, receptive field areas in

V3v were approximately twice as large as those at a corresponding eccentricity in V3d (Burkhalter

et al. 1986). Finally, evidence supports that V3d and V3v differ in their connections with other areas

and not only in their connections with V1. Specifically, V3d has connections with V4 transitional

area (V4t) that are absent for V3v; V3v has connections with ventral occipitotemporal area (VOT),
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dorsal prelunate area (DP), and visually responsive portion of temporal visual area F (VTF) that

are absent or occur only rarely in V3d (Burkhalter et al. 1986; Felleman et al. 1997a).

All these findings were sufficient to support a distinction between V3d and V3v. Nonetheless, some

of the previous evidence has been disputed. The notion that there is an asymmetric anatomical

input from V1 to upper and lower V3 has been questioned. In Cebus monkeys, a direct input

from V1 to lower V3 was found (Pinon et al. 1998) and recording experiments showed that there

is a continuous representation of visual fields in V3 from lower to upper quadrants as one proceeds

dorsoventrally (Rosa et al. 2000). Other supporting evidence came from the Old World macaque

monkey, when a direct input from V1 to V3 was found (Lyon and Kaas 2001, 2002). This finding has

led Lyon and Kaas to conclude that V3 is one continuous area, not two separate areas, with dorsal

and ventral halves, in which both upper and lower fields are represented. The retinotopic scheme

of V3 with dorsal and ventral halves, where the lower and the upper visual fields are represented

correspondingly, was confirmed also in humans using PET (Shipp et al. 1995). Zeki has called these

partial representations ”improbable areas”, and he has noted that one should neither be willing

to accept easily and uncritically such segregations which impose ambiguous issues in functional

organisation nor should be led to conclusion for other cortical areas by accepting questionable

evidence (Zeki 2003).

The functional properties of V3 neurons were briefly aforementioned. The vast majority of V3

cells were found to be binocularly driven (Zeki 1978b) (this is referred to the part of V3 which

lies in the depth and anterior bank of Ls and in the parieto-occipital sulcus (POs) medially, and

corresponds to V3d). V3 is included in motion sensitive areas (Vanduffel et al. 2001). V3d cells

show strong orientation and direction selectivity, however exhibiting great variety in the range

of directions to which they respond (Zeki 1978b; Felleman and Van Essen 1987; Gegenfurtner et

al. 1997; Adams and Zeki 2001). Previous studies reported a smaller number of these group of

cells (Baizer 1982) and direction selectivity was thought to be uncommon (Zeki 1978b). Cells

that lacked sensitivity to orientation (non-oriented cells) were also encountered (Baizer 1982). In

one study several cells displaying multi-peaked orientation and/or direction tuning curves were

observed (Felleman and Van Essen 1987), however this finding was not verified by another study

(Gegenfurtner et al. 1997). V3d neurons are also tuned for the speed of the stimulus, showing an

optimum response at a mean speed of 16°/sec. A significant fraction consists of disparity selective

cells (Adams and Zeki 2001), with the group exhibiting excitatory response being larger than that

with inhibitory response (Felleman and Van Essen 1987). Although earlier reports failed to record

any colour opponency (Zeki 1978c, 1978b; Baizer 1982), a considerable proportion of V3d cells

show selectivity for colour (Felleman and Van Essen 1987; Gegenfurtner et al. 1997), and exhibit

contrast sensitivity (Gegenfurtner et al. 1997). Additionally, end-stopping and pattern cells have

been encountered (Gegenfurtner et al. 1997). Many V3 cells were found to exhibit selectivity to

combinations of stimulus characteristics, but a statistical significant association between different

stimulus attributes was not detected (Gegenfurtner et al. 1997). V3v neurons show a significant

incidence of disparity selectivity (Burkhalter and Van Essen 1986), and, like V3d neurons, exhibit

preference for specific rates of motion, but with different preferred speeds (32°/sec) (Burkhalter

and Van Essen 1986; Felleman and Van Essen 1987). Burkhalter and Van Essen (1986) found the

incidence of each type of selectivity in V3v to be largely independent of other types of selectivities.

Finally, receptive fields of cells in V3 are larger than fields of V2 cells at comparable eccentricities
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(Zeki 1978c; Baizer 1982; Burkhalter and Van Essen 1986), and especially receptive fields in V3v

are approximately twice as large as those at a corresponding eccentricity in V3d (Burkhalter et al.

1986).

Based on the properties of its neurons, area V3 is suggested to be involved in dynamic form (Zeki

1993) and orientation (Zeki 1978b). The existence of disparity-selective cells in V3 led scientists

to propose that this area participates in the analysis of three-dimensional form, processing the 3D

shape of an object and the global 3D layout (Adams and Zeki 2001; Tsao et al. 2003). On the

other hand, there is no consensus regarding the process of colour in V3. Some researchers, due to

the substantial chromatic signal in area V3d and its parvocellular inputs, argue that V3d seems to

play an important role in the processing of motion and colour stimuli (Gegenfurtner et al. 1997). In

contrast, other researchers found a very small percentage of colour selective or colour biased cells

and postulate that V3 is not involved in colour processing. Some researchers, who have compared

the percentage of colour-selective cells in V3v encountered in their study (Burkhalter and Van Essen

1986) with the lower percentage of colour-selective cells in V3d demonstrated in previous studies

(Baizer 1982; Zeki 1978a; 1978b), suggested that this information is processed asymmetrically in

V3. However, other studies have found higher percentage (54%) of colour-selective cells in V3d

(Gegenfurtner et al. 1997). Therefore such a suggestion cannot be confirmed. Nonetheless, the

functional properties of V3v cells led the researchers to suggest that this area plays an important

role in both form and colour vision (Burkhalter and Van Essen 1986). In general V3 is considered

part of the dorsal visual stream areas which is engaged in motion processing.

Visual area V3A

V3A lies in the Ls, anterior to V3. It also extends over the annectant gyrus into the POs. V3A was

identified mainly on the basis of the pattern of callosal inputs in these sulci. It was illustrated that

the region adjacent to V3 consists of a central callosal-free zone surrounded by a ring of callosal-

recipient cortex. Within this region there is a representation of both superior and inferior visual

quadrants that are distinct from V3 medially and V4 laterally (Van Essen and Zeki 1978; Zeki

1978b). Initially Zeki (Zeki 1978b) reported that V3A did not receive a direct input from V1 as

V3 does. However, a later study by the same scientist demonstrates that more peripheral parts of

V1 project directly to V3A (Zeki 1980a).

V3A has a complex and irregular topographic organisation. The anterior border of V3d with V3A

represents the inferior vertical meridian (Van Essen and Zeki 1978; Zeki 1978b; Van Essen et al.

1986; Gattass et al. 1988). The superior vertical meridian is represented along the V3A/V4 border

and along the zone of degeneration in the parieto-occipital sulcus, and the horizontal meridian

within the degeneration-free portion of V3A (Van Essen and Zeki 1978). The central visual fields

may be represented at least twice in V3A: once in Ls, where receptive fields are reasonably small,

and once again in the fundus of the POs, where receptive fields are large even when they overlap the

fovea (Van Essen and Zeki 1978). This relatively large size of the receptive fields of V3A neurons

may account for the absence of a strong preference for central foveal signals in a fMRI study, in

which the most central portion of eccentricity representation in V3A responded best to signals near

5° of eccentricity, and did not extend into the central fovea (Brewer et al. 2002).

Judging from its proposed location, area V3A appears to correspond to the dorsomedial visual

area DM. Area DM was defined in owl monkeys as a systematic representation of the contralateral
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hemifield within a field of moderately dense myelination (Allman and Kaas 1975), with major

connections with V1 (Lin et al. 1982), MT and adjoining posterior parietal (intraparietal) cortex

(Wagor et al. 1975).

V3A is distinguished from V1 and V2 by the lack of simple-like cells (Gaska et al. 1987), and

by larger receptive fields at similar eccentricities (Zeki 1978b, 1978c; Gaska et al. 1987, 1988).

Almost all cells in V3A were found to be binocularly driven. As with area V3, the most commonly

encountered type of cell is the orientation selective (Zeki 1978b, 1978c). Direction selective cells

are also present, though in smaller numbers (Zeki 1978c; Gaska et al. 1988). Cells with orientation

preference and binocularly driven cells are often grouped together, although abrupt changes between

successive cells can be encountered (Zeki 1978b). In both humans and monkeys, area V3A is found

activated for disparity (Poggio et al. 1988; Tsao et al. 2003). Furthermore, V3A is characterized by

absence of colour opponency (Zeki 1978b, 1978c), and colour bias (Conway and Tsao 2006). V3A

neurons exhibit spatial and temporal frequency selectivity (Gaska et al. 1988), but not to all colour

modulations (Liu and Wandell 2005).

The studies on the role of V3A in motion processing lead to conflicting evidence. It is found

that more than 40% of V3A neurons are real-motion cells, i.e. cells that can distinguish an actual

movement in the visual field from a retinal stimulation caused by an eye movement (Galletti et

al. 1990). Such cells have also been reported in areas V1 and V2 (Galletti et al. 1984; Galletti et

al. 1988). Using fMRI in humans, V3A was found to have high motion and contrast sensitivity

and to be more sensitive to motion than in non human primates (Tootell et al. 1997). Other

interesting properties regarding motion processing have also been reported. It was suggested

that V3A uses contour cues (contour curvature) to extract information about form and motion

interaction (Caplovitz and Tse 2007). Additionally, V3A cells, do not respond well to extended

sine-wave gratings, in the same way as V1 and V2 cells. The inhibition in V3A is not evident only

for gratings extending beyond the receptive field, but V3A cells exhibit intra-field suppression which

is far stronger. These properties imply that V3A cells are driven by spatially distributed, nonlinear

(complex-like) inputs (Gaska et al. 1987). Furthermore, human V3A is found to be more activated

by coherent motion than by incoherent, random motion (Braddick et al. 2001; Moutoussis et al.

2005), while it appears to encode information related to for both chromatic and luminance defined

motion (McKeefry et al. 2010). However, evidence from other studies indicates that macaque V3A

plays no significant role to motion perception. Using fMRI in awake monkeys, the investigators

did not observe significant motion-sensitive voxels in V3A, and comparing motion sensitivity in

humans and monkeys they observed absence of motion sensitivity in simian V3A (Vanduffel et al.

2001; Orban et al. 2003).

Therefore, studies reveal that V3A holds contradicting properties. As we shall witness, V3A has

connections with areas of both dorsal and ventral stream, which may account for these observations.

Overall, area V3A along with area V3 are primarily considered part of the motion cortical pathway.

Visual area V4

V4 was originally described by Zeki who examined the projections from areas 18 and 19 of upper

and lower prestriate cortex (Zeki 1971b). Zeki proposed that the anterior bank of the Ls (beyond

area 19) consists of more than one area. He named these two areas visual area 4 (V4) and visual

area 4a (V4a). In subsequent studies V4a was replaced by the name V4t. He suggested that the
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upper areas 18 and 19 project to the anterior bank of the Ls and spread onto the prelunate gyrus.

The projections from lower areas 18 and 19 exhibited a more complex pattern. The ventral portions

of V4 and V4a was reported to fall in the posterior bank of the IOs, however a weak projection

from lower V2 and V3 to the anterior bank of the IOs was also noticed. Following studies have

placed the ventral part of V4 only in the anterior bank of the IOs (Gattass et al. 1988). The

latter study described in detail the extent of V4. It was proposed that dorsally V4 runs from the

anterior bank of the Ls across the prelunate gyrus onto the lip of the posterior bank of the STs.

Ventrally, V4 extends across the inferior occipital and occipitotemporal sulci (Gattass et al. 1988).

Taking into consideration the change in the sulcal and gyral pattern from dorsal to ventral, where

the area of interhemispheric degeneration in the anterior part of the prelunate gyrus moves to the

posterior part of the inferior occipital gyrus or the anterior part of the inferior occipital sulcus, this

complicated pattern of projection of lower areas 18 and 19 in the posterior bank and anterior bank

of IOs reported in the initial study can be explained (Zeki 1970).

V4 is distinguishable from V2, V3, and V3A by the presence of much more prominent inner and

outer bands of Baillager. Areas V4t, TEO (temporoccipital area), and VF which constitute the

anterior border of V4, differ from V4 in their myeloarchitecture, enabling V4 differentiation (Gattass

et al. 1988). In owl monkeys, the area between V2 and MT (most probably the area homologous to

V4) which was named dorsolateral area, DL, contains the representation of the contralateral visual

hemifield (Allman and Kaas 1974a). Later studies of connections provided evidence of a rostral

and a caudal half of the DL, DLr and DLc respectively. DLc, receives the most dense projections

from V2, whereas the rostral subdivision is more densely connected with MT and DM (Cusick and

Kaas 1988; Steele et al. 1991; Stepniewska and Kaas 1996). Functional studies have highlighted

that some properties of V4 neurons resemble those of neurons in area DL, supporting the notion

that DL is homologous to V4 (Petersen et al. 1980; Desimone and Schein 1987).

Initial studies had argued that V4 has a multiple representation of the same part of the visual

field at distant points within the cortex (Van Essen and Zeki 1978). Other reports suggested

that the prelunate gyrus has a complex organisation with evidence for several distinct subdivisions

(Maguire and Baizer 1984). Van Essen and Zeki proposed three possible explanations for this

complex topography. The first explanation implies that such a visual topography is a feature of a

visual area defined not only by its anatomical connections, but by other criteria as well. The other

two notions imply that V4 consists of a number of distinct subparts or alternatively that V4 is

the sum of different areas, with different functions and different inputs. Each of the subparts may

represent only a portion of the visual hemifield or each of the several distinct areas may contain

a complete map of the visual hemifield, yet the authors thought this latter possibility to be most

unlikely (Van Essen and Zeki 1978). The study of Gattass led to the conclusion that V4 contains

a single representation of the visual field (Gattass et al. 1988). Gattass et al. proposed that we

can comprehend the failure to discover a systematic representation of the visual field in the first

attempt of Van Essen and Zeki, if we consider that those recordings were restricted only to a very

small portion of the central visual field. They claim that such a small sample could not be either

representative or informative about the actual topography.

According to Gattass et al. (1988) (in Macaca fascicularis) V4 contains a single, rather organised

and somewhat disorderly representation of the contralateral visual field of about 35°- 45°. The

representation of the upper visual field is located ventrally. Most of the representation of the lower
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visual field is located dorsally, but a small and variable portion is located close to the anterior border

of ventral V4. This portion of the lower field located ventrally includes the region adjacent to the

horizontal meridian beyond an eccentricity of about 5°. Thus, in V4 the split of the representation

of the contralateral visual field does not take place entirely along the horizontal meridian. Rather,

beyond an eccentricity of about 5° it takes along a line oblique to the horizontal meridian (Gattass

et al. 1988). Later, based on projections from V2, it was found that V4 contains a representation

of up to 50° eccentricity (Gattass et al. 1997).

Dorsally, the posterior border of V4 corresponds to the representation of the central portion of

the vertical meridian (2°-8°) adjoining V3 and more medially V3A (Zeki 1969a; Gattass et al.

1988). The anterior border of dorsal V4 lies next to area V4t, where there is a representation of

the horizontal meridian with the centers of the receptive fields located at 4°-8° and the temporal

borders at up to 18° along the horizontal meridian. Therefore, as one moves anteriorly up the bank

of the Ls from the border of V3/V3A with V4 in the prelunate gyrus, towards the anterior border

of V4, the receptive fields shift from the vertical meridian towards the horizontal. Moving from

lateral to medial, the receptive fields shift from near the center of gaze into the periphery (Gattass

et al. 1988).

Area V4t (t for transitional) appears to correspond to part of the colour coding area of the STs

described by Zeki (Zeki 1977a). It is a narrow area (1-3 mm wide) which lies in the lateral bank

of the STs, between areas V4 and MT from which is myeloarchitectonically distinct. The medial

border of V4t forms part of the posterior border of area MT and has the tendency to represent the

vertical meridian. The lateral border of V4t with V4 lies near the representation of the horizontal

meridian. This visuotopic organization of V4t is thought to serve as a transitional zone between

the representation of these two meridians in areas V4 and MT (Desimone and Ungerleider 1986;

Ungerleider and Desimone 1986b). V4t contains a representation of the lower visual field (Desimone

and Ungerleider 1986), and receives a projection from MT, same way as V4 (Ungerleider and

Desimone 1986a).

Ventrally, the posterior border of V4 corresponds to the representation of the vertical meridian and

is adjacent to and congruent with that in V3, up to an eccentricity of about 20°. Ventrolaterally,

V4 borders with TEO. At or near the border of V4/TEO there is a representation of the horizontal

meridian. However, due to the partial representation of the inferior visual field in ventral V4,

the entire horizontal meridian is not represented in both dorsal and ventral V4. Rather, the

entire horizontal meridian is represented in ventral V4 except for the central portion, which is also

represented in dorsal V4 (Gattass et al. 1988). A similar topography is observed in V2, where

within the dorsal part of V2 some receptive fields are distinctly superior to the horizontal meridian

[only a small portion of the superior contralateral quadrant was represented in dorsal V2 as there

were no V2 receptive fields in the Ls more than 1°-2° superior to the horizontal meridian (Van Essen

and Zeki 1978)]. In the ventral portion of V4, as one moves anteriorly from the border V3/V4 to

the anterior border of V4, the receptive field centres move from the vertical meridian towards the

horizontal meridian. Moving from lateral to medial the centres of the receptive fields move from

the center of the visual field to the periphery. Medial to the occipitotemporal sulcus (OTs), V4

borders with visual cortex that it was previously named VF (Gattass et al. 1988).

Maguire and Baizer examined the topographic organisation of the prelunate gyrus and adjacent

cortex in the Ls and in the STs, an area partially coextensive with the V4 complex, in awake

behaving monkeys (Maguire and Baizer 1984) and found a different topography, which was depicted
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also in a quite recent study (Youakim et al. 2001). They subdivided this area into two portions,

area AL which extends from the prelunate gyrus into the posterior bank of STs, and area PM which

occupies part of the prelunate gurys and extends into the anterior bank of the Ls. PM corresponds

to a portion of V4 dorsomedially (Gattass et al. 1988). AL is also part of V4 in the prelunate

gyrus and mast probably occupies part of V4t. Both PM and AL have a representation of the

contralateral lower visual quadrant and share a common representation of the vertical meridian.

This vertical meridian runs from the anterior crown of the Ls to the posterior crown of STs and

separates PM from AL dorsoventrally. Area PM dorsomedially and area AL anteriorly are bordered

by a representation of the horizontal meridian (Baizer and Maguire 1983; Maguire and Baizer 1984).

A following study explored the homogeneity in the dorsal part of V4 in prelunate gyrus (Youakim

et al. 2001) and concluded that the prelunate gyrus exhibits at least two different subregions one

laterally and one medially, which share a single representation of the vertical meridian that outlines

the change in topography between these two areas.

The topography and extent of V4 was also demonstrated in Cebus monkey, and was comparable

with those of area V4 defined in Macaca fascicularis by Gattass. It was found that V4 in Cebus

monkey contains a topographically organised representation of 50° of the contralateral hemifield,

in which the lower quadrant is represented dorsally and the upper quadrant ventrally, the vertical

meridian represented along its posterior border, and the horizontal meridian along its anterior

border (Pinon et al. 1998).

Overall, the visuotopic organisation of V4 is coarser than that in V3, V2 and V1. Several factors lead

to that conclusion. Two different topographic representations are found in V4 among individuals

(Baizer and Maguire 1983; Maguire and Baizer 1984; Gattass et al. 1988; Youakim et al. 2001).

Receptive fields in V4 are several times larger than those in V1, V2 and V3 cortices. Their

structure resembles that of V1 simple and complex cells (Schein et al. 1982; Desimone et al. 1985;

Desimone and Schein 1987). They exhibit significant scatter and reversals in their systematic

progression, while receptive fields in the same location in the visual field can be found at distant

recording sites (Zeki 1970; Van Essen and Zeki 1978; Gattass et al. 1988; Youakim et al. 2001).

According to the interconnections between V4/V4t and V2 or V3, scientists have deduced that

the receptive fields of cells in areas V4/V4t can extend into the ipsilateral visual field because

these areas are heavily interhemispherically interconnected (Zeki 1971b; Van Essen and Zeki 1978).

Finally, the representation of the center of gaze corresponds to what has been termed a point-to-line

transformation as opposed to the point-to-point organisation found in V1 (Palmer et al. 1978). In

other words, the center gaze is represented by an elongated strip of cortex rather than by a circular

region (Gattass et al. 1988).

Early cell recordings suggested that area V4 is specialised for colour (Zeki 1973, 1977a), a notion

inferred by the extremely high occurrence of colour cells in these recordings. The colour specific

neurons preferring a particular wavelength had the tendency to cluster in a penetration normal

to the cortical surface. This interesting organisation was thought to be implied by the functional

properties of the neurons rather than the topographic representation of the visual field in this

area (Zeki 1973). Subsequent reports by the same author have presented varying results for the

incidence of colour selectivity in V4 complex, ranging from 32% to 87% in V4, while in V4t the

percentage of colour coding cells was lower (Zeki 1977a; Van Essen and Zeki 1978; Zeki 1978c; Zeki

1983d). These results made obvious that colour-coding became more emphasised in V4 than it was
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in previous areas. Nonetheless, later reports questioned the specialisation of V4 in colour analysis

since V4 cells lacking colour selectivity were also encountered in significant numbers (Kruger and

Gouras 1980; Schein et al. 1982). V4 cells process other stimulus qualities as well. V4 cells are

highly sensitive to the stimulus form and exhibit orientation preference. Direction-selectivity is less

prominent, yet a significant group of such neurons is present in V4 (Zeki 1973, 1977a; Desimone

et al. 1985; Desimone and Ungerleider 1986; Desimone and Schein 1987; Schein and Desimone

1990). Other stimulus features processed in V4 include the length and width of the stimulus (i.e.

bar), the spatial frequency and the phase of the stimulus (i.e. a moving grating). V4 cells exhibit

quite similar orientation bandwidths and directional indices to those of V1 neurons, and they also

exhibit spatial sensitivity with frequencies comparable with those of V1 and V2 neurons (Fischer

et al. 1981; Schein et al. 1982; Desimone et al. 1985; Desimone and Schein 1987). It was also found

that the response of many V4 cells to a receptive field stimulus was influenced by the spectral and

spatial characteristics of the stimuli presented in the surround of the receptive field (suppressive

surround) (Desimone and Schein 1987; Schein and Desimone 1990). V4 cells were found binocularly

driven (Zeki 1977a; Fischer et al. 1981; Schein et al. 1982).

The properties of V4 colour cells were studied extensively by Zeki, who classified them into two main

categories, wavelength-selective (WL) and colour-coded (CO). The first category of cells respond

to the amount of their preferred wavelength reflected from an area in their receptive field, while

the second category includes cells whose responses correlate with perceived natural colours (Zeki

1983b). Zeki proposes that WL cells cannot code colour, since their response depends on the

reflectance from a surface which is obvious that alters constantly under different lighting conditions

(Zeki 1983b). However, another crucial role was assigned to WL cells. It was shown that WL cells

are sensitive to the changes in the wavelength composition of the light reflected from a surface.

It was supported that this ability serves as an informative cue for the nervous system in order

to maintain colour stability (Zeki 1983c). Regarding the spectral properties, initial studies have

reported that colour cells respond poorly to white stimuli (Zeki 1973; Zeki 1980b, 1983b). Even

though, ensuing studies report a vigorous response to white light of about 58% of that to the

best wavelength (Schein and Desimone 1990). Moreover, few cells presented opponent surround

properties (Zeki 1973, 1977a; Schein et al. 1982; Zeki 1983b, 1983c). This lack of overt colour

opponency, contrary to that encountered in colour-opponent ganglion and geniculate cells, led to

the conclusion that most V4 cells selectively sum half-wave rectified cone opponent signals (Schein

and Desimone 1990).

Conclusively, area V4 is undoubtedly a cortical area in which colour is analysed. It was proposed

that V4 is important for higher level aspects of colour processing, thus its spectral interactions reflect

a mechanism for colour constancy (i.e. colour constancy refers to the persistence of the colour of

objects or of surfaces when viewed in lights of different spectral composition), crucial for accurate

colour identification (Zeki 1983c; Desimone et al. 1985; Schein and Desimone 1990). Basic processes

such as construction of perceptual colour categories are probably formed at earlier stages of visual

process (Walsh et al. 1992). Several studies have tested the effects of V4 lesions on colour constancy

of the experimental animals. Partial lesions of V4 representing the lower visual field produce little if

any impairment of hue discrimination but result to impaired colour constancy (Wild et al. 1985), a

result demonstrated by another study in which monkeys after V4 ablation exhibited reduced colour

constancy abilities but regained their pre-operative performance in hue discrimination (Walsh et al.
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1993). Yet, hue discrimination deficit has been reported after a bilateral removal of V4 (Heywood

and Cowey 1987). The authors commenting on the results of Wild et al. argue that their sample

size was not adequate to enable any secure statistical comparison. Nonetheless, colour is not the

only feature functionally analysed in this area. Results from other studies introduce a significant

role for V4 as a form area, participating in the functional stream of object recognition (Desimone

and Schein 1987; Schein and Desimone 1990).
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Connections

The general approach of brain function implies that neurons belonging to different cortical areas or

to different sub-compartments in a single area are in a high degree specialised for a specific function.

However, these neurons are not isolated. All brain areas, including those analysed previously, are

connected through afferent, efferent and inter-hemispheric connections in networks, exchanging

information and modulating their responses for handling the various parameters of vision. Thus,

areas interconnected with each other usually serve the same or similar function.

Below we shall review a series of studies regarding brain connectivity and we will attempt to clarify

the complex relationships emerging from this scheme.

Connections of visual area V1

The pulvinar, together with the LGN, are the main thalamic centers of the primate visual system.

Other extrageniculate projections to V1 have also been reported from structures such as the

claustrum and the intralaminar nuclei, the basal amygdaloid nucleus, the pons and others (Mizuno

et al. 1981; Kennedy and Bullier 1985; Perkel et al. 1986; Fries 1990).

The inferior pulvinar and the adjacent ventral portions of the lateral pulvinar, which show well-

defined receptive fields arranged in precise retinotopic maps (Bender 1981; Ungerleider et al.

1983; Petersen et al. 1985) are connected with the area V1 and extrastriate areas V2, V3 and

V4 (Benevento and Davis 1977; Ungerleider et al. 1983; Boussaoud et al. 1992; Gutierrez and

Cusick 1997). In contrast, most of medial pulvinar (PM) and the dorsomedial visual portion of

the lateral pulvinar (Pdm), seem to have a crude retinotopic organisation (Petersen et al. 1985)

and do not have connections with striate cortex or area V2 (Ungerleider et al. 1983; Kennedy and

Bullier 1985), but connect with other extrastriate visual areas including V4, inferotemporal, and

areas in posterior parietal cortex (Selemon and Goldman-Rakic 1988; Baleydier and Morel 1992;

Baizer et al. 1993; Yeterian and Pandya 1997). Moreover, PM interconnects with auditory and

somatosensory cortical areas, as well as with insular, superior temporal polysensory, prefrontal,

parahippocampal, and cingulate cortex (Burton and Jones 1976; Baleydier and Mauguiere 1985;

Acuna et al. 1990; Barbas et al. 1991; Romanski et al. 1997; Hackett et al. 1998).

The organisation of the receptive field of the LGN neurons and their response properties are well

established. The LGN contains six layers of cell bodies separated by intralaminar layers of axons

and dendrites. The layers are numbered from 1 to 6, ventral to dorsal. Three classes of LGN

neurons were found: the parvocellular P (X-like), the magnocellular M (Y-like) and the (W-like)

koniocellular K neurons, occupying interlaminar regions (Stone and Fukuda 1974; Dreher et al.

1976; Sherman et al. 1976; Hendry and Yoshioka 1994; Hendry and Reid 2000). LGN neurons have

concentric receptive fields, with an antagonistic center-surround organisation. The parvocellular

(P) and magnocellular (M) layers of the LGN receive separate projections from the populations of

midget and parasol ganglion cells of the retina (Leventhal et al. 1981), and like the retinal ganglion

cells, they respond best to small spots of light in the center of their receptive field. Any individual

layer in the nucleus receives input from one eye only (Wiesel and Hubel 1966). Layers 1, 4, and

6 (named V1, D3, and D1 respectively in the study of Hubel and Wiesel) receive input from the

contralateral nasal hemiretina and layers 2, 3, and 5 (V2, D4, and D2 respectively) receive input

from the ipsilateral temporal hemiretina (Wiesel and Hubel 1966). Cells in M and P divisions of
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the LGN have different physiological properties (Wiesel and Hubel 1966; Dreher et al. 1976; Schiller

and Malpeli 1978; Kaplan and Shapley 1982; Hicks et al. 1983; Derrington and Lennie 1984) and

their responses to variations in stimulus parameters like size, shape, wavelength and spatiotemporal

properties vary. These and other studies revealed that the LGN neurons exhibit properties crucial

for the analysis of both spatial and chromatic qualities of the retinal image.

The main inputs to V1 from the LGN are conveyed through these three distinct pathways: the

parvocellular (P), the magnocellular (M), and the koniocellular (K). These pathways terminate in

different layers of the primary visual cortex (Callaway 1998). The magnocellular fibers innervate

principally layer 4Ca and have a weaker projection to layer 6. Parvocellular neurons project mostly

to 4Cb, with weaker projections to layers 4A and 6, and koniocellular neurons terminate in the CO

rich blobs in layers 2 and 3, as well as in layer 1. Using the retrograde transport of horseradish

peroxidase, efferent cells in area V1 projecting to the LGN have been identified. The projection to

the parvocellular division arises preferentially from the upper half of lamina 6, while that to the

magnocellular division from the lower part of the lamina (Lund et al. 1975).

The main cortical output of V1 is area V2 (Zeki 1969a, 1978a; Rockland and Pandya 1979; Lund

et al. 1981; Rockland and Pandya 1981; Weller and Kaas 1983; Perkel et al. 1986). The rostrally

directed efferents from area V1 to area V2 originate from neurons in the supragranular layers (II

and III) (Spatz et al. 1970; Lund et al. 1975; Wong-Riley 1978) and terminate mainly in layer IV

(Cragg 1969; Spatz et al. 1970). In contrast, the caudally directed efferents from V2 to area V1

originate from neurons in the supragranular layers and terminate mainly in layer I in the squirrel

monkey (Tigges et al. 1974).

There is evidence that the P, M and K pathways remain segregated in V1 and extrastriate area V2.

V1 cytochrome oxidase blobs from layers 2/3, which are mainly driven by the parvocellular layers

of the LGN and contain cells selective for the colour of the stimulus, project to thin stripes of V2

(Livingstone and Hubel 1983, 1984; Tootell et al. 1988b; Ts’o and Gilbert 1988; Born and Tootell

1991; Sincich and Horton 2002a; Sincich and Horton 2005; Shipp 2006), which project mainly to

V4 (DeYoe and Van Essen 1985; Shipp and Zeki 1985; Zeki and Shipp 1989; Nakamura et al. 1993;

Felleman et al. 1997b; Xiao et al. 1999), an area specialised in colour processing. The output from

V1 which arises from cells in interblob columns in layer 3 terminates primarily within the CO

pale stripes (Livingstone and Hubel 1984) and CO thick stripes of V2 (Sincich and Horton 2002b,

2002a), whereas the main input to the thick stripes from area V1 arises from layer 4B (Livingstone

and Hubel 1987).

Thus in V2, the M-pathway can coincide with the thick CO-rich bands, the P-pathway with the

pale interbands and the thin CO-rich bands, and the K-pathway with the thin CO-rich bands.

In that scheme, the three anatomical channels are shown to be distinct and parallel (Hubel and

Wiesel 1972; Lund 1973) and have a functional counterpart, with motion and depth being treated

in the thick bands, form in the pale, and colour in the thin bands (Hubel and Livingstone 1987;

Livingstone and Hubel 1987; Livingstone and Hubel 1988). However, the segregation of pathways

has been questioned. Studies have shown that there is a great degree of connectivity between the

pathways as early as in area V1 (Lund and Boothe 1975; Blasdel et al. 1985; Fitzpatrick et al.

1985; Lachica et al. 1992; Nealey and Maunsell 1994; Yoshioka et al. 1994), and to an even larger

degree in area V2 (Rockland 1985; Levitt et al. 1994b; Xiao and Felleman 2004). Beyond V2,

signals carried by these pathways give rise to the ”what” and ”where” functional streams described

in extrastriate cortex (Ungerleider and Mishkin 1982).
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A second target of V1 is area V3 (both V3d and V3v). The projection from V1 arises from layer

III and possibly IVB (Zeki 1978a, 1978b; Rockland and Pandya 1979; Zeki 1980a; Weller and Kaas

1983; Burkhalter et al. 1986; Van Essen et al. 1986; Felleman et al. 1997a; Lyon and Kaas 2002).

Area V3 in macaque monkeys differs from area DM in owl monkeys. Injections of tracers in V1 label

reciprocal connections with area DM (Lin et al. 1982; Krubitzer and Kaas 1990; Krubitzer and Kaas

1993). Moreover, parts of V1 representing peripheral eccentricities project directly to area V3A

(Zeki 1978b; Zeki 1980a). A study in New World monkeys, demonstrated that V1 connections to

area 19DM (probably the homologous of area V3A in Old World monkeys) arise from cells in layer

III and IV (vogt Weisenhorn et al. 1995). V1 also projects to area V4, the main output of which

is the inferior temporal cortex (Perkel et al. 1986; Ungerleider et al. 2008). This projection to V4

may depend on eccentricity since reports showed that the foveal projection from V1 to V4, which

originate in both CO-rich blobs and CO-poor interblob regions, is consistent whereas extrafoveal

V1 projects to V4 sparsely or even not at all (Zeki 1971b, 1978a; Yukie and Iwai 1985; Perkel et

al. 1986; Van Essen et al. 1986; Nakamura et al. 1993). It has also been shown that V4 projects

back to V1 (Perkel et al. 1986).

Another cortical target of V1 is MT (Zeki 1971a; Weller and Kaas 1983; Perkel et al. 1986;

Ungerleider and Desimone 1986a; Van Essen et al. 1986) [an area selectively involved in the analysis

of visual motion (Newsome et al. 1985)]. V1 is reciprocally connected with MT. The projections

from area V1 to MT originate from layers IVB and VI, and terminations in MT are concentrated

in layer IV and extend into inner layer III (Lund et al. 1975; Spatz 1977; Seltzer and Pandya

1978; Maunsell and van Essen 1983; Weller and Kaas 1983; Shipp and Zeki 1989a), while the

feedback connections from MT are more diffusely spread than the origins of the forward projection

and terminate mainly in supragranular and infragranular layers (Spatz 1977; Weller and Kaas

1983; Shipp and Zeki 1989a). However, it should be noted that after partial or total ablations

of striate cortex, cells in MT remain visual responsive (Rodman et al. 1989). In a detailed study

of the projection pattern of V1 to areas in the STs, it was found that the central representation

of V1 projects to MT whereas the far peripheral representation to a region termed MTp. The

investigators used the term MT only for the heavily myelinated projection portion of the striate

projection zone in STs and applied the term MTp to far peripheral projection zone. These two

portions should be regarded as distinct parts of a single area, rather than two different areas

(Desimone and Ungerleider 1986; Ungerleider and Desimone 1986b). Other cortical projections

of V1 include areas PO (parieto-occipital area or V6) (Colby et al. 1988) to which V1 projects

retinotopically, and MST (medial superior temporal area) which connects with the far peripheral

field representations of V1 (Boussaoud et al. 1990). Finally V1 receives backward projections from

area TE (Suzuki et al. 2000).

Connections of visual area V2

The cortical area V2, like V1, has a distinct connection profile with subcortical structures such as

the pulvinar and the LGN. It has been shown that the projections from the pulvinar terminate

within the thick and thin CO stripes of V2, mainly in the lower part of layer III (at the border

with layer IV) and in layer IV (Ogren and Hendrickson 1977; Kennedy and Bullier 1985; Levitt et

al. 1995), while projections from the LGN to V2 arise mainly from its interlaminar zones (Bullier

and Kennedy 1983), although earlier studies failed to report a direct projection from dLGN to area
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V2 e.g. (Ogren and Hendrickson 1977). Other subcortical structures connected with V2 include

the intralaminar nuclei, the nucleus basalis of Meynert, and the amygdala. However, the latter

afferents to V2 are more weak (Kennedy and Bullier 1985).

As it was previously discussed in detail, the main input to V2 originates from the primary visual

cortex, with V2 sending back projections to it (Kennedy and Bullier 1985; Gattass et al. 1997;

Anderson and Martin 2005). Additionally, area V2 is connected with many other cortical areas.

Initially, a lesion study in the part of V2 representing the lower half of the central visual field

demonstrated anterograde degeneration in areas V3, V4 and MT (Zeki 1971b). Subsequent reports

(Zeki 1978b; Rockland and Pandya 1979; Lund et al. 1981; Rockland and Pandya 1981) confirmed

these connections and studied them more comprehensively. Accordingly, V3 (both dorsal and

ventral parts) and V4 were found to receive topographically organised V2 projections. Also

projections to area MT seem to retain a topographic organization (Ungerleider and Desimone

1986a) but are overlapping, indicating a coarser topography of MT in comparison with that of V2

(Gattass et al. 1997). Layer IV is the major target of the V2 projection in MT. V2 projection also

extends in layers I and II of MT and does not form synapses in layer VI (Anderson and Martin

2002). As in V1, the back projections from MT to V2 exhibit reciprocal asymmetry, i.e. they

are more widespread in visuotopic and functional terms than the origin of feedforward projection

(Shipp and Zeki 1989b). Yet, it has been shown that inactivation of V1 results in a correspondent

inactivation of area V2, indicating that the direct input from LGN and the feedback projections

from MT cannot drive V2 but rather modulate the information send to V2 from area V1 (Girard

and Bullier 1989).

Area V2 is also connected with area V3A. An initial study (Kennedy and Bullier 1985) showed that

there was a strong input to V2 from the anterior bank of the lunate sulcus and the prelunate gyrus.

However, these authors had not defined functionally the visual areas in this part of the cortex. Yet,

it is known that within its extent three visual areas are included (V3, V3A, and V4) indicating V2

connection with those areas (Kennedy and Bullier 1985). Later, other investigators (Gattass et al.

1997) showed that only in rare cases V2 projects to V3A. Recently, a detailed study affirmed that

V2 sends an excitatory, feedforward connection to area V3A, with the majority of terminations

ending in layer IV (Anderson and Martin 2005).

Area V2 demonstrates heterogeneity in the connections of its stripes. It has been found that cells in

both the thin and the pale stripes project to V4 (DeYoe and Van Essen 1985; Shipp and Zeki 1985;

Zeki and Shipp 1989; Nakamura et al. 1993), whereas thick stripes project to MT (DeYoe and Van

Essen 1985; Shipp and Zeki 1989b). However, the back projections from MT and V4 to V2 are more

widespread than the origin of the forward projections and extend beyond the clusters of efferent

cells within the thick and thin/pale stripes respectively (Shipp and Zeki 1989b; Zeki and Shipp

1989). In addition, it was found that V2 projects to V4t, and that the peripheral, but not central,

field representation of V2 projects to a number of other visual areas located in the occipitoparietal

cortex, including PO, MST and VIP (ventral intraparietal area), as well as to a portion of area

TF (on the parahippocampal gyrus) (Colby et al. 1988; Gattass et al. 1997). Moreover, area V2

is reciprocally connected with area TEO (Distler et al. 1993), it receives projections from area TE

(Suzuki et al. 2000) and in one or two cases V2 projections were found in area prestriata and area

8 of the prefrontal cortex (Gattass et al. 1997).

It has been suggested that the bypass routes from V2 directly to temporal and parietal areas (TEO

and PO), and from V1 directly to V4 may allow coarse information regarding form/colour and
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spatial information to arrive quickly in the temporal and parietal cortices enabling an elementary

analysis of the stimulus (Nakamura et al. 1993; Gattass et al. 1997).

Connections of visual area V3

As it was previously discussed, there was a controversy regarding delineation of area V3. It

was considered that its dorsal and ventral halves differ in their connections with V1, their

myeloarchitecture, their callosal inputs, their receptive field properties, and their outputs to higher

areas (please refer to the V3 section on page 14). Now, it is well established that both parts

of V3 receive projections from V1 (please refer to the V1 section on page 6), and that after

V1 inactivation visual responsiveness of almost all V3d neurons is ceased (Girard et al. 1991).

Nonetheless, V3d and V3v have similar but not the same connections with other cortical areas.

Hence, V3d has connections with areas V4t and FST (fundus of the superior temporal area)

[reciprocal in (Boussaoud et al. 1990) and not reciprocal in (Felleman et al. 1997a)], that are

absent or rare for VP (Boussaoud et al. 1990; Felleman et al. 1997a). VP has connections with the

ventral occipitotemporal area (VOT), the DP area, and the visually responsive portion of temporal

visual area F (VTF) that are absent or occur only rarely for V3 (Felleman et al. 1997a). On the

contrary, both V3d and V3v are reciprocally connected with V2 (Felleman et al. 1997a) (please

refer also to the V2 section on page 10). It should be noted that thick stripes are the major source

of output to V3 (DeYoe and Van Essen 1988; Felleman and Van Essen 1991; Shipp 2002; Shipp

2006).

Moreover, V3d and V3v have reciprocal connections with areas V4 (Felleman et al. 1997a;

Ungerleider et al. 2008) and MT (Ungerleider and Desimone 1986a; Felleman et al. 1997a) in a

topographically organised way, and areas V3A, posterior intraparietal area (PIP), dorsal MST

(MSTd), VIP (Felleman et al. 1997a) and frontal eye fields (FEF) (Barbas and Mesulam 1981;

Barbas 1988). Furthermore, area V3 (d and v) is reciprocally connected with PO (Colby et al. 1988;

Shipp et al. 1998), an area in the anterior bank of the parieto-occipital sulcus involved in sensory

motor integration of reaching arm movements (Galletti et al. 1997) and in the spatial encoding of

extrapersonal visual space (Galletti et al. 1995). This projection from V3 is also topographically

organised.

Other projections directly from V3 and indirectly via V3A terminate to the posterior parietal lobule

(PPL) within the extent of the DP area (Andersen et al. 1990), the caudal intraparietal area (cIP)

(Sakata et al. 1997) and the lateral intraparietal area (LIP) (Andersen et al. 1990; Blatt et al.

1990). In addition, area V3 sends feedforward, topographically organised inputs to area TEO and

receives a feedback projection from it (Distler et al. 1993).

Connections of visual area V3A

Area V3A is richly connected to surrounding cortical areas. It receives feedforward connections

from caudal cortical areas, including a direct projection from peripheral parts of V1 (Zeki 1978b;

Zeki 1980a; Van Essen et al. 1986), and a strong input from V2 (Gattass et al. 1997) and V3 (Zeki

1978b; Felleman et al. 1997a). If V1 is cooled, in contrast to V3 neurons that stop responding

to visual stimulation, many neurons in V3A continue responding (Girard et al. 1991). Therefore,

other connections than that with V1 are also capable to drive V3A neurons. These may include

the pulvinar (Benevento and Rezak 1976), the LGN (Fries 1981; Yukie and Iwai 1981), or the MT.
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V3A is reciprocally connected with MT (Ungerleider and Desimone 1986a), and residual activity

is found in MT after V1 inactivation (Rodman et al. 1989). Moreover, MT is also found to be

extensively connected to subcortical structures (Ungerleider et al. 1984; Sincich et al. 2004).

In addition to MT in the dorsal stream, V3A is also connected to LIP (Cavada and Goldman-

Rakic 1989; Andersen et al. 1990; Blatt et al. 1990; Baizer et al. 1991; Nakamura et al. 2001),

area DP (Andersen et al. 1990), MST, FST (Boussaoud et al. 1990) and PO (Colby et al. 1988;

Shipp et al. 1998). V3A also has reciprocal connections with areas of the ventral stream including

V4 (Ungerleider et al. 2008) and the peripheral field representation of TEO (Distler et al. 1993;

Webster et al. 1994). V3A has reciprocal connections with the FEF too (Schall et al. 1995; Stanton

et al. 1995).

Connections of visual area V4

Both the central and peripheral parts of V4 are connected with occipital areas V1, V2, V3, and

V3A (please refer to corresponding sections). It should be noted that while there is good evidence

that cells in both the thin and the pale stripes (which are predominantly fed by the parvocellular

system) project to V4 (DeYoe and Van Essen 1985; Shipp and Zeki 1985; Zeki and Shipp 1989;

Nakamura et al. 1993), it has been further shown through inactivating selected layers of V4 that it

receives about equally strong magnocellular and parvocellular inputs (Ferrera et al. 1994).

V4 is connected with areas in the temporal cortex. It projects to superior temporal areas V4t,

MT, and FST (Ungerleider and Desimone 1986a; Boussaoud et al. 1990; Ungerleider et al. 2008).

Yet, its major output is to areas TEO and TE in the inferior temporal cortex (Desimone et al.

1980; Weller and Kaas 1985, 1987; Distler et al. 1993) which contains neurons selective for many

object features, such as colour, shape, and texture (Desimone et al. 1984; Tanaka et al. 1991;

Fujita et al. 1992; Tanaka 1996). V4 receives backward projections from these areas (Distler et

al. 1993; Suzuki et al. 2000). V4 displays dense reciprocal connections with several subdivisions

of inferotemporal cortex including the posterior inferotemporal ventral area [(PITv), part of the

temporal-occipital transition region (TEO)], the central inferotemporal ventral area (CITv), the

posterior inferotemporal dorsal area (PITd), and the central inferotemporal dorsal area (CITd).

The retinotopic organisation of TEO is less precise than that in area V4, but clearly different from

that described in area TE where retinotopy is absent (Desimone and Gross 1979; Boussaoud et al.

1991). The peripheral field representations of V4 are mainly connected with occipitoparietal areas

DP, VIP, LIP, PIP, and MST (Andersen et al. 1990; Ungerleider et al. 2008). V4 is also reciprocally

connected with PO, with the projections from V4 to PO being retinotopically organised (Colby et

al. 1988; Ungerleider et al. 2008). Furthermore, V4 is connected with the parahippocampal area

TF (Ungerleider et al. 2008) and the FEF (Barbas and Mesulam 1981; Ungerleider et al. 2008).
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Functional Streams

It is evident that the numerous visual areas described previously are richly interconnected with many

direct corticocortical pathways and have different functions. A question that has always engaged

the interest of the researchers is whether this obvious specialisation is evident in the organisation

of the brain through the configuration of specific networks. Two principles have been proposed

for the visual processing in the cortex. The first view is that referred as hierarchical processing.

According to it, visual areas are sequentially organised into well-defined pathways which serve the

serial processing of visual information. The other classical model, parallel processing, supports that

visual information is simultaneously sent by the primary visual cortex and also by other subcortical

sources (e.g. the thalamic nucleus of the pulvinar and the LGN) bypassing V1, to many visual areas

which process the various features of the stimuli in parallel (Van Essen and Maunsell 1983). This

concurrent handling of the perceptual load reduces the necessary ”computational” time. On the

other hand, hierarchical processing is beneficial since the different cortical elements that analyse

distinct constituents of the visual information can be transmitted to sequentially higher order areas,

eliminating the need to process the same visual components in multiple visual areas.

These organisation principles provided the framework to construct an orderly scheme for the process

of visual information. A number of studies have provided evidence that visual process is segregated

into two streams, each transforming visual information in a discrete way. This notion stemmed

from initial studies on the different properties and connections of LGN neurons, on the physiological

parameters of cortical areas and on the visual deficits following temporal and parietal lesions in

monkeys (Ettlinger 1959; Pohl 1973). Among the first who supported the view that vision is

mediated by two functionally specialised processing pathways, the dorsal and the ventral one, were

Ungerleider and Mishkin (Ungerleider and Mishkin 1982). Each pathway has the striate cortex as

the source of initial input and processes different attributes of the visual scene. The dorsal pathway

connects V1 with the posterior parietal cortex and has been suggested to be responsible for spatial

vision i.e. motion and disparity information. The ventral pathway extends from V1 to the inferior

temporal cortex and is thought to be responsible for visual identification of objects i.e. form and

colour perception (Fig.1.1).

This segregation seems to start as early as the output of the retina. The P/ventral pathway arises

in the midget retinal ganglion cell and ascends through the parvocellular LGN, to layers 4Cb and

4A in V1, the thin and pale stripes of V2, V4, and the inferior temporal cortex. The M/dorsal

pathway begins with the parasol retinal ganglion cell and continues to magnocellular LGN, layers

4Ca and 4B in V1, thick stripes in V2, to V3, and MT, and the parietal cortex. These processing

streams are broadly referred as ”what” and ”where” pathways, respectively (Livingstone and Hubel

1988; Zeki and Shipp 1988; Goodale and Milner 1992; Merigan and Maunsell 1993; Ungerleider and

Haxby 1994; Goodale 1998; Goodale and Humphrey 1998; Shipp 2006).

Although this concept of parallel and hierarchical processing of different types of visual information

is interesting, obviously it is not an absolute rule. Numerous studies have demonstrated that there

is interaction between the two pathways. For instance, there is substantial convergence of P and

M signals in the upper layers of V1 (Lachica et al. 1992; Martin 1992; Merigan and Maunsell

1993; Yoshioka et al. 1994). It is shown that thick, thin and pale stripes all receive projections

from the same V1 layers: heaviest from layer 2/3 and less from layers 4A, 4B, and 5/6 (Sincich

and Horton 2002b). In V2, it was shown that the different CO compartments are extensively
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interconnected. The thin stripes project more frequently to the thick stripes than to other thin

stripes, the thick stripes project more frequently to the thin stripes than to other thick stripes and

the pale stripes project almost equally to CO-rich and pale stripes (Levitt et al. 1994b). Another

possible mechanism for P/M convergence could be the back projections to V2 from V4 and MT.

Although distinct V2 subregions provide ascending outputs to these areas, the feedback connections

to V2 terminate less specifically over all stripe divisions (Shipp and Zeki 1989b; Zeki and Shipp

1989). It is already mentioned that M input reaches area V4, and that area V1 is connected with

both V4 and V5, while these areas have projections to parietal and temporal cortex. Hence, it is

evident that another aspect of cortical organisation is functional integration.

These findings which point to anatomical and functional coupling between the two functional

streams are neither odd nor unexpected. These various lines of evidence can evoke substantial

objections against functional specialisation in the visual system (Merigan and Maunsell 1993).

However they should be considered as significant components subserving the construction of a

unified percept of the visual image, which is processed in two relatively independent, albeit

interacting cortical pathways in the brain (Zeki and Shipp 1988; Shipp 1995). This last scheme

seems plausible. On one hand segregation enables the representation of selected features of the

external world on an edifice with limited spacing abilities, and on the other hand integration

ensures that these networks provide as much an accurate and complete representation of external

world as it could be.
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CHAPTER 2

Aim of the Study

The findings of our laboratory, so far, have demonstrated that we perceive the actions of others

by recruiting virtually the same parieto-frontal cortical circuits which are responsible for

the generation of the same actions (Raos et al. 2004, 2007; Evangeliou et al. 2009). In other

words, observation of an action stimulates the motor controller used to execute the same action.

Indeed, action-execution, action-observation and action-recognition share cerebral and physiological

correlates with ‘motor imagery’, also known as ‘mental practice’ or ‘mental simulation of action’,

i.e. the faculty whereby we mentally rehearse voluntary movements without bodily executing them

(Decety et al. 1994; Jeannerod 1995; Stephan et al. 1995; Porro et al. 1996; Roth et al. 1996; Sirigu

et al. 1996; Deiber et al. 1998).

The aim of the present study was to examine whether the network of interconnected areas subserving

action cognition also includes early visual cortical areas. Research data has delivered new and

often contradicting results regarding the contribution of early visual areas in imagery processes.

In the present study we explored whether the proposed neural substrate of mental simulation

of an action extends beyond the parieto-frontal motor/kinesthetic network, to the striate and

extrastriate occipital cortical visual areas representing the object to be reached and manipulated

and its spatial location, information useful for guiding the arm and shaping the hand to interact

with the object. We used the [14C]-deoxyglucose (14C-DG) quantitative autoradiographic method

(Sokoloff et al. 1977) to obtain high-resolution functional images of the monkey occipital visual

cortical areas activated for grasping small 3D-objects in the light and in the dark, as well as for

observation of the same grasping movements executed by another subject. We reconstructed two-

dimensional (2D)-maps of metabolic activity of the striate area V1 and the extrastriate cortices V2,

V3, V3A, and V4, which occupy the occipital operculum and both banks of the lunate (Ls) and

the inferior occipital (IOs) sulci. Specifically, we addressed the questions whether particular early

visual cortical areas are activated (a) for grasping in the dark, i.e. for the voluntary manipulation

of an invisible/imaginary object and (b) for observation of grasping performed by another subject,

involving mental simulation of the action, i.e. for the imaginary manipulation of a visible object.

Based on previous findings and on the information flow in the networks responsible for imagery,

involving the parietal and temporal areas which are connected to the occipital areas, our hypothesis
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was that early visual cortical areas may be activated during action in the dark and during action-

observation.
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CHAPTER 3

Methods

Subjects

Twelve adult female monkeys (Macaca mulatta) weighing between 3 and 6 kg were used

in the present study. All animals were purpose-bred by authorised suppliers (Deutsches

Primatenzentrum, Göttingen, Germany; R. Hartelust, Nederlands). Food access was

unrestrained for the animals, ensuring an enriched, varied diet which complied with the nutrition

requirements of the animals. Water access during the training process was controlled, yet the

animals received the necessary fluids during the daily experimental sessions. On weekends water

access was unhampered. The weight and well-being of the animals were carefully monitored and,

if necessary, supplementary fruit, water and caregiving were provided. Housing, experimental

and surgical procedures were approved by the Greek Veterinary Authorities and the Foundation of

Research and Technology-Hellas animal use committee, complying with European Council Directive

86/609/ECC.

Animal Preparation

Upon arrival, the animals were accommodated in their cages (Crist Instrument Co, Hagerstown,

MD, USA). Introducing animals to the new facility, with associated changes in their living

environment, social groups, and new personnel, produced a stress response that necessitated

the acclimatisation of animals before they were used in the research protocol. During this

acclimatisation period, animals had free access to food and water, and their behaviour was carefully

assessed by observation and during interactions with the researcher. Animals were presented with

enrichment stimuli such as toys and music and allowed to familiarise themselves with the new

conditions. Animals participated in the experimental procedure only after a stable physiological

state was reached. This ensured the well being of the animals and eliminated the risk of unwanted

responses that would influence the experimental procedure.

Prior to behavioural training, a metal bolt (Crist Instrument Co, Hagerstown, MD, USA) embedded

in dental cement (Resivy, Vence, France) was stereotactically implanted on each monkeys’ head with
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the use of mandibular plates (Synthes, Bettlach, Switzerland), secured on the cranium with titanium

screws (Synthes, Bettlach, Switzerland) for head immobilization. All surgical procedures were

performed under aseptic conditions and anesthesia (ketamine hydrochloride, Imalgene 1000, Merial,

France, 20mg/kg, i.m and sodium pentobarbital 25mg/kg, i.m), with the aid of a stereomicroscope.

Systemic antibiotics (Rocephin, Roche, Switzerland, 60-70 mg/kg/day i.m) and analgesics (Apotel,

Uni-Pharma, Hellas) were administered pre- and post- operatively. The animals were allowed to

recover from surgery for at least three weeks before beginning of training sessions.

Experimental Set-up

The behavioural apparatus for the grasping and the observation tasks contained a PC-controlled

rotating turntable, into which a 3D geometrical solid horizontally oriented ring of 15mm diameter

was accommodated. The behavioural apparatus was placed in front of the monkeys, at shoulder

height, at a distance depending on whether the experimenter or the monkey performed the requisite

movements. The ring was grasped with the digging out grip (index finger inserted into the ring).

A sliding circular window of 8° diameter, at the front side of the behavioural apparatus allowed or

prohibited sight the object and access to it. EMG (gainx2000, band-pass filter 0.3-3000KHz)

recordings were performed using Ag-AgCl surface electrodes. The digitised electromyograms

(1000Hz) were recorded from the biceps and wrist extensor muscles and were aligned at the end of

the movement, rectified and averaged over 150 movements in each case.

The behavioural apparatus for the fixation task was a 21 inch video monitor (Philips, the

Netherlands) placed 23 cm in front of the monkey. Visual targets were red spots of 1.5° diameter.

Eye position for all monkeys was recorded with an infrared oculometer (Dr. Bouis) and is illustrated

in 3D-histograms of the dwell time of the line of sight (Fig.4.1).

During training sessions and 14C-DG experiments, the animals were seated in a primate chair

(Crist Instrument Co, Hagerstown, MD, USA) with their head immobilized, and their lower limbs

and one or both forelimbs restrained with Velcro tapes, depending on the special features of the

task. Training was based on operant conditional techniques and successful completion of each trial

was rewarded with water, delivered by a tube placed close to the animal’s mouth. Monkeys were

trained on a daily basis for at least an hour over a period of 4-11 months, until their performance

displayed a 95% success rate. On the day of the 14C-DG experiment, monkeys performed their tasks

continuously during the entire experimental period of 45 min and received the custom reward.

Behavioural Tasks

The number of monkeys employed in the present study is the minimum possible that allows for

solid conclusions.

Grasping in the light (Gl)

Two grasping-in-the-light (Gl) monkeys were trained to reach and grasp with the left forelimb and

under visual guidance, while the right forelimb was restricted. They were required to fixate the

illuminated object behind the opened window for 0.7-1 s, until a dimming of the light would signal

reaching, grasping and pulling the ring with the left forelimb. The maximum latency to grasp
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the object was set to 1 s, although the movement was usually completed within 500-600 ms. The

monkeys had to maintain fixation (within the 8° diameter circular window) until the end of the

movement. The Gl monkeys were allowed to move their eyes outside the window only during the

intertrial intervals (ranging between 2 and 2.5 s).

Grasping observation (O)

Three grasping-observation (O) monkeys were first trained to perform the task of the Gl monkeys

(grasping-training), and later on to observe the same grasping movements executed by the

experimenter (observation-training). In order to eliminate any possible inter-hemispheric differences

in the effects due to the earlier grasping-training, the first monkey was trained to grasp with its left

hand, the second one with its right hand and the third one with both hands consecutively. During

the observation-training and during the 14C-DG experiment, both forelimbs of the O monkeys were

restricted. The experimenter was always standing on the right side of the monkey and was using the

right arm/hand for reaching/grasping. Both reaching and grasping components of the movement

were visible to the monkey.

Motion control (Cm)

In order to disambiguate the effects of the purposely reaching/grasping action, i.e. the components

of reaching-to-grasp, hand preshaping, and object-hand interaction from (a) the non-goal-directed

biological-motion effect, elicited by a purposelessly moving forelimb in front of the monkey (arm-

motion effect), and from (b) the visual stimulation effect induced by mere presentation of the

3D-object to the monkey (object-presentation effect), we compared the effects on the Gl and O

monkeys with those on two arm-motion control (Cm) monkeys. Each Cm monkey had both hands

restricted, had no previous grasping training, and was trained to maintain its gaze straight ahead,

within the 8° diameter circular window, during the opening of the window of the apparatus, the

presentation of the illuminated object behind the opened window, the closure of the window, and

while the experimenter was reaching with extended hand towards the closed window (for a total

period of 2.7-3 s per trial). The direction of motion and velocity of the experimenter’s arm were

the same as in the observation task. At this point it should be noted that monkey and human

movements share striking kinesiological similarities. Both species have almost identical prehension

characteristics, and reaching and grasping components of the movement e.g. accuracy appears to

be achieved in the same way by both species, the mean velocity of reach to grasp movement is

equivalent and the relationship between grip aperture and object size is remarkably similar (Roy et

al. 2000). Therefore, the observation of a reaching movement made by a human experimenter does

not impose any bias on our study and does not have any deteriorating effect on our results. The

Cm monkeys were allowed to move their eyes outside the circular window only during the intertrial

intervals (ranging between 2 and 2.5 s).

Fixation control (Cf)

In order to remove the visual effect caused by plain fixation, the activations of the visual cortex

of the Cm, Gl and O groups of monkeys were compared with those of the two hemispheres of

a fixation-control monkey (Cf). The visual target for fixation was a red target 1.5° in diameter,
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located straight ahead. The Cf monkey had both its arms restricted and was trained to maintain

fixation within a circular window 2.5° in diameter, centered on the fixation target, for the duration

of the trial (4 s). Intertrial intervals ranged between 0.2 and 0.3 s. The Cf monkeys maintained

fixation for 75% of the 14C-DG experimental time including intertrial intervals.

Grasping in the dark (Gd)

Two grasping-in-the-dark (Gd) monkeys were trained to reach and grasp with the left forelimb

in complete darkness, while the right forelimb was restricted. The task took place in complete

darkness, achieved by using black curtains which enclosed the primate chair together with the

behavioural apparatus, and by an extra black drape positioned in front of the eyes of the monkey.

A speaker, placed 25 cm in front of the monkey in the median sagittal plane below the behavioural

apparatus, delivered the go-signals. The initiation signal of the grasping movement was a low

frequency auditory cue (90 Hz). Following this, each Gd monkey had to look straight ahead

towards the memorised location of the object for 0.7-1 s, until a second high frequency auditory cue

(180 Hz) signaled the generation of the learned action (reaching, grasping and pulling the unseen,

memorised ring with the left forelimb) while maintaining its gaze straight ahead within a window

of 10x10 deg. The maximum latency to grasp the object was set to 1 s, although the movement was

usually completed within 500-600 ms. The Gd monkeys were allowed to move their eyes outside

the window only during the intertrial intervals (ranging between 2 and 2.5 s).

Control in the dark (Cd)

To reveal the effects induced by reaching-to-grasp in the dark, the metabolic maps of the

four hemispheres from the two Gd monkeys were compared with those obtained from the four

hemispheres of two control-in-the-dark monkeys (Cd). The Cd monkeys were allowed to move

their eyes freely throughout the experiment and were presented with auditory stimuli similar to the

acoustic cues presented to the Gd monkeys. Reward was delivered at random intervals to prevent

association of the auditory stimuli with the reward expectancy. The total number of rewards that

the Cd monkeys received matched that of the Gd monkeys. The task was held in complete darkness

and the monkeys were alert and actively exploring their environment during the 14C-DG experiment

as it is revealed by the roughly even distribution of eye position in much of the oculomotor space

(Fig.4.1 Cd).

A schematic overview of the tasks is illustrated in Fig.3.1.

[14C]-Deoxyglucose Method in Brain Imaging

Theoretical basis

The required energy for all cerebral functions derives from the glucose metabolism. The primate

brain is highly selective for the entry of energy substrates due to the existence of the blood-brain

barrier. This protective mechanism limits the possible substrates and allows only specific substances

to enter to the brain. As a result, the primate brain utilises almost exclusively D-glucose, from

which it derives virtually all of the energy requirements under normal conditions.

The [14C]-deoxyglucose (14C-DG) functional imaging method is used for simultaneous quantitative

determination of the rates of glucose consumption in all of the macroscopic structural components
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Figure 3.1: Schematics of behavioural paradigms and task events. a, in the visual fixation task, the monkey was
rewarded for fixating a visual target To centered straight ahead. b, in the grasping in the light (Gl) task, the monkeys
were rewarded for grasping with the left forelimb a 3D ring under visual guidance. c, in the motion-control (Cm) task,
the monkeys were rewarded for maintaining their gaze straight ahead, while observing the experimenter reaching with
his extended hand towards the behavioural apparatus. d, in the grasping in the dark (Gd) task, the monkeys were
rewarded for grasping with the left forelimb a 3D ring in complete darkness. He and Ve represent the horizontal and
vertical eye position, respectively. L represents the illumination of the compartment of the behavioural apparatus
that made the object visible. S represents the auditory cues that signaled either the onset of the trial or the go-signal
for the initiation of the movement. O stands for observation and G for execution of grasping.
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of the central nervous system in conscious laboratory animals (Sokoloff et al. 1977; Kennedy et

al. 1978). The impetus for employing this method is the tight coupling of energy metabolism

to neuronal activity whereby local changes in brain activity can be detected by monitoring the

changes in physiological properties such as blood flow, glucose utilisation or oxygen consumption.

Although oxygen consumption is the most direct measure of energy metabolism, the volatility

of oxygen and its metabolic products and the short half-life of its radiolabeled isotopes preclude

measurement of oxidative metabolism by the autoradiographic technique. Radioactive glucose is not

fully satisfactory either, because its labeled products are lost too rapidly from cerebral tissues. On

the other hand, the biochemical properties of 2-deoxy-D-1[14C]glucose (2DG), the labeled analogue

of glucose, are such that enable its usage as a tracer for the glucose metabolism and make it

an appropriate tool for the measurement of the local cerebral glucose utilisation (LCGU) by the

autoradiographic technique.

The tenet of the method derives from the biochemical properties of 2DG in the brain and the kinetics

of the exchange of 2DG and glucose between plasma and brain tissue and their phosphorylation

by hexokinase. 2DG differs from glucose only in the replacement of the hydroxyl group on the

second carbon atom by a hydrogen atom. This single structural difference makes 2DG suitable

for this method. 2DG is bidirectionally transported between blood and brain by the same carrier

that transports glucose across the blood-brain barrier (Bidder 1968; Bachelard 1971). Therefore,

2DG and glucose compete for both blood-brain transport and hexokinase phosphorylation. In

the cerebral tissue, 2DG is phosphorylated by hexokinase to 2-deoxyglucose-6-phosphate (DG-6-P)

just like glucose is phosphorylated to glucose-6-phosphate (G-6-P) (Sols and Crane 1954). Unlike

G-6-P, which is metabolised further, eventually to CO2 and water (and to a lesser degree via

the hexosemonophosphate shunt), DG-6-P cannot be converted to fructose-6-phosphate because

the lack of the hydroxyl group on the second carbon atom makes it unsuitable as a substrate

for glucose-6-phosphate dehydrogenase (Sols and Crane 1954). There is relatively little glucose-

6-phosphatase activity in the brain and even less deoxyglucose-6-phosphatase activity (Sokoloff et

al. 1977). DG-6-P can be converted to deoxyglucose-1-phosphate, then to UDP-deoxyglucose and

eventually to glycogens, glycolipids, and glycoproteins. However, reactions are slow, and also a very

small fraction of the formed DG-6-P proceeds to these products in mammalian tissues (Nelson et

al. 1984). In any case, these compounds are secondary, relatively stable products of DG-6-P, and

all together represent the products of deoxyglucose phosphorylation. DG-6-P and its derivatives

are stable substances and once formed are trapped in the cerebral tissue, at least long enough for

the duration of the experimental session (Fig.3.2).

If, following the administration of 2DG, the interval of time is kept short enough (less than 1 hour),

the quantity of 2DG-6-P accumulated in any cerebral tissue at any time is equal to the integral

of the rate of 2DG phosphorylation by hexokinase during that interval of time. This integral is

related to the amount of glucose that has been phosphorylated over the same interval, depending

on the time courses of the relative concentrations of 2DG and glucose in the precursor pools, and

the Michaelis-Menten kinetic constants for hexokinase with respect to both 2DG and glucose. With

the cerebral glucose consumption in a steady-state, the amount of glucose phosphorylated during

an interval of time equals the steady-state flux of glucose through the hexokinase-catalysed step

times the duration of the interval, and the net rate of flux of glucose through this step equals the

rate of glucose utilisation.
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Figure 3.2: Theoretical basis of the radioactive deoxyglucose method for measurement of local cerebral glucose
utilisation (Sokoloff et al. 1977). Diagrammatic representation of the theoretical model. C∗

i represents the total
tissue 14C concentration in a single homogeneous area of the brain. C∗

p and Cp represent the concentrations
of [14C]deoxyglucose and glucose in the arterial plasma, respectively; C∗

E and CE represent their respective
concentrations in the tissue pools that serve as substrates for hexokinase. C∗

M represents the concentration of [14C]
deoxyglucose-6-phosphate in the tissue. The constants k∗

1, k
∗
2, and k∗

3 represent the rate constants for carrier-mediated
transport of [14C] deoxyglucose from plasma to tissue, for carrier-mediated transport back from tissue to plasma, and
for phosphorylation by hexokinase, respectively; the constants k1, k2, and k3 are the equivalent rate constants for
glucose. [14C]deoxyglucose and glucose share and compete for the same carrier that transports both of them between
plasma and tissue as well as for the hexokinase, which phosphorylates them to their respective hexose-6-phosphates.
The dashed arrow represents the possibility of glucose-6-phosphate hydrolysis by glucose-6-phosphatase activity, if
any.
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These relations can be described mathematically by an operational equation, provided that: (a)

glucose metabolism is in a steady-state throughout the experimental period, i.e. independent of

plasma glucose, (b) homogeneous tissue compartment within the concentrations of glucose and 2DG

are uniform and exchange directly with the plasma, and (c) 2DG concentrations are low compared

to their glucose counterparts, i.e. tracer kinetics apply.

This operational equation defines the rate of glucose utilization (R) per unit mass of tissue i, (Ri)

(Fig.3.3). It is a general statement of the standard relationship by which rates of enzyme-catalysed

reactions are determined from measurements made with radioactive tracers. The numerator

represents the amount of radioactive product formed in any given interval of time; it is equal

to C∗
i , the combined concentrations of 2DG and 2DG-6-P in the tissue at time T (measured by

quantitative autoradiography), minus a term that represents the free (non-metabolised) 2DG still

remaining in the tissue at time T. This way, the rate of chemical transformation of the labeled 2DG

can easily be measured. However this rate does not equal the rate of glucose phosphorylation. To

derive the rate of the total reaction of a chemical substance from measurement of the reaction rate

of its labeled species only, it is necessary to know the integrated specific activity (i.e. the ratio of

labeled to total molecules) in the precursor pool. For this reason, the precursor pool specific activity

is measured indirectly from measurements in the blood supplied to the tissue. The specific activity

in the arterial blood or plasma can be directly measured and the precursor specific activity can be

calculated by correcting for the lag in the equilibration of the precursor pool in the tissue with that

of the plasma. Additionally, the labeled species often exhibit a kinetic difference from the natural

compound, the so-called isotope effect. This isotope effect can be evaluated and corrected for. The

denominator represents the integrated specific activity (the ratio of labeled to total molecules) in

the precursor pool as measured in plasma, corrected for the lag in the equilibration of the tissue

precursor pool with the plasma, times a factor (lumped constant) that corrects for kinetic differences

between the labeled and natural compound (isotope effect).

The operational equation of the method specifies the variables to be measured in order to determine

Ri, the local rate of glucose consumption in the brain. The following variables are measured in

each experiment: (a) the entire history of the arterial plasma [14C]- DG concentration, C∗
p , from

zero time to the time of sacrifice T, (b) the steady state arterial plasma glucose level Cp, over the

same interval and (c) the local concentration of 14C in the tissue at the time of killing C∗
i (T).

The rate constants k∗1, k
∗
2 and k∗3 and the lumped constant λ V∗

m Km/ Φ Vm K∗
m are not measured

in each experiment. The values for these constants are species specific and have been determined

separately in other groups of animals [rat (Sokoloff et al. 1977), monkey (Kennedy et al. 1978)].

At this point we should stress that it is important to keep the experimental period at 45 min. This

limitation is compelled by the possible phosphatase activity beyond this time point. It is known

that glucose-6-phosphatase activity in the brain is very low and does not influence the deoxyglucose

method. The [14C]DG-6-P is formed in the cytosol, and the phosphatase is on the inner surface

of the cisterns of the endoplasmic reticulum. In order the phosphatase to act on the [14C]DG-

6-P, it has to be transported from the cytosol across the endoplasmic reticular membrane by a

specific carrier. However, this is a highly slow process because the carrier for G-6-P and DG-6-P is

essentially absent in the brain (Fishman and Karnovsky 1986). The substrate then has access to

the enzyme only by slow diffusion through the membrane. If one extends the experimental period

beyond 45 min then correction must be made for the effects of phosphatase by including a k∗4 rate

constant for the phosphatase activity (Sokoloff 1982).
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Figure 3.3: Operational equation of the radioactive deoxyglucose method. T, time of termination of the
experimental period; λ, ratio of the distribution space of deoxyglucose in the tissue of that of glucose; Φ, the fraction of
glucose that once phosphorylated, continues down to glycolytic pathway; k∗

m, V ∗
m, km, Vm, Michaelis-Menten kinetic

constants of hexokinase for deoxyglucose and glucose, respectively. Other symbols as in Fig.3.2.

[14C]-deoxyglucose experiment

The experiments were performed on conscious behaving animals. The day of the 2DG experiment,

each animal was subjected to femoral vein and artery catheterisation under general anesthesia

(ketamine hydrochloride, 20 mg/kg, i.m.). The catheters were plugged at one end and were filled

with dilute heparin solution (1000U/ml). Both catheters were 45 cm long, to minimise extensive

flushing of dead space during the sampling period. After catheterisation the animals were allowed

to recover from anesthesia for 4-5 hours. Upon recovery the experimental session began.

Five min after each monkey started performing its task, the experimental period was initiated with

the infusion of a single pulse of 2DG through the venous catheter over a period of 30s. A dose of

100 µCi/kg of animal weight of 2DG (specific activity 55 mCi/ml, ARC, St. Louis, MO, USA) was

employed. Because the 2DG was supplied in an ethanol solution, it was evaporated to dryness and

then re-dissolved in 1ml of saline. To monitor the course of the plasma and 2DG concentrations,

arterial blood samples were collected in heparinized tubes during predetermined time intervals: 0

s (start of infusion), 15 s, 30 s, 45 s, 1 min, 2 min, 3 min, 5 min, 7.5 min, 10 min, 15 min, 25

min, 35 min and 45 min. Care was taken to clear the dead space of the arterial catheter prior to

the collection of each sample. The samples were immediately centrifuged in a high speed Beckman

centrifuge and kept on ice for analyses. After the collection of the last sample, the animal was

sacrificed by an i.v. infusion of 50mg sodium thiopental (10 mg/ml) in 5ml saline followed by a

saturated solution of KCl for cardiac arrest. Plasma glucose levels, blood pressure, hematocrit

and blood gases ranged within normal values in all monkeys and remained constant throughout all

[14C]-DG experiments.

Analysis of arterial plasma 2DG and glucose concentrations

The concentration of deoxyglucose was calculated by its 14C content in the plasma. Twenty µl

of each plasma sample and 3 ml of scintillation liquid (Insta-Gel, Packard co., Illinois, USA)

were placed in a counting vial and assayed in a liquid scintillation counter (Beckmann Coulerton

Inc., Foullerton, CA, USA). The efficiency (E) of the counting measurement was estimated by

internal standardisation (calibrated [14C]-toluene), and the obtained counts per minute (cpm) were

transformed into disintegrations per minute (dpm) according to the equation dpm=cpm/E. The

plasma glucose concentration was assayed in a dry glucose analyser (Spotchem, Menarini, Italy) to

establish the required steady state for plasma glucose levels.
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Tissue processing

Immediately after the end of the experiment, the cerebral hemispheres, the cerebellum and the

spinal cord were removed, photographed, frozen by immersion in isopentane at -50°C, covered in

embedding medium (M1, Lipshaw Manufacturing, Co) to prevent dryness and stored at -80°C until

sectioned. About 1300 serial horizontal sections of 20 µm thickness were cut in the horizontal plane

for each hemisphere of each monkey, containing the visual areas of interest, using a cryostat at -20°C.

The sections were collected on glass coverslips and dried on a hot plate at 60°C. Subsequently, the

coverslips were glued on a cardboard, and were exposed to X-ray film (EMC1, Kodak) for a period

of 3-14 days together with a set of precalibrated 14C standards (Amersham plc, Little Chalfont,

Buckinghamshire, UK). The autoradiographic films were developed in a Kodak X-OMAT 1000

automatic processor. One section every 500 µm was stained with thionine for identification of

cytoarchitectonic borders.

Analysis of autoradiographs

Quantitative densitometric analysis of autoradiographs was performed with a computerised image

processing system (MCID, Imaging Research, Ontario, Canada), which allowed integration of the

local cerebral glucose utilisation (LCGU) values (in µmol/100g/min) within each area of interest,

based on the original operational equation of the method (Sokoloff et al. 1977) and the appropriate

kinetic constants for the monkey (Kennedy et al. 1978).

Two-dimensional reconstructions

Two-dimensional reconstructions (2D-maps) of the spatio-intensive pattern of metabolic activity

(LCGU values in µmol/100 g/min), within the rostrocaudal and the dorsoventral extent of the

occipital opercular striate visual cortex between the Cas and the Ls, and of the extrastriate visual

cortex within the Ls and the IOs, were generated for each hemisphere from 20 µm thick horizontal

sections (dorsoventral sampling resolution of 20 µm), as previously described (Dalezios et al. 1996;

Savaki et al. 1997). The full extent of the visual areas of interest (V1, V2, V3, V3A, and V4) was

analysed in about 1300 serial horizontal sections.

For each horizontal section, a data array was obtained by sampling the LCGU values along a

rostrocaudal line parallel to the surface of the cortex, including all cortical layers. According to this

procedure, the distribution of activity in the rostrocaudal extent in each section was determined by

measuring LCGU values pixel by pixel, with 50 µm/pixel anteroposterior sampling spatial resolution

in the visual cortex. All data arrays were aligned at a specific anatomical point, the V1/V2 border,

near the posterior crown of Ls in dorsal sections or near the posterior crown of IOs in more ventral

sections. Data arrays of 5 adjacent horizontal sections (in the dorsoventral dimension of the brain)

were averaged and plotted to produce one line in the 2D maps. Accordingly, each 2D reconstructed

map is made of 263 lines (1315 sections divided by 5 sections per line). Thus, the dorsoventral

sampling resolution of our study equals 20 µm, whereas the dorsoventral plotting resolution of our

2D-maps equals 100 µm.

Normalisation of the measured LCGU values was based on the averaged unaffected gray matter

value pooled across all monkeys (Bakola et al. 2007). Accordingly, LCGU values were multiplied

with a factor that was separately determined for each hemisphere. This factor was equal to the
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ratio of the mean LCGU value found in the unaffected occipito-temporal cortex of the hemisphere

in question over the mean LCGU value obtained from the same area after pooling all hemispheres

from all monkeys. Very similar normalisation factors were found when LCGU values from other

unaffected cortical areas (such as the hind limb and body representations of the primary motor

and somatosensory cortices in the central sulcus) were used instead (Raos et al. 2007). Because the

ipsilateral to contralateral LCGU values of all the visual cortical areas of interest did not differ for

more than 7%, which is the maximum inter-hemispheric difference in normal monkeys (Kennedy

et al. 1978), we averaged all hemispheres of all monkeys in each group for the final statistical

comparisons. Side to side percent differences within each monkey for the Gl, Cm and Gd groups

were calculated as %Dif = [(Contra−Ipsi)/Ipsi]×100, where Contra represents the LCGU average

value in each cortical area of interest of the hemisphere contralateral to the moving forelimb, and

Ipsi represents the respective ipsilateral LCGU value (or as %Dif = [(Left−Right)/Right]× 100

for the O and Cm monkeys, which observed the same reaching-to-grasp and reaching movements

from the experimenter, whose arm was entering the monkey’s visual field from its right side).

Percent LCGU differences between experimental and control subjects were calculated as follows:

(Experimental − Control)/Control × 100. The statistical significance of differences in LCGU

values for Contra to Ipsi (Table 4.1) and experimental to control comparisons (Table 4.2, bold

values) was determined by the Student’s unpaired t-test (Raos et al. 2007; Evangeliou et al. 2009;

Savaki et al. 2010). Only differences exceeding 10% were considered for statistical analysis given

that homologous areas of the two hemispheres of a normal resting monkey can differ by up to 7%

(Savaki et al. 1993).

Geometrical normalisation and activity plots

To allow for direct comparison of the cortical regions of activation, due to the inter- and intra-

hemispheric macroscopic-anatomical variability, the individual functional (14C-DG/LCGU) maps

were further processed to match a reference map. The general procedure of the geometrical nor-

malisation of the LCGU maps, based on surface landmarks, was previously described (Evangeliou

et al. 2009; Savaki et al. 2010). In specific, in each horizontal section, we measured the distances

between the medialmost point of the posterior crown of the Cas (point 1, Fig.3.4b-d) and the point

of alignment, i.e. the border between areas V1 and V2 close to the posterior crown of the Ls in the

dorsal sections (point 2, Fig.3.4b,c) or the posterior crown of the IOs in the ventralmost sections

(point 2, Fig.3.4d). Also, for the dorsal sections in which the Ls appears, we measured the distances

between V1/V2 border (point 2) and its fundus (point 3, Fig.3.4b,c), its fundus and the medialmost

point of the posterior bank of the parieto-occipital sulcus (point 4, Fig.3.4b) for the dorsalmost

sections, and its fundus and its anterior crown (point 5, Fig.3.4c) in the subsequent ventral sections.

In the latter sections, we also measured the distance between the anterior crown of the Ls (point

5) and the posterior crown of the superior temporal sulcus (point 6, Fig.3.4c). Finally, for the

ventralmost sections where the IOs is apparent, we measured the distances between its posterior

crown (point 2, Fig.3.4d) and its fundus (point 7, Fig.3.4d), and also between its fundus and its

anterior crown (point 8, Fig.3.4d).

The average of each one of these measures was separately estimated from all 24 hemispheres (of

the 12 monkeys used in our study) to produce a reference map of surface landmarks (Fig.3.4e).

Subsequently, each individual cortical map with its own landmarks was linearly transformed
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(Moschovakis et al. 2004) with the help of custom-designed routines in the Matlab environment

(Mathworks) to match the reference map. The geometrically normalised maps were combined (a) to

obtain average LCGU maps out of control or experimental hemispheres and (b) to subtract control

from experimental averaged maps. In specific, to generate average maps (glucograms), the LCGU

value found in a certain pixel in one of the geometrically normalised maps was added to the value

found in the pixel occupying the same position in one or more other similar maps, and the result

was divided by the number of maps used. Similarly, to generate a difference map, the LCGU value

found in a certain pixel of a geometrically normalised map of a control hemisphere was subtracted

from the value found in the pixel occupying the same position in a similar map obtained from an

experimental hemisphere. With this procedure, although the total surface of an area may change

when it is geometrically normalised, the intensity and the spatial distribution of LCGU effects are

preserved within it because these effects are proportionally shrunk or expanded within its borders.

To create geometrically normalised anatomical maps matching our metabolic ones we used the

combined MRI and histology monkey atlas of Saleem and Logothetis (Saleem and Logothetis

2007). The horizontal sections of this atlas, including (a) the labelled surface landmarks and

(b) the anatomical borders between visual cortical areas, were processed the same way as our

autoradiographic sections, in order to match the same reference map. Thus, the so generated 2D-

reconstruction (Fig.3.4f) contains the anatomical borders of the visual areas of interest, within

a reconstructed map of surface landmarks matching our metabolic reference map (Fig.3.4e).

Consequently, superimposition of the two kinds of maps (metabolic and anatomical ones) allows

for the macroscopic localization of the 14C-DG activations in our study.

Histology

One section every 500 µm was stained with thionine for the identification of cytoarchitectonic

borders. In the literature, identification of areal borders for the visual areas V1, V2, V3, V3A,

and V4 is based on the examination of myelin-stained material and/or CO staining. However, the

thickness of our sections (20 µm) and the use of fresh-frozen, non-perfused tissue did not allow for

the employment of these techniques.

However, we were able to cytoarchitectonically identify certain visual areas in the thionine-stained

sections, based on characteristics described in other visual studies (von Bonin 1942; Rockland and

Pandya 1981; Zilles and Clarke 1997; Luppino et al. 2005). Specifically, the primary visual cortical

area V1 was easily distinguished from area V2, due to its well developed and differentiated lamina

granularis interna (layer IV). The third (III) layer of area V2 contained larger pyramidal cells as

compared with those in area V3. The fourth (IV) layer was more distinct and dense in area V2 as

compared with that in area V3. Finally, the sixth layer (VI) in area V2 was sharply set off from

the white matter, in contrast to that of area V3 which blended smoothly with the white matter.

Reassuring is the fact that the surface of area V2 outlined by the cytoarchitectonically identified

borders (between V1/V2 and between V2/V3) overlaps with the area characterised by stripes in

our reconstructed maps of metabolic activity. Nevertheless, the cytoarchitectonic borders between

areas V3, V3A and V4 were not as clear, and thus based on surface brain landmarks according to

the atlas of Saleem and Logothetis (Saleem and Logothetis 2007).
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Figure 3.4: Two-dimensional reconstruction of metabolic and anatomical maps of the occipital cortex. a, Lateral
view of a monkey brain with the Ls and the IOs unfolded. Shaded areas indicate the reconstructed cortex in panel e.
Horizontal lines b-d correspond to the three different dorsoventral levels of brain sectioning which are represented in
the following 3 panels (b-d). b-d, Schematic representations of horizontal sections at the dorsoventral levels indicated
in panel a by corresponding letters (b-d). e, Schematic illustration of the geometrically normalised reconstructed
cortical field, i.e. the opercular primary visual cortex between calcarine and lunate sulci, and the extrastriate visual
cortices within the Ls and the IOs. Black lines correspond to surface landmarks as labelled. Arrows b-d indicate the
dorsoventral levels of the sections in the corresponding panels. Numbered lines 1-8 correspond to numbered tick-marks
in panels b-d. f, Schematic illustration of the same cortical field as that of panel e, reconstructed from corresponding
horizontal sections of the combined MRI and histology atlas of the rhesus monkey (Saleem and Logothetis 2007),
which contains the anatomical borders of the visual areas of interest in addition to the surface landmarks. A, Anterior;
As, arcuate sulcus; Cs, central sulcus; D, dorsal; IOs, inferior occipital sulcus; IPs, intraparietal sulcus; Lf, lateral
fissure; Ls, lunate sulcus; op and ot, occipito-parietal and occipito-temporal segments of area V3d, respectively; P,
posterior; pc, posterior crown; STs, superior temporal sulcus; V, ventral.
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CHAPTER 4

Results

In the present study we used the 14C-DG quantitative method to map the distribution of

metabolic activity of the occipital opercular primary visual cortex between the Cas and the Ls,

and of the extrastriate visual cortex within the Ls and the IOs, in macaque monkeys during

three behavioural tasks: (a) grasping execution in the light, (b) a grasping execution in the dark and

(c) observation of the same grasping movements executed by the experimenter. In order to reveal

the cortical areas involved in these tasks, three control monkeys were used, as it was previously

described. The report of activated areas will follow our commentary on the oculomotor behaviour

and behavioural performance of the monkeys.

Fig.4.1 illustrates in 3D-histograms the dwell time of the line of sight as a function of eye position

averaged over the monkeys belonging to each one of the groups. Because approximately 85% of

the radiolabelled glucose is taken up by cells during the critical first ten minutes of the 14C-DG

experiment (Sokoloff et al. 1977), this figure includes data from only this period. It presents the

distribution of the end points of eye movements made by the two monkeys reaching-to-grasp in

light (Fig.4.1 Gl), the three monkeys observing reaching-to-grasp movements of the experimenter

(Fig.4.1 O), the two motion-control monkeys (Fig.4.1 Cm), the two monkeys reaching-to-grasp in

the dark (Fig.4.1 Gd), the two dark-control monkeys (Fig.4.1 Cd), and the fixation-control monkey

(Fig.4.1 Cf).

As required, all the monkeys performing their tasks in the light spent most of the critical time

fixating within the window of the behavioural apparatus (Fig.4.1 Gl, O, Cm, Cf). This time

ranged between 6 and 7 min. For the rest of the time, the animals did not display any systematic

oculomotor behaviour that could account for false-positive effects in oculomotor related areas. In

other words the line of sight of all the experimental monkeys was at random positions throughout

the entire oculomotor space. The same is true of the Gd monkeys, except that in this case the

distribution is shallow and more spread out because they were fixating in the absence of a visible

target (Fig.4.1 Gd). As expected, the Cd monkeys display a roughly even distribution in much

of the oculomotor space (Fig.4.1 Cd). Finally, the control fixation monkey (Cf) fixated the visual

target for 75% of the time during the critical 10 first minutes of the 2DG experiment (Fig.4.1 Cf).
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Figure 4.1: Three-dimensional histograms of the dwell time of the line of sight as a function of eye position. Gl ,
averaged oculomotor behaviour from the two monkeys reaching-to-grasp in light. O, averaged oculomotor behaviour
from the three grasping-observation monkeys. Cm , averaged behaviour from the two motion-control monkeys. Cf ,
oculomotor behaviour from the fixation-control monkey. Gd , averaged oculomotor behaviour from the two monkeys
reaching-to-grasp in the dark. Cd , averaged behaviour from the two dark-control monkeys. Horizontal axis (H; x)
and vertical axis (V; y) in degrees, z -axis in seconds. Grayscale bar indicates time in seconds.
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Cortical area n CmRight CmLeft CmL/CmR

(LCGU±SD) (LCGU±SD) (%)

V1-OO 263 60 ± 2 61 ± 2 2

V1-OO (central) 172 59 ± 1 60 ± 3 2

V1-OO (peripheral) 263 60 ± 2 61 ± 2 2

V2d-Ls (central) 155 51 ± 2 52 ± 3 2

V2d-Ls (peripheral) 196 53 ± 3 54 ± 2 2

V2v-IOs 67 51 ± 2 52 ± 1 2

V3d-ot (central) 81 56 ± 5 54 ± 2 -4

V3d-op (peripheral) 62 54 ± 2 56 ± 1 4

V3v-IOs 67 55 ± 3 53 ± 1 -4

V3A 89 52 ± 3 53 ± 3 2

V4-Ls 81 52 ± 2 52 ± 2 0

V4-IOs 67 54 ± 3 52 ± 3 4

Table 4.1: Average LCGU values from the two motion control (Cm) monkeys in the left and right
hemispheres separately. n, number of sets of 5 adjacent horizontal sections used to obtain the mean LCGU values
(in µmol/100 g/min) for each region. CmRight , average LCGU values from the 2 right hemispheres of the 2 motion
control monkeys. CmLeft , average LCGU values from the 2 left hemispheres of the 2 motion control monkeys. SD,
standard deviation of the mean. CmL/CmR, percent LCGU difference between CmLeft and CmRight.

In order to control for possible rate-related effects, the mean rate of movements was set to be similar

for all behavioural tasks used. During the critical ten first minutes of the 14C-DG experiment, the

Gl monkeys executed an average of 10 grasping movements per min and fixated within the window

of the behavioural apparatus (8 x 8 deg) for an average of 7 min. The O and the Cm monkeys

observed an average of 12 grasping or reaching movements per min respectively and fixated for 7

min too. The Gd monkeys executed an average of 11 grasping movements per min and kept their

gaze straight ahead within the window of the behavioural apparatus (10 x 10 deg) for an average

of 7 min during the critical ten first minutes of the 14C-DG experiment.

As explained in the methods section, the lack of inter-hemispheric differences allowed us to average

both hemispheres of each monkey to obtain the 2D map of the metabolic activation. At this point,

we would like to comment on the side-to-side differences regarding the Cm monkey. Since the arm

of the experimenter was entering the monkey’s visual field from its right side, one could expect

that the visual areas of the left hemisphere would be more activated. Yet, we found no statistically

significant interhemispheric differences in any of the early visual areas of the Cm monkeys, as

demonstrated in Table 4.1. This table displays the LCGU values separately for the right and

left hemispheres of the two Cm monkeys, and the left to right difference. Left to right LCGU

values were compared for statistical significance by the Student’s unpaired t-test. Apparently, the

interhemispheric difference did not exceed 4% for any of the visual areas studied, which is far below

the percentage (7%) that LCGU values of homologous areas may differ in the two hemispheres of

a normal resting monkey (Savaki et al. 1993).

To reveal the visual areas that are specifically activated for the grasping-in-the-light task, we

compared the autoradiographs of the Gl and Cm groups. Accordingly, in order to obtain the 2D map

of the metabolic activation pattern induced by the execution of grasping movements in the light, the
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reconstructed maps of the individual hemispheres (Fig.4.2) were averaged across all members of the

Gl group. These glucograms were used for measurement of the LCGU values in the striate area V1

and extrastriate cortical areas V2-V4 based on the borders of Fig.3.4f, and subsequently for their

statistical comparisons and the estimation of the percent differences from the corresponding values

of the Cm monkey (Table 4.2). Thus, the quantitative 2D map of the spatio-intensive distribution of

metabolic activity (in µmol/100g/min of glucose consumption) within the reconstructed occipital

operculum, the Ls and the IOs of the monkeys generating reaching-to-grasp movements in the

light (Gl) is illustrated in Fig.4.3a. The Gl-map is the average LCGU map (glucogram) from the

4 hemispheres of 2 monkeys. The corresponding two-dimensional reconstructions of the spatio-

intensive pattern of metabolic activity of the individual hemispheres of the animals that executed

grasping-in-the-light (Gl) are illustrated in Fig.4.2. Similarly, the Cm-map is the average from 4

hemispheres of 2 monkeys (Fig.4.3b). The surface landmarks (black lines) and the cytoarchitectonic

borders (white lines) are also included (Fig.4.3a, b)(see methods section). To reveal the regions that

are significantly activated for grasping in the light, i.e. to illustrate the percent LCGU differences

between the experimental Gl monkeys and the Cm, we generated images using the formula (Gl −
Cm)/Cm× 100. The Cm monkeys were used to take into account the effects of (a) the biological

motion of the purposeless (non-goal-directed) reaching arm, and (b) the visual stimulation by the

3D object. When the averaged map of the Gl monkeys is compared with the averaged map of

the Cm monkeys (Fig.4.3c), increased metabolic activity is evident in extrastriate areas V3d, V3A

and V4 (Table 4.2, Gl/Cm, bold values), with the two segments of area V3d, the occipito-parietal

reflecting peripheral vision and the occipito-temporal reflecting central vision (Baizer et al. 1991)

being equally activated.

To reveal the regions which are significantly affected during observation of grasping movements, we

statistically compared the LCGU values in the striate V1 and extrastriate visual areas V2-V4 of the

O-map with the corresponding values of the average Cm-map. The two-dimensional reconstructions

(2D-maps) of the spatio-intensive pattern of metabolic activity of the six individual hemispheres

of the three O monkeys are illustrated in Fig.4.4, whereas the geometrically normalized 2D-map of

the spatial distribution of metabolic activity for the observation task is the average glucogram of

these hemispheres across all members of the group (Fig.4.5a).

To reveal the regions which are specifically affected during observation of grasping movements,

we statistically compared the 2D metabolic O-map (Fig.4.5a) with the corresponding Cm-map

(Fig.4.5b), using the formula (O−Cm)/Cm× 100. The generated image (Fig.4.5c) illustrates that

during the observation of grasping profound activations are displayed in areas V3d, and V3A. V1 in

the representation of the central vision is also significantly activated, however this effect is of lower

magnitude than that observed in V3. In contrast to the activation observed in the Gl monkeys, the

dorsal part of area V4 was not activated in monkeys performing grasping observation. Additionally,

the region of the representation of central vision in V3d exhibited enhanced metabolic activity as

compared with the region of the representation of peripheral vision. The corresponding quantitative

data (percent differences) are displayed in Table 4.2 (O/Cm, bold values). To better illustrate the

similarities and the differences in the activation pattern of the Gl and O monkeys, their maps of

net activations and the corresponding subtraction Gl-O are displayed in Figure 4.6. In comparison

with the motion-control monkeys, V1 and V2 cortical regions of both the central and peripheral

visual representations in the occipital operculum, as well as V3v and V4 regions within the inferior
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Figure 4.2: 2D spatial reconstruction of the LCGU values (µmol/100g/min) of the metabolic activity in the occipital
cortex of the four hemispheres of the two monkeys reaching-to-grasp in the light (Gl). Gl1R and Gl1L, quantitative
2D-maps of metabolic activity of the right and left hemisphere of the first Gl monkey respectively. Gl2R and Gl2L,
quantitative 2D-maps of metabolic activity of the right and left hemisphere of the second Gl monkey respectively.
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Figure 4.3: Quantitative 2D-maps of metabolic activity in the occipital cortex of the grasping light monkeys and
percent LCGU difference from the motion control. a, averaged map from the four hemispheres of the two monkeys
reaching-to-grasp in the light (Gl). b, averaged map from the four hemispheres of the two motion-control monkeys
(Cm). c, map of net activations induced by reaching-to-grasp in the light, averaged from the four hemispheres of
the two Gl monkeys, as compared with the four hemispheres of the two Cm monkeys. In panels a and b, black lines
correspond to surface landmarks and white lines to anatomical borders of cortical areas, as illustrated and labeled in
Fig.3.4. In panel c, both the surface landmarks and the anatomical borders are represented in white lines. Grayscale
bar indicates LCGU values in micromoles per 100 g per minute. Colour bar indicates percentage LCGU differences
from the Cm.
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Figure 4.4: 2D spatial reconstruction of the metabolic activity in the occipital cortex of the six hemispheres of
the three observation monkeys (O). O1R and O1L, quantitative 2D-maps of metabolic activity in the right and left
hemisphere of the first O monkey, respectively. O2R and O2L, quantitative 2D-maps of metabolic activity in the
right and left hemisphere of the second O monkey, respectively. O3R and O3L, quantitative 2D-maps of metabolic
activity in the right and left hemisphere of the third O monkey, respectively. Black lines correspond to surface
landmarks and white lines to anatomical borders of cortical areas, as illustrated and labelled in Fig.3.4. Grayscale
bar indicates LCGU values in micromoles per 100 g per minute. 55
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occipital sulcus were not affected either by action-execution in the light or by action-observation.

The lack of any effect within areas V1 and V2 indicates that the motion control group provided

us with the means to correct for object-vision and arm-motion. Of interest is that in both groups,

area V3d displays the highest activations when compared with the other extrastriate areas and

the primary visual area. It should be reminded that when we subtract the Cm from the Gl and O

groups, we actually subtract all visual information related to (a) the purposeless (non-goal directed)

movement of the forelimb and (b) the visual stimulation by the presentation of the object. Thus

the remaining ”net-activation” specifically represents the visual information which is required by

the motor system to guide the forelimb to reach accurately and grasp properly. Accordingly, areas

V3d and V3A activated for both Gl and O groups after subtraction of the Cm should encode visual

information useful for motor control. The absence of any activation in the ventral regions of V3

and V4 is explained by the fact that our behavioural tasks involved activities in the lower rather

than in the upper visual field of the monkeys.

To reveal the effects induced by reaching-to-grasp in the dark, we averaged the individual

geometrically normalized glucograms of the four hemispheres of the Gd group (Fig.4.7). The

averaged Gd map (Fig.4.8a) was then compared with the metabolic map obtained from averaging

the four hemispheres of the two control-in-the-dark monkeys (Cd-map) (Fig.4.8b). The Cd monkeys

were presented with auditory stimuli similar to the acoustic cues presented to the Gd monkeys.

Reward was delivered at random intervals to prevent association of the auditory stimuli with

the reward expectancy. It is important to remind that the lack of inter-hemispheric differences

allowed us to average both hemispheres of each monkey. To pictorially represent the LCGU

differences between the Gd and the Cd groups of monkeys, we generated an image using the

formula (Gd − Cd)/Cd × 100 (Fig.4.8c). This image illustrates the increased metabolic activity

(net-activation) in the areas which appear significantly affected in Table 4.2 (Gd/Cd, bold values).

These activations include areas V1, V2, V3A, and V3v. Moreover, it is of great interest that

the occipito-parietal segment of area V3d, representing peripheral vision, displayed a pronounced

activation for action-generation in the dark in contrast to its occipito-temporal division reflecting

central vision which remained inactive. At this point it should be mentioned that, although the

activation of specific areas in our study reflects their explicit involvement in the generation and the

observation of a reaching-to-grasp action, the overlapping activations for execution in the light or

in the dark and for observation do not necessarily indicate involvement of the same cell populations

in all conditions.

In order to subtract the effect due to unspecific arousal, and spot-fixation, we used as a reference

the fixating control (Cf) monkey which was rewarded for maintaining its gaze fixed on a central

illuminated spot, instead of the Cm. The 2D spatial distribution of the metabolic activity for the

Cf monkey is illustrated 2DG in Fig.4.9a, and was generated by averaging the two geometrically

normalized quantitative glucograms of the left and right hemispheres of that monkey. To pictorially

represent the net-effect of fixation, we generated an image of LCGU differences between the Cf and

the Cd monkeys, using the formula (Cf−Cd)/Cd×100 (Fig.4.9b). The early visual cortical regions

which are illustrated in this figure to be involved in fixation (central vision) are in close agreement

with those of a previous meticulous fMRI study (Brewer et al. 2002). Indeed, Fig.4.9b illustrates

(a) increased metabolic activity within the foveal representation of the visual field (central 1.5deg,

corresponding to the used target of fixation) which covers about 10 mm of cortex in the striate area
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Figure 4.5: Quantitative 2D-maps of metabolic activity in the occipital cortex of the observation monkeys and
percent LCGU difference from the motion control. a, averaged map from the six hemispheres of the three monkeys
observing another subject performing the same reaching-to-grasp movements (O). b, averaged map from the four
hemispheres of the two motion-control monkeys (Cm). c, map of net activations induced by grasping observation,
averaged from the six hemispheres of the three O monkeys as compared with the four hemispheres of the two Cm
monkeys. In panels a and b, black lines correspond to surface landmarks and white lines to anatomical borders
of cortical areas, as illustrated and labelled in Fig.3.4. In panel c, both the surface landmarks and the anatomical
borders are represented in white lines. Grayscale bar indicates LCGU values in micromoles per 100 g per minute.
Colour bar indicates percentage LCGU differences from the Cm.
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Figure 4.6: Differential activations induced by the Gl and O tasks. a, map of net activations induced by reaching-to-
grasp in the light, averaged from the four hemispheres of the two Gl monkeys as compared with the four hemispheres
of the two Cm monkeys. b, map of net activations induced by grasping-observation, averaged from the six hemispheres
of the three O monkeys as compared with the four hemispheres of the two Cm monkeys. c, subtraction of the average
quantitative Gl map from that of the average O map illustrates the cortical regions differentially activated for the
grasping-in-light monkeys. White lines correspond to surface landmarks and anatomical borders labeled in Fig.3.1.
Colour bar indicates percentage LCGU differences from the Cm and O.
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Figure 4.7: 2D spatial reconstruction of the LCGU values (µmol/100g/min) in the occipital cortex of the four
hemispheres of the two grasping-in-the-dark monkeys (Gd). Gd1R and Gd1L,quantitative 2D-maps of metabolic
activity of the right and left hemisphere of the first Gd monkey respectively. Gd2R and Gd2L, quantitative 2D-maps
of metabolic activity of the right and left hemisphere of the second Gd monkey respectively.Black lines correspond
to surface landmarks and white lines to anatomical borders of cortical areas, as illustrated and labeled in Fig.3.4.
Grayscale bar indicates LCGU values in micromoles per 100 g per minute.
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Figure 4.8: Quantitative maps of activity in the occipital cortex of blindfolded monkeys. a, averaged map from the
four hemispheres of the two monkeys reaching-to-grasp in the dark (Gd). b, averaged map from the four hemispheres of
the two control monkeys in the dark (Cd). Black lines correspond to surface landmarks and white lines to anatomical
borders of cortical areas, as illustrated in Fig.3.4. Grayscale bar indicates LCGU values in micromoles per 100 g
per minute. c, map of net activations induced by reaching-to-grasp in the dark, averaged from the four hemispheres
of the two Gd monkeys as compared with the four hemispheres of the two Cd monkeys. White lines correspond to
surface landmarks and anatomical borders labeled in Fig.4.1. Colour bar indicates percent LCGU differences from
the Cd.
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V1 and about 7 mm in the extrastriate area V2, and (b) a continuous zone of activation occupying

areas V2, V3 and V4 which corresponds to their central vision, which is adjacent to the V1 foveal

activation. The percent LCGU differences between Gl and Cf and O and Cf were calculated by the

formulas (Gl−Cf)/Cf × 100 and (O−Cf)/Cf × 100, respectively. Consequently, the activations

observed in this case are different. When we used the Cf as control case, the striate area V1 of

the occipital operculum as well as the extrastriate area V2 of the Ls and the IOs were found to

be activated in both Gl and O groups as compared with the Cf, in addition to area V3 which was

also activated as compared with the Cm (Table 4.1, Gl/Cf and O/Cf, bold values). Moreover, to

illustrate the net activations induced by object-presentation and arm-motion, the percent LCGU

differences between the motion control (Cm) and the fixation control (Cf) were calculated by the

formula (Cm− Cf)/Cf × 100 (Fig.4.9c).

The image of Fig.4.9b is nearly complementary to that of Fig.4.9c, verifying the zone of foveal vision

in areas V1, V2, V3 and V4 of the occipital cortex (Brewer et al. 2002). Moreover, the fact that the

Cm group displays activations in extrafoveal regions of areas V1, V2 and V3 (Fig.4.9c) explains the

reason why more visual areas are activated when the Gl and the O groups are compared with the

Cf (Table 4.2, Gl/Cf, O/Cf) than to the Cm (Table 4.2, Gl/Cm, O/Cm). In fact, when the Gl is

compared with the Cf similar activations are found with those observed when the Gd is compared

with the Cd.
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Figure 4.9: Effects of fixation and biological motion. a, averaged map of metabolic activity from the two hemispheres
of the fixation-control (Cf) monkey. b, map of net activation induced by fixation, averaged from the two hemispheres
of the Cf monkey as compared with the averaged four hemispheres of the two Cd monkeys. c, map of net activations
induced by object-presentation and arm-motion, averaged from the four hemispheres of the two Cm monkeys as
compared with the Cf averaged map. Foveal representation (central 1.5 deg of the visual field) is marked within areas
V1 and V2. In panel a, black lines correspond to surface landmarks and white lines to anatomical borders of cortical
areas, as illustrated and labeled in Fig.3.4. In panels b and c, both the surface landmarks and the anatomical borders
are represented in white lines. Grayscale bar indicates LCGU values in micromoles per 100 g per minute. Colour bar
indicates percent LCGU differences.
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To quantitatively define the location and extent of the V3 and V4 parts activated for the three

experimental tasks, average LCGU values (in µmol/100g/min) and their 95% confidence intervals

were plotted every 100 µm along the dorsoventral extent in the different subdivisions of areas

V3d and V4 inthe anterior bank of the Ls (Fig.4.10). Each plot represents % LCGU differences

between experimental groups and their corresponding controls, i.e. between the Gl or O and the

Cm, and between the Gd and the Cd. Specifically, the plot of LCGU differences traces a path

that traverses (a) the V3d cortex from its ventralmost posterior occipito-temporal point (0 mm)

to its dorsalmost-posterior occipito-parietal point (12.5 mm) and then to its dorsalmost-anterior

occipito-parietal point (35.4 mm), and (b) the V4 occipito-temporal cortex from its dorsal to its

ventralmost point (49.2 mm), as indicated in the diagrammatic representation of the reconstructed

map above the plots. The length of this path in the diagrammatic representation corresponds to the

length of the abscissa in the graph. The spatial resolution of the demonstrated effects is 100 µm.

The Gl monkeys (red line) demonstrate a peak of activity in the ventral occipito-temporal part of

area V3d representing central vision (which extends between 0 and 10 mm) and another peak in its

dorsal occipito-parietal segment representing peripheral vision (which extends between 10 and 35

mm), while area V4 is steadily activated throughout its extent. The O monkeys (green line) display

also two peaks of activity, one in the occipito-temporal and another one in the occipito-parietal

segment of V3d, and no activation in area V4. Finally, the Gd monkeys (blue line) demonstrate

pronounced activity only in the occipito-parietal segment of area V3d.
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Figure 4.10: Plots of percent LCGU differences along areas V3d and V4. The striped region in the schematic
representation of the reconstructed cortex above the plots, traces the path of measurement of the %LCGU differences
in the reconstructed cortical fields. This path traverses the V3d cortex from the ventralmost (0 mm) to its dorsalmost
extent (12.5 mm) and then from the caudalmost (12.5 mm) to its rostralmost coverage (35.4 mm), as well as area
V4 dorsoventrally (between 35.4 and 49.2 mm). Coloured lines illustrate the %LCGU differences between control
and experimental groups. The red line illustrates the %LCGU differences between the four Gl and the four Cm
hemispheres. The green line demonstrates the differences between the six O and the four Cm hemispheres. The blue
line illustrates the differences between the four Gd and the four Cd hemispheres. Red, green and blue shaded areas,
around the corresponding lines, indicate 95% confidence intervals. Baseline (zero on the ordinate axis) corresponds to
0% LCGU difference from the corresponding control. The distances (mm) in the abscissa of the graph correspond to
those marked in the schematic representation of the reconstructed cortex. op and ot, occipito-parietal and occipito-
temporal segments of area V3d, representing peripheral and central vision, respectively.
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CHAPTER 5

Discussion

We use mental imagery when we imagine ourselves executing an action or when we

try to understand an observed action performed by someone else. It was previously

demonstrated that the SI cortex is somatotopically activated when a monkey executes

an action in the light and in the dark, as well as when the monkey observes another subject

executing an action. This finding demonstrated that the action under observation recruits its

motor and somatosensory representation in the observer’s brain, in other words that the observer

mentally (covertly) simulates the action in order to understand it (Gregoriou and Savaki 2003; Raos

et al. 2004). In the present study we employed the quantitative 2DG autoradiographic method to

examine whether the motor cognitive process of action-perception is based on memorized visual

representations, in addition to the somatosensory ones. We present high-resolution quantitative

functional and anatomical maps of primate brains (Macaca mulatta) during grasping-observation

and during grasping-in-the-light and grasping-in-the-dark. Our results indicate that early visual

cortices are involved in action representation. The present report undoubtedly assigns an important

role to early visual cortices in the internal representation of a perceived action and in the execution

of a motor act without visual guidance, which provides grounds for the contribution of early visual

cortical areas in mental simulation of action.

Comparing the effects in the monkeys executing an action in the light and in monkeys observing the

same action with the effects in the motion-control monkeys, which were exposed to the presentation

of the object and the aimless arm motion, it is obvious that the central and peripheral visual

representations of both V1 and V2 cortical regions in the occipital operculum, as well as V3v

and V4 regions within the IOs were not affected. The lack of any effect within areas V1 and V2

indicates that the motion control group provided us with the means to correct for object-vision

and arm-motion. The absence of any activation in the ventral regions of V3 and V4 is explained

by the fact that our behavioural tasks involved activities in the lower rather than in the upper

visual field of the monkeys (e.g. arm reaching to grasp). Additionally, there is evidence to suggest

that the lower visual field is much more involved in the processing of visually guided movements.

Danckert and Goodale (Danckert and Goodale 2001) using a visually guided pointing task revealed

that the visuomotor system in the human brain shows a bias towards processing lower visual field
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information. Other studies have also proposed that the lower visual field predominantly processes

visual information regarding the peripersonal space whereas the upper visual field is mainly related

to information from extrapersonal space. This difference in visual field representation may imply a

different role in the processing of actions and object identification for the lower and the upper visual

field respectively (Previc 1990; Previc 1998). It is suggested that this superior performance of the

lower visual field for skilled visually guided actions can be attributed to the over-representation of

this field into the visual/visuomotor areas of the dorsal visual stream, which support a functional

bias toward the processing of action information. Indeed, several areas such as MT (Maunsell

and Van Essen 1987) and V6 (Galletti et al. 1999) which are part of the dorsal stream exhibit

an over-representation of the lower visual field. Yet, other studies partly support the advantage

of the lower visual field in visuomotor processes. Binsted and Heath (Binsted and Heath 2005)

extended the experiment of Danckert and Goodale to examine the putative differential role of the

upper and lower visual fields. Their results overall did not confirm any effect of the visual field in

the psychophysical kinematic measurements, although the endpoint accuracy of movements made

in the lower visual field exhibited lower variable error as compared to the endpoint accuracy of

movements made in the upper visual field.

The pronounced activation of areas V3d and V3A, which are part of the dorsal visual stream,

for both execution in the light and observation, reflects the processing of stereoscopic depth

information, useful for the analysis of forelimb-position, object-depth and 3D-form for the

appropriate reaching-to-grasp. Therefore area V3 is processing visual information predominantly

related to the requirements of the motor system to control the action. The activation of area V3

cannot be attributed to differences in oculomotor behaviour since the motion-control monkeys kept

their eye position within the same window and for the same period of time as the experimental

subjects in the light (Gl and O). It is important to emphasize that this motor-related visual

information is processed not only during action-generation but also during action-observation. In

the grasping-observation condition, V3 activation cannot be attributed to somatosensory feedback

since no movement was executed. Consequently, our results suggest that cortical area V3 may be

regarded as part of a network that is activated both for self-intended actions and for observed ones.

Specifically, based on our findings and in agreement with its known functional role, we suggest

that area V3 may relay to the motor system, via the parieto-frontal visuo-motor stream, (a)

visuospatial information required for the reaching component of the action, and (b) 3D-object-

related information useful for the grasping constituent. Indeed, there are several reports supporting

the above mentioned suggestion. First, it is known that V3 cells have strong binocular interactions

(Zeki 1978a, 1978b) and are disparity-selective (Felleman and Van Essen 1987; Poggio et al. 1988;

Adams and Zeki 2001) thus contributing to stereopsis, i.e. the perception of depth from small

differences between the images in the two eyes. Moreover, area V3A (Van Essen and Zeki 1978)

which receives projections from V3d (Felleman et al. 1997a), may construct an objective map of the

visual field by combining visual and eye-position information (Galletti and Battaglini 1989), may

play a role in cognitive functions, such as attention, anticipation and memory, by top-down influence

(Nakamura and Colby 2000), and may play an important role in the visuomotor transformation

from 3-D object vision to prehensile hand movements (Nakamura et al. 2001). In agreement with

the above, areas V3d and V3A are considered to be involved in encoding 3D information, i.e. to

either reconstruct the 3D shape of an object or to process global 3D layout (Tsao et al. 2003). Area
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V3 is known to project to the posterior parietal areas (Felleman et al. 1997a) which are involved

in visuomotor transformation for prehensile hand movements (Nakamura et al. 2001), and also to

the parieto-occipital areas (Shipp et al. 1998) which are engaged in encoding the extrapersonal

visual space (Galletti et al. 1995) and in sensory-motor integration of reaching arm movements

(Galletti et al. 1997). Hence, the activation of area V3 for both execution and observation of the

same action indicates the participation of this visual cortex in action-simulation, i.e. in the internal

replication or re-enactment of a motor behaviour. As stated by Jeannerod, overt and covert actions

represent a continuum, in the sense that every covert action has an overt constituent (Jeannerod

2006). Thus, an overlap of neural networks supporting the execution and the simulation of the

same action is not surprising. Hence, the neural mechanism for spatial vision can be viewed as a

bottom-up process subserved by feedforward projections between successive pairs of areas within

the dorsal visual pathway. Given that the components of this neural substrate are reciprocally

connected, feedback projections from higher-order processing stations back to lower-order ones

can mediate top-down aspects of visual processing, such as the supply of a visuospatial frame for

the covert completion of internally rehearsed actions, with the top-down mechanism presumably

generated by a forward model (Wolpert and Ghahramani 2000). The forward models can estimate

the forthcoming state of a process without the need to wait for the feedback information following

its realization. It has been proposed that both actual and imagined movements involve predictions

of the sensory consequences of the action (Blakemore and Sirigu 2003). In the actual execution,

the predicted sensory consequences are compared to the actual sensory feedback, whereas in the

absence of overt action e.g. during mental imagery, an internal representation of the body’s state

is preserved or stored in the corresponding brain areas (Wolpert et al. 1998; Blakemore and Sirigu

2003). Thus, forward models can be considered as an appropriate mechanism to account for the

mental representation of an action. They can explain the nature of a mental representational

mechanism that implements the same input and output as the perceptual-execution mechanism,

since they can estimate the outcome of an action without executing it and without waiting for the

reafference copy. Therefore they are in accord with the model of the internal representation of a

motor action for planning an action or covertly simulating an observed action.

The monkeys which were reaching-to-grasp in complete darkness displayed pronounced activations

in the parts of peripheral visual field representation of areas’ V2 and V3 and small but significant

activation in area V1. The activation of early visual cortices, especially for action-in-the-dark,

may evoke reasonable questions. How the early visual cortical areas are activated in the lack of

any visual input (in complete darkness)? Abundant literature underpins that the mechanisms that

participate in the perception and the generation of an action involve the recruitment of visual

and motor mental representations and that both visual and motor mental images share striking

similarities with their overt counterparts. Higher level association, motor and visual areas constitute

part of the neural networks that store information of combined spatial and representational features.

These association areas are connected with early visual cortices, and most probably the appropriate

information regarding the spatial properties of the goal directed movement (in the absence of visual

guidance) is also represented in these early visual areas. Therefore the activation of these early

visual cortices of our grasping-in-the-dark monkeys may reflect the top-down signals from the

fronto-parietal dorsal stream areas, and their cross-talk with the early visual cortices, concerning

memorized visual information about the movements. For example, the V3 complex may be receiving
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an efferent feedback copy from the motor system priming the visual system to focus on elements

useful for the successful completion of the action. Thus in the case of grasping in the dark,

the neural mechanism for both object and spatial vision can be viewed as a ”top-down” process

subserved by the same pathway that supports grasping in the light. Projections from higher-

order processing relay stations back to lower ones could mediate perceptual completion of the

stimulus attributes, by recruiting an internal representation of the motor image. It has been

proposed that the activation of somatosensory and motor areas for action-observation provides

the internal representation of the action with its motor attributes (Raos et al. 2004, 2007). In

a similar way, during action in the dark, the activated early visual areas may provide the mental

image with its visual components. We suggest that this activation represents information about the

spatial-location and the 3D-form of the object, required for motor control, i.e. for the estimation

of the required reaching distance and the appropriate shaping of the hand for grasping in the

dark. In our previous studies, the somatotopic activation of the primary somatosensory cortex

during action-observation could support an introspective kinesthetic feeling of the movement by

the observer in a first person perspective, i.e. mental simulation of the observed action along with

its somatosesnsory consequences (Raos et al. 2004). In the present study, the activation of the early

visual cortices during action-generation in complete darkness may support an introspective visual

awareness of the invisible object to be reached and grasped within its unseen spatial surrounding, i.e.

visual imagery during control of action. Therefore, imagery can partly substitute for visual input.

Psychophysical experiments provide evidence which manifest that motor tasks are not influenced by

the absence of vision. In an experiment using pointing movements, the researchers, by introducing

a visual manipulation of the target (target visible/target occluded) observed that the accuracy in

movements executed within the space of the lower field was not affected between the two conditions

(Binsted and Heath 2005). Therefore, the recruitment of the occipito-parietal portion of V3d for

the grasping-in-the dark monkeys could provide important information for the spatial components

of the action.

Indeed activation of the primary visual cortex (area 17) and the adjacent visual areas (BA18, 19)

for visual imagery, the faculty whereby we can re-visualize a visual item from memory, has been

reported in numerous studies (Goldenberg et al. 1992; Kosslyn et al. 1993; Kosslyn et al. 1995;

Kosslyn et al. 1996; Kosslyn et al. 1999a; Thompson et al. 2001; Lambert et al. 2002). Moreover,

focal TMS over the occipital cortex interferes with the internal generation of mental visual images

(Kosslyn et al. 1999). Activity in the primary visual cortex (calcarine sulcus and middle occipital

gyrus) and in the extrastriate visual cortex was observed not only during visual imagery tasks

but also during motor imagery tasks related to planning hand movements (de Lange et al. 2005).

Selective activation of extrastriate visual areas (BA19) was reported during visuo-spatial imagery

in early blind humans (Vanlierde et al. 2003). Moreover, cross-modal interaction between vision

and touch, such as visual imagery during tactile perception, is supported by the activation of early

visual cortices during Braille-reading in the blind (Sadato et al. 1996; Buchel et al. 1998), and is

expected if the brain holds an inner inclusive representation of the body based on the integration

of corresponding visual and somatosensory information (Haggard et al. 2007; Berlucchi and Aglioti

2010).

In contrast to area V3, area V4, which is a component of the ventral visual stream, was activated

only for action-generation in the light, indicating that the attentive visual processing of detailed
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colour- and form-related information about the object and the grasping hand is essential for the

generation, but not for the observation/recognition of the action. The aspects of visual information

processed in the dorsal stream are implicitly more relevant to motor control than static form or

colour, which are predominantly processed in the vental pathway. Besides, it is well documented

that the parietal and not the inferotemporal lesions produce visuomotor impairments (Hartje and

Ettlinger 1973; Lamotte and Acuna 1978; Jeannerod 1986). Therefore, the activation of area V3

for directing actions-in-the-dark, for grasping invisible objects and for the formation of an internal

representation of an observed action is compatible with its functional role as an area of the dorsal

visual stream which is engaged in visuomotor transformations.

The fact that V1 is not activated for action-observation or that is marginally activated for action-

execution in the dark may suggest that V1 activation is neither necessary nor sufficient for the

implementation of mental simulation during observation of motor acts or during object-oriented

actions without visual information. This assumption can be derived also from early studies on

hemianopic patients caused by occipital lesions. It was shown that these patients retain capacities

regarding spatial tasks, although they are impaired as far as basic visual attributes is concerned.

For example, in one case when hemianopic patients were forced to make judgments about the

location of a visual stimulus, without any experience of that stimulus, they produced accurate

responses (Perenin and Jeannerod 1975). In another study, a patient with dense hemianopia of the

right visual field, due to a lesion of the left occipital lobe, was tested for his capacities to process

orientation and size of visual objects. He was requested to produce movements towards a visual

slit oriented at different angles or a set of blocks of different sizes presented in his hemianopic

field. These movements required some sort of motor transformation. It was shown that this patient

was capable of executing these tasks successfully (Perenin and Rossetti 1996). Moreover, studies

related to visuo-spatial imagery tasks in complete darkness and in blind subjects fail to activate the

primary visual cortex (Mellet et al. 1996; Vanlierde et al. 2003). It should be mentioned however

that many other studies have reported activation of area V1. For example, activity in the primary

visual cortex (in the calcarine fissure) was observed in motor imagery tasks related to planning

hand movements (de Lange et al. 2005) and during visual mental imagery (Le Bihan et al. 1993b;

Kosslyn et al. 1995; Kosslyn and Thompson 2003). It was proposed that V1 activation depends on

the spatial properties of the task. Imagery tasks which require high-resolution induce V1 activation,

in contrast to spatial judgements tasks (Kosslyn et al. 2006a). Therefore, one could presume that

during visual imagery V1 input contributes to a smaller extent to the function of the dorsal visual

pathway, which is mainly involved in spatial perception and visuomotor transformation.

Recently, several studies examining memory-guided movements (by introducing brief delays between

the stimulus presentation and the action onset) have proposed that in the absence of visual

information delayed performances of motor behaviour might not be controlled by the dorsal neural

circuit. These reports proposed that action and perception are carried out by the two independent

visual systems (dorsal and ventral), but they also suggested that memory guided actions are

based on perceptual mechanisms rather than on visuomotor coordinates. They suggested that

the visuomotor mechanisms of the dorsal visual stream operate only for an on-line control of the

movements when an action towards a visible target is required. They claimed that the control

of actions when target vision is occluded, and hence the action is guided by memory retrieved

information, is achieved by the perceptual mechanisms. Accordingly, memory-guided movements
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are planned based on the relational metrics of the ventral visual stream where stored information

regarding the target is used for a relatively accurate off line control of the action (Goodale et al.

1994; Hu et al. 1999; Lemay and Proteau 2002; Heath and Westwood 2003; Westwood et al. 2003;

Goodale et al. 2004).

Indications which challenged the contribution of dorsal and the ventral stream in memory-guided

movements, and impugned the nature of the information they convey, came from the effects

of various visual illusions on action. Such experiments included size-contrast, orientation, and

pictorial illusions and many modified versions of them. The explanations proposed to account

for the susceptibility of memory-guided motor actions to visual illusions were as numerous as

the corresponding experiments. On the grounds of the common illusory effect on perceptual and

grasping tasks it was proposed that the dorsal visual pathway forms a target representation which

is influenced by ventral inputs through the interconnections of the two functional streams (Pavani

et al. 1999). Other researchers have interpreted similar results on the basis of relative and absolute

perception. They argued that actions require absolute judgements and as such are relatively

unaffected by context-illusions. Subsequently, they suggested that the demands of the task dictate

if the motor or the perceptual representations will be influenced by illusions (Vishton et al. 1999).

Another group has suggested the planning/motor model. According to it, actions at their initial

stages are planned on a context-dependent representation that is subject to optical illusions, and

at later stages on a context-independent representation which is relatively unaffected by illusions

(Glover and Dixon 2001a; Glover and Dixon 2001b; Glover 2002). Westwood and Goodale studying

perception, visually-guided and memory-guided grasping movements in conjunction with visual

illusions, found that in the memorized condition both perception and action were affected by the

illusion. Hence they restated their proposal that memorized actions are mediated by the ventral

visual stream whereas the dorsal one mediates on-line visuomotor control (Hu and Goodale 2000;

Westwood et al. 2000a; Westwood et al. 2000b; Westwood et al. 2001; Westwood and Goodale

2003).

However, other psychophysical studies indicate the participation of the dorsal visual stream in

the motor control of memory-guided reaching and grasping. In a classic experiment, Bridgeman

et al. (1981) asked subjects to point manually to a fixed target surrounded by a moving frame.

At movement onset, the target was extinguished not allowing visual feedback. Despite that the

fixed target appeared to drift in the opposite direction with respect to that of the frame, subjects

pointed accurately to the true target location (Bridgeman et al. 1981). This study illustrates that

execution and perception are mediated by the dorsal and the ventral visual stream respectively and

that the stored target representation is based on the visuomotor coordinates of the dorsal system.

Strong support for a dorsal involvement also comes from combined studies on visual illusions and

grasping tasks. Ample results have demonstrated that visual illusions do not affect or insignificantly

affect object-directed actions, while they influence on object perception. Aglioti et al. conducted a

renowned experiment using the Titchener illusion and later Haffenden and Goodale demonstrated

the same result expanding Aglioti’s experiment in grasping movements without visual information

of the hand and the stimulus. In this experiment, there was no opportunity for subjects to use

visual feedback from their hand or the target to adjust their grip aperture in flight. It was observed

that the maximum grip aperture continued to correspond to the physical rather than the perceived

size of the object, suggesting that this real-world metrical calibration could not have been based
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on adjustments made during the execution of the grasp. Instead, subjects must have programmed

the aperture of their grasp on the basis of their initial glimpse of the target disk, presumably

in relation to its real size (Aglioti et al. 1995; Haffenden and Goodale 1998). Later, the second

group assayed the effect of pictorial illusions on grip size by examining meticulously the influence

of flankers’ position and direction relatively to the target on grip scale. They found that the

distance of the flankers from the target did not affect grip scale, and that the horizontal orientation

induced difference to the grip task. The authors suggested that these influences come from ‘non-

perceptual’ sources, i.e. the surrounding annuli are perceived as potential obstacles which force the

motor system to adjust the grip accordingly (Haffenden and Goodale 2000; Haffenden et al. 2001).

In another experiment, two illusions which presumably interfere in different stages of the visual

process were used. The ”simultaneous tilt illusion (STI)” interfering early in vision should affect

both the dorsal and the ventral stream, and the ”rod-and-frame illusion (RFI)” interfering in later

stages of the perceptual-ventral stream should influence perception rather than action. The results

of this study confirmed the abovementioned hypothesis. The STI influenced the memory-guided

motor task, indicating that the dorsal stream participates in the visuomotor representation of the

motor act. On the other hand, the susceptibility only of the ventral stream to the RFI manifest

its involvement in the perceptual mechanisms (Dyde and Milner 2002; Milner and Dyde 2003).

Moreover, recent studies examined the memory-guided grasping and found no evidence for a shift

in the motor control mechanism from the dorsal to the ventral stream (Franz et al. 2009; Hesse

and Franz 2009). Finally, participation of the dorsal visual stream in the execution of memorized

delayed movements has been indicated by TMS (Cohen et al. 2009) and fMRI (Singhal et al. 2006;

Fiehler et al. 2008; Himmelbach et al. 2009) studies.

Our finding that the occipito-parietal V3d segment, which is part of the dorsal visual stream,

is activated for action in the dark, is compatible with the results of the latter psychophysical,

inactivation and imaging studies. At this point we wish to emphasize that all the above cited

studies concern brief target-recall delays (up to 18 s), whereas in our case the monkeys grasping in

the dark did not see the object to be grasped for months before the 14C-DG experiment. Therefore,

our study demonstrates that the motor system can use stored visual information for the control of

memory-guided actions not only for short delays between visual occlusion and movement onset but

also for much longer periods of time. Furthermore, our results illustrate that visual representation

of the memory-guided action is stored in early components of the dorsal visual stream.

Besides, activation of the dorsal visual pathway related to visuospatial imagery was observed also

in early blind (EB) subjects. In a PET study regarding estimation of the symmetry of a pattern

mentally projected into a matrix, the parietal and extrastriate occipital regions were activated in

EB subjects. Similar activation foci were also present in the control group. These results indicate

that the dorsal visual pathway is activated in a resembling/equivalent way in the absence and in the

presence of vision, and it is efficiently functional in EB (Vanlierde et al. 2003). Moreover, several

studies provide consistent evidence that parietal areas are activated in motor relevant tasks, such

as imagined grasping movements (Decety et al. 1994; Grafton et al. 1996) and action observation

(Grafton et al. 1996; Buccino et al. 2001). Therefore, these observations support our reasoning that

V3 activation is due to the visuo-spatial imagery, supported by the dorsal visual stream, which is

recruited during action-execution in the dark.
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The differential activation of the occipito-parietal segment of area V3d which represents peripheral

vision and projects to the dorsal visual stream, and the occipito-temporal segment which represents

central vision and projects to the ventral visual stream (Baizer et al. 1991), in our experimental

groups, is compatible with previous reports. There is evidence in the literature (Levine et al.

1985; Farah et al. 1988a) of a dissociation between object discrimination and spatial localization

in imagery tasks. These results suggest that mental imagery of object features involves mainly the

ventral, occipito-temporal stream of visual processing, whereas spatial or movement-related imagery

involves primarily the dorsal, occipito-parietal stream (Mishkin et al. 1983; Milner and Goodale

1995). Accordingly, the occipito-parietal segment of area V3d activated for reaching-to-grasp in

the dark in our study, suggests a major involvement of visuospatial movement-related imagery

during action-generation in the dark. The activation of both the occipito-temporal and occipito-

parietal segments of area V3d for action-generation in the light and for action-observation supports

the assumption that visual perception and mental simulation of action, respectively, involve both

object-feature and visuospatial related components (Kosslyn and Thompson 2003). Moreover, the

activation of the occipito-parietal portion of V3d which was stronger for grasping in the dark than in

the light is reminiscent of the stronger somatosensory activation for reaching in the dark in previous

studies (Savaki et al. 1993; Gregoriou and Savaki 2003). It appears that, both the somatosensory

and visual consequences of an action are more heavily represented when the action is executed in

the absence of visual guidance.

Another point worth discussing is the argument that activation of an area during visual imagery does

not necessarily prove that this area is critical to imagery, or even participates in it (Moscovitch

et al. 1994). The activation may reflect concomitant cognitive activities or shifts of attention

which do not contribute to the generation of mental visual images. It has been proposed that

attentional components in visual imagery tasks enhance the activity in early visual areas, and it

was hypothesized that imagery is implemented by the interaction of memory-retrieval with focal-

attention mechanisms (Sakai and Miyashita 1994). Other researchers have also proposed that space-

related imagery is a cognitive activity involving attentional and intentional aspects (Bartolomeo

and Chokron 2002). Yet, experimental evidence underpins the differences between imagery and

attention and highlights that these two processes do not induce the same effects. In a PET study,

subjects were examined in an imagery and an attentional task. In the imagery task they were asked

to visualize letters in a grid and decide whether an X mark would fall on the letter. In the attentional

task they were asked to watch the grid and respond when the same X mark disappeared. It was

shown that these two conditions induced different activations, with those elicited by the imagery

task being more pronounced (Kosslyn et al. 1993). In another study, which investigated the neural

correlates underlying imagery generated from short- and long-term memory, it was found that

memory and attention resulted in differential effects during the generation and maintenance of

mental images of faces (Ishai et al. 2002). Hence, in all probability, the cortical activations during

action-in-the-dark and action-observation cannot be attributed to attentional influence.

Our suggestion that the activation of areas V3d and V3A reflects handling of visual features of

action representations, is in agreement with the existence of a region in the lateral occipital cortex

of humans which responds to images of the human body (Downing et al. 2001). This area, called

the ”extrastriate body area (EBA)” is activated by the presentation of pictures showing body parts

or even whole bodies. In fact, further fMRI studies revealed that EBA is not only activated by
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stationary body images but it responds also to movements of one’s own body. The important

finding is that this activation is not exclusively due to the visual input of the moving body.

EBA response persists even when the moving limb is occluded from view, when the subject is

preparing to move, and during limb movements to visual targets when the eyes are shut, and

during mental imagination of a goal-directed movement (Astafiev et al. 2004). The implication of

EBA, not only in perceptual but also in motor-related processes, was confirmed by later studies

too (Ishizu et al. 2009). Activation of the extrastriate visual cortex, part of which could be related

to EBA, was observed in a combined task of observation of gait and imaginary walking (Iseki et

al. 2008). This activity could be at least partly explained by the detection of biological motion, i.e

visuomotor imagery from the first-person perspective for the virtual-walking condition and from the

third-person perspective for the gait-observation condition. Hence, the activation of EBA can be

attributed to internal signals generated during the motor action and to the internal representation

of that action. EBA responsiveness not only to reafferent visual or proprioceptive signals, but

also to endogenous signals that are part of the process of generating actions, have led scientists

to implicate it in the process of self/other discrimination (Downing et al. 2001; Jeannerod 2004;

Saxe et al. 2006). Moreover, several fMRI studies have demonstrated an extrastriate occipital area

associated with motor imagery of walking (Bakker et al. 2008), visual and motor imagery tasks (de

Lange et al. 2005), and the imagery pre-shot routine of expert golfers (Milton et al. 2007). EBA and

other areas receiving such information may form a network that could be involved in the perception

of one’s own body, in distinguishing the self from others or in assigning the actions and intentions

to the correct agent. Experiments have described other regions that contain neurons responsive

to the perception of body parts, such as regions within the STs (Haxby et al. 2000; Kourtzi and

Kanwisher 2000), which were implicated in the perception of biological motion (Hietanen and

Perrett 1996; Grossman et al. 2000) or such as the lateral occipital complex (LOC) which responds

robustly to images of familiar and unfamiliar objects, including human bodies (Grill-Spector et

al. 2001; Kourtzi and Kanwisher 2001; Saxe et al. 2006). Neighbouring face- and body selective

regions have also been found in humans. A body-selective area in the fusiform gyrus (fusiform body

area FBA), anatomically distinct from EBA, is adjacent and partly overlaps with the face-selective

fusiform area (FFA) (Kanwisher et al. 1997; Peelen and Downing 2005; Schwarzlose et al. 2005).

This topography could indicate the existence of a distributed, bridge circuit of areas representing

salient information for the identification of conspecifics and the perception of the self and the ”body

schema”.

Accordingly, the marked activation of the occipital areas V3d and V3A in our study may correspond

to the activation of EBA in the human occipitotemporal cortex which is associated, as described

above, with functions similar to those ascribed to monkey V3 in our and others’ studies. Our

suggestion that the activation of areas V3d and V3A reflects handling of visual features of action

representations is in agreement with the functional and anatomical data available for these areas

(Van Essen and Zeki 1978; Felleman and Van Essen 1987; Poggio et al. 1988; Galletti and Battaglini

1989; Nakamura and Colby 2000; Adams and Zeki 2001; Nakamura et al. 2001; Tsao et al. 2003).

Although the only direct projection of area V3 to the frontal cortex is that to FEF (Barbas and

Mesulam 1981), V3 is an important link between early visual cortical areas and the parietal sensory-

motor integration areas (Andersen et al. 1990; Baizer et al. 1991; Felleman and Van Essen 1991;

Felleman et al. 1997a; Shipp et al. 1998). Similarly it has been suggested that EBA (a) potentially
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receives efference signals from motor areas, and (b) may interact with the frontoparietal areas

(Peelen and Downing 2007).

On the basis of the cellular properties, the functional organization and the inter-cortical connections,

we suggest that the activation of areas V3d and V3A for action-generation in the light reflects the

processing of stereoscopic depth information, useful for the analysis of forelimb-position, object-

depth and 3D-form for the appropriate reaching-to-grasp. Because mental simulation of action,

or motor imagery (Jeannerod 2001), has already been demonstrated during action-observation in

monkeys (Raos et al. 2004), the activation of areas V3d and V3A for action-observation and for

action-generation in the dark reflects the processing of visual information related to the mental

simulation of the action. This information may be relayed via the parietal projections of areas V3d

and V3A (Andersen et al. 1990; Baizer et al. 1991; Felleman and Van Essen 1991) which were found

to be activated for grasping-observation (Evangeliou et al. 2009), to the premotor/motor cortices

(Petrides and Pandya 1984; Matelli et al. 1998; Petrides and Pandya 1999) which were also found

to be activated during observation of reaching-to-grasp (Raos et al. 2007). Thus, area V3 may

process visuomotor information related to internally represented actions.

We should clarify that when we use the terms ”mental representation” or ”imagery” we do not

wish to imply that a conscious process is in operation. This is particularly true of non human

primates, in which the involvement of mental imagery is speculative as it cannot be assessed

directly. Instead, we use it to refer to the retrieval of internal representations of the act which

were memorized months before the experiment. However, it should be noted that even in humans

several aspects of the covertly executed action and their relation to consciousness remain unknown.

According to Jeannerod, even though a person can consciously generate a mental motor image,

most of its generation is opaque to the subject and its constituents are revealed only through

meticulous experimental measurements (Jeannerod 1994, 2006). Other researchers also agree that

the implementation of mental imagery in humans can be assessed only indirectly. Annet presumes

that although in mental imagery tasks the participants are explicitly asked to apply mental imagery,

the degree to which they comply with the instructions and the actual use of imagery are always

based on subjective judgements which by no means are infallible evaluations (Annett 1995).

At this point it is also important to mention that although visual imagery and perception share the

supporting substrate and the underlying mechanisms, they are not identical processes. Evidence

comes from observations concerning the dissociation between imagery and perception. Several cases

of patients have been reported with profound visual object agnosia but well-preserved ability for

imagery (Riddoch and Humphreys 1987; Behrmann et al. 1992; Jankowiak et al. 1992; Servos et al.

1993; Chatterjee and Southwood 1995; Goldenberg et al. 1995). These patients despite the severe

object recognition deficit were able to carry out tasks typically used to assess mental imagery, such

as detailed decisions on visual images, and to provide drawings of objects from memory despite

their inability to recognize these objects. There are also reports of neuropsychological patients who

have preserved perception but impaired imagery (Farah et al. 1988b). This segregation of functions

is consistent with a functional imaging study, in which the subjects’ brains were scanned using PET

while they performed perceptual and imagery tasks. It was found that two thirds of the visual brain

areas were activated during both imagery and perception, whereas two areas were activated only

for the perception and five were more activated for imagery (Kosslyn et al. 1997). This result was

replicated in another study by the same group, when subjects were asked to visualize and compare
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low and high resolution stripes of different orientations, in perceptual and imagery tasks. It was

shown that, although in both conditions subjects were prone to more errors when they evaluated

the oblique stripes as compared with the vertical and horizontal ones, in the imagery condition they

required more time to evaluate high-resolution patterns than to evaluate low resolution ones. This

result indicates that imagery does not rely on all perceptual mechanisms (Kosslyn et al. 1999b).

Moreover, we should keep in mind that despite the consensus on functional equivalence of imagery

and perception, scientists have suggested different models for the implementation of mental imagery.

In its simplest form, it was proposed that visual imagery can be thought of as running visual

perception in reverse. Accordingly, during visual imagery the stored representation of an object is

accessed and information is sent to the systems processing the object- and the spatial-properties to

recruit detailed representations of the corresponding visual properties. This recruitment is identical

to the priming that occurs during bottom-up process. However, in imagery the priming is so strong

that the activation propagates backwards, and an image representation is formed in the visual buffer

(Kosslyn et al. 2006b). Other researchers, especially triggered by the study of motor imagery, have

proposed that the simulation does not relate to a conscious reactivation of previously executed

actions stored in memory but to unspecific elements that comprise the stimulus. According to

that interpretation, internal representations are dynamic procedures automatically assembled in

response to the action requirements and the motor rules are embodied in the interconnections of

the areas involved (Jeannerod 1997). Nonetheless, the crucial issue remains that the mass body of

the experimental results indicate that processes underlying mental representations of movements

within mentally represented visual space are similar to those underlying actual movements within

physical space.

Overall we suggest that areas V3d and V3A, which are activated for action observation and action

in the dark, may be specifically involved in the visuo-spatial processing associated with movement-

related mental imagery. V3 may contribute to transport the hand to a desired location within

extrapersonal space and to shape the hand with the purpose of manipulating objects. Both

grasping-in-the-dark and action-observation imply visuomotor transformations, represented mostly

in the dorsal visual stream. Our suggestion that the occipito-parietal segment of area V3d is

specifically involved in mental imagery is in accordance with the following reports. First, the

occipital visual cortex BA19 was found activated during imagined passive locomotion (Flanagin

et al. 2009) and also in blindfolded volunteers reaching to remembered targets, reflecting its

involvement in the creation of mental visual images of the target locations (Darling et al. 2007).

Second, an extrastriate visual area near the parieto-occipital fissure was associated with the

visual imagery implicated in tactile perception of unseen objects (Sathian and Zangaladze 2002).

Therefore, we suggest that visual imagery may take place during reaching-to-grasp in the dark,

recruiting stored visual representations to support the action-execution in blindfolded subjects.

Accordingly, stored visual representations of the unseen forelimb in the environment for reaching

and of the invisible 3D-object to be grasped are recalled for the accomplishment of an appropriate

action in the absence of visual input. By analogy to the activation of motor, somatosensory and

parietal areas during action-observation, which is required to provide the action representation

with a sensory-motor format (Gregoriou and Savaki 2003; Raos et al. 2004, 2007; Evangeliou et

al. 2009), the activation of visual areas is required to provide the motor action in the dark with a

visual/visuospatial content.
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Summarizing, until now the existing literature showed that mental imagery in action-observation

and action-in-the-dark implied the recollection of information composed of sensory and kinaesthetic

sequences (Raos et al. 2004, 2007; Evangeliou et al. 2009). The central advance of this study is

the demonstration that the single neural substrate used ”bottom-up” (sensory-driven) or ”top-

down” (mentally-driven) to represent physical or mental practice, respectively, extends beyond

the parieto-frontal somatosensory-motor circuit described in the past (Raos et al. 2004, 2007;

Evangeliou et al. 2009), to also include early occipital cortices which reflect the physical or mental

visuospatial representations of the motor act. We provide evidence supporting that predominantly

the extrastriate visual area V3 is engaged in visuomotor associations of internally represented

actions, which may include the target of the action, the means to reach it and its consequences.

These results indicate a novel coupling between visual and motor representations in the field of

motor cognition.
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