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Abstract

A class of network services that attracts the interest of the research community is ultra delay-sensitive applications. In this type of services, end-to-end delay is acceptable up to a threshold which is at the level of milliseconds. A representative example of ultra delay-sensitive services is Networked Music Performance (NMP) systems. An NMP involves musicians that are located in different places, who perform music while staying synchronized via the Internet. The maximum end-to-end delay in NMP is called Ensemble Performance Threshold (EPT) and should be less than 25 milliseconds. Due to this constraint, NMP systems require ultra-low delay solutions for audio coding, transmission via the network, relaying and decoding, each one a very challenging task on its own. There are two types of approaches in related work referring to NMP systems. From the perspective of audio, researchers experiment on low-delay encoders and transmission patterns to reduce the required bandwidth and processing delay of audio transmission, but they do not bring network performance into play, treating it as a "black box". On the other hand, network researchers try to find optimal ways for reducing network delay, which contributes to reduced end-to-end delay for NMPs.

In this master thesis, the proposed approach introduces an integration of dynamic audio and network modification to satisfy the EPT constraint. The basic idea is that the major components participating in a NMP system, application and network, communicate and interact as the live network music performance event takes place for improved performance. When network delay increases, the network tries to absorb this increase by modifying routing behavior. If network delay exceeds a maximum acceptable threshold, the network reacts by informing the application to change the audio processing pattern to overcome delay increase. This interaction enables end-to-end delay below the EPT value when otherwise would not be possible. Our implementation incorporates Software Defined Networking, because it increases the flexibility and dynamic adaptation to rapid changes. Also, the implementation exploits the ability of SDN’s central entity called SDN controller that has a global view of the whole network and takes optimal routing decisions. We designed and developed a full prototype of the proposed NMP system, which was successfully evaluated in an emulation environment. The results show that delay improvement is feasible up to 59%.
Περίληψη

Μια κατηγορία δικτυακών υπηρεσιών που ελκύει το ενδιαφέρον της ερευνητικής κοινότητας είναι οι εφαρμογές με υπερβολική ευαισθησία στην καθυστέρηση. Σε αυτή την κατηγορία, η καθυστέρηση από άκρο σε άκρο είναι αποδεκτή μέχρι ένα κατώφλι της τάξης των χιλιοστών του δευτερολέπτου. Ένα αντιπροσωπευτικό παράδειγμα εφαρμογών υπερβολικά ευαίσθητων στην καθυστέρηση είναι τα συστήματα Δικτυακών Μουσικών Παραστάσεων. Μια Δικτυακή Μουσική Παράσταση περιγράφει τη διαδικασία όπου μουσικοί από διαφορετικά σημεία του πλανήτη παρουσιάζουν συγχρονισμένα μέσω του Διαδικτύου. Η μέγιστη επιτρεπτή καθυστέρηση από άκρο σε άκρο σε αυτά τα συστήματα ανομίζεται Συνολικό Κατώφλι Απόδοσης και εκτιμάται λιγότερη από 25 χιλιοστά του δευτερολέπτου. Λόγω του παραπάνω περιορισμού, τα συστήματα Δικτυακών Μουσικών Παραστάσεων απαιτούν λύσεις χαμηλής καθυστέρησης σχετικά με την κωδικοποίηση, τη μετάδοση, την αποκωδικοποίηση του ήχου και την καθυστέρηση επεξεργασίας του ήχου. Τα παραπάνω δύο τύπους αυτών των προσέγγισες περιλαμβάνουν και εφαρμογές με υπερβολική ευαισθησία στην καθυστέρηση. Από την ηχητική οπτική, οι ερευνητές επικεντρώνονται στο τομέα της κωδικοποίησης, τη μετάδοση και την αποκωδικοποίηση του ήχου με σκοπό να μειώσουν την καθυστέρηση επεξεργασίας του ήχου, αυξώνοντας τη συμπεριφορά του δικτύου. Από την άλλη πλευρά, ερευνητές του χώρου των δικτύων επιχειρούν να επιλεγούν και εφαρμόζουν λύσεις χαμηλής καθυστέρησης στο δικτύο, ιδιαίτερα στο συστήμα Δικτυακών Μουσικών Παραστάσεων. Στην παρούσα μεταπτυχιακή εργασία, η ιδέα που εισάγεται είναι η επικοινωνία και αλληλεπίδραση των βασικών στοιχείων που συμπεριλαμβάνονται σε ένα συστήματο Δικτυακών Μουσικών Παραστάσεων, η εφαρμογή και το δίκτυο καθώς εξελίσσεται η παράσταση με σκοπό να εξετάσει την ανώτατη καθυστέρηση από άκρο σε άκρο. Προτείνονται δύο τάσεις δικτύων και συστημάτων Δικτυακών Μουσικών Παραστάσεων. Από την ιδιαίτερη οπτική, οι ερευνητές επικεντρώνονται στο τομέα της κωδικοποίησης, τη μεταδοτική και αποκωδικοποίηση του ήχου με σκοπό να μειώσουν την καθυστέρηση επεξεργασίας του ήχου αυξώνοντας τη συμπεριφορά του δικτύου. Από την άλλη πλευρά, ερευνητές του χώρου των δικτύων επιχειρούν να επιλεγούν και εφαρμόζουν λύσεις χαμηλής καθυστέρησης στο συστήμα Δικτυακών Μουσικών Παραστάσεων.
κών Μουσικών Παραστάσεων το οποίο αξιολογήθηκε σε περιβάλλον εξομοίωσης. Τα αποτελέσματα έδειξαν μείωση της καθυστέρησης από άκρο σε άκρο μέχρι 59%.
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Chapter 1

Introduction

1.1 Motivation

In this master thesis we examine a prototype of cooperation between application and network for better performance in delay-sensitive network applications. A large number of the applications used in daily life by humans require Internet connectivity. In this category belong instant messaging services, social network services, world wide web browsing, file transfer, multimedia streaming, financial transactions etc. In all above cases, user occupies applications or the web browsers to send or receive data to destinations or from sources that are located hundreds of kilometers far away. Among the above categories, there are subcategories due to the requirements that a service contains. For instance, multimedia streaming services require low delay connectivity and file transfer services require faultless transmission but they don’t have low delay as priority. Due to the nature of each service type, there are different service categories formed. In the current master thesis, we conduct a study of the interaction between application and network in ultra-low delay sensitive applications focused on Networked Music Performance systems.

Ultra-low delay sensitive applications form a subset of real time applications. As the name indicates, real time applications refer to applications that require human interaction in real time. This means apart from the fact that people participating in the service might be in different places around the world, distance should not affect service performance and they should interact as being in the same place. It is obvious that in real time applications, end to end delay is a critical metric and it should be kept in low levels. In case of ultra-low delay sensitive applications, end-to-end delay should be minimized or eliminated. An interesting type of ultra-low delay sensitive applications is called Networked Music Performance services (NMP). The term NMP was initiated by John Lazzaro from Berkeley University in 2001 and since then the term is globally used for describing real time distant musical interaction using the Internet [1].

Compared with other multimedia real time applications, Networked Music Performance category has one key feature. As described above, an NMP event describes the process
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where musicians located in different places around the world perform together via the Internet. This process which refers to proper interaction between the musicians has very low delay tolerance [2]. More specifically, in NMP services the maximum affordable delay between the transmitted and the finally played signal should be up to 25 ms. This constraint is called Ensemble Performance Threshold (EPT) in audio community [3]. Following the above restriction, NMP is applicable only in case that the physical distance between audio source and destination does not result in latency over 25 ms and a stable Internet connection is offered [4]. In the current master thesis, a study of the NMP systems takes place, considering the state of the art about this topic, parameters that affect their performance and a possible architecture to overcome problems that happen during the process.

1.2 Organization

The rest of the thesis is organized as follows. In Chapter 2 we introduce all the relevant background related to NMP systems as well as Software Defined Networking, OpenFlow and development platforms that we used in this master thesis. A detailed description about related work and similar projects is in Chapter 3. In Chapter 4 we describe the methodology that we used in our approach and examine some use cases that our system covers. After this, in Chapter 5 we present the results from the performance evaluation of the system, in Chapter 6 our approach is compared with other approaches and finally in Chapter 7 we analyze the conclusions that came from our approach, constraints that we came up with during implementation and possible future extension of our system.
Chapter 2

Background

In previous chapter a short introduction about Networked Music Performance systems took place. In this section, there is a detailed analysis of the performance of NMP systems, the structural modules that are required for a Network Music Performance event and the main constraints and problems that rise during the process. Additionally, there is a description about the different implementations in NMP area.

Comparing NMP systems with other teleconference applications, there are many obvious causes that result in end-to-end delay. These can be grouped in two levels: the first level contains the delays that are related to the audio context. In audio level, delay is caused by audio capturing from the audio hardware, audio coding in transmitter’s side and decoding in receiver’s side for audio quality modification and audio signal fragmentation into audio packets called frame sizes that will be transmitted. The second level contains the delay caused by transmission via the network and queuing during transmission.

About network delay, given a direct path between 2 peers, the propagation delay using an optic fiber is limited by $0.7 \times c$, where $c$ denotes the speed of light. This results in 5 ms network delay increase every 1000 km [4]. Figure 2.1 shows the network average delay distribution around the world.

In practice, European backbone structure does not contain direct links between peers. Transmitted packets should pass from hundreds central routers and switches in order to reach final destination, depending on the routing strategy. In each switch, packets are delayed for a few milliseconds but in routers waiting period is longer. This delay is created by queuing that is applied during transmission. In an ideal scenario, routers should forward the packets that they receive instantly but in cases of bandwidth overload this is not feasible. This explains the jitter that appears and affects transmission. Delay because of queuing confirms that the finally evaluated network delay is higher than the real propagation delay caused by the physical distance between peers.

Apart from the delay caused by routing policies, delay is also caused by limitations in
bandwidth offered to users by Internet Service Providers (ISPs). For conventional Internet connections such as DSL, following the constraint of the EPT makes NMP impossible for many reasons. First of all, even a small ICMP (Internet Control Message Protocol) packet has response time beyond 50 ms which is twice the value of EPT as mentioned above. Secondly, the majority of sound-cards work with quality 48 kHz/16 Bit and for upstream demands in range between 128 to 512 kBit/s, which prevents the audio signal to be sent out over these links (48 kHz * 16 Bits * 1 channel = 768 kBit/s).

Using audio compression techniques would be an important solution towards reducing bit-rate to required levels but conventional audio coders increase latency due to encoding/decoding process and this is not acceptable in NMPs. For instance, standard coders like MP3 or AAC have a delay of about 100 ms or more. Even AAC-Low Delay encoder still increases about 20 ms using 48 kHz sampling rate [5]. This automatically prevents community from using conventional audio encoding/decoding methods.

Apart from traditional encoding/decoding methods, audio research community has developed a small number of tools that offer ultra-low delay coding by reducing used frame size. The most popular among them are the Advanced Audio Coding-Low Delay (AAC-LD) algorithm [6], the Ultra Low Delay (ULD) audio coding algorithm [7] and the Constrained Energy Lapped Transform (CELT) codec, recently merged into the Opus Codec [8]. CELT offers ultra-low delay coding and feasible bit-rate requirements. Also, it is open source software and this makes it attractive to research audio community. Opus encoder supports discrete sampling rates which are 8, 12, 16, 24 and 48 kHz and the algorithmic delay varies in range between 2.5 and 20 ms. Bit-rate levels are achievable between 6 to
510 kbps. For instance, using frame size values equal to 20 ms and stereo music encoding it is recommended to use bit rates in the range of 64 to 128 kbps.

The overall delay using uncompressed audio for the signal that inserts the sound-card output of the transmitter till audio signal reaches receiver’s output is called mouth-to-ear delay. From the above description, mouth-to-ear delay results from the following equation:

\[ d_{mouth-to-ear} = d_{sound-trans} + d_{proc-trans} + d_{network} + d_{sound-rec} + d_{proc-rec} \] (2.1)

where \( d_{mouth-to-ear} \) denotes mouth-to-ear latency, \( d_{sound-trans} \) is the delay inserted by the transmitter’s sound-card, \( d_{network} \) is the delay added due to transmission through the network and \( d_{sound-rec} \) is the delay inserted by the receiver’s sound-card. \( d_{proc-trans} \) and \( d_{proc-rec} \) describe the delay inserted due to audio processing and encoding/decoding in transmitter/receiver side. In this master thesis uncompressed audio is transmitted so equation 2.1 is transformed to Equation 2.2. Figure 2.2 depicts graphically mouth-to-ear delay meaning.

\[ d_{mouth-to-ear} = d_{sound-trans} + d_{network} + d_{sound-rec} \] (2.2)

In cases that transmitter-receiver use sound-cards with similar specifications regarding to reading/recording processes, Equation 2.2 is transformed to:

\[ d_{mouth-to-ear} = 2 \times d_{sound} + d_{network} \] (2.3)

Figure 2.2: End-to-end delay in NMP systems
The latency inserted by the sound-card is called sound-card blocking delay [9]. The below matrix contains values of blocking delay as a function of frame size and sample rate.

<table>
<thead>
<tr>
<th>Frame Size (samples)</th>
<th>Sample Rate (Hz)</th>
<th>Blocking Delay (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2048</td>
<td>48000</td>
<td>42.6</td>
</tr>
<tr>
<td>1024</td>
<td>48000</td>
<td>21.3</td>
</tr>
<tr>
<td>512</td>
<td>48000</td>
<td>10.6</td>
</tr>
<tr>
<td>256</td>
<td>48000</td>
<td>5.3</td>
</tr>
<tr>
<td>128</td>
<td>48000</td>
<td>2.6</td>
</tr>
<tr>
<td>64</td>
<td>48000</td>
<td>1.3</td>
</tr>
</tbody>
</table>

Table 2.1: Example sound-card latency

2.1 Overview

Networked Music Performance systems consist of two fundamental components: application and network. As it is mentioned in previous sections, end-to-end delay is the summary of network delay and audio delay in each pair of transmitter and receiver. In order to minimize end to end delay, a good solution would be to minimize or reduce each of structural components. This strategy is followed in the implementation phase of the current master thesis. In this section, an introduction in tools that we used in the implemented architecture takes place.

In network field, due to the increasing number of applications, there is a great demand for the available network resources. Each application targets to satisfy user’s demands by providing best-effort services. In order to quantify the level of user’s satisfaction, a new term has arisen. This term is called Quality of Service (QoS). In general, QoS describes the performance of network connection. This could be for instance in a Skype call, the quality of the sound, distortion during the call, echo effect, picture quality [10]. There are two metrics for QoS evaluation: Mean Opinion Score and Quality of Experience (QoE).

The importance of QoS as a metric increases the need for QoS management mechanisms. QoS management describes the ability of network to keep network parameters compatible with application requirements. Throughput is one of the most important parameters that define QoS. Throughput describes the fraction of available bandwidth for each application. Another critical set of important parameters are end-to-end delay, which is the time needed for a successful packet transmission between source and destination and jitter which equals to standard deviation of delay. Finally, error rate is also a critical parameter for QoS management which describes the fraction of missed or damaged packets through the connection.
2.1. OVERVIEW

Each application has different requirements due to its functionality. Ideally, connectivity that satisfies required QoS should be given to each application. This is a hard process because of the restricted availability of network resources. There is a lot of research based on resource allocation for guaranteed QoS.

Integrated Services (IntServ) architecture specifies discrete roles during transmission process (sender, receiver and intermediate routers) and each one is able to request and receive resource reservations for guaranteed QoS [11]. IntServ occupies two different protocols: one for flow specification for traffic pattern export and a Resource Reservation Protocol (RSVP) for reservation message exchanges among network elements for resource reservation by applications. This architecture can be deployed in small-scale networks and provide high quality QoS [12]. In case of large-scale networks with increased number of flows, resource consumption of each router increases and reaches network’s performance so it reduces performance of whole network. For this reason, IntServ is applicable only in small-scale networks.

Another method for guaranteed QoS is called Differentiated Services (Diffserv) [13]. Diffserv forms classes for traffic classification based on the service type and the required quality of service. According to Diffserv approach, domains of Diffserv services are formed and QoS is guaranteed only in one Diffserv domain. Diffserv model is easier to be implemented but on the other hand it only guarantees QoS along a Diffserv domain and does not offer end-to-end guaranteed QoS.

A similar approach to Diffserv is called Multiprotocol Label Switching (MPLS). Is is used for high performance telecommunication networks. The basic concept is that in this protocol traffic from one node to the next is forwarded according to short path labels rather than conventional look-up in routing tables. As it’s name indicates, MPLS can encapsulate packets of various network protocols. It supports a wide variety of services but on the other hand it lacks of real time adaptability. For this reason, MPLS is not applicable in cases of bursty traffic with rapid changes [14], [11].

For the reasons described previously, guaranteed end-to-end QoS is often solved by using separate physical infrastructure or via dedicated networks for each different type of traffic. This is not an optimal solution because it increases the overall communication cost and new assigned hardware is underutilized for a huge fraction of time. Also, routing protocols need to become more adaptive to sudden changes in the network. For instance, let’s assume the scenario in Figure 2.3. A node (sender) wants to send audio to another node (receiver) into an AS-1. $P_1, P_2, P_3, P_4, P_5$ are the intermediate routers. If all routers use shortest path as criterion for path selection, path $P_1 - P_2 - P_3$ will be selected as shortest path in terms of number of hops, despite the fact that if path $P_1 - P_2 - P_5$ is congested and path $P_1 - P_3 - P_4 - P_5$ is not, which means in terms of delay that $d_1 + d_2 > d_3 + d_4 + d_5$. This indicates that path $P_1 - P_2 - P_5$ is not optimal path for transmission.
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Due to the lack of dynamic network adaptability to rapid changes and failures, service providers should have their own policies for dynamic reconfiguration. For this reason, existing Internet architecture should change in order to support current and future user requirements. Also, current Internet is static and this prevents researchers from inserting new technologies and innovations. Thus, to activate real time adaptability in Internet architecture, since redesigning from scratch is not feasible due to the high cost, researchers have found alternative ways for guaranteed end-to-end QoS. In more details, current Internet architecture can be described as a superimposition of large scale networks. These networks belong to Internet Providers. Each packet, while traveling in the Internet towards a destination crosses networks of different owners. Network providers make Service Level Agreement (SLA) describing which services are provided and the cost for these service [15]. Using SLAs ensures that network providers cooperate in a coordinated way.

Because of limited network resources, a new approach for efficient resource allocation and guaranteed end-to-end QoS is application-aware networking [16]. This means that network should be flexible to adjust to QoE applications’ demands that use it [16]. This can be achievable in case that there is an entity that has a full view of the network performance and can allocate the available resources to the demanding applications. This flexibility is inserted by a new technology in Computer Networks domain called Software Defined Networking (SDN).
2.2 Software Defined Networks

Software Defined Networking is a new approach in networks field. It minimizes the rigidity and static profile, as described previously, in conventional networks. It's main target is increasing the degree of network flexibility and adaptability to each user demands. SDN’s importance is enlarged by the comparison with traditional network architecture.

In conventional networks, all devices participating in transmission process have similar features referring to design and functionality [17]. The major concept is that there is hardware specialized in packet processing that composes the data plane and the hardware is manipulated by an operating system (usually Linux) that collects information from the hardware and executes software application, which is called data plane. The software application contains thousands of lines that define the network behavior and follow the rules defined by each protocol. All protocols are described in the corresponding RFCs or vendor instruction manuals. The major disadvantage of this process is that the code is not accessible by network administrator. The administrator is limited to modify network behavior via low level commands using command line interfaces (CLI).

Additionally, each node in a path can be considered as an autonomous system which takes the decision about the next hop that the packet follows towards final destination. Some protocols, like OSPF or BGP allow neighboring nodes to exchange information to decide next hop considering traffic load in the network. Information exchange helps in next hop decision but these models lack of an entity that has a global view of the network. In case of changing path, in conventional networks, administrator modifies basic parameters to reach requested performance. Each rerouting action in the network requires individual custom configuration by administrator directly in each of the participating forwarding devices, which makes rerouting process heavy and time wasting. Also, applied policies do not change dynamically and in case of rapid network changes, administrator has to separate them individually in order to avoid traffic congestion. It's obvious that current network’s rigidity is a huge obstacle in real time network adaptability.

During recent years, new needs and technological trends have arisen. For instance, multi-CPU, multi-GPU and touch-screen support are some of the latest technological achievements. Also, in networks domain new features such as VLAN, IPV6, QoS have appeared in human life. This means that network has to update it’s architecture by embedding new changes. However, in every operating system where software is separated from hardware, continuous update is feasible or even modification or re-installation of a software. In networks area, experimenting on new ideas and incorporating them into new devices is a tough process which requires many years’ research. Also, because some devices are compatible only with other devices from the same vendor, this creates a kind of dependence on vector specific implementation.

The limitation for researchers to innovate in real hardware and the required time, effort and cost resulted in establishment of Internet Engineering Task Force (IETF). To reduce
the required cost for new ideas and make them applicable to real infrastructure, funda-
mental network devices should be re-programmable and re-usable. The growth of traffic 
over the Internet increases the demand for better network supervision. Also, to avoid 
cases of traffic congestion and link failure, it is necessary to improve network manage-
ment functions such as path management, traffic prediction, recovery methods etc. Also, 
the increasing trend of link rates indicates that transmission process is based on hardware, 
separating control to software application. These processes require huge amount of com-
puting resources and due to this they are executed on servers rather than simple network 
devices.

An approach towards reducing cost and rigidity of current network architecture is given 
through Network Function Virtualisation (NFV) [18]. NFV describes the architecture that 
IT virtualization methods are used for virtualizing classes of network node functionalities 
and by connecting them, communication services are created. These services can be used 
by researchers for experimental purposes instead of using real infrastructure that is expen-
sive. Moreover, NFV connection can result in providing to users end-to-end connectivity 
along interconnected VNFs. This is called as Virtual Network Function as-a-Service (VN-
FaaS) [19]. Since NFVs can have programmable behavior via software, they can be used 
for providing certain end-to-end QoS.

The emergence for increased flexibility and network programmability that are offered by 
NFV and Software Defined Networking (SDN) has been embraced at large in industrial 
and research domain promising agility and optimization in network management. SDN is 
a powerful concept to increase flexibility and adaptability in today’s communication net-
works [20], [21]. Incorporating SDN in QoS mechanisms enhances current application-
aware resource allocation strategy. Using SDN for resource management benefits applica-
tions from fast and sudden change in network resource allocation which is called dynamic 
QoS management.

Software Defined Networking inserts major changes in current network architecture. First, 
it proposes decoupling between control plane and data plane [17]. This allows each of the 
two separated fields to be developed independently enabling evolution and innovation in 
both planes. A comparison between conventional networks and software defined net-
works is depicted in Figure 2.4. Software Defined Networking approach trends to be one 
of the most popular future Internet technologies. As described previously, control plane 
logic is removed from forwarding devices (switches and routers) that participate in the 
network and is incorporated into an external entity that instructs them and is called SDN 
controller. Instead of controller, for large scale networks, a cluster of SDN controllers 
can be used for better network management [22]. Single controller architecture is simpler 
and cheaper but centralized approach raises problem regarding to scalability. As the num-
ber of switches increases, relying on a single controller is not secure for many reasons: 
first, instructions from SDN controller are passed to switches as messages. The amount 
of control messages increases with the number of switches. Additionally, if the network 
diameter increases extremely, some distant switches will have longer setup delay com-
pared with the nearest switches. Finally, controller’s processing power bounds Software Defined Networking performance. Large number of switches can cause great setup times, treating networks secure performance [23]. SDN controller can be treated as Network operating system (NOX) that allows management scripts to be executed over high level abstractions for defining network behavior [24].

The SDN controller has similar role as the maestro in a band: it orchestrates switches like the maestro that orchestrates the musicians in a concert. The relation between switches and controller in the network is shown in Figure 2.5. Software Defined Networking is like a software application assigned with Network administrator duties. For programming an SDN controller, a program designer with network background is needed. It replaces physical presence of network administrator (Figure 2.6) because once it is programmed, it operates continuously and in case of functionality change, it is easy to adopt because of re-programmability. This makes SDN controller more flexible since it can adjust to future demands easy and fast, without need of infrastructure update. For message exchange between SDN controller and switches, OpenFlow protocol is used. This protocol will be analyzed in the next session.
2.3 OpenFlow

Traffic engineering (TE) is an important process to improve networks performance by real-time analyzing, predicting and manipulating data flows. It has been used in past years in data networks such as ATM or IP/MPLS. As mentioned before, these architectures are not suitable for next generation networks for two main reasons: first, current Internet applications require the underlying architecture to dynamically adjust to network changes and to be scalable to large amount of traffic. The required functionality needs to group different types of traffic from different applications and provide certain QoS service in a short period of time (in a few milliseconds). Also, the extended growth in cloud computing technology and the demand for data centers that receive massive amount of traffic requires more flexible traffic engineering approaches for better system performance [25].

OpenFlow is a configuration protocol that supports Software Define Networking. It is originated from research at Stanford University and the University of California [26]. Architectures that use OpenFlow can be adopted by researchers to experiment and test novel ideas and innovations. It offers a variety of capabilities for research purposes such as software-based traffic analysis, dynamic installation of new flow rules and flow abstraction [27]. This makes network configuration easier and increases security level in complex architectures such as data centers.

Related to Network Operating system that was described previously, users can create applications using high-level of abstraction of available resources and hardware. In SDN field, many researchers classify available network resources in northbound and south-
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Southbound interface offers abstraction of the programmable switch and allows connection with controller software. On the other hand, northbound interfaces allow applications and high-level policies to be applied to network and passed to the Network Operating System. The separation between the two levels is shown in Figure 2.7. OpenFlow is widely used in Software Defined Networking domain. All switches participating support OpenFlow protocol. OpenFlow is used for communication between the data plane that switches contain and control plane that is located in the controller. This communication takes place via a secure channel that the controller uses to send OpenFlow messages to the switches and receive from them.

Initially, all network switches have empty routing tables. These tables have various fields such as IP of inbound, outbound traffic, port numbers. These fields are called matching fields. In more details, each flow table can be decomposed into three fundamental modules: packet header, actions and statistics. Packet header is the pattern that is applied to match the required type of traffic and apply certain policies [28]. It selects the packets that the switch will process. The fields used in packet header can refer to layer 2, 3, or 4 from TCP/IP stack. The number and the name of the fields that are supported in packet headers are described by the RFC of the OpenFlow version. For instance, in OpenFlow 1.0 version 12 different fields were supported and in OpenFlow 1.3 version supports 40 headers including IPV6.

If the header of the incoming packet matches the existing entry in the flow table, the switch applies the corresponding actions. These actions can be either forwarding all similar packets through a particular port, or re-writing some header fields in the packet or...
dropping the packet. In case that the incoming packet does not match to any of the ex-
isting packet headers in the flow table, a PacketIn message is sent from the switch to the
controller. Via PacketIn message, the switch indicates that it does not have a pattern how
to process this type of packets and requests further instruction from the controller. On the
other hand, the controller, based on the strategy that is installed when it was programmed
decides the way that this and all coming similar packets have to be processed and replies
back by sending FlowMod message. In other words, FlowMod message is destined from
controller to the switch/switches in the datapath and inserts a new flow rule into the rout-
ing tables. SDN controller can also send a packet though a specific port without inserting
a flow rule in the routing table. This is feasible via PacketOut messages that are sent to the
switches. Finally, each switch keeps statistics for the traffic that passed from it and they
are available to the controller on demand. The major components of OpenFlow process
are shown in Figure 2.8. In the figure are also depicted some well-known SDN controllers
such as POX, NOX, Floodlight and Beacon. In the next session, there is a short intro into
POX, which is the SDN controller that we used in the master thesis implementation.

Figure 2.8: OpenFlow architecture [17]

2.4 POX

Software Defined Networking combined with OpenFlow targets to move network’s intel-
ligence from modular forwarding devices such as switches, routers to a centralized entity
called controller. Forwarding decisions are taken in controller side and they are passed
to the switches via OpenFlow messages through a secure channel. This allows having
a global view of the whole network improving network utilization. It also explains the
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decision of huge brand names like Microsoft and Google to incorporate SDN into their data centers.

An SDN controller is equivalent to the operating system in computers. Current state of SDN controllers can be compared to early types of operating systems. Controller applications are simple application scripts with hundreds of lines code that interact with forwarding devices and provide a programmable interface, making accessible to users. So a tradition Network administrator in SDN field can be replaced by a program designer with computer network background.

There are various SDN controllers. They can be classified in groups due to the programming language that they are written, their architecture and whether they are open source or not. For instance, NOX is a multi-threaded C++ based controller written on the top of Boost library [29]. Beacon has multi-threaded architecture which is Java-based and relies on OSGi and Spring frameworks [30]. Floodlight is multi-threaded Java-based controller using Netty framework [31]. MUL is multi-threaded C-based controller written on the top of libevent and glib [32]. Maestro is also multi-threaded Java-based controller [33]. Ryu is a Python-based controller that uses wrapper of libevent [34]. Finally, Open Network Operating System (ONOS) is a Java-based SDN controller that adopts distributed architecture for high scalability [35].

POX belongs to open source SDN controllers. It is widely used for rapid development and prototyping in research and industrial field related with Software Defined Networking [36]. POX is written in Python and this makes it favorable in research community. Due to this, POX is available in every simple computer that has Python installed on it [37]. POX contains reusable components for path selection, dump-forwarding, learning switch functionality, load balancing, firewall and topology discovery. It also supports GUI and visualization tools [38]. POX accepts arguments in order to modify performance and is applicable on real or experimental testbeds and also in emulation environments such as Mininet, a tool that will be analyzed in next section [39], [37], [40]. It is worthwhile to mention that both Python-based controller (POX and RYU) are single-threaded which means that they show no scalability across CPU cores. Moreover, their performance does not depend on the number of participating in the network switches since they are single-threaded [41], [42], [43]. For the implementation, POX is selected as SDN controller.

2.5 Mininet

As described in 2.2, SDN is a new trend in computer networks. For this reason, there is not a wide market for devices that support OpenFlow technology. Moreover, existing OpenFlow-supported devices are very expensive and this prevents companies from incorporating SDN in daily life. Also, the high cost for SDN-supporting devices does not allow researchers to make experiments with large number of switches for testing new ideas [38]. So, high cost of SDN devices is an obstacle for regulating it into Computer Networks field.
To overcome these limitations, virtualized approach has been used. In more details, for testing and research purposes, emulation environments have been invented. One of them is called Mininet. Mininet allows emulating different network components such as hosts, layer-2 switches, layer-3 routers and links. It uses a single Unix kernel and it can emulate a whole network into a single machine. The created virtual components are real-world elements although they are created through software [44]. One major advantage of Mininet is that it supports SDN technology. Mininet’s VM contains various of SDN controllers like POX and Pyretic to emulate real world experiments. Initially, Mininet was created by a research team at Stanford University to teach fundamental technologies [45]. Now Mininet has evolved to a powerful network tool that supports Software Defined Networks consisting of an OpenFlow controller and an Ethernet network with OpenFlow supporting Ethernet switches that form a datapath. Mininet is open source network emulation software and it allows manipulation also by using Mininet Python API.

Mininet topologies are created by connecting switches, hosts and controller with links. These links act as real wired connections between two (virtual) interfaces. Packets are sent via the link from one interface towards the destination interface and each interface appears as fully functional Ethernet port visible to operating system. Virtual links can be attached to virtual switches like Linux bridge or OpenFlow supporting switches. Hosts are described in network namespaces providing access to interfaces, ports and routing tables. Switches act as real Ethernet switches by forwarding packets and both user-space and kernel-space switches are supported. Finally, the SDN controller can run either in the same or in a remote computer since there is IP-connectivity between the machine that

![Network emulation with Mininet](image)

Figure 2.9: Network emulation with Mininet
hosts Mininet and the machine that hosts the remote controller [46], [47].

Mininet enables emulating large topologies (up to 1000 hosts) because it virtualizes less and shares more. This means that file system, used ID space, process ID space, kernel device drivers and libraries are shared among the hosts participating in the virtualized network and managed by the operating system. The major limitation of Mininet is the lack of accuracy in high workload cases. Processing resources are multiplexed during emulation time by the default Linux scheduler, which does not guarantee that a host sends a packet instantly or that all participating switches act synchronized with the same rate. In Mininet, delay or bandwidth limitations can be applied on each link. This is feasible via the Linux traffic control program (tc) [48].

As a conclusion, Mininet is a useful tool for SDN innovating purposes. It provides flexibility to create custom complex or simple topologies using programming languages. It also guarantees applicability of Mininet tested applications that can perform in the same way if they are applied to real hardware. Also, it provides scalability by allowing emulating large scale networks in only one machine. Finally, Mininet is share-able which means that created prototypes can be included in virtual machines accessible to other collaborators for experimental and prototyping purposes [44]. In the implementation phase of the master thesis, Mininet is used for emulating the required network infrastructure.
Chapter 3

Related Work

Due to the exponential growth of Internet connectivity, many researchers are focused on investigating patterns for network traffic shaping. The extended Internet use by most of today applications creates large amount of traffic that have to be transmitted via computer networks. This traffic stems from file transfer, Voice over IP services, multimedia services, social networking, web-browsing etc. Low Internet cost combined with high performance have introduced Internet as an entertainment tool in human daily life. This results in the huge traffic increase but also great demand for high quality services. The metric for these services is QoS as described in 2.1, which reflects the degree of user satisfaction for the provided service. Parameters that seem to be crucial for users are end-to-end delay, jitter, packet loss and error rate. Service providers are interested in providing high QoS and they are also interested for user’s feedback to improve QoS. QoE and Mean Opinion Score (MOS) are two major metrics for QoS evaluation.

In addition to Internet growth, new technologies have arisen to support Internet use. Content Delivery Networks and Real Time applications is a recent decade’s trend. They exploit computer networking for multimedia delivery (e.g audio, video) or communication between people located in different places around the world. A subcategory of real time applications contains Network Music Performance services (NMPs) through which musicians in different places perform synchronized in a live music event. Among real-time multimedia services, NMPs have the most stringent delay constraints, since musicians’ cooperation has a very low delay tolerance. In NMP, as described in 2.1, affordable end-to-end delay is about 25 ms (EPT). Network Music Performance services is a representative example of high QoS, that community has approached with multiple ways in order to improve provided QoS. These approaches are related with the two modular components that are combined in NMPs, which is Audio processing and Networking.
3.1 The audio-centric perspective

From audio context perspective, many research topics examine the way that signal is transmitted towards the receiver. In more details, as described in [49], each transmitter sends one or more audio streams. All receivers are not interested in receiving all transmitted streams. For this reason, they apply filters to the transmitted signal in order to receive only audio streams that are interested in. To find which flows they are interested, each participant has formed an audio profile, according to which stream flows that match profile’s criteria are only received. This processing stage for matching audio streams to profile increases complexity and end-to-end delay. Based on the number of streams that are transmitted and received, transmission type can be either multicast where each audio flow is transmitted to all participants. Multicast does not require processing stage of matching streams to interested participants so it does not increase delay but multicast method causes network underutilization since all participants receive the same amount of audio traffic without taking into account if they are interested or not. On the other hand, selective transmission to only interested participants requires separation among participants in order to find the interested according to their profiles and this results in delay increase but in this way participants avoid receiving streams they are not interested in so enables better bandwidth allocation and optimal performance. This transmission type is called unicast.

For selective transmission of audio streams a usual solution is called Selecting Forwarding Unit (SFU) [49]. This component is used for deciding the audio streams each participant is interested in. For this reason, all clients can send requests to SFU in order to declare the interested audio streams and SFU records all these requests and simply forwards the flows that match participants preferences [1], [50], [9], [51]. Also, many researchers evolve the functionality of SFU. For example, because audio flows have to be mixed in order to reach the destination participant, SFU is replaced by another entity called Multipoint Conferencing Unit (MCU) [52], [2]. The role of MCU is that it receives all audio streams from transmitting participants, it mixes them and transmits the audio result to the receiving participants [52]. Apart from MCU functionality, a common trend in NMP projects is that Session Initiation Protocol (SIP) [53] is used to support control messages among transmitter and receiver side. SIP is a protocol widely used in parallel with Real Time Protocol (RTP) for initial handshaking and dynamic transmission modifications during runtime [54], [55], [56], [57], [58]. For instance, in Figure 3.1, all participating clients that can be either musicians or audience, use SIP server in order to confirm audio transmission parameters and Media Relay Server acts as SFU and collects all music flows from all participating nodes and forwards them to each other without inserting processing overhead in terms of time.

In NNP application field, there are many industrial projects for real time audio delivery. These applications can be grouped in three categories [9]:

- Realistic Jam Approach (RJA)
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- Latency Accepting Approach (LAA)
- Remote Recording Approach (RRA)

The first category of 3.1, Realistic Jam Approach contains applications where real-time live music interactions are critical so the final music result should be similar with the case musicians would be performing in the same room. This means that delay due to the distance between them should be minimized. RJA approach targets to send and receive data as quickly as possible, given the assumption that network connectivity is also good. In RJA approach belong projects as Soundjack and eJamming.

Soundjack [50] is an application developed by Alexander Carôt at the ISNM in Lübeck, Germany and inspired by the SoundWIRE project. Soundjack offers direct access to the sound-card buffer and uses UDP/IP protocol for audio transmission. It does not require any relay server because it is based on peer-to-peer connectivity. The quality of the audio stream depends on the sound-card’s quality and the network’s quality. In order to avoid jitter, soundjack allows audio buffer increase and it also provides GUI interface that gives useful operational information to the user.

Another application that belongs to RJA is called ejamming [59]. It is similar to soundjack but it uses MIDI encoding which reduces required bandwidth. MIDI transmission is user-enabled so the system does not have to process continuously data which makes it vulnerable to jitter case. In case of jitter, packet is played delayed. User can also define the maximum affordable jitter value over which signal is not played out. This value is
called Late-Note Tolerance. Also, eJamming inserts the approach of delayed feedback [60], where which delays the sound of its own instrument in order to be synchronized with the incoming sound from external participants.

The second category described in 3.1 is called Latency Accepting Approach (LAA). According to this approach, network is regarded as a decentralized and space independent medium and network delays at 200 ms or more are affordable. Thus, these delay values violate the EPT constraint so these applications are not regarded as ultra-low delay sensitive. Well-known LAA projects are Ninjam and Quintet.net.

Ninjam [61] accepts the assumption that network latency prevents participating musicians from real time synchronization. In practice, musicians play asynchronously to the music the other participants have played at least one measure before. This assumption is called faketime. Ninjam requires a central entity supporting SIP signaling in comparison to Soundjack and eJamming and act as SFU and also applying delay cancellation mechanisms.

Quintet.net is a network performance application developed by composer and computer musician Georg Hajdu [62]. It supports performers from up to five different places. It
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requires central server collecting and re-transmitting audio streams to the clients. The server is coordinated by another fundamental entity called conductor which can change dynamically transmitting audio parameters and inform participating musicians for possible problem encountered. It also supports video context. The assumption of certain network delays requires an adaptation during mixing in server sides for better acoustic result.

The last category in 3.1 is called Remote Recording Approach (RRA). This approach uses Internet as a medium for remote recording sessions. The audio signal when sent is "time stamped" and this allows delay cancellation or absorption when receiving. RRA application does not support real time human to human interaction. In this category belong Digital Musician Link (DML) and VSTunnel.

Digital Musician Link (DML) [63] allows two users to agree on a session. The two DML users have discrete roles: one is playback/recorder (A) and one as the performer. Client A starts the process by assigning node B a track in his production and start recording process. On the other hand, node B receives the mixed stream that node A sent and plays his track to the session as being in the same studio with node A. Node B records a time-stamp for each recorded sample which send it to node A who sorts the received data and put it into the assigned track. The playback of node A does not start until node B data has finished transmitting so both nodes act as being in the same environment. For DML participation, each user should pass authentication process. DML provides several levels of provided service based on the fee paid. Figure 3.3 shows a screenshot of Nuendo session with the DML support.

Figure 3.3: Nuendo session with DML-Plugin [9]
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VSTunnel Plug-In [64] allows user to initiate session between them or join existing sessions. Each created session can be either public or private. Each user can be preview all public sessions and by clicking on it can join the session. In case of local audio changes, application informs the other participants. Each one receives a mix of all transmitted audio streams. Additionally, when receiving audio each participant can modify the quality or the volume of the received signal. VST also allows instant messaging with chat among users.

Apart from the applications mentioned previously, there are more recent applications like Jacktrip [65], Distributed Imersive Performance [66], Diamouses [67] etc. All these applications transmit uncompressed audio streams which require excessive amount of bandwidth. For this reason, in order to support these technologies leased line or high quality Internet connectivity is the only solution for high performance music events.

Except from tight analysis of a NMP system as an audio processing application, in 2.1 NMP systems are described as high QoS demanding applications due to the strict requirements they contain about end-to-end delay and jitter. For this reason, NMP study should also cover QoS area and especially QoS supported by Software Defined Networking. In 2.2, we describe that SDN is a evolutionary trend that tries to make networks more flexible and robust to sudden network changes. SDN’s administrator, the controller, can have a global view of the network and satisfy the application requirements with particular routing decisions. So, network can interact simultaneously with each application in order to provide better QoS services. This creates a kind of QoS-aware networking, a subject that many researches have approached in many different ways.

3.2 The network-centric perspective

One approach that is globally met in many research studies for high QoS services via SDN is matching traffic patterns to incoming traffic in order to split it into multiple flows destined to different queues [68], [69], [70],[71], [72], [73]. The main concept of all these approaches is that there is a kind of prioritization between users and for separation between flows with different priority, queues with different parameters are used. High priority flows are directed to queues that apply fast forwarding and this results to low end-to-end delay and low priority flows are sent via larger delay queues. The separation between flows can take place according to the kind of the flows, the importance of the transmitted data each flow carries or the fees paid to the service providers for better quality services defined by corresponding SLAs, as described in 2.1.

Traffic classification is a usual method in QoS-centric research in computer networks area. Researchers try to find discrete features in order to classify traffic and apply different routing policies to each kind of traffic [68], [74]. Also, in [22] Type Of Service
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(TOS) matching is introduced. Traffic is grouped in two categories: business traffic and best-effort traffic. If TOS field is enabled in a packet, this denotes business traffic and packet is forwarded through high priority queue. Otherwise, traffic is regarded as best-effort and packet is forwarded to second priority queue. In [75], also a similar approach is proposed. Incoming traffic is grouped into data flows and multimedia flows. The second category flows are dynamically assigned on QoS guaranteed paths and data flows remain on traditional shortest paths. Criteria for traffic classification are headers used in MPLS, TOS field in IPV4, Traffic class field in IPV6, the source IP in case of a well-known multimedia server or matching pair of Transport port numbers.

Another important feature in QoS-aware Software Defined Networks is the methodology that is followed to classify the quality for each path of the network [76]. For instance, in [54] the proposed method initially selects the best delivery nodes. The SDN controller receives measurements from these nodes about delay and jitter. Then the controller installs flow-rules for path between source IP and best delivery node using MPLS approach. Finally end-point node evaluates the QoE of the service and informs the SDN controller. In this work also Constrained Shortest Path First algorithm is proposed over MPLS in order to find the best routing path for each streaming flow.

In [16], SDN controller collects application state information periodically and based on this feedback it manipulates network resource management in order to optimize user experience. Another interesting approach is introduced in [77], where they try to map QoS metrics to QoE levels. For this reason, there is a QoE-server that requests periodically QoS metrics from Mobile Network Operators (MNO) for QoE monitoring. These requests are translated into flow rules for the MNOs. The MNO asks the appropriate nodes and informs the controller to modify policies for improved QoS. Service collaboration with Network Providers is also proposed in [15] and [68] where negotiation between controller and Internet Service Providers takes place for QoS optimization. Feedback collected in distributed way and information transmission to SDN controller is also proposed in [78] and in [19]. QoS-related information is also collected from the controller in Real-Time Online Interactive approaches introduced in [79], where boundaries of QoS metrics are examined from the controller.

In [14], incoming traffic is classified too. The main difference is the way that available paths are assigned by optimizing Constrained Shortest Path Problem with suitable cost function selection. On the contrary, in [80], Mixed Integer Program Algorithm is used for path selection. Research described in [10] introduces an approach that a certain flow can split in various sub-flows. They are sent separately and they are multiplexed into a Single Application flow at destination side that acts as a Multi Path Agent (MPA). The goal of this separation is to maximize the aggregated QoS for the whole network [81]. Rerouting process is feasible through over-writing IP headers, where a gateway component changes the headers of packets [82].

Session Initiation Protocol (SIP) is commonly used in many QoS-aware projects. In [83],
audio codec adaptation over Software Defined Networks is introduced. This project contains a SIP module that records SIP messages exchanged by VoIP users. The application contains a list of the available codec types. The SDN controller requests information about flow statistics and port statistics from the OpenFlow switches and in case of traffic congestion, controller informs the SIP component and participating clients change audio processing codec. The controller requests statistics from the switches periodically in time spaces called polling period. Value given to polling period is crucial because in cases of small polling period, controller has an accurate recent view of network condition but requesting statistics continuously is a huge workload for the software switches resulting in bandwidth underutilization. On the other hand, in cases of huge polling period, OpenFlow switches are not congested but also the controller is not able to react instantly in cases of traffic congestion or link failure because an important amount of time will pass until it requests for next time statistics and discover the problem in the network. So, there is a trade-off in polling period value selection. Also, SIP functionality is used in [11] for video context. Statistics request method is met in [13], where the controller sends OpenFlow requests to the switches requesting port stats for selecting next path. In this work, a modified version of Djikstra algorithm for routing is applied. In more details, based on the flow and port stats controller receives, for every pair of switches i and j in the network evaluates the weight of the link between i and j as shown is Equation 3.1:

\[
    w(i, j) = \frac{C(i, j)}{C(i, j) - \max(res(i, j), est(i, j))}
\]

where \(C(i, j)\) denotes the capacity of the link between switches i and j, \(res(i, j)\) denotes the reserved bandwidth for the link and \(est(i, j)\) denotes the overall occupied bandwidth of the link. Quantity \(w(i, j)\) increases rapidly with utilization and in cases of heavy load traffic network performs better. In [84], SIP process is supported by a server who separates premium among common users to provide better Quality of Service and in [85] video adjustment is used. An interesting approach is shown in [86], where SIP functionality is used and all available paths are ranked except the optimal path. In case of rerouting decision, controller decides based on the path ranking for the next selected path.

There are some other remarkable approaches for QoS-aware networking. For instance, in [87], where multiple queues are used for packet forwarding, in order to achieve the desired bit-rate, shaping delay is applied to each one of the queues. In [16], a web-browser plugin called Yomo is used to identify flows that are used for TCP video transmission and it synchronizes them before receiving. [18] presents an alternative metric for evaluating QoE. The new metric is named as Structural Similarity (SSIM). If \(x\) is the initial video sequence \(V_{S_0}\) and \(y\) is the transmitted video \(V_{S_t}\) their SSIM is denoted as \(SSIM(x, y)\). For QoE evaluation, in transmitter side \(SSIM_0W\) is evaluated by comparing the original video \(V_{S_0}\) with a reference white video \(V_{S_W}\). Reference white-video is called a video sequence of white video frames of the same resolution and frame rate. Also, in receiver side \(SSIM_W\) is evaluated by comparing the received test video signal \(V_{S_t}\) and the same reference white video \(V_{S_W}\). So, the satisfactory accuracy expressed by SSIM index be-
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tween the original and test video sequence is denoted as $SSIM_{0t}$ and is given by Equation 3.2:

$$SSIM_{0t} = \frac{SSIM_{0w}}{SSIM_{1w}}$$ (3.2)

The whole process for SSIM evaluation is depicted in 3.4:

Figure 3.4: SSIM evaluation process [18]

Another interesting approach mentioned in [88] is that SDN controller does not request periodically stats from the network for deciding to reroute a specific flow. According to this method, the controller keeps a kind of history for each flow recording previous requests. So, it automatically assigns a path compatible with past QoS requests. In [24], a prototype QoS-aware Network Operating System is proposed (QNOX). The modular elements of this operating system are Service Element, Control Element, Management Element and Cognitive Knowledge Element. SDN controller duties are embedded into Control Element which monitors the network via Cognitive Knowledge Element and modify network behavior if it is required. Except from dynamic rerouting decisions, other approaches for guaranteed QoS propose use of virtual networks by service providers as the prototype described in [89]. Apart from SSIM metric, QoS is evaluated through Mean Opinion Score (MOS) [90], or in case of low QoE indicated by users, SDN controller decides to apply rerouting policies [91]. Instead of re-routing strategy, other studies focus on multipath routing for differentiated services where multiple paths between each pair of source and destination IPs [92]. Finally, a small amount of research is devoted in regarding Network As A Service approach (NAAS). In more details, in [93] via NaaS high level of abstraction is offered. In this approach, network calculus is used to evaluate service
curve and define general capacity profile. The capacity profile is evaluated as the con-
volution of the profiles of all links offered by individual network services for end-to-end
transmission. Capacity profile is evaluated for path selection for each type of service in
the network.

As a conclusion, Network Music Performance systems and QoS-aware applications sup-
ported with Software Defined Networking are two sides of the same coin. In related work,
as analyzed in Chapter 3, each approach covers either the audio processing or networking
perspective. Researches focus only on one side and accept the second as certain. For in-
stance, they experiment on smart ways to reduce audio processing delay without consider-
ing that they can modify network performance. On the other hand, network researchers try
to find optimal routing patterns for reducing network delay but they do not examine audio
processing delay. In QoS-sensitive applications, which have excessive requirements and
strict constraints, examining only one aspect given the other does not benefit application
performance to a remarkable degree. Thus, experimenting on both sides and regarding
one as a complement for the other, can lead to better performance as it will be shown in
next chapter.
Chapter 4

Proposed architecture

In this chapter there is a detailed description of the proposed architecture. At first a general description of the problem and terminology takes place, then the used platforms/software is described and finally there is an analysis on the implemented schema.

Introduction As described in 1.1, Networked Music Performance systems belong to ultra-low delay sensitive applications. The maximum affordable end-to-end delay for NMP systems is about 25 ms. Equation 2.1 shows the mathematical expression of end-to-end delay evaluation in terms of audio processing and network delay. In more details, Equation 2.1 presents end-to-end delay as an aggregate of:

- Delay created by transmitter’s sound-card during audio capturing
- Delay due to encoding process applied in transmitter side
- Network delay
- Delay due to decoding process applied in receiver side
- Delay created by receiver’s sound-card during audio playing

In case of uncompressed data transmission, Equation 2.2 evaluates end-to-end delay as a function of network delay and sound-card delay. So, from the analysis that took place in 1.1, the major causes for end-to-end delay come from the modular components of the NMP system, which are the audio processing and network.

As shown in Chapter 3, there are two major types of approaches in NMP field. The first type is based on audio processing without considering network delay. This means that researchers focus on investigating new encoding methods, patterns for audio fragmenting, aiming to reduce delay increased due to audio processing. They regard network as a ‘black-box’ that has audio as input with certain delay and they regard it as constant overhead in their systems. Many of the approaches support Session Initiation Protocol, that enables signaling between nodes in order to negotiate for audio transmission parameters.
The second type of approaches examines the network aspect of an NMP without considering delay due to audio processing. This contains research for routing methods that eliminate network delay and delay due to packet switching but they do not examine the way that the audio signal is fragmented into data packets to transmit though the network. In Chapter 3, it is mentioned that although network delay is a key factor that affects end-to-end-delay, also audio delay can result in significant delay. For this reason, examining only one perspective of the problem cannot lead to powerful solutions.

In this master thesis, the proposed method combines both audio and network configuration for better application performance. This is feasible through close communication between application and network. Application side manipulates the audio process between transmitter and receiver. Network does not support conventional architecture but it allows Software Defined Networking. In 2.2, we describe all capabilities that SDN offers. In our approach, we exploit the ability of SDN controller that has a global view of network performance. This allows taking optimal routing decisions for audio packets. Also, controller can dynamically change network behavior in case of network congestion and link failure, which is very useful for delay-sensitive transmissions. The detailed description of the proposed functionality is analyzed in the next section.

4.1 Architecture

Classic SDN controller is assigned only with routing duties. It uses OpenFlow protocol to instruct switches and install flow rules in their forwarding tables. In our approach, controller can interact dynamically with the application side. This communication includes replying to application for path requests with certain values of delay and jitter. Controller also monitors all available paths in real-time to discover traffic congestion. In such a case, it dynamically decides to reroute audio flows to an alternative path which performs with less delay. Also, if there are no available paths that satisfy application’s requirements, controller informs application to modify audio processing parameters to reduce audio processing delay. This can result in significant end-to-end delay decrease, which is crucial in ultra-low delay sensitive applications, like NMP systems. The target of this process is to overcome network delay increase by audio processing modification. The basic block diagram of the proposed approach is depicted in Figure 4.1. The major components of the proposed architecture are shown in 4.1. Each one of the entities in the list has a discrete role in the architecture.

- Transmitter
- Receiver
- Network
- SDN controller
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Transmitter is the entity that uses the application to transmit audio context through our network. For instance, transmitter can be a musician in a Teleorchestra application. Transmitter’s duties are assigned in two modules: the first module is called Application Audio Module. Transmitter should interact with SDN controller dynamically during the live Networked Music Performance. Transmitter initially uses Application Audio Module when requesting a path from the controller with certain delay and jitter requirements. Transmitter’s requirements are handled by SDN controller’s SIP module which is assigned to find the path that satisfies transmitter’s demands. Also, when audio processing modification is required, SDN controller instructs transmitter via Application Audio Module to change transmission pattern to overcome over-EPT delay cases. Application Audio Module is also assigned with acquiring sound data process from sound-card’s input for audio transmission. Finally, Application Audio Module evaluates the delay that inserts transmitter’s sound-card for capturing and processing, that will be presented in 4.2.

In addition to Application Audio Module, transmitter has another component called Application Network Module. The main task for this functionality is that it receives audio data acquired from transmitter’s sound-card as input and transmits them through the network. For audio transmission, socket programming is applied. Due to the strict delay requirements of the application, User Datagram Protocol (UDP) [94] sockets are used. Apart, from audio transmission duties, Application Network Module is responsible for monitoring delay in real-time and jitter per path and informs the controller. The process of delay monitoring will be described analytically in section 4.3.

Transmitter’s functionality is implemented in Mathworks Simulink platform which offer pre-compiled blocks that can be executed in real time. In more details, the used blocks are UDP Send and UDP Receive for User Datagram Protocol transmission through network and Matlab fcn which implements the logic of audio modification after controller’s instruction. The script for transmitter implementation is in Figure 4.2.
In Figure 4.2 we can see transmitter’s modular components. At first, the block called "Communicate with Controller" enables receiving commands from the SDN controller of our application. It supports UDP protocol and is used for receiving instructions from controller for audio processing modification when it is required. In case that the transmitter receives such a command, it should inform also the receiver. This is implemented in block "Handle controller’s command for audio modification". One of the roles of this block is that it opens a UDP socket towards the receiver to inform that audio settings should be reconfigured. Also, transmitter’s script contains two blocks that are used for capturing audio data from sound-card. These blocks are "Read audio signal from Mode 1 sound-card" and "Read audio signal from Mode 2 sound-card". We used two sound-cards to implement audio reconfiguration because Simulink does not allow configuring parameters in blocks that have direct communication with hardware and drivers. Thus, we used two sound-cards for transmitting in different modes regarding sample rate and frame size values. Each time one sound-card only is active and this is defined by the variable "Selection signal" that is input in Multiplexer block which takes two signals as input and based on selection signal it allows only one signal to pass. Selection signal changes value when controller decides audio reconfiguration. The finally selected input audio signal is driven...
to block called "Transmit Audio" that sends id through a UDP socket to the client virtual host into Mininet.

Receiver component represents the entity that receives the audio flow from the application. This role could be either another musician that participates in the application or either the audience that enjoys the live Networked Music Performance. Similar with transmitter, receiver contains Application Audio Module and Application Network Module. Application Audio Module is responsible for receiving audio flows from one or more transmitters and drive audio packets to the sound-card’s speakers. Also, Application Audio Module receives from controller’s SIP Module information for initial handshake between application and SDN controller and in case that audio processing modification is required. Finally, Application Audio Module evaluates the delay of receiver’s sound-card and sends this measurement to the controller. Like transmitter’s block diagram, the corresponding block diagram for Receiver role is depicted in Figures 4.3 and 4.4.

![Block Diagram of Receiver](image)

Figure 4.3: Receiving audio packets from network

Receiver initially receives audio packets from network. As we described in transmitter’s case, packets are sent with different frame size values based on audio configuration settings that are used and whether audio processing modification is decided or not. So, similar with transmitter’s role, receiver can receive using UDP sockets in two different modes due to the audio settings used. Reception through the network is implemented by "Read received audio signal from Mode 1 sound-card" and "Read received audio signal from Mode 2 sound-card" blocks in Figure 4.3. For supporting two different modes in audio settings, we used two pairs of sound-cards for playing received audio signal and also two sound-cards for acquiring initial that is sent through the network. Initial audio
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signal is driven with cable from audio source to the receiver sound-cards. In our experimental setup (Figure 5.1), an MP3 device is used as audio source. The second set of sound-cards are named as "Read initial audio signal from Mode 1 sound-card" and "Read initial audio signal from Mode 2 sound-card". Scripts depicted in Figures 4.3 and 4.4 are complementary scripts running parallel in receiver side. Initial signal is used to evaluate end-to-end delay for transmission between transmitter and receiver nodes. Received from network signal is played through sound-card's speakers. Speaker port in each sound-card is connected via an audio Jack cable to the microphone port. The signal is acquired via "Read received audio signal from Mode 1 sound-card" and "Read received audio signal from Mode 2 sound-card". According to the audio configuration mode that is used, we group each pair of sound-cards in transmitter and receiver in Mode 1 or in Mode 2. This separation is used to evaluate the delay between the initial and finally received signal. Delay evaluation is implemented through "Find Delay" clock that finds the delay in samples between two signals by evaluating the cross correlation between the two signals. The final value of delay is defined by a selection signal that controls a Multiplexer with the two values as input and according to selection signal's value one of the two is passed to output. Then, by dividing the delay value with current sample rate value we convert delay in seconds. In real world, this way of delay evaluation is impossible because we cannot have the initial signal to compare it with the received. Thus, delay evaluation is implemented using Equation 2.2 on SDN controller's side.

Network represents the network infrastructure that the application uses to transmit audio data from source (transmitter) to destination. Network consists of switches that support OpenFlow protocol. All switches are orchestrated by the SDN controller, that is implemented in SDN module. Network might have a well-known topology (single, tree, linear) or can be any possible custom topology. For network emulation purposes, Mininet described in 2.5 is used. The method in order to pass traffic through Mininet is analyzed in 4.12.

SDN controller is the main entity in the architecture schema. The functionality of the implemented SDN controller differs from the conventional duties of SDN controllers. Our proposed SDN controller contains three basic modules. The first module is SDN Module. It orchestrates network behavior my exchanging OpenFlow messages with switches, as described in section 2.3. In the implemented schema, POX controller described in 2.4 is used. The controller at first discovers the network topology. This is feasible by using the POX Discovery Module [95]. This module sends LLDP packets to all OpenFlow network switches and by examining their replies, it has a global view of the network. After discovering network topology, SDN Module examines the network topology and evaluates a number of link-disjoint paths between source and destination host. The controller receives as input the required number of disjoint paths. For instance, if the number of link-disjoint paths is equal to 3, SDN module looks for 3 link-disjoint paths between source and destination. This parameter is crucial because it increases path redundancy for connectivity between two hosts in case that a link fails during the process. This is a kind of multi-path
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Figure 4.4: Evaluating delay in receiver side

routing that guarantees that the audio flows have backup path and are not affected by link failure. Path evaluation is achieved by using python-package NetworkX [96]. This package represents the network topology as a graph and this allows path estimation between nodes in a simple way. After path evaluation, SDN Module installs flow rules for audio relaying between transmitter and receiver.

SDN controller is also equipped with a SIP Module, that allows interaction between controller and application. This module supports the new functionality that our implementation introduces which is the close interaction between application and network. SIP module initially is responsible for receiving and replying application requests for path assignment. In more details, SIP module receives the request and informs SDN module to evaluate the required number of link-disjoint paths and choose the path that satisfies the delay and jitter requirements. When the path is selected, SDN module informs SIP module and the reply is forwarded to the demanding application. As the streaming process continues, all available paths for transmission are monitored and in case of link failure or traffic congestion, audio flows are rerouted to better path. In case that all paths are congested and no one satisfies delay and jitter requirements, SIP Module informs the Application Audio Module of the transmitter to change audio processing pattern and also informs the corresponding Application Audio Module in receiver’s side.
The last module that is contained into the proposed SDN controller is called Network Monitoring Module. This module is responsible for monitoring the delay and jitter for each path in the network. This information is crucial for the SDN controller because based on this, SDN assigns and changes paths. Network Monitoring Module receives measurements from transmitter’s Application Network Module.

After the short introduction to the implemented architecture, in the next sections will be described some basic operations that the previously described modules are assigned such as sound-card delay evaluation, network delay monitoring, rerouting process etc. The full experimental setup that was used is shown in Figure 5.1.

### 4.2 Sound-card’s blocking delay

Sound-card latency describes the delay of the signal from entering in sound-card’s input till exiting sound-card’s speakers port. This delay appears during capturing and receiving process. Sound-card’s blocking delay is a function of two fundamental audio parameters: frame size and sample rate. Term frame size describes the number of samples that sound-card sends to output in every access. Sample rate describes the number of samples that are collected per second.

For sound-card’s audio latency evaluation, Mathwork’s Simulink blocks are used. In our experimental setup, an audio source (MP3) and 2 PCI sound-cards were used. Audio source’s speaker port is connected via a 3.5 mm Jack cable with the microphone port of the first sound-card. For acquiring data from sound-card’s microphone port, Simulink’s Audio Device Reader component is used [97]. The functionality of the block for acquiring data from sound-card is shown in Figure 4.5. As a short description, sound passes through microphone to sound-card device. In the next step, audio signal is converted to digital by an Analog to Digital Converter (ADC) and is stored in a buffer. Then driver reads from this buffer and by using Audio Device Reader Simulink block data is formatted to preferred data type and is sent to the output of the block for further processing.

![Figure 4.5: Audio Device Reader block diagram [97]](image)

Audio signal is driven via Simulink software to speaker’s output of the first sound-card using Audio Device Writer block [98]. Block’s functionality is shown in Figure 4.6. This
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block operates in the opposite way as Audio Device Reader block. It receives data as input into audio frames format, it sends audio data to audio driver and then to the sound-card’s buffer. After this, Digital to Analog Converter converts data to analog and sends it to speakers.

![Figure 4.6: Audio Device Writer block diagram](image)

The speaker’s port of the first sound-card is connected via a cable to the microphone port of the second sound-card. The goal of this setup is to evaluate the delay that the first sound-card inserts. The finally estimated delay for reading and recording audio in first sound-card is found by cross-correlation evaluation between the input signal of the first sound-card and the input signal of the second sound-card. Figure 4.7 describes the process for sound-card’s blocking delay evaluation.

![Figure 4.7: Blocking Delay Evaluation](image)

Simulink script that implements sound-card’s blocking delay evaluation is shown in Figure 4.8.

The described process is executed by Application Audio Module for each pair of transmitter-receiver that participate in audio transmission. After blocking delay evaluation has finished, the results are sent to the SDN controller’s SIP module so given the network delay
can estimate the mouth-to-ear delay from Equation 2.2. Application Audio Module in each node evaluates blocking delay for many combinations of sample rate and frame size values. Additionally, it executes this operation for a hundred times and evaluates the average blocking delay and via standard deviation the jitter of sound-card. Results from this analysis are kept in SIP module that creates a profile for the audio processing delay for each node. This information will be used in case that audio processing modification will be required to overcome network congestion problem by selecting sample rate-frame size values with lower blocking delay results. Figure 5.2 describes how frame size and sample rate affects sound-card’s latency used in experimental setup.

### 4.3 Network delay

Equation 2.2 formulates the end-to-end delay evaluation method as a function of network delay and audio processing delay. In 4.2 we described the process that evaluates sound-card’s blocking delay in each node for various combinations of frame size and sample rate values. This information is kept in SIP Module in SDN controller side and is used when a path request arrives or network delay is high and audio modification is required.

In 4.1 we mention that for audio transmission User Datagram Protocol (UDP) is used. UDP is quicker than TCP but it’s more unreliable because no acknowledgment mechanism exists. In many approaches in described in Chapter 3, SDN controller use statistics about delay, jitter, flow stats, port stats for network monitoring. This information is acquired by sending requests to the OpenFlow switches about their stats. OpenFlow allows such process to estimate network performance. The frequency of these requests in related work is called polling period. As we described, small polling period values can offer real time network monitoring but also can cause traffic congestion to OpenFlow switches since they have to reply repeatedly to requests for stats to SDN controller. On the other hand, large values of polling period do not create computational overhead to the switches but this also does not offer accuracy in network monitoring. Generally, because

![Figure 4.8: Delay evaluation](image_url)
OpenFlow switches are software switches with limited computational resources, it is not recommended to avoid assigning them network monitoring duties.

In our approach, switches are not involved in network monitoring process. The complexity for network delay evaluation is assigned to the end hosts. In more details, if there are k-paths evaluated between two nodes and SDN controller wants to have real time view of the delay in these paths, one end host starts simultaneously sending UDP packets with specific format over each path to the destination node. Specific format means that each packet carries as data an id that characterizes the path that follows. Transmitter sends periodically one packet per second and waits for the reply. The time space between transmission timestamp and reception timestamp equals to the Round Trip Time (RTT). Transmitter evaluates running mean for RTT values among a number of recent measurements described by a window and jitter as the standard deviation of the values within this window. These statistics are sent to the SDN controller for real time network monitoring. Parallel transmission of these packets is feasible using multi-threaded programming.

Because UDP does not provide acknowledgment mechanisms, in the implemented approach, if a packet is not replied within a particular time space defined by a maximum threshold, we regard it as lost and we regard as delay a maximum value. This method is similar with traditional ping process, but it is threaded, fully configurable and also follows the same transmission mechanism with audio transmission. The proposed method for network delay evaluation is shown in Figure 4.9.

This threaded process is executed for each path. Transmitter keeps all measurements and evaluates a running mean value for having an accurate real time view of network’s performance.

### 4.4 Application-Network communication

As described in 4.1, in this implemented architecture, application and network side cooperate during Networked Music Performance event. Initially, application via transmitter’s Application Audio Module requests a path from SDN controller with certain delay and jitter requirements for transmission process. The SDN controller receives this application request and checks via Network Monitoring Module for the path that best matches to these requirements. In case that many paths satisfy the requirements, Network Monitoring Module evaluates the Euclidean distance between the pair of required delay and jitter values and every available path. The finally selected path is the one with the minimum distance from the required values. If no path satisfies the requirements, the Network Monitoring Module finds the best effort path. In any case, SDN controller informs via SIP Module the transmitter for the selected path to start audio streaming process.

As the streaming process goes on, Network Monitoring Module monitors all available
Figure 4.9: Proposed network delay evaluation

paths following the process described in 4.3. In case that a better path is found, SDN Module reroutes the audio flow to the path with less delay. In our implementation, a threshold delay value is defined to consider a path as better. If the difference between the currently used path and another path is greater than the threshold value, we consider it as better. So, in mathematical form, if $A=\{P_1, P_2, \ldots, P_n\}$ the set of $n$ available paths with delay values $D=\{d_1, d_2, \ldots, d_n\}$ and $P_u$ the path that is currently used with delay equal to $d_u$, the criterion for rerouting decision is formulated:

$$\forall d_k \in D \text{ evaluate } \text{diff}(k) = d_u - d_k. \quad (4.1)$$

If any of $\text{diff}(k)$ is greater than threshold value, rerouting is decided. If there are many paths whose delay difference from current path delay is greater than the threshold value, new path is the one which minimizes Euclidean distance. The above process is repeated until there is at least one path satisfying delay and jitter requirements. If there is no such a path, SDN controller informs the Application Audio Module of the transmitter and receiver to modify their audio processing pattern. This means to use a sample rate and frame combination with less audio processing delay. This will be decided based on the measurements that described in 4.2. SDN controller has a full view of each participant’s sound-card performance through audio profiling for each participating node. The interac-
tion scenario between application and controller is shown in Figure 4.10. The flowchart for network delay monitoring, rerouting and audio processing modification decision is depicted in Figure 4.11.

Figure 4.10: Application-Network communication

4.5 From Real World To Mininet

For a Networked Music performance, apart from the two nodes that one transmits audio to the other, also network connectivity is required. In real world, Internet plays this role. Millions of users per second send or receive data through the Internet. For the proposed architecture, the required network connectivity should support Software Defined Networking technology. In section 2.5, Mininet network emulator is introduced. Mininet allows emulating custom network topology that consists of hosts, switches and routers. It allows data transmission between hosts like being connected in real Internet and is pre-installed in a virtual machine and runs in a real computer. Mininet also is SDN-supported so emulated network topology can be manipulated by a SDN controller running in the same or in a remote computer with Mininet virtual machine. On the other hand, in a Networked Music Performance event, audio data captured from sound-card has to be transmitted through the network, received and played in receiver’s side. Mininet allows network emulation but it does not fore audio hardware emulation. So, for the experimental setup, audio data captured from sound-card in one pc should travel through a topology emulated in Mininet and finally received and played by another real pc.

Passing traffic from a real pc into Mininet topology and receiving it to another pc requires communication between the real computers and the virtual hosts. Suppose two real computers that participate in a NMP event. The emulated topology in Mininet consists of five switches named as $S_1$, $S_2$, $S_3$, $S_4$, $S_5$. Real computer cannot pass traffic to the
emulated topology in Mininet because there is not a physical link between them. For this reason, two virtual hosts are added in Mininet topology. These virtual hosts act as relay servers. They are named as client and server. Client host should receive audio data from real transmitter computer, send it through Mininet topology and virtual host server receives audio data sent from client and forwards them to receiver computer. So, transmitter should be able to communicate with client and also server with the receiver’s computer.

As described in [99], one solution to pass real traffic to Mininet emulated topology is to attach the IP address of the virtual machine that Mininet is running on to a switch participating in the topology. In more details, if eth0 is the network interface of Mininet virtual machine, the first step is to remove ip configuration from interface eth0. Then, IP address that eth0 previously had should be attached to a switch in the topology. This way transforms a switch to a gateway enabling communication between real and emulated world. Instead of using a topology switch as a gateway switch, we used an extra switch called gateway switch that only allows communication between transmitter-client and server-receiver. This switch is not evolved in path evaluation by controller’s SDN Module. This complementary switch is directly connected with client and server and due to this, each of them has two network interfaces: one for communication with real world and one for communication through Mininet topology. Gateway switch is also an Open-
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Flow switch but SDN Module does not install flow rules for this switch since rules for enabling communication are installed using ovs-ofctl tool [100]. The described topology is shown in Figure 4.12.

In addition to audio transmission through Mininet network, SDN controller should have a view about delay and jitter path in each path of the topology. In 4.3 we described the mechanism for delay and jitter evaluation over a path. The difference between the transmission and reception timestamps equals to the current delay value of the path. SDN controller should receive this information and decide the path audio flows should follow to minimize network delay. So, client virtual host should send such delay-measuring packets over each path every second and inform the controller for the evaluated delay per path and simultaneously forward audio traffic sent from transmitter into Mininet. Also, server virtual host should act, apart from relay host that forwards audio to transmitter, also as echo server that replies to delay measuring packets client sends to it. Communication between client and SDN controller is feasible through gateway switch. So, messages with delay and jitter information shown in Figure 4.12 are sent from client through gateway switch to the SDN controller. When it receives these messages, Network Monitoring module stores this information and based on this information follows the process described in 4.11 decides whether rerouting event should be instructed or not.

4.6 A simple use case

In this section, a detailed description of a use case that our system supports will be analyzed. The example describes the case that two musicians join in our application and want
to perform a network music event. Each user uses audio hardware in order to process audio signal. Also, each user has SDN-supported network connectivity that consists of OVS switches that are orchestrated by the SDN controller.

As described in 4, the application assigns to each transmitter-receiver several-link disjoint paths. In this case, assume that the application has assigned three paths between transmitter and receiver. Suppose that set P is the set of assigned paths to this transmitter-receiver pair with \( P \in \{ P_1, P_2, P_3 \} \), with \( P_1 = 1-2-5 \), \( P_2 = 1-3-5 \) and \( P_3 = 1-4-5 \) denoting the paths of switches showed in Figure 4.13.

4.6.1 Audio profiling

The first step after joining in the application, is sound-card’s blocking delay evaluation. SDN controller’s SIP Module checks each musician’s sound-card performance following the process described in 4.2. It tries different pairs of sample rate and frame size values and creates a kind of user profile containing this audio-based information. All audio profiles are stored in a data-base in controller’s SIP Module. This profiling process is applied in both transmitter and receiver side. Profiling process is shown in Figure 4.13.

![Figure 4.13: Sound-card audio profiling by SIP Module](image)

4.6.2 Audio transmission

After Networked Music Performance application has created a profile for each participant, audio transmission is ready to start. Transmitter sends a path request to the controller requesting a path with certain delay and jitter requirements. SDN controller receives this request (Figure 4.14) and Network Monitoring Module selects the path that will be used for audio transmission.
4.6. A SIMPLE USE CASE

Figure 4.14: Path request by transmitter

SDN controller will use Network Monitoring Module to decide the path that will be used. The strategy for taking this decision is described in Section 4.3. Network Monitoring Module uses the process shown in Figure 4.9. Virtual client and server are used as hosts in Mininet topology to exchange packets between them for network delay evaluation in each path. These measurements are kept in a data-base in Network Monitoring Module in controller side. Network Monitoring Module checks the path requirements that transmitter sent and checks if available paths exist. If there are many available paths, it evaluates the Euclidean distance between delay and jitter values for each path and the required delay and jitter values. The path that has minimizes distance is finally selected for transmission. Assume, in our case that path \( P_1 = 1 - 2 - 5 \) is selected by Network Monitoring Module. SDN controller will inform the transmitter by sending a reply message (Figure 4.15). It also sends OpenFlow messages to switches that are involved into the selected path (switch 1, switch 2, switch 5) to install the corresponding flow rules in their forwarding tables for the selected path. Now, transmission is ready to start.

Transmitter receives controller’s reply and starts audio transmission. It uses microphone to capture audio signal, and then audio signal is sent through the network using User Datagram Protocol. Audio packets should pass through Mininet topology according to the process described in section 4.12. Client uses path \( P_1 = 1 - 2 - 5 \) for transmission and server receives these packets (Figure 4.16). Server forwards them to the receiver, who can listen live the audio signal sent. Network Monitoring Module, apart from replying to transmitter’s path requests for path assignment is responsible for real-time monitoring all paths that are available for network connectivity between each pair of transmitter and receiver. So, in this example, Network Monitoring Module checks also the delay and jitter values of paths \( P_2 = 1 - 3 - 5 \) and \( P_3 = 1 - 4 - 5 \). As described in Figure 4.11, SDN
controller has defined a threshold value for deciding if audio flows should be rerouted to another path with less delay or not. It evaluates the differences in delay and jitter between the currently used path and the other available paths. If there is at least one path whose delay is than the difference between currently used path and the threshold value, rerouting decision to this path is taken.

In real world, delay in links appears in cases of traffic congestion. When many users send data over the network simultaneously, in case data packets use the same paths, there is a great possibility for links in the path to be congested. Traffic congestion is a major problem for computer networks and if appears, Quality of Service is reduced due to network delay increase. So, traffic congestion cases should be avoided in delay sensitive services, especially in a NMP event where delay is an indicator for good performance. In Mininet, traffic congestion and delay increase cases can be emulated by using netem functionality [101]. Netem allows creating real world circumstances referring to delay, jitter and packet loss metrics. By using netem, user can add delay in an interface. This emulator is widely used in research community for testing protocols of wide area networks. So in our experiments, netem is used for creating or modifying delay over a link and check network’s performance.

As audio transmission continues, Network Monitoring Module checks all available paths. We add delay using netem tool in the path $P_1 = 1 - 2 - 5$. While the difference between the delay of currently used path and the other available paths delay values remains below
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Figure 4.16: Audio transmission through network

the threshold value, no rerouting decision is taken. If difference in one path is greater than the threshold value, SDN instructs the audio flows to follow this path. This happens by sending the OpenFlow messages to the appropriate switches that are involved in the new selected path. Assume that if delay of path $P_2$ is denoted as $d_2$ and delay of path $P_3$ is denoted as $d_3$. Also, path $P_1$ performs with delay equal to $d_1$. Required delay is denoted as $d_d$.

- If $d_d > d_1 > d_2 > d_3$
- If $d_1 - d_2 >$ threshold value
- If $d_1 - d_3 >$ threshold value

then SDN controller will decide that rerouting should be applied and path $P_2 = 1 - 3 - 5$ will be selected as new path for audio flows. Thus, SDN controller sends OpenFlow messages to switches 1, 3 and 5 for installing new flow rules. After flow rule installation, audio packets will travel over path $P_2 = 1 - 3 - 5$ (Figure 4.17). Audio data use path $P_2$ to reach transmitter. Applying again delay emulation with netem tool to $P_2$, like previous case, will redirect audio flows to another path. In more details

- If $d_d > d_1 > d_2 > d_3$
- If $d_2 - d_3 >$ threshold value
If \(d_2 - d_1 > \) threshold value

then SDN controller will select path \(P_3\) as next selected path. For this reason, SDN controller installs the corresponding flow rules to switches 1, 4, 5 and now path \(P_3 = 1 - 4 - 5\) is used for audio transmission (Figure 4.18).

### 4.6.3 Audio processing modification

We can add or modify delay value in every path. Suppose that we add in all available paths delay greater than the requested delay. This means that

- If \(d_3 < d_1\)
- If \(d_3 < d_2\)
- If \(d_3 < d_2\)

If this happens and no path satisfying the path requirements exists, SDN controller informs the application to change audio processing profile in order to overcome network delay increase. This means that application should use an audio profile that performs less delay and jitter values and results in end-to-end delay below the Ensemble Performance Threshold. So SDN controller’s SIP module looks for an audio profile that gives end-to-end delay below the delay constraint. When new profile is selected, SIP Module informs both transmitter and receiver side to change their audio processing parameters related to
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sample rate and frame size (Figure 4.19). This modification in audio configuration parameters may lead to bit-rate decrease and in worse quality. If network delay falls to affordable levels, our application returns to initial mode of audio configuration parameters.

This decision, apart from end-to-end delay decrease, may cause problem in sound’s quality. This depends on the hardware and quality that each sound-card supports. In any case, if network delay increases more, and using the selected audio profile does not offer below-EPT end-to-end delay values, SDN controller can select a new profile and instructs transmitter and receiver to adopt it. In worst case, if network delay is very high, SDN controller will use all available profiles and will give the minimum possible end-to-end delay to application users.
Figure 4.19: Audio processing modification decision
Chapter 5

Evaluation

In this chapter, we will introduce and analyze the results that came from our proposed architecture. Based on these results we will analyze the performance of the implemented architecture and factors that affect it’s performance.

5.1 Experimental setup

For our experiments, 2 real computers were used. In each computer also a virtual machine was running in order to represent the four modular components of the architecture. As we described in section 4.1, these components are:

- Transmitter
- Receiver
- SDN-supported network
- SDN controller

We also used four sound-cards to be able to switch between two audio configuration sets in case that audio modification is required by the system. Each pair of the four sound-cards supports different audio configuration mode. The full view of experimental setup is shown in Figure 5.1.

Mininet runs in a virtual machine in transmitter computer and emulates network topology. SDN controller is running on receiver computer in a virtual machine. For network connectivity between the two real computers a Linksys router is used.

During experimental process, audio source is playing music. Audio play is driven with audio Jack cable to transmitter computer where it is processed in two audio configuration modes. This audio signal is also driven to receiver computer where it is also processed in
two different audio configuration modes for delay evaluation via cross correlation. When Mininet topology is created in transmitter’s side, SDN controller which runs on receiver’s computer connects and discovers the full network topology. It is important that the application is tested in many different network topology types without any problem. In Mininet topology, client and server virtual hosts start exchanging periodically packets and evaluate network delay in each path, as described in Figure 4.9.

Suppose that the two real computers, transmitter and receiver have recently join the SDN-supported Networked Music Performance application and want to transmit audio context using the application. SIP module in SDN controller checks each sound-card’s performance in transmitter and receiver in various sample rate and frame size combinations and creates an audio profile for each user, kept in a database as described in Figure 4.7. These profiles will be used when the transmitter sends a path request to SDN controller for audio transmission.

Transmitter and receiver are regular users so for audio transmission three link-disjoint paths are assigned for connectivity between them. In case of premium users, the number of paths between transmitter and receiver is larger to increase connection redundancy. Transmitter sends a path request to the SDN controller for transmission to receiver in cer-
tain delay and jitter requirements (Figure 4.14). SDN controller checks the available paths for these users and based on the measurements that it has for network delay assigns the path that matches best to their demands (Figure 4.15) and informs transmitter and receiver for the path and also the audio settings that they can use for their transmission. This initial handshake between transmitter and SDN controller is implemented in MATLAB and Simulink scripts.

When transmitter receives SDN controller’s reply, it starts audio transmission through Mininet. Simultaneously, receiver can evaluate in real-time the delay by the cross-correlation evaluation between initial and received signal (Figure 4.4) and the SDN controller also by using the information about audio profiles for each user and network measurements that it has in Equation 2.3. During experiment, when a better path is found, SDN controller installs the corresponding flow rules to OpenFlow switches and it reroutes audio flows. When no path satisfies delay and jitter requirements, it informs transmitter and receiver to modify their audio modes. This is the summary of our application’s functionality and in the next sections we will discuss the results of the experimental process.

5.2 Sound-card blocking delay

Following the method described in Figure 4.7, SIP Module of the SDN controller forms a table similar with 5.1 about sound-card’s delay evaluation for each user of the application. It describes a part of user’s audio profile in our application.

<table>
<thead>
<tr>
<th>Frame Size (samples)</th>
<th>Sample Rate (Hz)</th>
<th>Blocking Delay (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td>22050</td>
<td>2.290709520523000</td>
</tr>
<tr>
<td>128</td>
<td>22050</td>
<td>5.40756032663547</td>
</tr>
<tr>
<td>256</td>
<td>22050</td>
<td>11.8374644877110</td>
</tr>
<tr>
<td>512</td>
<td>22050</td>
<td>23.9535662749948</td>
</tr>
<tr>
<td>64</td>
<td>44100</td>
<td>1.05316310098900</td>
</tr>
<tr>
<td>128</td>
<td>44100</td>
<td>2.51817673929500</td>
</tr>
<tr>
<td>256</td>
<td>44100</td>
<td>5.07265410981300</td>
</tr>
<tr>
<td>512</td>
<td>44100</td>
<td>11.5306774050616</td>
</tr>
</tbody>
</table>

Table 5.1: Sample of user audio profile

We tried 22050, 44100, 48000, 192000 Hz for sampling rate values and 64, 128, 256, 512, 1024, 2048, 4096 samples as frame size values. Figure 5.2 depicts sound-card’s performance in various sample rate and frame size combinations.

As we can see, blocking delay decreases as we decrease frame size and increase sample
5.3 Path selection and rerouting decision

The main purpose of our implementation is to provide a mechanism that given audio settings of each user and network to provide communication between transmitter and receiver below the Ensemble Performance Threshold value. Thus, SDN controller monitors in real time network delay in each path and assigns the path with minimum delay to satisfy EPT constraint. Also, if during transmission better path is found, it dynamically reroutes audio flows to this path. In case that all paths are congested, it interacts with application side to modify audio configuration and absorb network delay increase. If this does not
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result in below-EPT end-to-end-delay because network delay has is totally congested, our application provides the best-effort path for minimizing end-to-end delay.

Since SDN controller has information about audio profiles for each user, by using Equation 2.3, it can evaluate the maximum affordable network delay for audio transmission before interacting with application for audio settings reconfiguration. Figure 5.3 shows the analysis for the relation between blocking delay and network delay for each pair of frame size and sample rate values in order to have up-to EPT end-to-end delay.

![Audio Processing and Network delay combinations in terms of Sample Rate and Frame Size for below-EPT performance](image)

**Figure 5.3: Maximum affordable network delay for each audio profile**

We will perform the results of our implemented architecture through an example that we tried as use case for our system. In this example, we will present also some parts of the user interface from the system and also evaluate it’s performance. Suppose that we have the topology shown in Figure 5.4.

![Example topology](image)

**Figure 5.4: Example topology**

SIP module has collected audio information from both transmitter and receiver, available
paths are monitored in real time and this information is stored in Network Monitoring Module. For network monitoring we used a window for 40 measurements for evaluating moving average delay and jitter. Suppose transmitter sends and application request to the SDN controller, as shown in Figure 5.5.

SDN controller uses Euclidean distance and finally selects path 1-3-5 for audio transmission (Figure 5.7). It also informs transmitter and receiver (Figure 5.8) for selected path delay and jitter and also for the audio configuration that is recommended. The initial audio configuration set refers to sample rate equal to 22050 Hz and frame size equal to 128 samples (Mode 1). The alternative audio mode (Mode 2) that will be used refers to sample rate equal to 44100 Hz and frame size 128 samples. The aggregate (for both sound-cards in transmitter receiver) blocking delay is evaluated equal to 10.8 ms for Mode 1 and 2.1 ms in Mode 2. So the gain between the two modes is equal to 8.7 ms. This means that our system can absorb up to 8.7 ms increase in the network by re-configuring audio parameters.

Transmitter receives the SDN controller’s reply and starts transmitting audio to receiver node. For testing the performance of our system, we used netem tool to add delay in each
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Figure 5.7: Application reply screenshot from controller

For transmission start, frame size assigned to 128 samples and sample rate assigned to 22050 samples/s

Figure 5.8: Application reply received in receiver side

Interface and check system’s behavior. Figure 5.9 shows the evolution of path selection mechanism. Threshold value for deciding rerouting to a new path is 2 ms.

Figure 5.9: Selected path into Finite State Machine form

Above each arrow, the added delay value is shown. Numbers in the FSM show the sequence of the events. Table 5.2 shows the time in second each transmission from current to next path takes place.

In case for rerouting, SDN controller informs the user as shown in Figure 5.10.

When no available path satisfies EPT constraint, SDN controller informs both transmitter and receiver to modify their audio settings. Messages for audio configuration are shown in Figure 5.11 (SDN controller), in Figure 5.12 (transmitter) and in Figure 5.13 (receiver).
Table 5.2: Transmission schedule

<table>
<thead>
<tr>
<th>Time (sec)</th>
<th>Current state</th>
<th>Next state</th>
</tr>
</thead>
<tbody>
<tr>
<td>161</td>
<td>-</td>
<td>1-3-5</td>
</tr>
<tr>
<td>280</td>
<td>1-3-5</td>
<td>1-4-5</td>
</tr>
<tr>
<td>319</td>
<td>1-4-5</td>
<td>1-2-5</td>
</tr>
<tr>
<td>377</td>
<td>1-2-5</td>
<td>1-3-5</td>
</tr>
<tr>
<td>446</td>
<td>1-3-5</td>
<td>1-4-5</td>
</tr>
<tr>
<td>493</td>
<td>1-4-5</td>
<td>1-2-5</td>
</tr>
<tr>
<td>564</td>
<td>1-2-5</td>
<td>Audio configuration</td>
</tr>
</tbody>
</table>

Figure 5.10: Rerouting example

Figure 5.14 shows the delay in each of the three link disjoint paths in our topology. Also, all rerouting events and audio configuration decision are depicted in the same figure. We can see that if transmitter uses Mode 1 for transmission which gives 10.8 ms aggregate blocking delay for both sound-cards, the maximum affordable network delay that allows end-to-end delay up to EPT value is 25-10.8=14.1849 ms. When all paths are above this value, SDN controller instructs transmitter and receiver to switch to audio Mode 2. In Figure 5.14 we can see that after 780 seconds the best available path has delay equal to 19-20 ms which is greater than the maximum affordable network delay.

5.4 Results

Figure 5.16 shows the fundamental metric that defines the performance of our system, which is end-to-end delay. We can see in details the exact value of network delay per second and end-to-end delay. It’s worthwhile to mention that the novel element of this thesis, which is close communication between network and application for below EPT end-to-end delay, is also confirmed, since audio configuration decreases end-to-end delay. Also, by comparing (Figure 5.15) delay estimated by SDN controller via Equation 2.3 and end-to-end delay evaluated in receiver, we can see that they are almost the same. This is critical because in real world it is impossible to have a copy from initial signal for delay evaluation via cross correlation method. So, using Equation 2.3 allows estimating
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end-to-end delay in NMP systems given blocking delay and network delay.

Purple line shows the end-to-end delay without communication between network and application and red line shows the end-to-end delay after our method is applied. We can see that in first case the end-to-end delay is about 30.6008 ms and due to communication between network and application this is reduced to 21.8920 ms, which is accepted due to EPT constraint and offers remarkable decrease by 8.71 ms. Network delay reaches to 19.7857 ms which is 19.7857-14.1849= 5.6008 ms over the maximum affordable network delay that allowed audio Mode 1. Our application can afford still 25-21.8920=3.1080 ms without violating EPT constraint. The gain in delay terms that interaction between transmitter and receiver offered in percentage scale is evaluated as:

\[
gain = \frac{\text{end-to-end delay mode 1} - \text{end-to-end delay mode 2}}{\text{end-to-end delay mode 1}} \times 100\% \tag{5.3}
\]

Also we can define gain metric referring to blocking delay modification and is evaluated as

\[
gain_{\text{audio}} = \frac{\text{total blocking delay mode 1} - \text{total blocking delay mode 2}}{\text{total blocking delay mode 1}} \times 100\% \tag{5.4}
\]

Gain value in Equation 5.3 shows the degree that end-to-end delay is reduced compared to the case that no audio modification was decided. On the other hand, gain value from Equation 5.4 shows the degree that only blocking delay is reduced due to audio modification in a mode with reduced audio latency. In simulation experiments, we tried various combinations of audio configuration parameters. For instance, in case that audio mode 1
MOD AUDIO:
Sample rate changed to 44100 samples/s from 22050 after controller MOD AUDIO command
Frame size changed to 64 samples from 128 after controller MOD AUDIO command

Figure 5.13: SDN controller informs receiver for audio configuration

![Network delay evaluation via periodic pings](image)

Figure 5.14: Network delay in each path of the topology

refers to sample rate equal to 44100 Hz and frame size equal to 512 samples and mode 2 can be either with sample rate equal to 44100 Hz and frame size equal to 64 samples (case 1), 128 samples (case 2) or 256 samples (case 3) the gain referring to end-to-end delay and blocking delay in each case is shown in Table 5.3. For this simulations, we increased network delay 0.08 ms per second and we consider that network delay is equal to 1 second for time space until t=10 seconds. Figure 5.17 shows delay evolution for each audio configuration mode. Audio configuration is decided at t=21 seconds. Values for blocking delay in each audio mode are described in Table 5.1.

<table>
<thead>
<tr>
<th>Sample rate (Hz)</th>
<th>Frame size (samples)</th>
<th>Gain percentage (%)</th>
<th>Gain audio percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>44100</td>
<td>64</td>
<td>59.29</td>
<td>90.8</td>
</tr>
<tr>
<td>44100</td>
<td>128</td>
<td>51</td>
<td>78.16</td>
</tr>
<tr>
<td>44100</td>
<td>256</td>
<td>36.546</td>
<td>56</td>
</tr>
</tbody>
</table>

Table 5.3: Gain percentage simulation results

In practice, gain percentage is case of switching between two audio modes is given by the equation 5.3 but end-to-end delay is equal to:
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\[ \text{end-to-end delay} = \text{network delay} + 2 \times \text{sound card delay} \]  
(5.5)

Combining Equations 5.5 and 5.3 we evaluate gain as (network delay is common for two audio modes):

\[ \text{gain} = \frac{\text{blocking delay mode}_1 - \text{blocking delay mode}_2}{\text{network delay} + \text{blocking delay mode}_1} \times 100\% \]  
(5.6)

So, by 5.6 we evaluate gain percentage for switching to another audio mode as a function of network delay and difference between the blocking delay values of the two audio modes.

From table 5.3 it is shown that for given sample rate, as frame size increases end-to-end delay also increases. This happens because frame size describes the number of samples
that sound-card gives to output per access. For larger frame size cases sound-card should wait more to produce the required number of samples in the output. So, for minimizing blocking delay and generally end-to-end delay frame size should be kept in low levels.
Chapter 6

Discussion

In Chapter 3 we described the related work about Networked Music Performance systems and generally SDN-based QoS aware systems. The main problem in NMP approaches is that researchers due to their interest area examine only one side of the problem and they don’t take into account the other side. Audio researchers focus on ultra-low delay encoders and try to minimize end-to-end delay by reducing audio processing delay. On the other hand, network researchers examine NMP via network perspective as an example of QoS-aware system and they incorporate Software Defined Networking in their architecture to be flexible in dynamic path selection for minimizing network delay without examining audio processing aspect. The novel feature of our approach is that it does not examine only one side of the problem but it tries to minimize both network and audio processing delay and finally end-to-end delay. This is possible via close communication between application and network. Initially application requests a path with certain delay and jitter requirements and network assigns this path. Additionally, as transmission process continues in case that this path is congested, SDN controller dynamically reroutes audio flows to alternative paths without causing problem to users experience. In case that network cannot absorb increased delay, it informs application to modify audio processing mode and reduce as possible end-to-end delay.

Apart from the main difference mentioned above compared with previous similar approaches, there are also differences in the strategy each approach uses. For instance, we described that a large number of SDN-based QoS-aware application prioritize the flows in queues and based on Type of Service or User privileges (separation between normal and premium users) they provide paths to users. In our approach, each transmitter-receiver pair is assigned a group of available paths and SDN controller selects audio transmission path among them without any type of classification. Moreover, our approach can support multicast transmission for increasing redundancy by assigning multiple paths for each audio flow but this is an extra feature. We also use Session Initiation Protocol for signaling purpose between transmitter and receiver but also in this handshake process participates SDN controller which initially assigns network paths and also instructs audio modification if it can’t reduce end-to-end delay via rerouting method.
Another major difference between our architecture and other QoS-aware projects that use live path monitoring is the way that we acquire information about network conditions. In many approaches that we describe in 3, SDN controller asks periodically OpenFlow switches for statistics about flows and ports. The time between two consecutive requests is called polling period. In case that small polling period is used, switches should cope with an important overhead due to these requests. However, because switches have limited resources, we try to avoid assigning them monitoring duties. They are just used as forwarding devices. We created an alternative path monitoring mechanism with transmission and reception packets of specific format and evaluating path delay as time difference between transmission and reception for each path. Transmission of these packets takes place every second between virtual hosts in Mininet. This method exploits the resources that end hosts have which is preferred than requesting repeatedly the switches. Also, in many QoS-aware applications rerouting to a new path is enabled when users report the problem via Mean Opinion Score (MOS) or QoE. Our approach enables rerouting mechanism automatically when a path with the difference of current path delay and any other available path is greater than a threshold value and does not depend on users report or is not affected by users opinion.

As a conclusion, the architecture we proposed is an intersection of the major types of approaches about Networked Music Performance systems, audio processing-based and network based. This combination extends the flexibility of the system because it can deal with congestion cases and if this is not adequate, audio modification can offer below-EPT transmission or at least offer minimized end-to-end delay, which in cases of ultra-low delay sensitive applications is remarkable.
Conclusions and Future Work

Conclusions

In this master thesis we introduced and demonstrated a method for close collaboration between application and network for system performance improvement. This model can be applied in all QoS-aware applications that should provide services satisfying certain requirements related with end to end delay, jitter, packet loss and error rate. We selected Networked Music Performance (NMP) systems to apply this concept, because this type of application belongs to ultra-low delay sensitive applications that have strict delay constraints at the level of milliseconds.

Our method manages to absorb an important amount of network delay increase by modifying audio configuration parameter set as we described in Chapter 5 and generally benefits system’s performance by providing better QoS service to users. Gain degree depends on the network condition and the available modes that are offered by application for switching in case of excessive network delay increase. The whole architecture is based on the recent trend in computer networks called Software Defined Networking. Apart from NMP systems, our approach can be extended to various applications used in daily life as we describe in this chapter.

Through interaction between application and network we offer better network utilization as optimal path routes are used for data delivery, avoiding traffic congestion and link failure problems. Also, application can use network information to inform users about bad network connectivity in case that it can’t cope with the problem. Generally, because for most of recent applications Internet connectivity is indispensable for data exchange, collaboration concept can benefit both sides for improvement. This means that applications would be more flexible in sudden network changes without interfere users and computer networks will be used for satisfying certain application requirements described in Service Level Agreements. Also, Internet Service Providers can adjust their network infrastructure easily to new demands due to technological breakthroughs in coming years. In any case, concept introduced in this master thesis is a prototype that can be applied instantly
in real world conditions.

**Technical limitations**

In our approach, due to the software used, there were some constraints during experimental process. First, network topology is emulated via Mininet running on a virtual machine. This machine has limited computational resources and is not proposed for large-scale network emulations because it shares the available resources related to CPU and memory among hosts and switches. So, in case of large-scale networks a convenient computer is not recommended. Also, Mininet by default is designed to be isolated from Internet and in case that real traffic should pass through Mininet, user should configure it by attaching the corresponding interfaces to real hardware interfaces, as described in 4.5. This might create some overhead in terms of delay because of Mininet limited resources. Also, users should not forget that Mininet emulated hosts share the host file system and PID space and this requires attention when running scripts that affect file system. Finally, as all emulators, when using Mininet in real-time applications users should be careful when measuring in real-time outside Mininet and in virtual time inside Mininet. Generally, Mininet is recommended for emulating network topologies for experiment purposes but it requires attention when cooperating with other applications running on host machine.

Furthermore, in our architecture we used POX as an SDN controller. As we described in 2.4, POX is Python based controller used by research community. It supports single-threaded architecture so parallel operations are allowed but it executes them as being sequential. In our case, for instance, when client virtual host sends simultaneously measurements for delay and jitter to SDN controller, it receives them one by one. So, if we have many paths to monitor and receive measurements, controller will not react as instantly as required in case of network changes. So, POX can be used in small scale topologies when parallel path monitoring for taking optimal routing decisions is required. Furthermore, POX does not provide support for IP fragmented packets. In real network, the maximum available packet size that can be transmitted without fragmentation is defined by Maximum Transmission Unit (MTU). On Ethernet, the maximum amount of data in a frame is ordinarily 1500 bytes, which leaves at most 1472 bytes for application data to avoid fragmentation, assuming 20 bytes for the IPv4 header and 8 bytes for the UDP header. POX cannot handle fragmented packets so this limited the range of possible frame size values that we could use. Packets that we transmit through network consist of double precision numbers which have size 8 bytes. As a consequence, the maximum available frame size that avoids IP fragmentation is 128 samples (128 * 8 = 1024 bytes).

Finally, as we described in 4.1, we used four sound-cards for performing audio mode switching due to controller’s instruction. This happened because the software tool we used for capturing and transmitting audio from sound-card to network, Simulink, does not allow modifying parameters in blocks that require access to real hardware on runtime. So, each audio mode is supported by a pair of transmitter-receiver sound-card operating in different sample rate and frame size conditions. In real world, a software that allows
this modification would be useful to change dynamically to new sample rate and frame size values.

**Future work**

Close collaboration between application and network is effective for ultra-low delay sensitive cases such as NMP systems. Apart from this type of service, there are various daily life applications that can support this concept. In this section, we describe various.

A modified version of our system could incorporate ultra-low delay encoding/decoding methods (e.g. Opus [8]) for modifying bit-rate based on network condition. Bit-rate describes the number of bits required for signal representation per time unit. Bit-rate is evaluated from Equation 7.1

\[
\text{bit rate} = \frac{\text{number of bits per sample}}{\text{sample rate}} \tag{7.1}
\]

In this case, encoder and decoder would also interact with network and modify encoding/decoding method by changing the number of bits used for audio representation in case of traffic congestion, offering bit-rate adoption to network condition. A proposed architecture is shown in Figure 7.1.

![Figure 7.1: Future work with encoding in NMP](image)

Additionally, apart from audio services, we can support also video teleconferences that require instant interaction between participants located in different places. In this case, SDN controller should assign also paths for video packets that should have same delay as audio packets and in case of traffic congestion, it reroutes them to new paths or modify multimedia processing pattern. Also, a similar application type that can adopt our concept is online gaming, that requires ultra-delay interaction between players. An example of this prototype is shown in Figure 7.2.
Multimedia domain is not the only area that our approach can benefit. Also, in wireless sensor networks, SDN controller can monitor wireless network and select the path with minimum delay between the sensor and the measurement collector. This can be useful in cases of wireless sensors monitoring gas leakage for instance and instant reaction is required to deal with the problem. There are various researches incorporating SDN in wireless sensor networks studies ([102], [103], [103], [104]) that introduce SDN routing policies applied in wireless sensor networks.

Also, the proposed methodology can be applied to health care applications. Patients use wearable devices that transmit periodically measurements related to health indicators such as blood pressure, vision quality, and body temperature. In case that a patient needs instant treatment, device transmits an emergency message and our system can provide paths
with minimum delay for message or measurements transmission. Related works about SDN-based healthcare applications are [105] and [106]. Also, telesurgery can be benefited by our approach that requires also minimized delay across paths. SDN can be used in telesurgery applications for path establishment between doctor and patient that has certain delay value and guaranteed Quality of Service ([107], [108]). Moreover, communication between application and network can benefit online financial transactions that require secure and instant reaction, like stock market tradings. In this case, users require real time monitoring for current stock market prices and also if they want to execute an online transaction, they want to accomplish the transaction instantly. Our proposed method can help towards this direction and generally online transactions can be benefited (Figure 7.4). Finally, another type of service that requires delay guaranteed communication is online bet services. Many users around the world use applications in mobile devices or computers and while a sport event takes place, they use Internet for online betting purpose. In this case, the network should react instantly to their bet operations so delay should be eliminated. Our method could contribute in this problem, providing the best possible path that satisfies the delay requirements or provide multiple paths for secure transactions between users.

Figure 7.4: Future work in online transactions

As a conclusion, close collaboration between application and network is very useful concept for all applications that require minimized end-to-end delay and instant interaction between users connected to Internet. All the above proposed solutions to embed this concept to real systems aims to enhance applications’ performance and generally quality of service and user experience.
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