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Measuring Internet Connectivity Between User
Populations Using Active Measurements

Abstract

The Internet is getting better and better at delivering content to end-users; this
shift is spearheaded by Internet giants such as Google and Facebook. Nevertheless,
a number of applications (e.g., peer-to-peer, Blockchain) rely on user-to-user con-
nections, which raises the —still open— question of how end-users are connected with
each other. This is further stressed by the fact that multiple suspicious incidents
of path manipulation for user-to-user communications have been reported.

In this work, we use active measurements (i.e., traceroutes between RIPE Atlas
vantage points) and publicly available datasets to explore the interconnectivity of
the user-facing networks with the largest user populations in any given country.
We combine user population per autonomous system (AS) estimates from APNIC
with data plane measurements and provide insights into the user-to-user connec-
tivity for 114 countries, over time. In order to study per-country interconnectivity,
we construct a framework that stores and processes massive traceroute datasets,
making refined results available via an online public API. On a monthly basis, we
analyze ~420K traceroute paths, from ~3,5K RIPE Atlas probes in ~2,6K ASes.

We derive statistics and comparisons between countries in terms of: (i) out-of-
country vs. in-country paths, (ii) direct connections vs. intermediary networks,
(iii) IXP crossings vs. non-IXP crossing paths. We discover among other findings
that over time 20% to 50% of the user-to-user connections in Greece cross an
IXP; while in the U.S., the fraction of such connections is only ~3%. We also
propose a methodology to infer the transit betweenness of networks in the user-
to-user paths. For example, in the U.S. 8% of the user-to-user connections flow
through the incumbent provider, consistently in time. Besides, we go beyond
eyeball networks, and focus on the differences between the two Internet protocols
(IPv4/IPv6) in terms of path lengths, paths staying in or going out of a country,
as well as IXP crossings. We observe paths in IPv6 to be shorter than IPv4 for
almost all countries. Moreover, in the U.S. the fraction of paths that cross an IXP
in IPv6 is ~50%; two times more than in IPv4. Finally, we evaluate the coverage
of RIPE Atlas on user populations around the globe.






Métpnon tng Awadixtvoxng 20voeong ITAnduoudy
Xenotwv pe Xenon Evepywv Metpriceswy

ITepiandn

To Awadixtuo BehtidveTtar Slapxds OGOV apopd TNV ToROY Y| TEPLEYOUEVOU GTOUG
TehxoUg yerotec. Auty 1 Beitiwon Baoileton oe yeydhoug naixteg dnwe to Google
xat to Facebook. Iap ‘Ohat quTd, 1 EXTETAUEVT Y ENOT EPUOUOY WY YENOTN-TROC-YPHOT
(m.x., peer-to-peer, Blockchain) 9étel to epdtnua yioo T0 TG oL TEMXOL YpHOTES
ocuvdéovtan Petadld touc. To epodtnua Toviletar Tepautépw amd TO YEYOVOS OTL EYOLY
avapepiel TOAATAG OTOTTA TEQIGTATING YELRUYWDYNONG LOVOTATIOY YL ETLXOVWVIES
Yot meog yeNoT, YETal) SixTOWY VIO piog Yweas.

Ye authv Vv epyaoia, yenotponowolue evepyés petpfioelc (dnhadr traceroutes
petall petpnTindv ovoxeuwy RIPE Atlas) xou dnpoociwe Siodéowa dedopéva, yia
Vo BlepeuvicoupE TN BLaoUVEEST TwV BxTOWY Tou eEUTNEETOVY TOUC UEYAADTEPOUS
TAnduopole YeNoTOY OE OTOLONTOTE BEQOUEVY YOEA. XUVOUALOULUE TIC EXTHUNOELS
ToU TANYUCUOY TV YENOTOY avd autovogo cUotnua (AS) ané to APNIC, ue tic
petpfoelc emmédou dedouévmy (traceroutes) xou e£8yOUUE CUUNERAOUOTO OYETIXG UE
TN CUVOECOTNTA YeNnoTwy Yio 114 ywpeeg, otny ndpodo tou yedvou. Ilpoxewévou
VOl HEAETACOLUE TIC TTUYEC CLVOECWOTNTAC Ve YW, xotaoxevdlouue éva frame-
work mou amodnxelel xon enelepydleton yalixd dedopéva traceroute, xahotwdvTaC Ta
ene€epyaouéva anoteréopata dadéoua péow evog online dnudctov APL. Ye unvioda
Bdon, avahboupe ~420K traceroute povondtia, and ~3,5K RIPE Atlas cuoxeuég oe
~2,6K autdvoua cucThUAT.

E&dyoupe otatioTixd otouyela xon TpoyHaTomolo0UE cUYXEICES YETOED YWE®Y
600V apopd: (i) to povomdtior Tou e€épyYOVToL Amd TN YWEO EVAVTL EXEVWY TOU To-
PAUUEVOLY EVTOC TV YwedY, (1) TIC SUECES CUVOECEIS EVaVTL TWV CUVOECEWY UECW
evoidueowy dixtiwy, (i) Tic dieheboewc yéow IXP (Internet eXchange Point) évovtt
TV dteredoewy extog IXP. Metald toVv anoTeAoUdToY Yog, TUpATNPOVUE OTL UE TNV
T8podo tou ypbvou to 20% éwe 50% Twv oUVBECEWY PETAEY YEeNoThY oty EXAGSa
draoyilel éva IXP, eved otic HILLA., 10 t060616 tét010v ouvdéoeny eivon poie 3%.
Emnmiéov, npoteivoupe yia yedodohoyla yLol Vo UETRTICOUUE TO TOCOGTO TV CUVOECE-
oV Yenotwy nou daoyilouy evdidueoa dixtua. T mopdderyuoe, ot HILA. o 8%
TWV CLVOECEWY PETOED YPNOTOV SLEPYETAUL YETK TOU BIXTVOU EVOC UEYIAOU TAUPOY 0L
UTNEECLOY, 6Toepd oTov Yeovo. Extog and to dixtua Tou xaAITToUY TIg UEYOAUTE-
eec mANuowaxég opddeg o pla ywpea, eCeTdlouPE xon TG Slopopég YeTay Twv 800
TewtoxOAMwy Awdixtiou (IPv4 / IPv6) 6cov agopd 10 uixog Temv LovoTaTdy, T
HOVOTATIOL TTOU UEVOLY EVTOC 1) EEEQYOVTOL U0 [LOL YR, XAVME Xtk TL SLEAEVCELS UEGH
IXP. Hapatnpodue 6t ta povondtio Tou IPv6 elvan uixpdtepa w¢ mpog to prxog amd
ta avtiototya tou IPv4 og dhec oyedov Tic ywpeec. Emmiéov, otic HITA to nocootod
povorotidv ou daoyilouy éva IXP oto IPV6 eivar ~50%, dnh. 0o gopéc peyahite-
eo amd 6,1 oto IPv4. Téhog, a€lohoyolue Ty TAnduouion] xdAudm tTng TAATQOpUIS
tou RIPE Atlas oe 6Ao tov xdopo.
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Chapter 1

Introduction

The overall Internet usage has seen tremendous growth over the last decade. About
~54.4% of the world’s population uses the Internet [41]. According to the Inter-
national Telecommunication Union [19] about 4 billion people (more than half of
the world’s population) will be online by the end of 2017. However, the majority
of the users know little on how the Internet is structured and the sheer complexity
of it [38], which results to understanding the Internet as a single abstract entity.

The Internet is a network of networks with distinct modes of technical and po-
litical control. Each network entity is called Autonomous System (AS), as it has
its own routing policies and strategies. According to an Internet report [42] as of
May 2018 about 61K ASes participate in the global Internet routing system. These
ASes form transit or peering business relationships with each other, reflected on
physical connections between their routing equipment. In the transit relationship,
the traditional customer-provider model is applied, where the customer pays the
provider to transit its traffic to other ASes with a typically rate-based charge (e.g.,
based on the 95th percentile approach) [72]. This model results in a transit hierar-
chy with the ISPs having the largest customer cones at the top. On the contrary,
peering relationships express the model of traffic exchange between the users and
customers of each network without paying a fee. Moreover, recent research stud-
ies discovered that the hierarchical structure of the early days of the Internet has
loosened over the years [77].

In this context, the emergence of the Internet Exchange Points (IXPs) enabled
medium and small size networks to peer directly with content giants such as Google
and Facebook but also with large Content Delivery Networks (CDNs) such as
Akamai. The primary objective of these Internet giants is to bring content (and
related services) as close as possible to the end-users [52]. By optimizing their
connectivity with the user networks they increase the user experience of their
services (e.g., reducing latency), while decreasing transit fees. To optimize their
Internet connectivity with other ASes, they peer with hundreds of networks either
via IXPs [48] or via private interconnections at hundreds of different facilities [64,
59]. As an outcome of all these interconnections between ASes we would expect



the Internet to operate as a random game of hot potato routing. However, a
research study [4] revealed that only a small portion of autonomous systems carry
the majority of the paths for a disproportionate number of routes on the Internet.

Furthermore, a rising tendency of governments around the world trying to
legislate and control the Internet by applying censorship on Internet traffic [24,
5, 45], has increased the awareness of the research community to identify possible
intermediate networks that could act as points of control [76] for the connectivity of
an entire country ecosystem. For example, the AT&T Whistle-Blower’s Evidence
[21] revealed the case where an ISP cooperated with the U.S. National Security
Agency in order to surveil Internet traffic.

Moreover, the interconnection of ASes has become a very active area of re-
search, with the majority of the studies focusing on how networks reach large
content providers and their services, as well as on how these routes can be fur-
ther optimized. Nevertheless, the extended use of user-to-user applications (e.g.,
peer-to-peer, VOIP, online gaming) and technologies (e.g., Blockchain) raises the
following —still open— question. How is a user serviced by network A in country
X connected to another user in network B in the same country? To address this
question we need to focus on how the eyeball networks, i.e. the networks that pro-
vide Internet access to end-users at the “last mile”, are interconnecting with each
other. As opposed to content which can be moved around and hosted anywhere
in the network [73], end-users usually access the Internet from a limited physical
area, typically the area where they reside or work. Therefore, routing IP packets
from end-user to end-user is really determined by how the networks serving the
users are connected with each other.

In this thesis in order to characterize the user-to-user connectivity in a given
country we use the RIPE Atlas measurement platform [31]. The platform has
probes deployed inside multiple user networks; these probes can perform active
Internet measurements (e.g. traceroutes, pings). Using the platform we explore
what RIPE Atlas probes can tell us about the interconnectivity of networks which
serve the majority of users in a given country. Our intent is to understand and
characterize aspects of user-to-user connectivity in terms of: (i) out-of-country
vs. in-country paths, (ii) direct connections vs. intermediary networks, (iii) paths
between neighbor country pairs even in light of limited probe coverage within their
eyeball ISPs. We believe that such a characterization can help network operators,
network researchers and Internet users to discover interesting interconnectivity
artifacts and issues [74, 60, 56] within the countries they operate and live, and act
upon them.

1.1 Contributions

In this thesis we make the following contributions:

e Eyeball Jedi Framework - API
We propose the Eyeball Jedi framework which can store, enrich with external
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datasets and analyze massive traceroute datasets derived from the RIPE
Atlas platform. The processed results are available using a publicly available
REST API which can be used from network operators as a network debugging
tool, but also from researchers working on the field of Internet connectivity
using data plane measurements and accounting for how users are connected
to each other.

e Inferring user-to-user connections that

— Go through Internet eXchange Points (IXPs)
We characterize the user-to-user connectivity based on the crossing or
not of an IXP per AS pair for 114 countries across time. Moreover,
we aggregate the results and provide statistics w.r.t. the user-to-user
connections that flow through IXPs. We discover that over time, 20%
to 50% of the user-to-user connections in Greece cross an IXP; while in
the U.S., the fraction of such connections is only ~3%.

— Stay local or go out of country
We examine the evolution of the in/out-of-country paths between user-
to-user interconnections per AS pair for 114 countries across time. More-
over, we aggregate the results and provide statistics w.r.t. the user-to-
user connections that stay in-country or go out of country. We discover
in Canada fractions of connections going out of the country ranging
from ~2% to ~11%, which align with other similar research findings.

e Quantifying the presence of intermediate networks
We propose a methodology that uses data plane measurement results (tracer-
outes) along with user population per AS estimates and extract quantitative
statistics on the “transit betweenness” of the intermediate networks in a
country ecosystem. For example, in U.S. 8% of the user-to-user connections
flow through the AS7843 (Time Warner Cable Internet LLC), consistently
in time.

e RIPE Atlas Population Coverage
To evaluate the RIPE Atlas coverage in user populations per country we
created the RIPE Atlas Population Coverage tool. The tool, on a daily
basis, estimates the proportion of Internet users across the world situated in
networks that can be measured from within RIPE Atlas.

e Publication to workshop & presentation to RIPE meeting
Part of this work, titled ”Characterizing User-to-User Connectivity with
RIPE Atlas” has been published at the the Applied Networking Research
Workshop (ANRW) 2017 in Prague, Czech Republic [58]. Moreover, early
insights from this work have been presented to the Connect Working Group
of the RIPE 74 meeting in Budapest, Hungary.



4 CHAPTER 1. INTRODUCTION

1.2 Outline of the Thesis

The thesis is structured as follows. First, we describe the datasets and the tools
that we used to explore the connectivity between user populations (Chapter 2).
Then we discuss and introduce a framework which was built in order to analyze the
measurement data but also to make the analyzed data available to the community
(Chapter 3). After that, we focus on the ”Eyeball” connectivity; first, we describe
and discuss the methodology to identify these eyeball networks and parse the
collected results. Then we describe the methodology to construct the Eyeball-to-
Eyeball matrix. After that, we introduce a new metric: the “Transit Betweenness”
in order to measure the percentage of user-to-user connections that traverse an
intermediate network. Finally, we visualize these results in a meaningful way
(Chapter 4). In the next Chapter, we provide additional applications for our
framework by studying the path length, the IXP crossings and the paths that
went out of country over time but also per IP version to discern the Internet
structures of each nation (Chapter 5). Next, we present and discuss the related
work (Chapter 6). Finally, we discuss the results, the limitations, and the potential
uses of our estimates and our framework (Chapter 7).

Lastly, Appendix A evaluates the current probe selection strategy of the IXP
Country Jedi tool. Appendix B presents a tool to explore the proportion of Internet

users across the world situated in networks that can be measured from within RIPE
Atlas.



Chapter 2

Datasets and Tools

In this Chapter we present the datasets and tools that were used in this work. To
make our work reproducible and also to allow other researchers to create new work
based on this research, we used only publicly available datasets and open-source
tools. This Chapter is structured as follows. First, we describe the RIPE At-
las platform which generated our primary dataset (i.e., traceroute measurements;
Section 2.1). Then, we describe the APNIC user estimates per ASN (Section
2.2), which were used to rank the networks —and their contribution in user-to-user
communication— based on the estimated number of users they serve on a country
level. After that, we describe the datasets that we used to perform IP Geolocation
(Section 2.3), IP-to-AS mapping (Section 2.4) and identify whenever a traceroute
crosses an IXP or not (Section 2.5). Finally, we describe the IXP Country Jedi
prototype tool from which we derived targeted traceroute datasets (Section 2.6).

2.1 RIPE Atlas

RIPE Atlas is one of the largest global Internet Measurement platforms. Its main
purpose is providing data on network connectivity and reachability. The platform
is supported by thousands of volunteers around the world who host small hardware
devices, called probes, in their homes and offices. These probes measure the health
of the Internet from all over the world 24 hours a day. The platform is continuously
expanding and new probes are connecting all the time. RIPE Atlas was established
in 2010 by the RIPE Network Coordination Centre [34]. As of May 2018, it
is composed of nearly 25,370 probes and 317 anchors(i.e., probes with advanced
hardware and measurement capabilities). Out of the total number of probes,
~10,500 are currently active(online) around the world.

The aggregated data collected by the probes are publicly available to everyone
through the RIPE Atlas API [28]. The users who host probes benefit by earning
credits on a daily basis. These credits can be used in order to launch their own
customized measurements, and gain valuable information about their own network
or any other network they want to measure.



6 CHAPTER 2. DATASETS AND TOOLS

In this work, we use Atlas probes to perform traceroute measurements. We
explain the main capabilities and features of a probe in section 2.1.1 and the
traceroute format used by RIPE Atlas in section 2.1.2.

2.1.1 Probe Features

The backbone of the RIPE Atlas platform is formed by the RIPE Atlas probes.
The probes are small hardware devices that actively measure Internet connectivity
through ping, traceroute, DNS, SSL/TLS, NTP and HTTP measurements. Probes
are able to perform measurements for both IP address protocols (IPv4/IPv6), given
that the provider network supports them. The most valuable properties that can
be extracted from a probe are the ASN of the network hosting the probe, the prefix
where the IP of the probe belongs, and the —user-defined— location of the probe.

2.1.2 Traceroute Format

In this work we use used only data plane measurements; specifically traceroutes
that were launched using the RIPE Atlas platform. An example of a traceroute
result that has been fetched from the RIPE Atlas platform is depicted at Fig:2.1.
The results are sorted by their hop number! and encapsulated inside the list “re-
sult”. For each item of the “result” list an index key “hop” is provided along
with another list called ”"result”. The encapsulated ”result” list consists of three
or more responses to traceroute probes (3 by default per measurement). Each re-
sponse item is a dictionary with multiple fields; in our work we focus on the “from”
(IPv4 or IPv6 source address in reply), “rtt” (round-trip-time of reply, not present
if the response is late) and “tt]” (time-to-live) fields. A more detailed version of
the raw data structure of a traceroute is presented in [29)].

2.2 APNIC User Estimates per ASN

Measuring the relative size of a network in terms of resources has been done in
the past using various techniques. These techniques leverage public information
sources such as the number of routed IPs announced by the network[47], as well
as the number of transit customers who use the specific network.

However, estimating the size of a network in terms of users or customers, e.g.,
in case the network is an Internet Service Provider (ISP), is a challenging process
[54]. The primary reason is the wide use of NAT (Network Address Translation)
inside networks. APNIC [3], the Regional Internet address Registry (RIR) for the
Asia-Pacific region, made a first attempt to provide an answer to this question
by measuring the number of users inside a network using a methodology based
on online advertisements[14]. These measurements provide an estimation of the
actual numbers.

Note that the default value of maximum hops in the traceroute implementation of the RIPE
Atlas is 32.
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"result": [

{
"hop": 1,
"result": [
{
"from": "87.238.190.1",
"rtt": 21.284,
"size": 28,
"ttl": 255
},
{1}
{1}
]
}o
{
"hop": 2,
"result": [ ..]
|
{
"hop": 3,
"result": [ .. ]
}o

Figure 2.1: JSON format of a RIPE Atlas traceroute

As an outcome of their study, they created a publicly available report of user
populations per Autonomous System (AS)[7]. In our work we use this data; we
fetch their published reports on a daily basis. Then, we group the ASes based on
their country of origin. We started collecting these reports on July 1, 2017 and we
have been collecting them until today.

2.3 Geolocation using OpenlPMap

In the last decade many IP address geolocation services have emerged in the mar-
ket. The need of this kind of databases is crucial to various domains of the Internet
industry, with the main domain being advertising. Advertisers use these data to
identify the location of a user and display location-based advertisements.
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Today, many companies provide IP geolocation databases and services. The
most well-known initiatives are: MaxMind, offering two databases, GeoLite2 [12]
and GeolP2 [22] which are free and paid respectively, Digital Element NetAcuity
(mostly known as NetAcuity) [9] and DB11-Lite (mostly known as IP2Location-
Lite)[16].

A recent work [57] compared these databases and revealed that they suffer from
high inaccuracies when used for IP router interface geolocation. Furthermore, the
authors concluded that there is room to improve router geolocation, due to the
fact that these databases are mostly good at geolocating IP addresses on the edge
of the Internet and not middleboxes such as routers.

OpenlPMap was initially started as a prototype tool developed by Emile Aben[18].
The tool’s goal was to provide reliable geolocation data for core Internet infras-
tructure. The key difference between the OpenIPMap and the other geolocation
databases on the market is that OpenIlPMap focuses on geolocating Internet in-
frastracture (such as routers), rather than edge IP addresses. OpenIPMap uses
multiple input sources, while utilizing an algorithm based on weighs to extract the
IP address location. The tool relies on self-reported data, reverse DNS hostnames,
and publicly available geolocation databases. Moreover, it uses a validation tech-
nique based on speed-of-light calculations with round-trip times of pings towards
the geolocated target. Currently, RIPE NCC has developed a production-level ver-
sion of OpenIPMap, available at [17, 26]. In our work, to geolocate IP addresses,
we used the prototype OpenlPMap tool, since it was available in that time period.
In the future, we plan to use the production OpenlPMap version.

2.4 TP-to-AS Mapping

In order to map an IP address to the administrative AS, we used the same IP-to-
AS mapping process with the IXP Country Jedi prototype tool (see section: 2.6).
The tool performs IP-to-AS mapping using the RIPEStat service [37]. The service
offers a REST API query call,? which takes as input an IP address and returns a
json-formatted response with the holder/origin AS of the address.

Specifically, the RIPEStat service uses Internet routing data to derive the map-
ping between IP addresses and origin holder ASes. The service uses the collected
and stored Internet routing data from the Routing Information Service (RIS)[35],
which was established in 2001. It is worth mentioning that the RIS project in order
to provide a global view of the Internet routing system, collects BGP data from
several locations (route collectors) around the globe. Using these RIS data, RIPE-
Stat processes hourly all the routed prefixes for all ASes and then maps prefixes
to origin ASes. Moreover, to perform an IP-to-AS lookup, the service searches
for the longest routed prefix match and returns its origin AS (as shown in BGP
advertisements).

Zhttps://stat.ripe.net/data/prefix-overview/data.json?max_related=0&resource=



2.5. IDENTIFYING IXPS 9

2.5 Identifying IXPs

An Internet exchange point (IX or IXP) is the physical infrastructure through
which Internet service providers (ISPs) and content delivery networks (CDNs)
exchange Internet traffic between their networks (Autonomous Systems).

Identifying an IXP crossing inside a traceroute path is not a trivial task (we re-
fer the reader to sophisticated IXP identification techniques such as the traiXroute
[70]). In our work we use the following simple approach to identify them at scale.
On a monthly basis, we collect all the IXP subnets from PeeringDB, and we group
them based on the country where each IXP operates.

At this moment, Euro-IX (European Internet Exchange Association) is building
a global IXP Database [11]. The objective of this upcoming database will be to
keep all IXP related info (e.g. IXP peering subnets and IXP members) up-to-date.
We plan to use this dataset as soon as it becomes available, in order to handle
cases such as distributed IXPs, or IXPs that operate in multiple countries.

2.6 IXP Country Jedi

IXP Country Jedi is a prototype tool developed by Emile Aben[20]. The goal
of the tool is to perform monthly traceroute measurements inside countries and
report which paths stay local (inside the same country). It also reports which
paths crossed an IXP within a given country. The tool uses RIPE Atlas probes
and is publicly available. It is worth noting that there is no state shared between
each run of the tool, to avoid transferring any bias across runs, as well as because
the measurement probes do not remain stable over time.

In our work, the primary dataset we used to derive the connectivity results
on the country level, at scale and in time, starting from July 2015, is produced
by the IXP Country Jedi prototype tool. However, this tool uses a specific probe
selection methodology to initiate traceroute measurements between probe-hosting
ASes in a given country. We next show that this probe selection provides efficient
coverage for our own inferences.

2.6.1 Probe Selection

Measuring the connectivity of an AS against an Internet target is not an easy
task. A well-known fact is that each AS has its own routing policies and may
offer different type of services to its end-users. The diversity of paths between two
end-users of the same AS against a target can be unpredictable. IXP Country
Jedi studies the connectivity between two ASes using the methodology described
in the following:

To validate the probe selection strategy of the tool we examined the path
diversity of 5 Greek networks in Appendix A.

Practical probe Selection Strategy. The IXP Country Jedi selects two
probes at most per ASN, in a given country. The probe selection methodology
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relies on two criteria. The first criterion is related to the probe location and the
distance from the capital of the given country. The tool selects the closest and
farthest probe from each ASN, w.r.t. the capital city, to attempt to provide some
level of geo-based path diversity. As a second criterion, it filters probes using
the RIPE Atlas system tag ’system-ipv4-stable-1d’” and ’system-ipv6-stable-1d’ for
IPv4 and IPv6 respectively. These tags indicate the status of the probe in the last
24 hours. The status is not only based on probe uptime but also relates to the
ratio of successfully completed measurements performed by the probe.

2.6.2 Traceroute execution

The tool runs on a monthly basis for about 114 countries around the globe. Specif-
ically, it launches a measurement campaign on the first day of each month. In
order to explore the paths in a given country, it performs full mesh traceroutes
between all available RIPE Atlas probe-hosting ASNs. These are probe-to-probe
measurements between the probes of ASx and ASy, as chosen by IXP Country
Jedi, for each [ASx,ASy]| pair. To remove discrepancies stemming from load-
balancing and increase the accuracy of the traceroute results, it performs only
Paris traceroutes[46].

2.6.3 Analyzing Data

. Setup Collect
Probe Selection Measurements )| Measurements

IP-to-AS Mapping A_nalys_is a_nd
and Geolocation Visualisation

Figure 2.2: Workflow of the IXP Country Jedi Prototype Tool

The IXP Country Jedi workflow is depicted in Fig: 2.2 and consists of the next
five steps.

1. Probe Selection: The tool selects the available RIPE Atlas probes for a
given country according to the methodology we described in Section 2.6.1.

2. Setup Measurements: Using the probe list from the previous step, it con-
figures the mesh measurements between all selected probes. The measure-
ments are initialized using the RIPE Atlas API and a list of measurements
IDs is generated. The measurement IDs are used to check the status of the
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measurements (e.g., “finished” /“unfinished”), and also to collect the actual
results.

3. Collect Measurements: The measurement results are fetched from the
platform. The results usually become available after 5-15 minutes from the
initial measurement request.

4. IP-to-AS and Geolocation: The IP-to-AS mapping is performed using
RIPEStat data, as described in Section:2.4. Along with the IP-to-AS map-
ping, IP geolocation is applied using the OpenIPMap tool (described in
Section:2.3).

5. Analysis and Visualisation: Then the enriched results are analyzed, in
order to explore path properties such as whether the path crossed an —in-
country— IXP or went out of the country.

To easily explore the results, a set of visualizations is generated. Some of
these visualizations are the following:

e GeoPath: It compares the paths in IPv4 and IPv6, by indicating where
the paths went in order to reach the final destination.

e AS Graph: The output is a graph of all ASNs that have been discov-
ered in the measurement.

e IXP Country: The IXP Country is a tabular structure in which rows
and columns correspond to different probes, used as sources and desti-
nations respectively. This structure allows to view the traceroute paths
that went out of country or stayed local, and also if they crossed an
IXP.

e RTT Mesh: Is similar to the IXP Country tabular structure but this
one focuses on the Round Trip Time (RTT) between the probes.

e Per ASN report: Creates a report per each ASN in the measurement
and tries to display the most interesting paths to other ASes in the
same country that host RIPE Atlas probes. It focuses on paths that
went out of country and paths that crossed intermediate ASes.
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Chapter 3

Eyeball Jedi Framework

In this Chapter, we propose and describe the Eyeball Jedi framework that we
constructed in order to “mine”, at a fine granularity, the already collected data
of IXP Country Jedi. The primary functionality of the proposed framework is to
collect, index and enrich traceroute data. Furthermore, it provides an online REST
API to allow network operators and other researchers to apply useful queries on
the data. This framework is the basis on which we run other applications (related
to inter-domain routes), that we describe in Chapters 4 and 5.

This Chapter is structured as follows. First, we analyze the workflow of the
proposed framework, from raw traceroute data to processed —usable— path-related
results (Section 3.1). Then, we describe the back-end and the techniques that we
use to store and index data (Section 3.2). Finally, we discuss the framework’s
front-end, and provide a list of currently supported API calls (Section 3.3).

3.1 Workflow

In this section we present the workflow of the implemented framework which is
depicted in Fig: 3.1. The first step in the workflow parses the measurement json
file of each IXP Country Jedi run for a given country and a given date. This
file includes all the RIPE Atlas measurement IDs in IPv4 and IPv6. Then, using
these measurement IDs and the RIPE Atlas Cousteau API [30], it fetches the
traceroute data. After that, the traceroute results are parsed and meta-data tags
are generated to store alongside the initial data in the database.

As a next step, the stored results can be enriched using the meta info from
the IXP Country Jedi. The enrichment process is generic and can be performed
using additional sources, such as IXP identification via traiXroute [70], IP-to-AS
mapping via TraceMON [43], and a variety of different IP geolocation databases
[9, 12, 16, 22].

Finally, an online REST API is available to retrieve the data. The API supports
filtering queries based on the traceroute properties such as “retrieve data per AS
and address family (v4/v6)”.

13
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- IXP Country Jedi N
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Meta info Measurements IDs
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Sources results
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Database pre-storage
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Figure 3.1: Workflow of the Eyeball Jedi Framework

3.2 Back-End

To be able to process and analyze the data in a fast, easy to use and maintain-
able environment, we selected Django [10] as our primary back-end solution. The
main reason behind this selection was that it is a high-level Python Web frame-
work, which will allow anyone to easily contribute to our code-base in the future.
Furthermore, the Django project maintains some of the most active developer
communities, within which future maintenance and development are almost guar-
anteed.

Another significant decision had to do with data storing and indexing mech-
anisms. From the beginning, we required that our framework should be able to
perform a range of different data analysis tasks. In order to keep with this approach
we selected PostgreSQL [27] (also known as Postgres), which is an object-relational
database management system (ORDBMS) with emphasis on extensibility. Using
an object-relational database provides a fast and reliable way to analyze the tracer-
oute data.
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3.2.1 Database Schema

Measurement Model Traceroutes

IXP IP Info

Probes Results Hop N (0-31)

IP Info

Figure 3.2: Database Schema

Designing a database to store traceroute results was a challenging process;
we had to find the “right” data structures and abstractions to handle million of
results quickly at scale. As we already mentioned, we selected PostgreSQL to
achieve this. Although PostgreSQL is one of the most optimized DB solutions
in terms of performance, the nature of traceroute data makes them hard to store
in an ORDBM system. While designing the database schema, we had to make
a couple of significant design choices that would allow us to join and respond to
queries with acceptable performance.

In the rest of this section we explain and discuss some of the built database
tables along with their most important key attributes. An abstraction of the
database schema is depicted in Fig. 3.2.

e Measurement Model Table: at this table we store the RIPE Atlas mea-
surement IDs that were imported in the database.
— ID: Primary key of the "measurement” table.
— Ripe Atlas Measurement ID: The RIPE Atlas measurement ID.
Af: Address Family (IPv4/IPv6).

Timestamp: Start time of the measurement.

e Traceroutes Table: is one of the most significant tables of the database.
The table includes meta info regarding each traceroute result, along with
index pointers, in order to be able to rebuild the actual traceroute by joining
other tables.

— ID: Primary key of the "traceroutes” table.

— Source Probe: The probe ID from which the traceroute was initial-
ized.
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— Source IP: The public source IP of the probe.
— Destination IP: The destination IP of the traceroute.

— Source ASN: The ASN of the probe from which the traceroute was
intialized.

— Destination ASN: The destination ASN of the traceroute.
— Af: Address Family (IPv4/IPv6).
— Source Country: The country code where the source probe belongs.

— Destination Country: The country code where the destination IP
belongs.

— Unique Probe ID: Custom key to track probe changes over time. We
describe in detail this key in Subsection: 3.2.2.2.

— Unique Traceroute ID: Custom key to identify each traceroute result.
We describe in detail this key in Subsection: 3.2.2.1.

— Number of hops: The number of hops of the traceroute.

— Out of country: Flag to mark if at least one of the traceroute hops
was geolocated to a country different from source and destination.

— IXP detected: Flag to mark if we observed an IXP crossing in —at
least one of— the traceroute hops.

e Hop Ne [0,31] Results Table: To parallelize and speedup the queries
on our database, we constructed 32 parallel tables to store the traceroute
results. We remind the reader that each traceroute result can contain at
most 32 hops, as this is the default value of maximum hops in the traceroute
implementation of RIPE Atlas. Each hop result is stored in a table, based
on its order of appearance in the traceroute path. Not all tables are used for
every single traceroute. For example, assuming that we have a traceroute
result with 8 hops, we will use only the first 8 tables to store the results.

— ID: Primary key of the "Hop Ne& [0, 31] Results” table.

— From x where x € [0,2]: For each hop we store the 3 IPs that re-
sponded.

— RTT x where x € [0,2]: For each hop we store the 3 Round-Trip
Time values of each packet.

— Unique Traceroute ID: Custom key to identify each traceroute result.
We describe in detail this key at Subsection: 3.2.2.1

— IXP IP Info: If an IP in this hop crossed an IXP, this field provides
a key, so that we find the IXP in the IXP table.

— From x where x € [0,2] IP Info: For each of the 3 stored IPs we
store an IP identification, in order to be able to retrieve meta info from
multiple sources.
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e IP Info Table: at this table we store the IP enrichment meta info.

ID: Primary key of the ”IP Info” table.

Unique IP info key: Custom key to retrieve meta info for an IP. We
describe in detail this key in Subsection: 3.2.2.3.

IP: The actual IP address.
Longitude: The longitude coordinate.
Latitude: The latitude coordinate.

Hostname: The hostname of the IP extracted from the reverse DNS
lookup mechanism.

Country Code: The country where the IP is geolocated.
ASN: The ASN in which the IP was mapped.

External Source: The data source from which this meta info was
derived.

e Probes Table: at this table we store information for every probe that
contributed to traceroute results during the measurement campaign(s).

ID: Custom key to track the ”Probes” over time inside the table. We
describe in detail this key in Subsection: 3.2.2.2.

Atlas Probe ID: RIPE Atlas probe ID.

Probe description: Probe description, as extracted from RIPE Atlas.
Longitude: Longitude coordinates.

Latitude: Latitude coordinates.

ASN in IPv4: IPv4 ASN, where the probe is hosted.

ASN in IPv6: TPv6 ASN, where the probe is hosted.

IPv4 Address: Public IP(IPv4) of the probe.

IPv6 Address: Public IP(IPv6) of the probe.

Country Code: Country where each probe is hosted, in ISO 3166-1
alpha-2 format[8].

Dates: A list of IXP Country Jedi runs in which this probe has par-
ticipated. In order to append a new entry to this list, the properties
that compose the unique Probe ID should be immutable. If at least one

property changes, a new key will be formed, and a new entry at the
table will be added.

e IXP Info Table: at this table we store the IXP name and prefixes that
were imported in our framework. Using this table we are able to perform
identification of IXP crossings inside the traceroute paths.
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ID: Primary key of the ”IXP Info” table.
— IXP name: The name of the IXP.

Subnets list: List of IXP subnets.

— Country Code: The country where the IXP operates.

3.2.2 Unique Custom Keys for Indexing

To easily extract the results, but also track any changes over time for the stored
data, we had to create a set of custom keys. These custom keys ensure the unique-
ness of the stored results, as well as our capability of monitoring their changes over
time. A complete list of these keys, along with a detailed explanation follows.

3.2.2.1 Traceroute ID

RIPE Atlas does not offer any unique traceroute identifier, while aggregates mea-
surement results via measurement IDs. As a consequence, to be able to identify
and track each single traceroute result, we constructed a unique identifier per re-
sult (the “Traceroute ID”). It is consisted of 4 distinct traceroute properties.

Format of the Traceroute ID:

{Measurement 1D} — {Probe ID} — {Timestamp} — {Dest Addr} (3.1)
where :
Measurement ID : RIPE Atlas measurement I D
Probe ID : RIPE Atlas probe ID
Timestamp : Start time of the traceroute
Dest Addr : Destination [P address

3.2.2.2 Unique Probe ID

RIPE Atlas uses a probe ID to refer to each probe. However, the probe AS and
location may frequently change. To track down those changes in time, we con-
structed a unique probe identifier which consists of 4 properties that characterize
each probe.
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Format of the Probe ID:

{ASNy1} — {ASN,} — {Latitude} — {Longitude} (3.2)
where :
ASNys: ASN where the I Pvd address of the probe resolved
ASNys : ASN where the I Pv6 address of the probe resolved
Latitude : Latitude coordinates of the probe
Longitude : Longitude coordinates of the probe

The constructed Probe ID key ensures the historic track of a probe over time
in our framework.

3.2.2.3 Unique IP Info ID

The stored traceroute hop IP results can be enriched using various external sources.
To achieve this functionality, we created a key based on the meta info of each IP
address accompanying the respective data source.

Format of the IP Info ID:

{IP} —{ASN} —{Country} — {Latitude} — {Longitude} (3.3)
where :
IP: The IP address
ASN : The ASN where the IP address resolve
Country : The Country code where the IP address geolocated
Latitude : The latitude coordinate of the probe
Longitude : The longitude coordinate of the probe

This specified key format ensures that the IP meta info changes can be tracked
over time.

3.3 Front-End

Building a framework that will allow network operators and researchers to easily
access and query the stored traceroute data was an incentive from the early start
of the Master thesis project. In order to fulfill this requirement we created a public
REST API using the Django Rest Framework [1].

The API can be used by developers in order to build new applications but also
by researchers to retrieve, explore and analyze path-related data. As an example,
a network administrator can use it to fetch traceroutes and employ it as a Network
debugging tool between his network and other networks in the same country over
time. Attributes such as paths that crossed a foreign country or paths that went
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through an IXP or not, can be extracted with a single API call for a given AS. An
example of paths between Greek ASes that went through Europe instead of staying
inside Greece is depicted in Fig: 3.3. This strange routing policy was discovered
using our framework API; the geolocation of the paths was performed using the
OpenIPMap tool [17].

Figure 3.3: Traceroute paths between Greek ASes that passed through North
Europe.

The API is highly extensible and new API calls can be added on demand. An
indicative list of some interesting calls that are currently supported is the following.
API Calls
The root url of the API is https://www.eyeball-jedi.net/api/vl/results

1. Fetch Traceroute by ID

The Framework assigns a unique ID for each traceroute it stores inside the
database; using this unique ID we can fetch the traceroute details. This API
call is responsible to fetch the data from the database and serve them to the
requester in a json format.

An example call is the following;:
*/traceroute/id/<traceroute_id>
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2. Fetch Traceroutes using filtering

To easily explore the stored data we created an API call that filters out
results based on the ASN, the Address Family (v4/v6) and the date.

e Retrieving traceroute results for a pair of ASes
*/cc/<country_code>/src_asn/<ASN>/dst_asn/<ASN>/af/<v4|v6>

e Retrieving data in/out of country paths
*/cc/<country_code>/asn/<ASN>/incountry/<truel|false>/af/<v4|
v6>

e Retrieving data IXP crossing paths
*/cc/<country_code>/asn/<ASN>/ixp/<truelfalse>/af/<v4|v6>

¢ Retrieving all data for a given AS
*/cc/<country_code>/asn/<ASN>/af/<v4|v6>

"id": 67315

"timestamp": "2017-10-03T03:42:33Z"

“prb_id": 12838

"paris_id": @

"dst_addr": "147.52.2.242/32"

"src_addr": "192.168.1.4/32"

"af": 4

"proto": "ICMP"

"number_of_hops": 11

"unig_traceroute_identifier": '9411028-12838-1507002153-147.52.2.242"

"results"
"hop": 1
"result"
"rtt": 1.657
“from": "192.168.1.1/32"
"info"
"lat": null
"asn": null
"hostname'": ""

"location": null
"country_code": null
"lon": null

Figure 3.4: Example of json-returned object from the API of our framework

To use the API, a detailed documentation of the supported calls is provided at
the following website: https://www.eyeball-jedi.net/api/docs/.
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Chapter 4

Eyeball Connectivity

In this Chapter we study the connectivity between eyeball networks. First, we
discuss how we can characterize a network as eyeball or non-eyeball (Section 4.1).
Then, we describe the methodology that we used in order to parse the traceroute
results and extract the AS-level path from the IP-level route (4.2). After that,
we present two different approaches to study the connectivity of the networks
inside a country. The first approach aims to provide an insight into the peering
policies between the eyeball networks that operate in a given country. To this end,
we describe the methodology that we used to construct the Eyeball-to-Eyeball
connectivity matrix (Section 4.3). The second approach focuses on the networks
that act as intermediate (e.g., transit) between two networks in a country. We
propose a methodology to rank these networks by using the transit betweenness
metric (Section 4.4). Finally, we evaluate the two approaches and provide insights
for the eyeball ecosystem of a set of countries.

4.1 Eyeball Networks

In our work, with the term ”eyeball” network we refer to the user-facing networks
with the largest user populations in any given country. Typically, an eyeball net-
work is an Internet Service Provider (ISP) which offers Internet access to customers
such as home users or small enterprises. To classify a network as an eyeball or non-
eyeball, we apply a threshold on the fraction of the users of the total population
that this network serves. As a source of the fraction of users per AS we use the
APNIC estimates (see Section 2.2). A range of different thresholds can be applied
to make this classification, such as 1.0% or 10.0% of the total Internet user pop-
ulation (on the country level). In our study, we use as a threshold a conservative
threshold of 1.0% since this allows us to study the country-level eyeball ecosystems
at a fine granularity. This method typically represents a majority of Internet users
(if we consider all country-wide eyeball AS with over 1% coverage), on average
covering 90.5% of end- users per country, though there are outliers such as Russia
with only 29.3% coverage due to a highly fragmented eyeball ecosystem. It worth
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mentioning that since the used threshold is not authoritative on our behalf, we
make it tunable for the user. In the visualizations and results which are avail-
able through the online portal [40], the user can actually specify the threshold to
characterize networks as “eyeballs”.

Despite the potential use of different thresholds to distinguish eyeball from
non-eyeball networks, the number of the “eyeball” networks in a country is closely
related with the location and size of the country. We can identify three types of
country categories:

1. Countries with a large incumbent network/ISP; usually this network owns
more than 50% of the market share and is often the national ISP of the
country.

2. Countries with a couple of networks where each one owns more than 10% of
the market share.

3. Countries where very few networks own more than 10%.

An interesting case is Russia, where the eyeball ecosystem looks highly diverse
and fragmented. In this case, many of the networks we would need in order to
cover 95% of the market fall below a 0.1% market share threshold. For anything
under this threshold, one would need 343 ASNs to cover the 95% of market share.

To infer the “eyeball” networks in a country we used the user population per
ASN estimates from APNIC. We describe this dataset in detail in Section 2.2.
APNIC updates these estimates on a daily basis; percentages may change over
time. In this work, to avoid any errors and outliers and to provide a consistent basis
to estimate the user population on the AS level we used the following methodology.

On a daily basis, we started fetching the estimates for all countries and ASes
from APNIC. Then, we selected a time window of one month between 15 January
2018 to 15 February 2018 and calculated the average percentage values for each
country and AS. For all methodologies, calculations and results in this thesis we
use this dataset.

4.2 IP-path-to-AS-path transformation

To identify a network as intermediate between two ASes we analyze the traceroute
paths and then we extract the AS path. As a first step to extract the AS path
we need to perform IP-to-AS mapping for each IP in the traceroute. For this
mapping we used the dataset and methodology that we described in Section 2.4.
However, mapping a traceroute result from the IP level to the AS level is not a
trivial task. The main challenges behind this mapping/transformation are how the
non-responding hops or unknown hops should be handled but also the limitations
of the traceroute tool itself. Routers may respond with different interfaces than
the inbound or use third party addresses to respond to the probing packets.
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4.2.1 Rules to transform IP-Path-to-AS-Path

To study the eyeball connectivity at the AS level in a clean and consistent IP-to-AS
transformation we created and applied the following set of rules.

1. Unknown/Non-responding Hops

This set of rules focus on the non-responding/unknown hops of a traceroute
result. We define a set of sub-rules that match patterns of AS-level paths.

(a)

In case we have only one unknown hop in the traceroute path, we assume
that this hop belongs either to the previous AS or to the next AS. In
case of a single non-responding/unknown hop between distinct ASes
we do not assume that a hidden AS is present in the path, since the
working assumption is that a packet needs to traverse at least 2 routers

(and the respective interfaces) at the same AS to enter and exit this
AS.

ASl — *x — ASl — AS2 (4.1)

ASl — *x — ASQ (4.2)

Example of this pattern match is depicted at 4.1 and 4.2. For both of
the two cases we extract as AS path AS; — ASs.

If we have more than one unknown hops in the traceroute path, and
these hops are between hops that resolved to the same AS, we assume
that these hops belong to the same AS, since the working assumption
is that AS-level loops, forbidden in the control plane (BGP) should not
be reflected on the data plane (traceroutes).

ASl — ASl — k — x — ASl — ASQ (43)

Example of this pattern match is depicted at 4.3. For this traceroute
we extract as AS path AS; — ASs.

If we have more than one unknown hops in a row and these hops are
between hops that are resolved to different ASes we can not make any
claims. Two consecutive non-responding/unknown hops may signal the
traversal of an entirely new AS which we do not know about.

ASl — k — k — ASQ (4.4)

Example of this pattern match is depicted at 4.4. At this case we report
AS| — AS, — ASs.
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2. Hops with IPs that resolved to different ASes

With this set of rules we examine the cases where multiple IPs have been
found on a hop, belonging to different ASes.

(a)

In case we found a hop with multiple IPs that belong to the previous
and the next AS, we assume that this hop belongs to one of the two
ASes.

ASl — {ASl, ASQ} — ASQ (4.5)
Example of this pattern match is depicted at 4.5. In this case, we report

as AS path AS] — AS,.

In case we found a hop with multiple IPs and the previous hop or the
next hop is a non-responding/unknown hop, we examine if the IPs of
the hop belong to the previous or next AS. If yes, we assume that this
hop belongs to one of the two ASes.

ASl — *x — {ASl, ASQ} — ASQ (4.6)

ASl — {ASl,ASQ} — *x — ASQ (47)
Example of this pattern match is depicted at 4.6 and 4.7. For both of
these cases we report as AS path AS] — AS,.

In case we found a hop with multiple IPs and the previous hop or the
next hop is a non-responding/unknown hop, we examine if the IPs in
the hop belong to the same AS which is either the previous or the next
AS.

ASy — {ASy, ASs} — * — AS; (4.8)

Example of this pattern match is depicted at 4.8. For both of these
cases we report as AS path AS;.

This rule also applies to the following cases:

ASl — k% — *x — {ASl,ASQ} — ASQ (4.9)

ASl — {ASl, ASQ} — k — * — ASQ (4.10)

At 4.9 and 4.10 we have more than one non-responding/unknown hop
either before or after the hop with the multiple IPs. However, the IPs
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of the hop belong to the previous or next AS so for both of the cases
we report as AS path AS] — ASs.

AS1 — x = {AS1, ASy} — {AS1, ASy} — AS) (4.11)

ASl — {ASl, ASQ} — {ASl, ASQ} — % — ASQ (4.12)

At 4.11 and 4.12 we have more than one hop with multiple IPs in a row
along with a non-responding/unknown hop. If the IPs of these hops
resolve to the previous or next AS we report as AS path AS7 — ASs.

In case we have a hop with multiple IPs and one or more non-responding/-
unknown hop in a row, we examine it the IPs of the hop belong to the
previous or to the next AS.

ASl — {ASl, ASQ} — % — ASQ, (413)

ASl — {ASl,ASQ} — k — k — AS?, (4.14)

Example of this pattern match is depicted at 4.13 and 4.14. For both
of the two cases we report as AS path AS; — AS, — AS;s.

In case we have hops with multiple IPs in a row and at least one of the
hop IPs belong either to the previous or to the next AS, we examine if
there is at least one IP in each hop that resolves to the same AS.

ASl — ASl, ASQ — ASl, ASg — ASQ (415)

Example of this pattern match is depicted at 4.15 where we report as
AS path AS; — AS;,.

As we already mentioned, we created this set of rules in order to map IP-level
paths to AS-level paths based on a consistent IP-to-AS transformation. However,
even with this approach, some traceroute limitations such as routers responding
with a different interface than the inbound, are not addressed. In Section 4.2.1.1
we list the known traceroute limitations and in Section 4.2.1.2 we evaluate the use
of an advanced alternative approach to perform the IP-path-to-AS-path mapping.
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4.2.1.1 Limitations of the IP-Path-to-AS-Path transformation

Traceroute is one of oldest network diagnostic tools for displaying the route (path)
between two hosts. Although the tool has been used for years by network operators
and researchers, there are some well-known limitations which we should take into
account when using it. First of all, the tool does not discover paths at the router
level, but at the interface level. Furthermore, when routers do not respond to
probes the tool fails to get a response from the specific hop. Finally, the tool in
the presence of traffic load balancing may indicate a path that does not exist. In
our work, to address the load balancing effect, we employ the Paris traceroute
approach [46].

ICMP TTL Exceed

ICMP TTL Exceed

ICMP TTL Exceed

ICMP Dest Unreach |

V¥ ICMP TTL Exceed

SRC Router 1 Router 2 Router 3 Router 4 DST

Figure 4.1: Traceroute

A traceroute path example is depicted at Fig: 4.1. The path consists of four
routers between the SRC and DST hosts. In the beginning, traceroute sends a
probe packet with TTL equals to one; the TTL value one will force the first router
on the path to respond with an “ICMP TTL exceeded” message. The tool uses
this ICMP error message and marks the source address of the packet as the IP of
router one. Then, it increases the TTL by one to seek a response from the next
router on the path. The probing stops either when the DST address responds (with
an “ICMP destination unreachable” message) or in the case of multiple hops in a
row not responding to the probes, indicating filtering of the probes in-path. Note
that the default number for packet probes sent for per-hop discovery are 3 (thus
the multiple responses per hop).

Router B1 Router C1
P~ 7 P~ 7

Router A Router D ‘ DST

Router B2 Router C2

Figure 4.2: Traceroute Equal paths

As we already mentioned we used paris traceroute to address the load balanc-
ing effect in the path. However, even with the use of paris traceroute we found
cases where packet responses in a hop were generated with different source IPs.
Interestingly, there were cases where this set of different IPs after IP-to-AS map-
ping results to a set of different ASes. Moreover, an example of a load balancing
using equal paths is depicted in Fig: 4.2. In the Figure we observe that the router
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Address Administrative AS
IP {1} AS {1}
IP_ {2}  AS_{4}
IP {3} AS. {2}
IP_ {4}  AS {3}

Table 4.1: Mapping between IPs and ASes (used for MAP-IT third-party address
case)

A performs load balancing by splitting the traffic sent toward the DST across two
different equal-cost paths.

Although the load-balancing behavior is absolutely reasonable and can explain
the difference in the responding interfaces, the RFC1812 dictates that the source
address of an ICMP error packet must be the same with the corresponded outgoing
interface of the ICMP reply, and not the address of the interface on which the
packet triggering the error was received. The authors of [68] found that traceroute
output can lead to inaccurately reconstruct the route by overestimating the load
balancers along the path toward the destination.

Finally, we remind to the reader that the traceroute measurements are subject
to the constraints of the routers they visit. Possible constraints can be packet
dropping, silently forwarding packets without altering and decreasing the TTL
but also modifying the TTL in unpredictable ways [23].

4.2.1.2 Alternative Approach: MAP-IT

As an alternative and more sophisticated approach to transform the IP-level paths
to AS-level paths we used the Multipass Accurate Passive Inferences from Tracer-
oute (MAP-IT) algorithm [69]. The algorithm focuses on inferring the exact inter-
face addresses between the point-to-point inter-AS links. Following the inference
of the point-to-point links across AS borders, we can discover and extract the exact
AS-level paths.

In our work, the MAP-IT algorithm can help us remove false positive and false
negative results in the process of transformation of the IP-level path to the corre-
sponding AS-level path. We distinguish two cases where MAP-IT overcomes and
improves our IP-path-to-AS-path transformation.

1. The router responds with a third-party address

As we already described in section 4.2.1.1 the traceroute tool discovers the
interfaces of the routers and not the routers themselves. Due to this limita-
tion a traceroute path may include an IP response from a router interface
that uses a third-party address. One of the improvements that the MAP-IT
algorithm can offer to our work is the case where a router may respond with
an address from a third-party AS that has an active peering connection with
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the expected AS. We will provide an example of a path where our IP-path-
to-AS-path methodology falsely identifies such a third-party AS in the path,
while MAP-IT filters out this AS from the path.

An example of an IP-level path extracted from a traceroute is depicted at
4.16. The path consists of four IPs which respectively are the interfaces
of four routers of the path. Using the IP-to-AS mapping we extract the
mapping between IPs and ASes as the Table 4.1 depicts.

Traceroute : 1P, — IPy — IP3; — IPy (4.16)

We consider as the true level AS-path the path that 4.17 shows.

True AS — level path : AS; — AS; — ASy; — ASs (4.17)

With the naive approach of IP-path-to-AS-path, we map the hop of the I P
to ASy using the IP-to-AS dataset. However, we wrongly infer the ASy in
the path due to the fact that the router in the second hop responded with a
third-party interface IP that belongs to ASy as 4.18 shows.

IP —to— AS naive path : AS; — ASy — ASy; — AS3 (4.18)
(I P, belongs to third party ASy)

On the other hand, the MAP-IT algorithm detects that the I P on the second

hop is from an interface of a router that belongs to AS; (4.19) and not to
AS, as we infer with the naive IP-to-AS.

MAP —IT path : AS1 — ASl — ASQ — ASg (4.19)

. Hidden border:

The second case where MAP-IT algorithm improves our naive IP-to-AS ap-
proach is when a hidden border router exists between a pair of ASes. In
this case the naive IP-to-AS approach reports false negatives as it misses to
detect the AS.

An example of an IP-level path extracted from a traceroute is depicted at
4.20. Using the IP-to-AS dataset, the corresponding mapping between IPs
and ASes is shown in Table 4.2.

Traceroute : IP; — IPs (4.20)
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Address Administrative AS
IP {1} AS {1}
IP_{2} AS {1}

Table 4.2: Mapping between IPs and ASes (used for MAP-IT hidden border ad-
dress case)

We consider as the true level AS-path the path that 4.17 shows.

True AS — level path : AS] — AS (4.21)

Using the naive IP-to-AS approach we calculate as AS path the one of 4.22.
In this case we fail to discover the AS5 in the path.

IP —to — AS naive path : AS; — ASy (4.22)
(since I Py belongs to ASh)

However, again the MAP-IT algorithm detects that the IP; on the second
hop is from an interface of a router that belong to ASy as 4.23 depicts and
not to AS; as we infer with the naive IP-to-AS approach.

MAP —IT path : AS] — AS (423)

To evaluate and compare our IP-path-to-AS-path approach against the MAP-
IT approach we created the Algorithm: 1. We discovered that the MAP-IT per-
forms worse in terms of mapping IP pairs to AS-level pairs in with respect to
coverage and requires a lot of manual tuning to achieve a decent performance
based on the input data. Moreover, the MAP-IT algorithm needs as input hun-
dreds of traceroute results to efficiently detect the point-to-point inter AS-links.
It also takes as input lists of IXP prefixes, AS-to-organization and IP-to-AS map-
pings. These factors make difficult the application of MAP-IT on the old collected
data, since there are no publicly available data to evaluate if it is worth using it by
validating its inferences. Therefore, in this work, we used only our IP-path-to-AS
path approach. However, we plan in the future to create a hybrid approach by
combining MAP-IT with our methodology.

4.3 Eyeball-to-Eyeball Connectivity Matrix

The IXP Country Jedi tool (see Section 2.6) performs on a monthly basis, full-
mesh probe-to-probe measurements between all the probe-hosting ASes of a given
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Algorithm 1 Naive IP-path-to-AS-path Mapping vs MAP-IT

procedure PATHCOMPARISON(tT‘aC@TOute,hOpS)//The traceroute hop results
match_true = 0 //MAP-IT and Naive IP-path-to-AS-path agree
match _false = 0 //MAP-IT and Naive IP-path-to-AS-path disagree

ips_list_curr = get_ips(hop)//Get the IPs from the hop
ips_list next = get_ips(hop + 1)

as_set_curr = get naive as_set(ips_list_current)
as_set_next = get naive as_set(ips_list_next)

1:
2
3
4:
5: for hop in traceroute_hops do
6:
7
8
9

10:

11: for ip in ips_list next do

12: mapit_as_pair = get mapit_as_pair(ip)

13:

14: if mapit_as_pair is None then

15: match_false += 1 //We can not map this pair of border IPs

16: continue

17:

18: mapit_asx = mapit_as_pair|0]

19: mapit_asy = mapit_as_pair[1]

20:

21: if mapit_asx in as_set_curr and mapit_asy in as_set_next then
22: match_true += 1

23: else if mapit_asy in as_set_curr and mapit_asx in as_set_next then
24: match_true += 1

25: else

26: match_false += 1

27:

28: return [match,trua match,false] //Number of matched and unmatched
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country. Then, the tool analyzes the traceroute data and creates a set of visual-
izations to provide insights on the data. One of this visualizations is the peering
matrix of all the measured ASes in a country. The peering matrix aims to provide
useful insights to network operators in order to explore how their network reach
other networks in the same country. The generated data are also useful to the
research community as they express a snapshot of the connectivity of a country’s
AS ecosystem.

Although the IXP Country Jedi peering matrix can provide useful insights on
the connectivity between ASes on a country level, it can not provide any insights
on the connectivity between user populations. To provide such insights we used
the APNIC user population per ASN estimates in order to create a similar peering
matrix including only the eyeball networks for a given country, while weighing
the contributions of each eyeball pair in terms of user connection paths. The
methodology that was used to construct this eyeball to eyeball peering matrix is
described in Section 4.3.1. In this thesis, we focus on three properties that can
characterize the connectivity of the user populations in a country. We explore the
fraction of user-to-user connection paths that stayed local in the country or go out
of the country, the fraction of the paths that cross an IXP or not but also the
fraction of the paths where the connection between two eyeball ASes was direct
(between the 2 peering eyeballs) or indirect (over an intermediate e.g., transit
provider).

4.3.1 Methodology

The first step in order to construct the Eyeball-to-Eyeball connectivity matrix
relies on the identification of the eyeball networks in a given country. The iden-
tification process as we already described in section 4.1 is based on the estimated
fraction of users that are served from a network in a country. These user popu-
lation per ASN estimates are derived from the APNIC dataset (see section 2.2).
Furthermore, the process to characterize a network as eyeball or non-eyeball is
described in section 4.1.

In Chapter 3 we introduced a framework responsible to collect and store the
monthly IXP Country Jedi tool measurement data. Using the API of this frame-
work we retrieve the already enriched traceroute results for all networks that we
characterized as eyeballs. We support both IPv4 and IPv6 address family protocols
and we group the results using them. The retrieved traceroute results are already
enriched with geolocation and IP-to-AS info for each hop IP but also analyzed
with respect to IXP crossings. The framework uses the OpenIPMap (see Section
2.3) tool to geolocate the IP addresses, the IP-to-AS mapping (see Section 2.4) to
map an IP to an AS and data from the PeeringDB to identify the IXP crossings
(see Section 2.5) respectively.

The collected data between a pair of ASes (i.e., ASx, ASy) may include more
than one traceroute results. This is possible due to the fact that the IXP Country
Jedi tool selects at maximum two probes per AS in a country to perform probe to
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probe traceroute measurements. So, it is reasonable for the number of traceroute
results between two ASes to depend on the number of probes that were available
in these two networks at the times of the measurement. We list all these different
cases in detail in Section 4.4.1. In case of more than one traceroute results for the
path ASx — ASy, we examine all the available traceroute paths for this pair and
inspect if the same property (i.e., path goes out of country) holds to all the paths
from ASx — ASy before we make any claims. In case of differences between the
paths for a given property we characterize the connectivity from ASx — ASy
pair as inconsistent (with respect to that property). Using this approach, and
assuming that the selected probes can capture the full path diversity of an AS and
accurately represent the local —user— market, we can estimate the percentage of
user-to-user connections that stay in (or go out of) the country, cross an IXP or
not as well as whether they are direct or not.

To characterize the AS path from the ASx towards to the ASy as direct or
indirect we use the IP-path-to-AS-path methodology that we described in Section
4.2. The transformation of each traceroute result to an AS-level path allows us
to detect any intermediate ASes in the path. If the path includes at least one
intermediate we characterize the connection as indirect or else we consider it as
direct. In the case of any IXPS in the path between the source and destination ASes
we still consider the path as direct, since IXPs provide a direct layer-2 switching
fabric between two peering networks. Finally, in case of differences between the
traceroute results we consider as inconsistent the direct/indirect property for the
ASx — ASy connection, similar to the other properties.

Our main objective was to create a similar tabular structure as the IXP Country
Jedi peering matrix focusing only on the eyeball networks. In this new matrix,
similar to the IXP Country Jedi, the rows and the columns correspond to different
eyeball networks (AS), which are used as sources and destinations respectively.
However, unlike the IXP Country Jedi peering matrix where all boxes are equally
sized, in the new matrix the resulting boxes are sized according to the APNIC
estimations of the coverage of Internet users per AS (see Section 2.2).

With such a structure, we can calculate metrics related to the user population
that interconnects via (direct or not) paths within or outside a country. The basic
metric we use is represented by the area of the displayed boxes, which corresponds
to a product of coverage percentages. By dividing such areas with the total area, we
can calculate percentages of user-to-user connections with certain characteristics.
More specifically, we calculate the percentages of user-to-user connections using
the Eq. 4.24.

ASXx x AS Xy

user —to — user(ASx — ASy) = Total
a

(4.24)

where ASx, ASy are the percentages of the user population per ASN estimates
from APNIC and Total is the square area of the matrix.
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Moreover, the colors of the boxes correspond to different types of interconnec-
tivity information, such as out-of-country, in-country, IXP crossing or not while
red borders mark indirect AS-level connections. An example of this AS-to-AS ma-
trix for Canada for April 2017 is presented in Section 4.3.2. In Section 4.3.3, we
take a look at how properties such as paths in/out of country and IXP crossings
are evolving across time per country.

4.3.2 Eyeball-to-Eyeball Matrix in Space

In this section we evaluate the methodology of the previous Section 4.3.1 and
present the Eyeball-to-Eyeball matrix for eyeball networks. Using the data from
the IXP Country Jedi we can construct this matrix for about 114 countries around
the globe across time, starting from September 2015.

An example of the Eyeball-to-Eyeball matrix for Canada in April 2017 is de-
picted in Fig. 4.3. In this example we use as a threshold to consider a network
as eyeball the value of 1%, since this allows us to study the country-level Canada
eyeball ecosystem at a fine granularity. In this figure we evaluate the Canada
ecosystem against two different properties. We examine the paths that go in/out
of country and the direct/indirect connectivity between the ASes. The colors in
the figure are mapped as follows. The in-country paths are colored as green and
the out-of-country paths as orange. The eyeball networks without RIPE Atlas
probe coverage are colored as light grey and the in-/out-of-country inconsistencies
between probes are black. Finally, the red borders of the boxes mark indirect AS-
level eyeball connections and the blue borders of the boxes mark direct/indirect
inconsistencies.

As the figure depiction is based on a threshold of 1% to filter the eyeball net-
works, 16 ASes were marked as eyeballs. By aggregating the user population esti-
mates of these 16 ASes we cover the 84.5% of Internet users in Canada. Moreover,
the cumulative area of user connections, seemingly served via in-country paths,
is 47.1%. Only 9% are indirect (with > 1 intermediaries) on the AS-level. 3.1%
leave the country. Moreover, 18.1% suffer from lack of RIPE Atlas probe cov-
erage, and only 3.2% exhibit inconsistencies with respect to achieving consensus
on whether traffic actually leaves the country or remains within it. Finally, the
28.6% is the rest of the area not examined by the AS-to-AS matrix. We note that
the asymmetries displayed in the matrix may stem either from inference errors or
from interesting ISP policy differentiation per traffic direction, something we plan
to investigate further in future work.

Finally, we have created and made publicly available an online version of this
AS-to-AS matrix visualization for the eyeball networks of about 114 countries. In
the online visualization, the user can specify the threshold of the networks that
can be consider as eyeball. Moreover, the user can select the date of the snapshot
(month/year) but also the address family protocol (IPv4/IPv6). At this moment,
the available properties that can be explored through this visualization in order to
characterize the user-to-user connections is the in/out-of-country paths, the IXP
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Figure 4.3: Snapshot of eyeball-to-eyeball matrix for Canada (generated on 2017-
04-01).

crossing or not and the direct/indirect paths between a pair of ASes. The online
AS-to-AS matrix visualization along with statistics are provided at the following
website: https://www.eyeball-jedi.net.

4.3.3 Eyeball-to-Eyeball Matrix over Time

In the previous section we presented an example of the Eyeball-to-Eyeball matrix
for Canada for April 2017. Although this matrix can provide useful insights in
order to characterize the connectivity of users inside a country, it only reveals
and visualizes data of a monthly snapshot. To get useful insights of how the
connectivity between the eyeball ASes of a country evolves across time, we used
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the monthly generated statistics of the Eyeball-to-Eyeball matrix. In this section
we examine how metrics such as the in/out of country and IXP crossing paths
evolve over time in a set of countries. As a starting point to explore such kinds of
connectivity evolution, we set September 2015 (first run of the IXP Country Jedi)
and we provide data until February 2018. We remind that to consider a network
as eyeball we used as threshold 1% of the total user population.
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Figure 4.4: Greece IPv4 in/out of country

In/out-of-country user-to-user connections over time

At first, we examine the evolution of the in/out-of-country paths between eye-
ball networks across time. We compare the fraction of estimated user-to-user
connections in IPv4 against the fraction in IPv6. Fig. 4.4 depicts the evolution
of the fraction of estimated user-to-user connections w.r.t. the in/out-of-country
metric for Greece in IPv4. The blue color represents the fraction of connections
that stay in-country (inside Greece), the orange the out-of-country and the yellow
the inconsistent ones. Our first observation is that using the RIPE Atlas platform
and a threshold of 1% we can measure across time about 90% of the total user
population of Greece. We observe that about 80% of the total user-to-user con-
nections in IPv4 stay local across time. Moreover, we observe that about 5-10%
of the user connections appear to be inconsistent over time. We found the root
cause of these inconsistencies to be a probe in a large ISP that was connected
through tunneling to an AS that operates in United States. The current probe
methodology can not filter out probes with such behavior and we plan in the future
to exclude them from our measurements. In 2017-03, it is clearly visible that we
don’t have any data as the the monthly run of the IXP Country Jedi tool failed.
Finally, we observe a drop in the coverage for three different months. This may be
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the result of a probe instability (probe going off-line) in an eyeball AS that hosts
only one probe.

@ In country

3 Out of country

=0 Incosistent infout of country
@ Not Measured

% of est. user-to-user connections

Figure 4.5: Greece IPv6 in/out of country

In Fig. 4.5 we depict the evolution of the fraction of user-to-user connections
w.r.t. the in/out of country metric for Greece in IPv6. The colors follow the same
pattern that we previously described. The first observation is that the estimated
fraction of user population coverage is significantly lower than the one in IPv4.
This is a clear evidence of of low IPv6 adoption inside the eyeball networks. In
2016-12, we observe a significant increase in the user population coverage that we
measure. Interestingly enough, this chronically matches with the wide launch of
the IPv6 protocol to the home user subscribers of the largest Greek ISP (COS-
MOTE) according to [6] which amounts to ~45% of the Greek market-share. We
observe that also in IPv6 the majority of fraction of user-to-user connections stay
inside the country across time. We previously examined the Greek eyeball ecosys-
tem across time and found that almost all user-to-user connections between Greek
ASes stay local in country. This is good news for the Greek users as their pack-
ets stay in country and not traverse foreign countries that may perform packet
inspecting. Also this is an indication of well-connectedness and peering between
the ASes of Greece.

Next, we present the Eyeball-to-Eyeball matrix across time for in/out-of-country
paths for the United States and Canada. We selected these two countries as in the
past, [74] revealed that traceroute paths starting from Canadian ASes targeting
Canadian destinations often crossed suspicious Internet monitoring locations in
the United States, a phenomenon which they named ”boomerang routing”.

In Fig. 4.6 we depict the estimated fraction of user-to-user connections for the
United States in IPv4 across time. We observe that the % measured user-to-user
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Figure 4.6: United Stated of America IPv4 in/out country
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Figure 4.7: Canada IPv4 in/out country

connections range from ~40% to ~60% across time. Moreover, we observe that all
user-to-user connections stay local and there are no out-of-country or inconsistent
connections that we can see. On the other hand, Fig. 4.7 depicts the fraction
of user-to-user connections for Canada in IPv4. Interestingly the % measured
user-to-user connections is close to the United States findings and is about ~60%.
However, we can clearly observe the existence of out-of-country paths and incon-
sistencies across time. About ~45% of the connections stay local (in-country)
and the out-of-country vary over time up-and-down from ~2% to ~11%. This is
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an interesting finding in comparison with the findings of the boomerang routing
study which found roughly one quarter of the Canada-to-Canada traceroute paths
to traverse the United States.

IXP crossings of user-to-user connections over time

Next, we examine the fraction of estimated fraction of user-to-user connections
that cross an IXP that operates in the same country (as the eyeball networks)
across time but also per address family. Fig. 4.8 depicts the estimated user-to-
user connections that cross or not an IXP for Greece in IPv4. The blue color
represents the fraction of estimated user-to-user connections that did not traverse
an IXP (inside Greece), orange the IXP-crossing connections and the yellow the
inconsistent ones. A first observation is that the no-IXP-crossing connections stay
almost stable over time to about 35%. Interestingly the IXP-crossing connections
range from 20% to 50% across time. We remind that the only known IXP that
operates in Greece is the GR-IX [13], so we can safely assume that the IXP-crossing
connections are traversing this IXP. Moreover, the inconsistencies between paths
of the same AS pair range from 3% to 25% which is an indication of path diversity
between the paths from an ASy against an ASy.

100

@ No IXP crossing
3 IXP crossing
3 Incosistent IXP crossing

I . I l I | @ Not Measured
80

60

40

% of est. user-to-user connections

20

Figure 4.8: Greece IPv4 IXP crossing

In Fig. 4.9 we depict the estimated fraction of user-to-user connections that
flow or not through an IXP in IPv6 for Greece. A first observation is that as the
IPv6 coverage increases due to the IPv6 deployment, the fraction of IXP-crossing
IPv6 paths also increases. This is an indication that networks seem to prefer also
the IXP peering model to peer with other networks in IPv6.

Furthermore, we present the Eyeball-to-Eyeball matrix across time for paths
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Figure 4.9: Greece IPv6 IXP crossing
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Figure 4.10: United States of America IXP crossing

crossing an IXP or not for the United States, Ireland and Netherlands in IPv4. In
Fig. 4.10 we depict the estimated fraction of user-to-user connections in IPv4 for
the United States of America. The first clear observation that we can make is that
almost all connections are not crossing an IXP, but are setup through other types
of —private or public— peering. Moreover, the fraction of no-IXP-crossing paths
stays stable over time.

In addition to the United States of America, the eyeball network ecosystem



42 CHAPTER 4. EYEBALL CONNECTIVITY

[ No IXP crossing

[ IXP crossing

[ Incosistent IXP crossing
B Not Measured

% of est. user-to-user connections

Figure 4.11: Ireland IPv4 IXP crossing

of Ireland and Netherlands depends and uses IXPs, as a significant fraction of
the estimated user-to-user connections pass through them. Fig. 4.11 depicts the
estimated fraction of user-to-user connections for Ireland in IPv4, traversing —or
not— an IXP that operates in the same country. We observe that the higher frac-
tion of connections pass through an IXP across time. The IXP crossing fraction
ranges from 20% to 50%, while the no-IXP crossing fraction remains almost sta-
ble at about 30%. The high fraction of connections passing through an IXP for
Ireland can be explained, as Ireland is the base of operations of the INEX [15]
IXP. Moreover, Fig. 4.12 depicts the fraction of estimated user-to-user connec-
tions for Netherlands in [Pv4. We also observe a high fraction of connections
passing through an IXP but in contrast to Ireland, the fraction of IXP -crossing
connections do not surpass the fraction of no-IXP-crossing connections. The high
fraction of IXP-crossing connections can be attributed to the presence of two of
the largest (in terms of member base sizes) IXPs worldwide in Netherlands. More
specifically, the AMS-IX [2] and [25] operate there.

Finally, the stability of the results across time, the correspondence of the ob-
served results to facts related to how each country-level eyeball ecosystem op-
erates, and the fact that the IXP Country Jedi does not keep any state between
each monthly measurement (allowing for independent repeatable hypothesis tests),
provide a good indication of the usefulness of our methodology.

4.4 Transit Betweenness

The Internet is a global network consisting of thousands of interconnected com-
puter networks. Each network applies its own routing strategies and policies [50]
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Figure 4.12: Netherlands IXP crossing

which results to a complex set of routing paths, involving several networks. So,
a common question that naturally arises in the field of Internet routing is: which
are the intermediate networks that a packet will traverse, when sent from point
A to point B?. Assuming that the packet starts from the network A and heads
towards to the network B it is possible to traverse zero (e.g., in case of direct A-B
peering) or more (e.g., A’s and B’s upstream providers) intermediate networks
[51], including IXPs. Moreover, a research study [4] revealed that only a small
portion of ASes carry the traffic for a disproportionate number of routes on the
Internet. Therefore, the answer to the original question can be extracted using two
different types of measurements. The first option is to conduct control plane mea-
surements. For this type, researchers rely on BGP data, in order to extract the AS
path between two ASes. However, the result of this type of measurement may be
incomplete [75]. The second option is to conduct data plane measurements. This
type of measurement can be performed using tools such as ping and traceroute.
However, data plane measurements also suffer from limitations and may result to
discovery of false or incomplete paths.

In this work, in order to identify the intermediate networks between a pair
of ASes we only rely on results generated by data plane measurements based on
the abundant data plane data we have at our disposal. More specifically, we use
the proposed framework (see Section 3) to extract and analyze traceroute data.
Moreover, we combine these data with the APNIC population estimates that we
described at Section 2.2. In contrast to other studies we do not only identify the
networks between a pair of ASes in a country, but we also rank these intermediate
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networks based on the fraction of user-to-user paths that pass trough them. Our
goal is to provide insights of how many user-to-user connections out of a total
set of possible user-to-user connections would pass through each network inside a
country. This can help researchers study metrics such as censorship, path diversity
and routing resilience on a country level. To measure this “flow” of user-to-user
connections we introduce the transit betweenness custom metric; we describe the
methodology for its inference/calculation in Section 4.4.1. The possible values of
transit betweenness for a network (AS/IXP) can range from 0% to 100%.

4.4.1 Methodology to infer transit betweenness of a network

As we mentioned earlier (see section 2) we use the generated data of the IXP
Country Jedi prototype tool. Due to the fact that the tool does not keep any state
between each run, the number of ASes and number of probes vary between each
run. Studying a dataset where vantage points and number of measurements change
over time is a challenging process. To overcome these challenges and measure the
transit betweenness inside a country with a consistent and reliable approach we
do the following.

As a first step, using the proposed framework (see Section 3) we retrieve all the
available traceroute data of a given month. We filter out the source and destination
ASes where the APNIC estimates fail to provide any information. By studying
the paths between ASes that are covered by the APNIC dataset we can calculate
the fraction of user-to-user paths that flow through each one of the intermediate
networks.

Next, we analyze the traceroute paths between a pair of ASes in a country. To
identify the intermediate networks, we transform each traceroute from an IP-level
path to an AS-level path using the IP-path-to-AS-path transformation that we
described in Section 4.2. Assuming a [ASx, ASy| pair of source/destination ASes,
we consider two different approaches in order to calculate the transit betweenness
of any intermediate networks between them; the symmetric and the asymmetric
approach (described in detail in Section 4.4.1.1 and 4.4.1.2 respectively).

The symmetric approach relies on the assumption that between the probe;
and probes which belong to ASx and ASy respectively, any observed interme-
diate network may “control” the bidirectional communication between the two
ASes, irrespectively of whether it is present only in the direction ASx — ASy or
ASy — ASx (on the respective probe-to-probe paths). In contrast, the asymmet-
ric approach takes into account the presence of intermediate networks separately
per direction. Both these approaches are useful to understand whether the direc-
tion of the communication plays an important role in what intermediate networks
are observable, depending of course on whether the probe-to-probe paths are sym-
metric or not.

Before proceeding to the description of the symmetric approach in section
4.4.1.1 and the asymmetric approach in section 4.4.1.2 we need to explain how we
weigh each traceroute result between a pair of ASes, in order to extract information
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on the fractions of user-to-user connections that flow on this path. We remind the
reader that the IXP Country Jedi tool selects at maximum two probes per AS and
performs probe to probe measurements between all ASes in the country. In this
thesis, we make the working assumption that by using two probes we can expose
the full path diversity of an AS (w.r.t. paths towards other ASes in the country).
To measure the paths between two ASes we perform traceroute measurements from
each of the selected probes of the source AS towards the selected probes of the
destination AS. Using max two probes per AS generates up to 8 traceroute results
(considering the direction of the traceroute) between the pair of [ASx, ASy]. We
assume that these 8 results expose the full transit betweenness of an intermediate
network between a pair of ASes. However, using two probes per AS is not always
possible as there are many ASes hosting a single probe. Additionally, it is always
possible for a probe to fail during the measurement process. We distinguish three
different cases which are related to the number of probes that were used to measure
the path. We introduce a penalty for associated missing traceroute paths on which
we refer as the ” Unknown betweenness”.
Measurement cases based on number of probes

e Two probes on both ASes

In the first case (Fig. 4.13), we select and use two probes ({1,2}) from the
ASx and two probes ({3,4}) from the ASy and perform full mesh probe-to-
probe traceroute measurements.
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Figure 4.13: Traceroute measurements between probes {1, 2} of ASX and probes
{3, 4} of ASY.

Fig. 4.13 (a) depicts the four traceroute measurements from probes of ASx
towards the probes of ASy. The initiated traceroute measurements from
probe {1} are marked with a blue arrow while the measurements from {2}
are marked with a red arrow.

Fig.4.13 (b) depicts the four traceroute measurement from probes of ASy
towards the probes of the ASx. The initiated traceroute measurements from
probe {3} are marked with a blue arrow while the measurements from {4}
are marked with a red arrow.
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We end up with four traceroute results for the path of ASxy — ASy and four
traceroute results for the path of ASx <+ ASy. In total eight traceroute
results have been produced for this pair of ASes.

e Two probes on ASX and one probe in ASY

In the second case as the Fig. 4.14 depicts, we select and use two probes
({1,2}) from ASx and a single probe ({3}) from ASy in order to perform
full mesh probe-to-probe traceroute measurements.
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Figure 4.14: Traceroute measurements between probes {1, 2} of ASX and probe
{3} of ASY.

Fig.4.14 (a) depicts two traceroute measurements from probes of the ASx
towards the single probe of ASy. The initiated traceroute measurement from
probe {1} is marked with the blue arrow, while the measurement from {2}
is marked with the red arrow.

Fig.4.14 (b) depicts two traceroute measurements from the single probe of the
ASy towards the two probe of ASx. The initiated traceroute measurements
from probe {3} are marked with the blue arrow.

We end up with two traceroute results for the path of ASx — ASy and
two traceroute results for the path of ASx + ASy. In total four traceroute
results have been produced for this pair of ASes.

e One probe to both ASes

In the last case as the Fig. 4.15 depicts, we use one probe ({1}) from both
ASes in order to perform full mesh probe-to-probe traceroute measurements.

Fig.4.14 (a) depicts the single traceroute measurement from the probe of the
ASx towards the single probe of ASy. The initiated traceroute measurement
from probe {1} is marked with the blue arrow.

Fig.4.14 (b) depicts the single traceroute measurement from the probe of the
ASy towards the probe of ASx. The initiated traceroute measurement from
probe {3} is marked with the blue arrow.

In this last case we end up with one traceroute result for the path of ASx —
ASy and one traceroute result for the path of ASx <+ ASy. In total two
traceroute results have been produced for this pair of ASes.
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Figure 4.15: Traceroute measurements between probe {1} of ASX and probe {3}
of ASY.

4.4.1.1 Symmetric Path Approach

In the symmetric approach, to calculate the transit betweenness of an intermediate
network, we assume that between the probe; and probes which belong to the ASx
and ASy respectively, the directions probe; — probes and probe; < probes do not
affect the presence of intermediate ASes w.r.t. the bidirectional communication.
More specifically, if we identify a network as intermediate in the path from {ASx —
probe1} — {ASy — probes} we consider that this network is also intermediate in
the path of {ASx — probe;} < {ASy — probes}.

To calculate the transit betweenness of an intermediate AS using this approach
we need to match the traceroute paths between each pair of probes. We remind
that in this work we assume that the maximum path diversity between a pair of
[ASx, ASy| ASes can be measured using two probes per AS. An example of a full
mesh probe to probe measurement is depicted in Fig. 4.13. The figure depicts 8
traceroute paths (arrows) in total. We group these results based on the following
4 probe pairs [1, 3], [1,4],[2, 3], [2,4].

We then weigh all the probe pairs according to the number of traceroute paths
they include. If a probe pair [probe;, probes| includes two traceroute paths (i.e.
{ASx — probe;} — {ASy — probes} and {ASx — probe;} <— {ASy — probes}) we
weigh it with 0.25 (2/8 paths). If it consists only of one traceroute path we weight
it with 0.125 (1/8 paths).

As 4.25 shows, the Symmetric Transit Betweenness (ST B) of an intermediate
AS7 is highly related to the number of probe pairs on which the AS was identified.

STBasxeasy (ASw) = Z Weight(probe pair) « (ESTasx * ESTasy)
probe pairs

(4.25)

where ESTasx, ESTsgy are the percentages of the user population estimates
from APNIC for ASx and ASy respectively, and the Weight of probe pair can be
either 0.25 or 0.125, as described in 4.26.
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0.125, if 1 traceroute result

W eight(probe pair) = { (4.26)

0.25, if 2 traceroute results

Finally, we add up the weight of all probe pairs; if it is less than 1, we apply
4.27 to calculate the Unknown Symmetric Transit Betweenness (UST B) between
AS X & ASY

USTB(ASx <+ ASy) = (1 — Z Weight(probe pair)) * (ESTasx * ESTasy)
probe pairs

(4.27)

where ESTagx, ESTagy are the percentages of the user population estimates
from APNIC for ASx and ASy respectively, and Weight is as described above.
To calculate the corresponding aggregate metrics we define the following;:

STBu(ASw) = > STBasxcasy (ASw)  (4.28)
ASX <+ ASY where ASw is present

USTBay = > USTB(ASx < ASy) (4.29)
ASX<+ASY where paths are missing

4.4.1.2 Asymmetric Path Approach

In the asymmetric approach, to calculate the transit betweenness of an intermedi-
ate network, we assume that the traceroute paths between the probes of the ASx
and ASy are independent. Moreover, using the assumption that we need two
probes per AS to expose the path diversity we need 8 traceroute results to give
the maximum transit betweenness to an intermediate AS. As a result we equally
rate each of the eight traceroute results with a weight of 0.125.

Then, for each intermediate network in the traceroute path we apply 4.30 to
calculate the Asymmetric Transit Betweenness (AT B) of it.

AT Basxasy (ASw) = Z 0.125 % (ESTasx * ESTasy)
found ASX<++ASY paths

(4.30)

where ESTasx, ESTasy are the percentages of the user population estimates
from APNIC for ASx and ASy respectively.

Finally, in cases where we have less than 8 traceroute results available for the
pair of ASes we apply 4.31 in order to calculate the Unknown Asymmetric Transit
Betweenness (UAT B) for this pair of ASes.
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UATB(ASx <+ ASy) = (8 — |found ASX + ASY paths|) *x 0.125 x (ESTasx * ESTasy)
(4.31)

where FSTasx, EST4gy are the percentages of the user population estimates
from APNIC for ASx and ASy respectively, and found is the number of available
traceroute paths for the [ASx, ASy| pair of ASes.

To calculate the corresponding aggregate metrics we define the following:

AT By (ASw) = > ATBasxeasy(ASw)  (4.32)
ASX<+ASY where ASw is present

UAT By = > UATB(ASx + ASy) (4.33)
ASX <+ ASY where paths are missing

4.4.2 Transit Betweenness over Time

In this section, we apply the methodology of Section 4.4.1 and present the Transit
Betweenness using the symmetric and asymmetric approach across time for the
United States and Netherlands. We use the data of the IXP Country Jedi to
construct this Transit Betweenness evolution across time for about 114 countries
around the globe, starting from March 2016'. Moreover, we support both address
family protocols (v4/v6). It is worth noting that the transit betweenness metric for
all ASes doesn’t sum up to 100% since we can have multiple intermediate networks
in the path between two eyeballs; these networks will all receive the same transit
betweenness value with respect to this eyeball pair.

United States is the first country that we examine. Fig. 4.16 depicts the transit
betweenness for all networks that appeared at least one time in the top 5 networks
of a month using the symmetric approach in IPv4. We can see that the network
with the highest betweenness across time is AS7843 (Time Warner Cable Internet
LLC) with a betweenness of ~8% of the total user-to-user connections. The “not-
coverage” from RIPE Atlas betweenness is ~17% and the Unknown betweenness
is ~19%. Moreover, Fig. 4.17 depicts the transit betweenness using the asymmet-
ric approach in IPv4. As we can see the asymmetric transit betweenness of the
networks is decreased in contrast to the symmetric approach. This is a clear in-
dication of routing asymmetries for the eyeball-to-eyeball communications within
the country; an intermediate network may be present only in one direction of a
path, resulting to lower asymmetric betweeness than the symmetric case where we
consider its presence irrespectively of the direction. Moreover, we observe that the
unknown betweenness in the two approaches significantly differ, as the symmetric
one is more sensitive to missing traceroute data.

'We have data from September of 2015 but we chose to plot a smaller time window for
demonstration purposes.
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Figure 4.16: Symmetric Transit Betweenness over time for the United States of
America.

The next country ecosystem on which we study transit betweenness of inter-
mediate networks is Netherlands. Fig 4.18 depicts the transit betweenness of the
intermediate networks that appeared at least one time in the top 5 networks on
a month as the ones with the highest transit betweenness using the symmetric
approach. The first observation is related with the presence of two major IXPs,
AMS-IX[2] and NL-IX[25]. The transit betweenness of the AMS-IX at March 2016
is about ~10% and across time tends to decrease, as in February 2018 it is about
~3%. On the other hand, NL-IX increases its transit betweenness over time. More-
over, we observe a significant increase for the AS6830 (Liberty Global Operations
B.V.) as it moves from about ~0.01% to about ~9% but also for AS286 (KPN)
which increases its transit betweenness from ~5% to ~11%.

Furthermore, Fig. 4.19 depicts the transit betweenness using the asymmetric
approach in IPv4. For the AS6830 (Liberty Global Operations B.V.) we observe
the same increment as we observed in the symmetric approach. However, we ob-
serve that the for NL-IX and AS286 (KPN) the increase of the transit betweenness
that we observed is not present using this approach. Again this seems to be re-
lated with routing asymmetries. It is worth noting that on June 2017 we observe
a significant drop in transit betweenness of almost all intermediate networks for
both of the two approaches. This is due to a failed measurement run of the IXP
Country Jedi tool.

Finally, an online version (for 114 countries) of the Transit Betweenness for the
symmetric and asymmetric approach where the user can select the address family
protocol (v4/v6), but also the number of top transit networks to report per month
is available at: https://www.eyeball-jedi.net.
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Figure 4.17: Asymmetric Transit Betweenness over time for the United States of

America.
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Figure 4.19: Asymmetric Transit Betweenness over time for the Netherlands.



Chapter 5

Further Framework
Applications

In Chapter 3 we proposed a framework to store, enrich and easily explore and
mine/analyze the traceroute data of the IXP Country Jedi tool (see section 2.6).
We provided a detailed explanation of an application of this framework on studying
eyeball-to-eyeball connectivity within a given country in 4. In this Chapter, we use
the proposed framework to further demonstrate its capabilities on performing data
analysis. The network ecosystem of a country can be characterized by multiple
metrics and traceroute path attributes. In this chapter we focus on three different
metrics. We study these metrics over time but also we compare the metrics per
address family protocol (IPv4/IPv6). In Section 5.1 we examine the average path
length of the traceroute paths inside a given country. After that, in Section 5.2 we
explore the fraction of paths that did not stayed local in the country but went out
of country. Finally, in Section 5.3 we look into the fraction of paths that crossed
an IXP that operates in the same country.

5.1 Path length

One of the most valuable kinds of information that can be extracted from a tracer-
oute path is its path length. The length in most of the cases represents the number
of routers that a packet needs to traverse between a pair of two hosts. How-
ever, as we described in Section 4.2.1.1 traceroute measurements are subject to
router constraints. Possible router constraints that can affect the path length of a
measurement include the router silently forwarding packets without altering and
decreasing the TTL but also modifying the TTL in unpredictable ways. These
traceroute measurement constraints are beyond the scope of this thesis.
Typically, a short (hop-wise) path length facilitates the quick transfer of in-
formation. It also can be considered as indicator of good connectivity between a
pair of ASes or a whole network (e.g., eyeball) ecosystem. Using the API of the
framework we analyzed all the collected data for all measured ASes per month
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and per country. After that, we extracted the average path length on IPv4 and
IPv6 over time. We consider as invalid the traceroute paths that did not reach the
destination IP and we excluded them from our results.
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Figure 5.1: Comparison of IPv4 vs IPv6 average path length over time for various
countries

Fig: 5.1 depicts the average path length over time but also per IP version
(blue for IPv4 and red for IPv6) for six different countries. The listed countries
are (a) Poland, (b) France, (c¢) United Kingdom, (d) Greece, (e) Netherlands and
(f) United States. We observe that the average path length using IPv6 is shorter
in 5 of the 6 countries, while in Poland it seems to follow and surpass IPv4.

The observed results can lead us only to assumptions (and educated guesses)
as we do not have ground truth data to validate any possible claims. We can
assume that IPv6 traceroute paths, experience on average shorter path lengths
due to the phenomenon of tunneling IPv6 over IPv4 (according to the RFC 4213
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[71]) when a part of network does not support dual stack routing (IPv4 and IPv6)
but supports only IPv4. In this case the IPv6 packets are encapsulated into IPv4
packets and are routed using an IPv4 header. As a result, the TTL value of IPv6
is not decreasing and IPv6 routers in the path are not discovered.

Another assumption is that due to the lower traffic volume of IPv6, IPv6 paths
are subject to less complex/sophisticated /advanced traffic engineered and packets
are routed in a simpler topology. Furthermore, the ASes that adopt IPv6 are
changing their network equipment in order to support dual stack routing. The
new hardware is capable of providing higher throughput in router-to-router links.
This may lead network administrator to create simpler topologies, as they can
handle higher traffic volumes using less links to perform load balancing.

5.2 Out-of-Country Paths

In the last decade, studies [45, 55, 74] revealed that traffic between two ASes of the
same country often traverses one or more countries before reaching the destination
AS. One of the most well-known cases is the Canadian case [74] where researchers
discovered a phenomenon which they named as ”boomerang routing” whereby
Internet transmissions originating and terminating in Canada are routinely routed
through the United States. This phenomenon can occur due to a set of possible
reasons such as network misconfiguration and more economical routing through a
transit that operates abroad; however, they can also happen on purpose.

The typical business relationship between a pair of ASes can be either transit
or peering. The transit relationship expresses the traditional customer-provider
model. The customer pays the provider to transit his traffic towards other net-
works with a typically rate-based charge (usually based on the 95th percentile
approach) [72]. On the other hand, Internet peering is a business relationship
where two ASes agree to provide access to each other customers and exchange
Internet traffic without paying a fee (e.g., “settlement-free” peering). One of the
primary objectives of the IXP Country Jedi prototype tool (see Section 2.6) was
to allow network administrators to easily see how their network reaches the other
networks in the same country on a monthly basis. Using the tool they can derive
data to find possible misconfigurations in their network but also to examine their
peering strategies against other ASes.

One of the primary causes that can explain the out-of-country paths can be
economical reasons, more specifically the transit agreements between ASes of the
same country. If the source and destination AS do not peer either by a private
peering agreement or through an IXP they are obligated to hand over the traffic to
one or more third-party ASes. These ASes will act as transit providers to deliver
the traffic to the destination AS.

As an example, we have the following ASes ASx, ASy, ASz which operate in
country Countrys and ASy that operates in Countryp. ASx does not peer with
AS7z so the only way to successfully forward traffic to this network is by using a
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transit provider. ASy and ASy peer with both ASx and ASz. However, ASx
will choose as transit provider the cheapest option from the set of available transit
providers ASy and ASy . In case the cheapest is ASy, traffic may be routed
through ASwy in Countryg and then back to Countrya to reach the destination
ASy.

Another factor that can make paths between ASes of the same country leave
the country is network misconfiguration. This type of errors can affect and create
anomalies in the connectivity of a significant portion of ASes. Routing on the In-
ternet between the ASes is performed using the Border Gateway Protocol (BGP).
Using the BGP protocol the ASes exchange routing information and routers build
their routing tables. In recent years many cases where a network administrator
made a misconfiguration and announced —using the BGP protocol— a wrong rout-
ing path to other ASes have occurred. In most of these cases the outcome was
traffic anomalies but also packet loss. However, there are cases where an AS may
on purpose hijack paths of other ASes to gather their traffic. These types of mis-
configurations may affect routing paths and force packets to traverse ASes out of
country (BGP prefix hijack events).

Finally, packets may traverse another country on purpose. When a packet
traverses a country, it is subject to the laws of this country. Additionally, the
packets could be subject to inspection, filtering and snooping. Moreover, a recent
work [45] revealed the case where traffic is routed to a foreign country due to
interdependent legal and technical loopholes that the US intelligence community
could use to circumvent constitutional and statutory safeguards (applying to the
country of origin) to inspect the traffic.

Figure 5.2 depicts the average fraction of paths between all ASes in eight
countries that went of country. The listed countries are (a) Germany, (b) France,
(c) United Kingdom, (d) Sweden, (e) Netherlands, (f) United States, (g) Spain
and (h) Italy. An observation that we can easily make for all the eight countries
is that the IPv6 seems to start matching IPv4 across time.

However, the observed results can lead us only to assumptions as we do not have
any ground truth data to validate any possible claims. An observation pertaining
to the IPv4 and IPv6 paths is that the IPv6 paths have the highest fraction of
paths going out of country. This may be the outcome of poor IPv6 adoption of
the ASes in the country. If the transit providers or the already established peering
links between ASes in the country support only IPv4, then networks are forced to
route the IPv6 paths with a different policy. For example, they may offload IPv6
traffic to global transit providers that can eventually route the IPv6 traffic to the
destination AS.

5.3 IXP Crossing Paths

IXPs (Internet Exchange Points) have become a very popular place for ASes and
CDNs (Content Delivery Networks) to peer with other ASes. Peering in IXPs can



5.3. IXP CROSSING PATHS 57

2

2

— Pva
— IPve

— v
— IPve

% of paths went out of country

9% of paths went out of country

|
|

§ & & F & &8 S & & e e e s
§ & 8 & 3 S ¢ 8 ¢ X N8
y & & & & FF &g g & & & & & F L g
L R T . L T A .

(a) Germany (b) France

2

3

— pva
— IPve

— v
— IPve

9% of paths went out of country
s

9% of paths went out of country

ﬁ;’
%ﬁ

g & & & & &g & &y e e e s
< < < $ N N N 3 S ¢ 8 ¢ X NN
& 5 5 o $ $ $ S & F & F F &S E S
L R T T T [ 2 A A A A A .

(¢) United Kingdom (d) Sweden

100

w0 w0
£ z
5 60 5 60
g — 3 —
g — w6 H — 1pus
2 g
2w )
H 5
20 s~ZU
M .
s & 8 5 8§ § 5 8 s £ 8 8 o8 5 3
S &SI U A A A A
R N N N A N
L L -

(e) Netherlands (f) United States

100

— v
— IPve

— v
— IPve

9% of paths went out of country

¢ & S N & e S & s S S eSSy
B S N A S A A P D
CANCENCENC N S - A F§ & & 555 EF &
§ & FF S5 5 S §F§F §F 8§ FFF S

(g) Spain (h) Ttaly

Figure 5.2: Comparison of IPv4 vs IPv6 % of Out-of-Country paths over time for
various countries.

have significant advantages to the networks such as reducing the cost of transit fees,
improving their latency against other ASes but also reach over direct connections
large CDN networks. Furthermore, as we already discussed previously (see section
5.2), IXPs can play a key role on the decrease of out-of-country paths between
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ASes of the same country.

In this section, we examine the fraction of paths between ASes of the same
country that cross an IXP that operates in the same country. The IXP crossing
identification is performed using the methodology that we describe in Section 2.5.
The correctness of the results is subject to the limitations of the IXP crossing infer-
ence and we plan in the future to use more complex IXP identification techniques
such as the tralXroute tool [70].

Fig. 5.3 depicts the fraction of paths that went through an IXP that operates
in the same country over time in IPv4 and IPv6. The listed countries are (a)
Germany, (b) France, (c) Denmark, (d) Greece, (e) Netherlands, (f) United States
and (g) Spain. An interesting observation is that the IPv6 paths seem to cross
more frequently an IXP than the IPv4 paths in Germany, France, United States
and Spain. However, the observed results may be biased due to the fact that
networks with IPv6 deployment are usually major ISPs that peer aggressively
with other networks and need large pools of IP addresses to serve their customers.

On the other hand, Greece is an interesting case where we observe that IPv4
paths have a higher fraction of IXP crossings than the IPv6 ones. The only Greek
IXP at this moment in Greece is the GR-IX (Greek Internet Exchange) [13] which
is operated by the national research and academic network.

In the Netherlands, the fractions of IPv4 and IPv6 paths seem to match (i.e.,
converge) over time; we further observe a tendency of decrease over time.
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Chapter 6

Related Work

This chapter provides the related work and background information that is re-
quired to support our work. The content is based on the literature survey that
I carried out during the first and the second year of my MSc. We categorize the
related work into two different sectors. First, we discuss works that analyze and
map traceroute paths from the IP level to the AS level in order to discover the
AS-path from a traceroute result. Then, we discuss related research studies on the
connectivity between a set of ASes. The goal of this chapter is to help the reader
understand the differences in our approach from other related studies.

6.1 IP-path-to-AS-path Mapping

The process of extracting an AS path from a traceroute path has been an active
area of research for more than two decades. The first step towards the AS-level
path discovery, is mapping IP addresses to routers (mostly known as alias resolu-
tion). This step is crucial to identify and characterize inter-domain connections
between ASes as routers may respond using different interfaces each time they
are being probed. Although the research community has made important steps to
successfully map IPs to routers, the problem is not entirely solved. [62] studied
the performance of the existing alias resolution techniques and implementations
and found that every alias resolution technique which was tested has strengths
and weaknesses. Later, the MIDAR [63] implemented an extremely precise ID
comparison test by integrating multiple probing methods from multiple vantage
points to perform alias resolution.

The next step towards the extraction of an AS-level path from a traceroute
IP-level path, is to map each observed IP address to the administrative AS that
announces the longest prefix containing this address. To perform this mapping
BGP data are frequently used. However, [78] found that this approach can lead to
significant false AS-link inferences, due to the fact that a large number of routers
respond to traceroute probes with source IPs from a different network (i.e. a
neighbor AS, resulting to the presence of a third-party address in the traceroute).
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The majority of the Internet mapping studies have derived the network struc-
ture, at the AS-level, from a limited number of vantage points of either tracer-
oute or BGP data sources. Although the methodologies and techniques to infer
the network topology are continuously improved, the number of vantage points
is significantly outpaced by the rapid growth of the Internet. For this reason,
[51] proposed a technique to increase the network topology exposure of traceroute
measurement results by using active measurements from P2P networks. They cal-
culate the AS paths using BGP data and combine the methodology of [67] with
a filtering methodology to avoid false positive reports of ASes. Moreover, in their
approach they remove paths that cross IXPs to avoid reporting a wrong AS path,
and then they use the IP-to-AS mapping provided by Team Cymru [39], which
incorporates both publicly available and private BGP information.

Moreover, Zhuoqing M. et al. [67] proposed a methodology to create an accu-
rate AS-level traceroute tool by using data derived from traceroute results along
with BGP data from publicly available route collectors. Their study revealed that
about 10% of the traceroute paths have one or more hops that do not map to a
unique AS number, and around 15% of the traceroute AS paths have an AS loop.
To increase and improve how IP addresses of network infrastructure map to the
ASes that operate the infrastructure, they combined the traceroute results with
reverse DNS lookups, BGP routing tables, and BGP update messages. Later, they
proposed [66] a new algorithm to improve the inaccurate IP-to-AS mappings. The
new algorithm can reduce the initial mismatch ratio of 15% between BGP and
traceroute AS paths to 5% while changing only 2.9% of the assignments in the
initial IP-to-AS mappings.

The authors of [65] focused on tackling the challenge of accurate inferring
inter-AS links at the granularity of individual border routers between a network
with at least one vantage point (that can perform active targeted traceroutes) and
directly connected networks, with high precision. Concurrently, Alexander M. et
al. [69] proposed the MAP-IT algorithm which can infer the router ownership on a
traceroute path using multi-pass inference mechanisms. The algorithm is capable
of inferring the exact interface addresses used for point-to-point inter-AS links, as
well as the specific ASes involved.

In this thesis, after understanding in depth the related work and the challenges
of accurately transforming an IP-level path to an AS-level path, we developed a
simple and scalable IP-path-to-AS-path rule-based transformation technique. Our
technique, in order to perform the IP-to-AS mapping, employs the approach of
mapping each observed IP address to the administrative AS that announces —in
BGP- the longest prefix containing this address, as a first step. As the literature
discovered [78] the IP-to-AS mapping may be incorrect because routers may re-
spond to probe packets with third party interfaces. Moreover, in some cases it may
be impossible to extract an AS, as some IPs fail to map to an AS (private/not
announced IPs). To overcome all these challenges we created a set of filtering
rules. The rules on this set are derived from findings of other research works such
as [67, 68]. We know that our technique is simpler than other more sophisticated
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and complex techniques which may also use control plane data (BGP AS-paths)
to find AS paths. We attempted to improve our technique using the state-of-the-
art MAP-IT algorithm [69] to accurate identify the AS borders. However, the
algorithm requires various input sources, which makes the process of applying it
on old datasets challenging. In contrast, the current rule-based technique to per-
form the IP-path-to-AS path transformation requires only BGP data for IP-to-AS
mappings; this kind of data are publicly available across time from the routeviews
project [44]. We describe our IP-path-to-AS-path technique along with the set of
rules that we use in Section 4.2.

6.2 Connectivity between ASes

In the last decade, measuring and analyzing the interconnection of ASes has be-
come a very active area of research. The growth of interest for research on this field
has been driven by a set of different events; governments around the world trying
to legislate and control the Internet by applying censorship on Internet traffic, dis-
covery of cases of suspicious “boomerang routing” (see next), and monitoring of
users’ data. Moreover, recent events such as the AT&T Whistle-Blower case, where
a former engineer of the AT&T reveled that the U.S. National Security Agency
was surveilling Internet traffic at a major U.S. Internet backbone network [21],
attract the attention of researchers. Moreover, the [45] article described interde-
pendent legal and technical loopholes that potentially allowed the US intelligence
community to circumvent constitutional and statutory safeguards for Americans.
The article also described how modern Internet protocols can be manipulated to
deliberately divert American’s traffic abroad where traffic can then be collected
under a more permissive legal regime.

To provide insights on potential traffic manipulation, [74] analyzed traceroute
paths between Canadian ASes and discovered a phenomenon which they named
“boomerang routing” whereby Internet transmissions originating and terminating
in Canada are routinely routed through the United States. They pointed out
that these Canadian packets traveling through the United States could be subject
to U.S. law and could expose Canadians to potential U.S. surveillance activities.
However, they analyzed a small number of traceroute paths (about ~25,000) for
a specific time period and only for Canada. The importance of in-country traffic
staying local inspired [53] which started as a research initiative in order to map and
analyze the routes Canadian data packets take across the Internet backbone. In
addition to these two works, in our work on a monthly basis we analyze in-country
traceroute paths between all ASes that are covered by the RIPE Atlas platform
for about 114 countries. Furthermore, in our analysis we use the OpenIPMap [17]
tool to geolocate routers and avoid using commercial IP geolocation databases, as
these database suffer from high inaccuracies when it comes to the geolocation of
Internet infrastructure. We describe the geolocation dataset of our work in Section
2.3.
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The authors of [49] highlighted the non-uniformity of interconnected country
ecosystems. They combine real world data (e.g. number of IXPs in a country)
along with data from BGP tables (e.g. number of ASes that announce prefixes in
the country) and calculate network metrics (e.g. betweenness centrality, clustering
coefficient) for 25 countries. In addiction, in our work we use traceroute data and
infer the transit betweenness (taking into account also the user populations of the
in-country eyeball networks) of ASes for 114 country ecosystems around the globe.

Hal et. al [76] proposed a methodology for mapping national networks of ASes
in order to identify small sets of ASes that could possibly act as points of con-
trol for a country. They discovered that across countries only a few autonomous
systems act as points of control. To identify these sets of ASes they used AS rela-
tionship data derived from BGP path announcements collected by the routeviews
[44] project, and analyzed the IP address allocation to ASes. More specifically,
they calculated the points of control for each country as the minimum set of au-
tonomous systems necessary to connect to 90% of the IP addresses in the country.
Their methodology could not be applied to U.S. due to insufficient data of the
active IP addresses in ASes that operate in United States, as well as countries
with small numbers of IP addresses. In our work, we can infer these “networks in
the middle” using traceroute measurements but also infer user-to-user connections
that flow through them. Our methodology can be applied to any country where
the RIPE Atlas platform provides sufficient coverage.

Finally, [55] measured the country-level paths towards popular domains and
characterized transnational routing detours. They found that traffic from a coun-
try targeting the same country is often traversing known surveillance states. In
their work, they examined only 5 countries, and they analyzed only paths in IPv4.
In our work we support both address family protocols (v4/v6) and we analyze
114 countries. Moreover, to geolocate the IP addresses they used the MaxMind
database which suffers from high inaccuracies in geolocating Internet infrastruc-
ture. In this work we use the more accurate OpenlPMap [17] tool to geolocate
routers (see Section 2.3).



Chapter 7

Conclusions & Future Work

In this chapter, we first summarize what we have done and what we have learned
while doing this thesis in section 7.1. We conclude with an overview of future work
associated with this thesis in section 7.2.

7.1 Summary and Conclusions

In this thesis, we began with the motivation to characterize the connectivity of the
"eyeball” networks, i.e. user-facing networks with the largest user populations,
at large scale (114 countries) and across time. At first, we propose and describe
the Eyeball Jedi framework architecture which collects, enriches, analyzes and
provides access through a publicly available API to millions of traceroute results
generated by the IXP Country Jedi prototype tool starting from September 2015.
The framework provides an online APT available to researchers and network oper-
ators to build on top of this path-related applications.

Using the proposed framework we explore to what extent we can provide in-
sights on country connectivity of all ASes, covered by RIPE Atlas, in a given
country. To provide quantitative insights on the user-to-user connectivity we use
the population per AS estimates from APNIC. On top of these estimates we build
the Eyeball-to-Eyeball matrix which provide useful insights on the connectivity of
the eyeball networks. We infer the number of user-to-user connections that stay
local or leave the country, crossing or not an IXP and are direct or indirect (involv-
ing at least on intermediate AS). Moreover, we analyze the monthly results across
time to study the evolution of country ecosystems regarding these properties.

For example, we discover that over time 20% to 50% of the user-to-user con-
nections in Greece cross an IXP (GR-IX); in Ireland this fraction ranges from 30%
to 50% and involves INEX IXP. In addition, the user-to-user connections crossing
IXPs in United States is only ~3% across time. This is an indication of the wide
variety of the peering ecosystems across countries.

Moreover, we examine the fraction of user-to-user connections that stay local
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in the country or go out of country; we discover that in Canada it varies up-and-
down from ~2% to ~11%. This is an interesting finding as our results match
other studies that focused only on the Canadian ecosystem[53, 74]. This provides
confidence in our data plane approach.

Furthermore, we propose a methodology to examine the transit betweenness of
the intermediate networks between in-country networks and provide quantitative
insights on the fraction of user-to-user connections that flow through them. We
employ both the symmetric and asymmetric approach to take into account presence
of intermediates in different directions. In the U.S. we see that the incumbent
provider (Time Warner Cable) accounts for approximately 8% of the user-to-user
connections as an intermediate network consistently in time. For Netherlands the
rise of the NL-IX IXP over time; however, this rise is accompanied with potential
routing asymmetries.

In addition, we conducted a mini validation of the probe selection strategy of
the IXP Country Jedi using a large ISP in Greece, and we evaluated the coverage
of the RIPE Atlas on user populations across the globe.

Besides the aforementioned quantitative insights we learned also that accu-
rately exposing the path diversity of large eyeball networks requires several (more
than two) probes; this is because the number of probes should ideally match the
user population distribution that they represent. The latter dynamic approach
would reduce both the unknown betweenness as well the sensitivity of the method-
ology to missing or problematic traceroute data. We understand that transforming
accurately an IP-level path to an AS-level path is a challenging process and re-
quires a lot of manual effort to be done at scale. We believe that the proposed
framework and applications will be valuable for researchers working on the field of
Internet connectivity using data plane measurements and accounting for how users
are connected to each other. Moreover, it can also be used as a network debugging
tool for network operators. For this purpose we make our code, measurements and
online API available to the community.

Finally, part of this work has been already published at the Applied Networking
Research Workshop (ANRW) 2017 in Prague, Czech Republic [58]. Moreover,
insights from this work has been presented to the Connect Working Group of the
RIPE 74 meeting in Budapest, Hungary.

7.2 Future Work

We see the following research and engineering directions as interesting future work.

e Probe Selection
With this thesis we made a first attempt to explore the diversity of paths
between two RIPE Atlas probes of the same AS against a specific target.
Although path diversity can be unpredictable, and we found that the probe
selection methodology which the IXP Country Jedi tool uses (selects two
probes per ASN -closest and farthest- to the capital) is not optimal in terms
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of uncovering the full path diversity, it is a scalable and practical method to
examine the path diversity. Moreover, we found probes with weird behavior
such as accessing the Internet through a tunnel and not from the origin AS;
we need to apply filtering for such probes to avoid distortion of our results.
We plan in the future work to assess if this assumption holds in practice.
Finally, we see room for potential research on improving the probe selection
strategy, in order to expose the full path diversity of an AS.

e IP-path-to-AS-path Mapping

The current IP-path-to-AS-path uses a simple IP-to-AS mapping and a set
of rules to transform IP-level paths into AS-level paths. In the context of this
work, we tried more sophisticated approaches such as MAP-IT to improve
our methodology. However, that approach requires a lot of tuning to provide
useful results. We plan in the future to expand our methodology to combine
data plane and control plane measurements such as AS paths to increase the
accuracy of the generated AS paths.

e Transit Betweenness Methodology

The current betweenness methodology suffers from missing data. One of the
challenges that we need to rethink and address is the penalty that we apply
in the transit betweenness metric. For small or non-eyeball networks this
penalty distorts the transit betweenness percentages of their intermediate
networks in a small fraction. However, for large eyeball networks, applying
the penalty may distort in a significant way the results of the percentages of
the other networks.

e Framework and Portal

The current version of the framework and the portal is in the stage of pro-
totype tool. We plan to continue working on them and later this year to
open source the code of the tool. Moreover, we plan to increase the num-
ber of external sources that the framework can use to enrich the traceroute
data such as the production OpenIlPMap, use MAP-IT to enrich data but
also tools such as the tralXroute tool to improve the IXP crossing identi-
fication process. Finally, we intend to improve the system under the hood
to achieve better performance (especially in regarding memory- and time-
intensive queries) and scalability.

e Comparison of user-to-user vs. user-to-content paths
It is a well known fact that the CDN traffic is highly optimized, which raises
the question how the user-to-user paths, compare with the CDN paths. Are
they also getting better (more optimized) or do they lag behind? We plan in
the future to compare the user-to-user against the user-to-content paths and
answer such questions from different points of view (e.g., latency, throughput,
loss, etc.).
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e Validation of our findings

One of our main objectives as future work is to validate the findings of this
thesis. Finally, with the portal website we will try to crowd source our
findings and seek ground truth data from the network operators themselves.

Neutralizing biases

Like any other measurement-based research work out there, the results pre-
sented in this thesis are accompanied with some biases and limitations. For
example, RIPE Atlas probes are usually hosted by network enthusiasts; their
deployment is not uniform within the user populations of the different coun-
tries. Probe selection is thus affected by such a placement bias. Moreover,
we have already mentioned the limitations of IP-path-to-AS-path transfor-
mation, which becomes especially hard when applied at scale and over time.
Apart from that, traceroute datasets may be incomplete, thus giving us only
a partial view of a connectivity ecosystem. Finally, we note that APNIC,
while being the only known source of user population estimates per AS per
country, is subject to several sources of bias related to their measurement
methodology and estimation of ISP market shares. In future work, we plan
to address these biases separately; in this thesis we made a best effort to
account for them where feasible.



Appendix A

Probe Similarity

The main limitation of the probe selection methodology (see Section 2.6.1) is that
we do not have any ground truth data to compare against. A recent work [61] tried
to look into the probe similarity and define a probe similarity metric. However,
their similarity metric focuses on topological similarity without taking into account
categorical properties such as the geographic region and the AS that the probes
belong to.

To provide useful insights regarding the probe selection strategy, we examined
how similar are probes which are hosted in the same AS. The key idea to compare
how similar are two probes was that if both of the two probes use the same border
router to exit their origin AS, then the rest of the path will be the same. Therefore,
e2e path diversity is dictated by the border router diversity. Furthermore, we also
examined if the probes use the same border router of the next AS. We constructed
a set of IPs that each probe revealed in a specified time period and compared them
using the Jaccard index.

Greece was the first country that we looked for probe similarity. The country
was selected for a couple of reasons: (i) an acceptable number of Atlas probes
are hosted in Greek eyeball networks, the diversity between the probe location
(mainland/islands) is noteworthy, and most importantly we had knowledge of the
Greek network ecosystem. The top 5 Greek ASes in terms of number of probes
being hosted were ’AS6799’, *AS1241°, ’AS3329°, "AS25472’, *AS6866°. The ag-
gregate number of active probes being hosted on those ASes during that period
was 51 probes. A complete mapping of each AS number to the name and holder
organization using the RIPEstat service can be found at Table: A.1.

The dataset that we used to infer the probe similarity includes all the RIPE
Atlas public IPv4 traceroute results from 01/02/2017 to 28/02/2017 that were
initialized from probes hosted in any of the ASes of the Table A.1. To remove
any inconsistencies between active and inactive probes we filter them based on the
number of traceroute measurements they run per day. We kept only the probes
that initialized at least 120 public measurement per day for the selected time
period. This resulted to a decrease on the number of probes from 51 to 37. In
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AS Number Name and holder of this ASN

6799 OTENET-GR
Ote SA (Hellenic Telecommunications Organisation)
1241 FORTHNET-GR
Forthnet
3329 HOL-GR
Vodafone-Panafon Hellenic Telecommunications Company SA
25472  WIND-AS
Wind Hellas Telecommunications SA
6866 CYTA-NETWORK
Cyprus Telecommunications Authority

Table A.1: Mapping between the AS Number and the name/holder of the selected
Greek networks using RIPEstat.

total, more than 2 million traceroute results were analyzed from these probes.
To infer the probe similarity we applied the following methodology.

As a first step, IP-to-AS mapping was applied to the collected traceroute re-
sults. To perform the IP-to-AS mapping we used the daily dumps of all routed
prefixes from the RIPE RRC16 Collector. The results were grouped per day and
mapped using the dump file of that day. The dump files can be found at the public
RIS Raw data ftp directory. [36].

(a) (b)

Origin AS Next AS

Figure A.1: Uncovering the interfaces of the border routers between each pair of
ASes (used for probe similarity computation)

The next step of our methodology was to filter out tuples of border router IPs
between the origin AS and the next AS. We removed tuples in which we had at
least one unknown hop. Figure: A.1 depicts the connection between the origin
and the next AS. For sake of simplicity for the visualization we used only one set
of border routers between the two ASes. Furthermore, the first part of the tuple



Figure A.2: Probe similarity using Jaccard index 0.5 for AS6799 (OTENET-GR)

includes the IP responses from the interfaces of router (a) and the second one from
the router (b).

Finally, we ended up with a list of IP pair tuples per probe. We group the
probe results per probe and AS and then apply a set of different thresholds for
Jaccard similarity index.

An example of grouping the probes of AS6799 (OTENET-GR) using Jaccard
similarity with threshold 0.6 is depicted at Fig: A.2. We observe that multiple
groups of probes were formed even for probes hosted in the same city. However,
we see that the AS6799 use a geographical policy routing between the North and
South part of the country. The differences between probes on the same city provide
evidence of the existence of different routing policies between customers, even on
a city-level.

Finally, to test the current probe selection strategy; we correlated —using the
Pearson correlation coefficient— the distance between a pair of probes with the
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Figure A.3: Similarity vs. distance between probes of AS6799

Jaccard similarity index of the respective border IP sets. An example for AS6799
is depicted at Figure: A.3. The Pearson coefficient between the probe distance
and Jaccard similarity is weak and negative with a value of -0.528. The negative
correlation indicates that as one of the variables increases, the other tends to
decrease, and vice versa.

These results indicate that while the default IXP Country Jedi probe selection
strategy (see Section 2.6.1) is not optimal in terms of uncovering full path diversity,
it is a scalable and practical method to examine the path diversity.



Appendix B

Evaluating RIPE Atlas
Coverage

The RIPE Atlas platform is continuously expanding and new probes are deployed
daily on networks that the platform did not cover before. Thousands of probes
are spread across multiple countries and different ASes. Based on the official
statistics from the platform [15] RIPE Atlas covers 177 countries in 5 continents
which results to 90.3% of the total countries and 100% of continents. In terms
of networks, RIPE Atlas covers more than 3622 ASNs in IPv4 and 1397 ASNs in
IPv6 which results to 6% and 9.3% of the total ASNs respectively. Without any
doubt, RIPE Atlas is one of the most expansive measurement platforms covering
a significant number of countries and networks.

A question that frequently arises between users of the platform is to what per-
cent of population the covered ASNs map. To estimate the proportion of Internet
users per country connected to networks that contain active RIPE Atlas probes,
we created the RIPE Atlas Population Coverage tool [32]. This is useful to:

e Quickly access the number of networks across the world that are reached by
RIPE Atlas.

e Determine where more RIPE Atlas probes are needed by spotting gaps in
RIPE Atlas coverage at a glimpse.

B.1 Methodology

First of all, in order to discover the size of an AS (autonomous system) in terms
of users we use the APNIC estimates (see Section 2.2). On a daily basis, we fetch
the APNIC estimates for 249 countries and apply certain thresholds in order to
consider a network as an eyeball network. Per country we use the inferred ISP
market shares to estimate which networks (ASes) are the dominant players up to
a cumulative fraction of 95% of the Internet users in that country. In the portal,
we do not consider an ISP as a major eyeball network if it has less then 0.1% of

73



74 APPENDIX B. EVALUATING RIPE ATLAS COVERAGE

market share. Sometimes this last restriction causes us to report on less then 95%
of the market.

An interesting outlier is Russia, where the eyeball ecosystem looks highly di-
verse and fragmented. In this case, many of the networks we would need in order
to cover 95% of the market fall below our 0.1% market share threshold. For any-
thing under this threshold, one would need 343 ASNs to cover the 95% of market
share.

Finally, we combine these estimates with the daily RIPE Atlas active probes
[33] and we assume that if at least one active probe exist inside an AS, then the
user population of the AS is covered.

B.2 Coverage Map

To provide an easy way to view the RIPE Atlas coverage we created the Coverage

Figure B.1: IPv4 Public and Private Probes.

Fig. B.1 depicts an example of the world map showing the coverage using
IPv4 public and private RIPE Atlas probes. On that map we can see that the
RIPE Atlas coverage on eyeball networks in Africa is none or very low. RIPE
Atlas ambassadors in the Africa region can use the portal to identify the missing
networks and target them to deploy new probes and increase the diversity and
coverage of the RIPE Atlas network. As an example, in Nigeria RIPE Atlas only
cover an estimated 1.3% of the end-user market.
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Figure B.2: RIPE Atlas IPv6 Public and Private Probes.

Fig. B.2 depicts a world map showing coverage using IPv6 public and private
RIPE Atlas probes. We can observe that the IPv6 coverage of eyeball networks
is significantly lower in comparison with IPv4 support. Interestingly, Uruguay,
Finland and Belgium seem to perform very well, with more than 90% IPv6 coverage
of their eyeball networks.

B.3 Countries Table

To access the data in a easy to explore form, we created a table where the user can
find all countries in (by ISO 3166 two-letter country code [8]) along with estimates
of how many end-user market networks are covered by RIPE Atlas probes. We
present these estimates per address family protocol (v4/v6), but also per probe
type (public/private). An example of the table is depicted in Fig. B.3.

Moreover, we created a per country view that lists the networks with the largest
estimated market share, together with the number of probes that are deployed in
each network. Rows are coloured green if three or more IPv4 capable public probes
are in that network; i.e. if RIPE Atlas have some redundancy in sources from that
particular network. If RIPE Atlas have one or two probes, the row is coloured
yellow. Rows without colour represent networks where it would potentially be
interesting to deploy new RIPE Atlas probes. This is particularly interesting
for RIPE NCC staff distributing RIPE Atlas probes, and also for RIPE Atlas
ambassadors to see where to focus attention for probe distribution. An example
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for Greece is is depicted in Fig. B.4.

Country Code Internet Users IPv4 Public Probes % IPv4 Public and Private Probes % ¥ IPv6 Public Probes % IPv6 Public and Private Probes %
GL 37899 100 100 0 0
AX 0 0 100 0 0
AD 66728 100 100 0 0
ET 4288023 99.81 99.81 0 0
CuU 3696765 98.92 98.92 0 0
CK 0 98.91 98.91 0 0
AE 8515420 97.56 97.56 0 0
MC 35196 97.25 97.25 0 0
GR 7072534 93.57 97.19 78.67 82.3
FR 55860330 95.57 95.61 71.58 71.66

Figure B.3: Table overview of "eyeball coverage” of the RIPE Atlas platform

Network Network Estimated User IPv4 Public IPv4 Private IPv4 Total IPv6 Public IPv6 Private IPv6 Total

(ASN) Name Population % Probes Probes Probes Probes Probes Probes More

6799 OTENET-GR 43.01 28 6 34 10 5 15 View

3329 HOL-GR 15.08 8 3 1 4 0 4 View

1241 FORTHNET- 14.44 11 3 14 6 2 8 View
GR

25472 WIND-AS 12.31 7 1 8 0 0 0 View

6866 CYTA- 59 4 1 5 2 1 3 View
NETWORK

29247 COSMOTE- 3.62 0 1 1 0 1 1 Apply fora
GR probe

12361 PANAFONET- 2.39 1 0 1 0 0 0 View
AS

15617 WIND- 127 0 0 0 0 0 0 Apply fora
HELLAS probe

35506 SYZEFXIS 0.66 0 0 0 0 0 0 Apply fora

probe
5408 GR-NET 0.29 10 0 10 13 0 13 View
8248 GR-EDUNET 0.19 1 0 1 0 0 0 View

Figure B.4: Overview of ”eyeball coverage” for Greece
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