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Reconstruction of 3D objects from multiple scanners

Abstract

Today, multiple scanning modalities exist, which have different properties when
it comes to the reconstruction of objects with geometrical accuracy and photomet-
ric fidelity. Some scanning modalities are better at reconstructing the texture and
others are better at reconstructing the 3D geometry of the scanned surfaces. Also,
the practical need for a supporting surface for the placement of the object to be
digitized prevents the creation of geometrically complete object reconstructions
from a single scan.

In this thesis, we present a fully automatic method for creating high-quality,
complete reconstructions of 3D objects through the combination of geometrical and
texture information from multiple scanning modalities and two scanning postures
of the object of interest.

The focus of this work is placed on exploiting the geometric accuracy of 3D
scanners with the photometric fidelity of photogrammetric methods. Emphasis is
placed on texture continuity as it is, usually, the main problem in the apprecia-
tion of 3D model quality. The proposed approach uses numerical optimization to
improve texture continuity across photographic views and partial 3D scans of the
object.

We test the proposed method in the common task of scanning small-sized
objects on a conventional scan table. We qualitatively evaluate the results of
the proposed method in two data sets that we created for this purpose. The
obtained results demonstrate that the proposed method is a simple-to-use solution
to create high-quality scans using conventional means. With the use of a prescribed
setup, the proposed method is automatic and alleviates the need for manual post-
processing of the obtained 3D models.






Avokataokevn 3A avTIKEPEVOV A0 TTOAAATTAOUG COPOTEG

Hepidnyn

2TIg pépEG Hag, LTTAPYOLY TOAAATTAEG HEBOSOL YN PLomoinong avTIKEHEVMVY OL OTTOLEG
ToPOLOLALOLY SLaPOPETLKEG LOLOTNTEG OGOV POPA TN YEWHETPLKT TOUG ok pifeta Kot Tn)
OOTOPETPLKT] TOLG TTloTOTNTAL. OpLopéveg Tétoleg péBodol eival KAAVTEPEG GTNV OVOKATATKELT
TNG OTTIKNG VPTG eV GAAEG elval KOADTEPES 0TIV avakaTaokev] TG 3A yewpeTpiog
TV YNQLOTOLOVPEVWV ETTLPOVELOV. ETpocsBétwg, 1) Tpork Tkt vy KT PLOG DITOG TN PLKTLIKNG
ETMLPAVELAS YLOL TNV TOTTOOETNOT) TOL YNPLOTTOLOVHEVOL AVTIKELPLEVOV, TOTPETteL TNV Snpovpyic
OAOKANPOHEVOV YEOHETPLKA XVAKOTOGKELOV atd pia povoadikn dtadikacio cipwong.

e autiv TV epyasio, Tapovctalovpe Lo TAT PWG cLTOHATOTOL eV HEBOSO KA TOTKELTIG
VYNATG TOLOTNTAG-OAOKANPWHEVWV 3A aVOKATACKEL®OV, GLVOLALOVTOG YEWUETPLKT) TTANpOYOpia
KO OTTTLKY) VPT] ATTO TOAANKITTAEG CUPDOGELG TOV AVTLKELHEVOL G HVO Stoupopetiég Tolec.

H dovAed pag eotidler otnv aklomoinom tng yeopetpikn akpifetag twv 3A copwt®dv
KOL TNG QWTOHETPLIKNG TLOTOTNTOG TV HeBOSWV puToypoppeTpLag. Alvetou épgpoct otnv
GUVEYELQ TNG OTTTLKNAG VPTG 1) 0TTolaL, LV BWG, atoTeAel TO KOPLO TPOPANHX GTNV EKTIUNOT
twv 3A povtélwv. H mpocéyylon pag xpnowomoiel aplBuntikcég Pedtiotonolnoelg pe
oKOTLO VL BEATLOOEL TI GUVEXELX TWV PWTOYPOUPLKODY OPEWV KAL TOV HEPLKODV 3A Ym@Lomotioemy
TOU OVTLKELHEVOU.

EAéyyovpe ) pébodo pog otnv kowvn Sadikacio YngLomoinong pikpod peyéboug
OVTIKELLEVOV TTAve o€ éva oupPoatikd TpamélL Ynelomoinong. AELOAOYOUE TOLOTIKG
T amotedéoparta NG pebodov pag oe dvo data sets ta omoio dnpovpynOnkay yi' avtd
to okomd. Ta amote Aéopatd pog delyvouv Ot 1) péBodog pag amotelel po atAr) Ao
1 omoia Snpovpyel VYMANG TOLOTH TG AVOKATACTKEVES JLE TH) XPTOT) CUHPATIKOV HEGWV.

Méow prog tpoxabopiopévng didtang, n péBodog poag elvar AR pwg ccvtdpath, mepopilovrog
TNV OVAYKT) XELPOKIVITNG, HETETELTA ETTEEEPYATIOG TV TPYOREVODV 3A pHOVTEAWV.
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Chapter 1

Introduction

This work targets the quality increment of object 3D reconstruction, in two ways.
First, by increasing the completeness of the reconstruction, hindered by occlusions.
Second, by combining modalities of different geometric and photometric accuracy,
to get the best of each one.

These two problems are encountered systematically on the setup used to re-
construct a 3D object with high fidelity to its geometric structure and photometric
appearance.

The first problem is encountered when placing the object of interest on a scan
table, let us say a teacup. In this placement, its contact (“bottom”) surface with
the table cannot be imaged. Besides this, there are other regions of the cup that
are practically difficult to image, such as regions below and at the inner side of the
handle. Solutions including transparent tables hinder reconstruction accuracy, due
to diffraction and color aberrations of the transparent medium. These solutions,
as well as those that include hanging the object to increase digitization coverage,
exhibit significant practical and safety problems, both for the artifact and the
operator. This work investigates the possibility of placing the objects in multiple
poses on the scan table, producing multiple scans, and combining them. The
simplest case, that of two poses (the cup facing “upwards” and “downwards”), is
considered in this work.

The second problem is encountered when choosing digitization modalities. To-
day, multiple scanning modalities exist, which have different properties when
it comes to geometrical accuracy and photometric fidelity. The proliferation of
CCD cameras has democratized photogrammetric and photorealistic reconstruc-
tion. Computational advances in SLAM automated the processes of systematically
taking pictures and producing 3D models from them, without manual intervention.
Nowadays, photogrammetry is aided by active illumination and SLAM takes ad-
vantage of accelerometers attached to the camera, or set of cameras. On the other
hand, direct measurements provided by ToF sensors (i.e., laser scanners) provide
more accurate geometrical reconstructions than photogrammetry, particularly in
textureless surface regions. However, their photometric fidelity (texture quality)
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Figure 1.1: Small inaccuracies in the application of texture give rise to well-
pronounced visual effects.

is lower than in photogrammetry. Moreover, in photogrammetry, one can directly
use photographic filters (e.g., polariser) or multispectral imaging, to better capture
the reflectance properties of the scanned surface.

The inaccuracies in the registration of photogrammetric “views” or partial
scans are usually called “seams”. The reason is the characteristic manifestation of
these inaccuracies on the surface of the textured reconstruction and in particular
at the boundary of regions textured from different images or scans. In the region
of the boundary, discontinuities of texture are noticed. The human visual system
is particularly apt in detecting and localizing such discontinuities. One can say
it is even overzealous in doing so, given the illusionary perception of semi-formed
contours as wholes (see [PM87] for a review), as in our case. As such, even small
inaccuracies in texture mapping can lead to a dramatic loss of the appreciation,
or quality, of the result. In Figure 1.1, this situation is illustrated by vertically
displacing a texture segment by two pixels. This problem is similar to the same
problem of stitching multiple images in mosaics, where care must be taken so that
images are combined in a way to avoid seams that occur for the same reasons as
above.

The inaccuracies due to errors in the reconstruction of object geometry lead
to distorted texture appearance. Usually, such errors are less noticeable because
if both structure and texture are of high resolution, the distortions are small.
Moreover, shadows encoded in the texture compensate for structural errors, as
the perception of shape from shading is a visual cue exploited by the human
visual system. Nevertheless, reconstruction is not useful only for viewing and
appreciating the reconstructed objects, but also for conserving them. As such,
even though that such errors are less noticeable, they can be equally or more
important, depending on the application.
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The contributions of this work are the following.

1. Provides a method to create full 3D scans of objects digitized on a scan table,
by combining two partial scans obtained by turning the object upside down
on the scan table.

2. Provides a method to transfer the texture obtained from a photogrammetric
reconstruction of an object to the geometry obtained from an active illumi-
nation or laser scan of the same object.

This work combines both methods to create high-quality scans of objects with
(approximately) Lambertian (matte) surfaces.

1.1 Notation and definitions

In this work, the following concepts and notations are used.

3D scanner: We call a 3D scanner a device that uses active illumination or
time-of-flight sensing to reconstruct (or scan) the 3D surfaces of a scene.

3D triangle mesh: A 3D triangle mesh is a set of connected 3D triangles
which represent the geometry of a 3D object. In a textured mesh, each 3D triangle
is mapped to a corresponding, 2D triangle. This 2D triangle contains the surface
texture of the 3D triangle. The 2D triangles are usually stored in a “texture image”
and encoded in the so-called, UV coordinate system.

Markers: A central point in this work is the use of markers. Four markers
are placed on the scanning table prior to and throughout all imaging and scanning
operations. The locations of these markers are constant.

Photogrammetry procedure: During photogrammetry, the scene is imaged
from multiple views, indexed by j. At each view, an image I; is acquired. Each
view j is associated with a 3 x 4 projection matrix P;. Thus, a 3D world point
p, represented in homogeneous coordinates, is projected in each I; as u = P; - p.
Therefore, the image intensity at image location u, in homogeneous coordinates,
is given by the following equation u = I(P; - p).

Reconstructions: Both photogrammetry and 3D scanners provide one tex-
tured mesh (triangle mesh) per scanning operation. We refer to the meshes pro-
duced by 3D scanners as “3D scans”. All scans cover the object and the scanning
table with the placed markers. All scans are in their own coordinate system. Pho-
togrammetric scans are up to scale, while scans obtained from 3D scanners are
metric. All coordinate frames are related by a rotation and a translation trans-
form. Photogrammetric scans also need a scaling transformation.

Triangle barycentric coordinates: In geometry, a barycentric coordinate
system is a coordinate system in which the position of a point located in a triangle
is specified by reference to the triangle’s vertices. Barycentric coordinates can be
used to express the position of any point located in the triangle with 3D vector.
Let t be a triangle and p a point in . We denote the calculation of the barycentric
coordinates b of point p with respect to ¢t as b = t(p). We also denote the
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calculation of the point p by the application of barycentric coordinates b to triangle
t as p = t(b).

1.2 Abbreviations

Particle Swarm Optimization (PSO), Iterative Closest Point (ICP), Time of Flight
(ToF), Degree Of Freedom (DOF), Digital Single-Lens Reflex camera (DSLR),
Couple-Charged Device (CCD), Simultaneous Localization And Mapping (SLAM).
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Related work

In this section, we review works that we found of relevance and help in our work.
A recent review of the quality of texture mapping in SfM-based approaches can be
found in [WMG14]. The review below extends into more digitization modalities
and methods.

2.1 Engineering approaches

Early approaches capitalized on engineering accuracy and meticulous calibration.
In [NB95; MYAO3], such an approach was proposed that employed a turntable-
based photogrammetric 3D reconstruction method, which is more accurate than
arbitrary-view photogrammetry. The increased accuracy was combined with a
well-calibrated camera to capture the color appearance and the partial results were
combined. Besides the significant and tedious labour involved in such approaches,
another disadvantage is that they are susceptible to human measurement or me-
chanical errors, in the calibration process. Typically, such methods do exhibit
noticeable errors and have been surpassed by more recent ones.

More recently the problem was re-encountered in the combination of the geo-
metrical structure obtained from ToF scanners with textures acquired from pho-
tographic sensors [WJP08; DY18; GFG12]. Although modern ToF scanners in-
clude photographic sensors, these are of inferior quality compared to dedicated
photographic sensors (i.e., DSLR). Also, these are not optically configurable to
potential lighting requirements and reflectance properties of the digitization tar-
get; i.e., in DSLR photography illumination and optical filters are conventionally
used to obtain images of better quality. As such, texture mapping from images
to ToF scans is still a common task where structural and photographic accuracy
are both important, i.e. in the reconstruction of cultural heritage objects and
monuments [Sta+19; Del+19].
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2.2 View selection

The problem of selecting a texture source when “painting” a 3D model is encoun-
tered in a wide variety of tasks in the 3D digitization of surfaces. The works in
[Gal+10; GDDA13; LI07; VS07], select a “best” for each triangle, based on the
least angle criterion.

In this work, this criterion is entertained through the concept of “visibility”.
Furthermore, this work strives to gather information from all appearances of a
physical point in the photographic data. In this work, texture maps are created
for each view at the overlapping regions, after a local texture registration operation.

2.3 Seam concealment

Another avenue of research focuses on making seams less visible. Most approaches
“blend” the transition from one texture source to another, in a direction perpen-
dicular to their border. This strategy is analogous to the blending of images at
their bordering regions when stitching them in a mosaic, e.g. [Gra+09]. In these
cases, it is more effective because image mosaics require fewer DOFs in the reg-
istration of images and, in these cases, texture mismatches can be “covered up”
using this technique.

Several works follow an approach utilized in the synthesis of image mosaics,
which is to “blend” textures from different sources at the region of their border
(seam). The simplest approach is followed, which is to weigh the influence of each
texture source, proportionally to their distance from the border, e.g., [Roc+99;
Roc+99; Cal+08]. Even in this case, linear blending is surpassed by the method
in [BA83|, which was originally used for image mosaics. In [Che+12], this method
is used to reduce seam appearance.

Like this work, more recent works in image mosaics have identified the need
for refining the alignment of images by global and local transforms to compensate
for inaccuracies in camera pose estimation [SS02]. Though additional corrections
were introduced by more recent methods (see below), the technique of blending
borders (in one way or another) is common practice in all descendant methods to
reduce the salience of residual registration errors.

The work in [LIO7], accepts texture compatibility inaccuracies as unavoidable
and strives to make them less visible. It differs from the methods above because it
does more than not smooth texture near borders. Instead, it renegotiates borders
so that they pass through homogeneous regions, which are less noticeable. In this
way, texture inconsistencies are less harmful to the appreciation of the observer.
Technically, the method is guided by image gradient and leads border redefinition
towards regions where the magnitude of the image gradient is low.

In [Des+14], the aforementioned approach was improved by reducing the overall
length of seems by a “geodesically growing” mesh segmentation that creates maps
with as many neighboring triangles as possible. The proposed work is similar to
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this one, in that it follows the principle of texturing as many as possible mesh
triangles from the same texture source. We, however, extend this idea into also
creating geodesically smooth borders between neighboring groups of triangles that
receive texture from different sources.

2.4 Known geometries

In [Pag+15], color seams are suppressed by texture blending upon an approximate
reconstruction of the 3D geometry of an object. The approximation of the object
is coarse because it is provided by the visual hull reconstruction of the object. Due
to the additional errors introduced by this coarse approximation of 3D geometry,
seams have a spatially larger expression. The work in [Hua+20] is assisted by depth
measurements of an RGB-D sensor and its corresponding depth measurements to
better estimate the relative pose of RGB images to an object of known geometry.

The work in [Roc+99], relies on prior knowledge of the 3D geometry of the
object and very accurate calibration of texture views. A “best” view is selected
for each triangle, based on the least angle criterion. Texture maps are created for
each view at the overlapping regions, after a local texture registration operation.
The work in [GC09], extends this idea to map regular images onto the model and
create superresolution texture maps.

2.5 Texture manipulation

Some methods use local texture transformations whose target is to align textures
at bordering regions. In [Gal+10], a global optimization is used to generate com-
patible textures for adjacent triangles. The method searches over a set of local
image transformations to compensate for geometric misalignment. The work in
[Hua+20] trains an adversarial network, to generate sharp texture from misaligned
images and synthesizes a new texture map.

2.6 Complete scans

A topic that is not very often encountered in the literature is the completeness of
reconstruction. This problem is usually met in movable monuments and objects
which can be potentially viewed from any viewpoint. Conventionally the task
includes the combination of multiple partial reconstructions obtained by modu-
lating the placement of the object so that every region of its surface is imaged,
e.g. [Kan+22]. The combination of partial scans is usually manual and assisted by
markers as well as the careful placement of the object. Such methods are extended
in the proposed work by increasing the automation of combining partial scans.
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2.7 This work

This work is based on engineering methods that use markers to robustly register
models of different geometric and texture accuracy and keep the most accurate
properties from each model. However, to increase the accuracy of matching a 3D
scan and a 3D photogrammetric model, the proposed work refines the registration
transfers that link 3D geometry with the photographs from which texture will
be sampled (or collected). This refinement is based on the optimization of the
compatibility of geometric appearance as indicated by the object’s silhouette in
images.

Moreover, this work uses markers and geometrical registration to increase au-
tomation in the combination of partial scans. The inclusion of a preliminary geo-
metrical registration has the benefit of allowing for some affinity in object place-
ment, thus simplifying the digitization setup.

To improve seams created in the combination of partial views this work op-
timizes texture continuity not by locally smearing or distorting textures but by
refining the registration transforms that link partial views. To alleviate the pres-
ence of seams in the 3D reconstruction, a renegotiation of triangles among texture
clusters is also proposed.

A representation quality that this work shares with [AFB19] is the per triangle
point-based representation of intensities using barycentric coordinates. This work
uses such a representation, in order to compare visual appearance in 3D rather
than in the 3D texture map.



Chapter 3

Method overview

The reconstruction method we propose is composed of seven sequential steps. A
brief description of these steps follows. An illustration of the method’s steps is
shown in Figure 3.1.

1. Data acquisition. In Chapter 4, we present guidelines for the collection of
data. The setup of the scanning environment includes the use of markers.
The guidelines refer to the placement of markers and the systematic acquisi-
tion of images and 3D scans, in a way that is compatible with the proposed
method.

2. Data preprocessing. Chapter 5 deals with the 3D localization of markers
and the effective removal of the “floor” upon which the object is placed for
scanning in the scanning environment.

3. Model registration. In Chapter 6, we propose two procedures for the
registration of 3D models, in the context of the proposed method. The first
regards the registration of 3D scans with 3D photogrammetric models of the
same scene. The second regards the registration of partial 3D scans of an
object.

4. 3D geometry. In Chapter 7 we create a complete model of our object by
combining partial 3D scans.

5. Registration refinement. In Chapter 8 we propose an optimization
framework for refining the accuracy of the registrations that we calculated
in Chapter 6, thereby, enhancing reconstruction accuracy.

6. Texture mapping. In Chapter 9, we propose a criterion for mapping 3D
triangles to photogrammetric images. This criterion increases the visual
quality of the result, by selecting the view(s) from which the texture of each
triangle of the reconstruction should be sampled.
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Step 1
Data acquisition

Step 2
Data preprocessing

Step 3
Model registration

Step 4
3D geometry

Step 5
Registration refinement

Step 6
Texture mapping

Step 7
Appearance optimization
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Final reconstruction

Figure 3.1: An illustration of our method’s steps as a flow chart.

7. Appearance optimization. In Chapter 10, we present three additional
procedures that contribute to the improvement of the overall texture quality
of our object reconstruction.



Chapter 4

Data acquisition

As a first step, we need to acquire a working dataset that will be processed through
the multiple stages of our reconstruction method. The dataset should include two
photogrammetric reconstructions and two 3D scans of the input object. In the
current section, we present some general guidelines for the effective capturing of
the 3D models so that we create a compatible dataset for our method. We also
present some good practices concerning the image capturing of the object so that
we achieve a good coverage of its surfaces.

4.1 Use of markers

We first select some markers which will be set on the scene along with the object.
These markers will help us with the registration of the resulting 3D models in the
model registration phase (see Chapter 6). We use four markers. Each marker has
to be unique and easily distinguishable from the others. The markers must be
accompanied by a detection algorithm that should be able to track the centers of
the markers in a given image and return their 2D image coordinates. We refer to
the selected markers’ entities as M; and to the 3D coordinates of their centers on
the scene as m;, where i € [0, 3] and denotes the index of the marker.

In this work, we used the STag markers [BTA19]. However, our method is
transparent to the selection of markers and, thus, other markers can be also
employed provided that they meet the previously stated requirements (e.g., QR
codes).

4.2 Digitisation environment and setup

For capturing, it is necessary that we select a solid planar surface on which we can
place the object with stability. This surface, or scan table, will constitute a part
of our scene along with the object and the markers. The ideal surface should be
smooth and horizontal (i.e. not inclined), allowing the object to be steadily set
on its top. The area of the surface has to be adequately large to fit the object

11
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Figure 4.1: The STag markers that we used.

and the four markers without their placement resulting in occlusions. It is highly
recommended that the scan table’s surface has a rich visual texture (i.e. contains
much visual information) as this attribute will significantly help the photogram-
metry algorithm to produce high-quality reconstructions. For simplicity, we refer
to the scan table’s surface as the “floor”. An indicative appearance of the floor is
shown in Figure 4.2.

Figure 4.2: An indicative appearance of the floor

4.2.1 Top view setup

Initially, we have to organize the scene for the capturing of the top view of the
object. We begin the setup with the placement of the object at the center of the
floor in a standing position. The four selected markers should be set on the floor
perimetrically of the object, in a way that their centers m; constitute the vertices
of a hypothetical rectangle. The markers’ positions should be properly adjusted so
that the object lies at the center of the formed rectangle. Each pair of consecutively
indexed markers (m;, m; ;) represents an edge of the rectangle. Thus, the edges
(mp, my), (mg, m3) and (mj, my), (m3, my) should be parallel and equally-sized.
The rectangle’s size is not strictly defined however, it is recommended that the
markers are placed in a relatively close proximity with regard to the object.
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In this arrangement (formed by the markers and the object), we can begin the
capturing of the top view of our object both as a 3D scan and as a photogrammetric
reconstruction. Even though the described setup is an important requirement for
our method’s function, there is no need for extremely high precision concerning
the placement of the object and the markers on the scene. An indicative layout of
the top view scene is shown in Figure 4.3.
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Figure 4.3: An indicative top view scene’s layout.

4.2.2 Bottom view setup

After the completion of the top view capturing, we should continue with the cap-
turing of the bottom view of the object. This extra procedure takes place so
that we cover the areas that were previously occluded by the floor in the object’s
top-view pose.

The object is already placed on the scene at the center of the markers’ defined
rectangle. Therefore, we have to rotate it upside down (i.e. 180°) so that the
bottom is now visible. This rotation should not be random but has to be performed
in reference to one of the axes defined by the edges of our hypothetical rectangle.
As a convention, we select to perform the rotation around the axis defined by the
edge (mj, my). Despite its rotation, the object must preserve its position at the
rectangle’s center when it is set back on the floor. Throughout the whole procedure
the markers must maintain the same position on the floor.

In this scene configuration, we can proceed to the capturing of the bottom view
of our object as a 3D scan and as a photogrammetry reconstruction. Equally with
the top view setup, the precision of the described object displacement should not
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Figure 4.4: An indicative bottom view scene’s layout.

necessarily be too strict. An indicative layout of the bottom view scene is shown
in Figure 4.4.

4.3 Acquisition of images

Theoretically speaking, the creation of a photogrammetric reconstruction of a scene
requires the taking of a series of overlapping images I; that depict the scene from
various viewpoints. The overlapping between neighboring images will help the
photogrammetry algorithm to accurately capture the geometric details of the ob-
ject on the created reconstruction. Thus, it is necessary that we provide images
that offer complete coverage of the scene while maintaining adequately sufficient
overlap between them (> 50%). For the effective imaging of the scene, it is recom-
mended that we split the photography procedure into two capturing height levels:
a) an intermediate and b) a top height level.

For the capturing of the intermediate level photographs, the camera should be
placed in a slightly elevated position with respect to the scene, so that the center
of focus is the middle regions of the object and to a lesser degree the object’s top
part. The viewing direction of the camera should be set in a way that favors the
visibility of object areas that will be less distinct in the opposite object’s placement
(owing to the rotation). Our intention is to accurately capture the entire scene’s
area including the object and the markers lying on the floor. So, we have to adjust
the camera’s distance from the scene accordingly so that a significant portion of the
floor is also covered in each image’s view. In this camera configuration, we should
start taking photos in a circle around the object until we reach again the starting
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Figure 4.5: The described photo coverage of the object.

position. The rotation step of the camera should be determined depending on the
geometric complexity of the input object. Our goal is to provide adequate but not
unnecessarily large overlapping regions with excessive information repetition.

With the middle photos captured, we should repeat the same procedure with
the camera at a greater height to acquire images that provide a good visibility of
the object’s topmost surfaces. As the upper part of the object in each scene will
be invisible from the opposite view (will be occluded by the floor), the camera’s
direction should be properly adjusted to provide clear views of the object’s upper
surfaces. The rotation step can be significantly higher (i.e fewer photos required)
as the upper surface will be generally smaller in comparison with the object’s
middle parts and possibly geometrically simpler.

We note the top and the bottom view photogrammetric reconstructions as
Pr and Pp respectively. The described photography procedure is illustrated in
Figure 4.5.

4.4 Acquisition of 3D scans

The 3D scan reconstructions of the object can come from any available 3D scanning
technique that provides an accurate model of the object’s geometry. So, we focus on
the expected output reconstruction’s traits instead of the method-related details.

As in the photogrammetric reconstructions, we need to take two separate 3D
scans of the scene for both object placements. The resulting 3D geometries will
constitute the base for the creation of a representative reconstruction for our object.
Consequently, we need to ensure that we get high-quality 3D scans as any possible
geometric defect may propagate to the final model. The 3D scans must be textured
and reconstruct the entire scene including the markers on the floor. It is also
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required that the markers are represented as compact structures in the texture file
(not as scattered parts) enabling their detection by the marker detection algorithm
in the texture map.

We note the top and the bottom view scans as St and Sp respectively.

4.5 Outcome

As an outcome of this step, we get a dataset comprised of two 3D scans Sp and
Sp and two photogrammetric reconstructions Pr and Pp. Each photogrammet-
ric mesh is accompanied by its photogrammetric images I; and their associated
projection matrices P;. Using P; we can map the meshes’ triangles to I; images.



Chapter 5

Marker localization and floor
removal

By completing the dataset acquisition phase, we should have available two pho-
togrammetric and two 3D scan reconstructions, one for each view of the object
(top or bottom). These reconstructions will represent the object in a certain pose
along with the surrounding markers that are placed on the floor. In this section,
we estimate the 3D positions of the markers on the two types of reconstructions in
our dataset. Finally, we present a methodology for the removal of the floor from
our reconstructions with a view to maintaining only the object’s structure in each
reconstruction.

5.1 Locating markers in photogrammetric reconstruc-
tions

The images I; of a photogrammetric reconstruction depict the scene from multiple
views and provide complete coverage of the scene. Therefore, the markers will
be visible from at least one photogrammetric image. This property enables us to
search for the markers in images I;. We note the detection and localization of
marker M; in image I; (through the marker detection algorithm) as m, ;.

In order to associate the 2D locations of image I; with world coordinates, we
use its projection matrix P;. Through P}, the 3D triangles of the photogrammetric
reconstruction can be mapped to triangular regions in ;. Thus, the 3D triangle
t that corresponds to the marker M; will have its projection 7 on I; contain the
marker’s 2D coordinate m,; ;. It is possible that the projections of more than one 3D
triangle contain m; ;. This usually indicates that the marker is partially occluded
by the object in the image though, the marker detection algorithm manages to
detect it. In this case, we should try to locate the marker in another image where
the marker is clearly visible. In this way, we avoid ambiguities concerning the
selection of the 3D triangle that corresponds to M;.

17
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3D world

Figure 5.1: Estimating the 3D position of a marker in a photogrammetric mesh
through the barycentric coordinates.

The 2D coordinate m; ; is inside the projection triangle 7. So, its relative posi-
tion with respect to 7 can be determined through the calculation of the barycentric
coordinates b of m; ;. With the application of b to the 3D triangle ¢, we can ac-
quire an estimation of the corresponding 3D coordinate c; of m; ;. The described
procedure is illustrated in Figure 5.1.

We should note here that the projective transformation does not preserve the
ratio of the triangles’ edges. As a result, the determination of ¢; through the
barycentric coordinates constitutes an approximation. Though, owing to the small
area of 3D triangles of the photogrammetric reconstructions, localisation’s preci-
sion will not be significantly affected.

By applying the above procedure for all markers in a photogrammetric re-
construction, we acquire an estimation of the markers’ 3D locations. We note
the reconstructed positions of the markers’ centers of Pr and Pp as U; and B;
respectively, where i € [0, 3] and represents the index of the marker.

5.2 Locating markers in 3D scans

As formulated in the 3D scan acquisition guidelines (in Chapter 4.4), the markers
in a 3D scan’s texture file must be represented as compact structures. This enables
us to locate the markers in the texture file’s image. This process will give us the
image coordinates of the markers’ centers in the texture file represented as 2D
vectors [z, y]T.
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Figure 5.2: Estimating the 3D position of a marker in a 3D scan through the
barycentric coordinates.

As our 3D scans are textured meshes, a 2D texture triangle will be assigned
to each scan’s triangle, providing a mapping of texture from the texture file. The
three vertices that define each texture triangle will be in UV coordinates. Hence,
it is necessary that we convert the 2D coordinates of the detected markers from
image to UV coordinates so that the markers’ positions are directly comparable
to the texture triangles. The conversion from image to UV coordinates can be
performed with the following procedure:

u=x/W
v=1-(y/H)

where W, H are the width and the height of the texture file’s image respectively.

With the markers’ coordinates and the texture triangles in the same reference
system, we can identify the 3D triangle ¢ that corresponds to marker M; as its
assigned texture triangle 7 will contain the UV coordinate w; of M;’s center.

Similarly to the previous section, we can estimate the corresponding 3D posi-
tion c; of w; in the 3D scan, using the barycentric coordinate b of w; with respect
to 7. This will give us a good approximation of c¢;. The described procedure is
illustrated in Figure 5.2.

With the described methodology, we locate the markers’ 3D positions in both
3D scans. We denote the reconstructed positions of the marker of S and Sg as
u; and b; respectively, where i represent the index of the marker.
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5.3 Floor removal

With the 3D positions of the markers known, the floors in the reconstructions
do not anymore provide any useful information. On the contrary, their presence
may possibly add some extra challenge to our effort to register the 3D models in
Chapter 6. Consequently, we have to remove the floor from all the reconstructions
in our dataset. The methodology that we follow is the same for both reconstruction
types and is described below.

The floor of each reconstruction is a smooth and planar surface. Therefore, it
can be perceived as a 3D plane in the 3D coordinate space. From 3D geometry we
know that a plane is determined by two factors: (a) a point lying on the plane,
(b) a plane’s normal (i.e a vector perpendicular to the plane). For the floor of an
object’s reconstruction, these parameters can be obtained with the use of the 3D
coordinates of its markers, which are in essence four points lying on the floor’s
plane. In specific, we trivially have a point on the floor’s plane (any of the four
coordinates) and the plane’s normal is computed as the following cross-product:

n = (p2 — po) X (P1 — Po), (5.1)

where pg, p1, p2 are three different points on the plane that can be replaced by
any three markers’ 3D coordinates.

The 3D triangles that belong to the floor, would ideally lie in the floor’s plane.
However, due to possible noise and errors during the 3D capturing procedure, it is
impossible for all these floor triangles to lie on the exact same plane. Furthermore,
the calculation of the floor’s plane parameters is based on the estimated markers’
positions. So any error with their 3D coordinates will negatively affect the precision
of the plane’s parameters. Therefore, it is required that we employ an approximate
criterion for the identification of the floor triangles on a scene’s reconstruction.

A first observation is that all candidate floor triangles should be relatively close
to the estimated floor plane. This means that their centroids’ distance from the
floor plane should not be longer than a small distance threshold. As the scales
of different reconstructions can vary, the distance threshold should be set with a
value proportional to the size of the working mesh (i.e we cannot set a fixed value).
Thus, we select to set it as the 3% of the reconstruction’s height. The height of
a mesh can be defined as the maximum distance between its floor’s plane and the
vertices of the mesh.

Within the defined distance threshold there should be included all the floor’s
triangles but there will also be some triangles that belong to the object as shown
in Figure 5.3. This phenomenon occurs as the distance threshold is not too strictly
defined, and thus, some triangles that are close to the floor are also included in
the selection. In order to separate the object and floor triangles, we consider the
direction of the 3D triangles. Likewise the floor, each 3D triangle defines its own
plane. A triangle’s normal can be computed with the use of function (5.1) with
Po, P1, P2 now being the 3D vertices of the current triangle. Given two planes
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Distance threshold

(a) Zoom out. (b) Zoom in.

Figure 5.3: An indicative illustration of the selected triangles by the distance
threshold (marked in red). The areas of the reconstruction that we not selected
by the distance threshold are marked in blue.

Py, P, with normals ni, ng, the dihedral angle between P;, P, is the acute angle
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and denotes the direction difference between the two planes. The 3D triangles
which correspond to the reconstruction’s floor are expected to have a plane direc-
tion comparable to the floor’s. As a result, the dihedral angle formed between their
planes and the floor should be relatively small. So, we can set an angle difference
threshold to distinct the floor’s triangles from the ones that belong to the object.
A safe angle threshold value would be 15°.

By combining the distance and the angle threshold we can filter out the ma-
jority of the floor triangles while maintaining the object structure barely intact.
However, there is a possibility that some floor triangles "survive” the filtering per-
formed by the two thresholds (Figure 5.5a). This can happen due to large errors
during the 3D capturing of certain floor triangles, resulting in a high deviation
of these triangles’ direction from the actual floor plane’s direction (higher than
our angle threshold). Although, these triangles will be few and sparse on the
floor’s surface. So, we can choose to maintain the largest connected component
of the filtered reconstruction, which will essentially be our object. In this way,
we can preserve the object structure while excluding any remaining floor outliers
(Figure 5.5b).

cos(0) (5.2)

5.4 Outcome

With the completion of the above steps, we acquire an estimation of the markers’
3D positions for each object reconstruction in our dataset. Additionally, we ac-
complish a complete removal of the floor from all reconstructions. Henceforth, we
consider that all reconstructions in our dataset are floor-less.
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Figure 5.4: An indicative illustration of the selected triangles by the angle thresh-
old (marked in red). The areas of the reconstruction that we not selected by the
angle threshold are marked in blue.

(a) Distance and angle threshold. (b) Largest connected component.

Figure 5.5: An indicative illustration of the filtering performed by the distance
and angle threshold combined (left). The removal of outlier floor triangles (right).



Chapter 6

Registration of 3D models

The four object models in our dataset constitute independent entities that have
been created from separate scanning procedures. Therefore, they will be in a dif-
ferent position, rotation, and possibly scale in the 3D world. In the context of
our reconstruction method, it is necessary that we combine geometric and tex-
ture information from all of our dataset’s 3D models. To this end, we need to
acquire an association between the different object’s reconstructions. We achieve
this association through the registration of the 3D models. Specifically, we are
interested in two types of registration: a) the registration of the 3D scans with the
photogrammetric reconstructions of the same view and b) the registration of the
two 3D scans.

6.1 Registration of 3D scans with photogrammetric re-
constructions

Initially, we perform the registration of 3D scans with their corresponding pho-
togrammetric reconstructions of the same view. The purpose of this registration is
to bring the 3D scans in the same pose with the photogrammetric meshes so that
we can transfer the texture from the photogrammetric reconstructions to the 3D
scans. In this task, we have two scenes corresponding to the upward and down-
ward placement of the object on the floor. Therefore, the described procedure will
be repeated for both reconstruction pairs Sy, Pr and Sp, Pg. We register a 3D
scan and a photogrammetric reconstruction of the same scene as follows.

6.1.1 Registration methodology

First, we utilize the 3D coordinates of the markers located in Chapter 5. Since the
two reconstructions model the same scene, there is a one-to-one correspondence
between their reconstructed markers. Thus, each pair of coordinates with the
same index ( (w;, U;) for the top view scene or (b;, B;) for the bottom view
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scene, i € [0, 3]) will constitute a 3D-to-3D point correspondence between the two
reconstructions.

The resulting, four, correspondences are enough to proceed to the registration
of the two object models. To do so, we employ the Kabsch-Umeyama registration
algorithm [Ume91], [Kab76], [Kab78]. Given the four correspondences as an input,
the algorithm will yield three registration parameters: (a) a scaling factor s, (b)
a 3 x 3 rotation matrix R, and (c) a 3 x 1 translation vector ¢. These parameters
are combined as s - [R | t] to produce a 3 x 4 transformation matrix Ts, which
constitutes the initial registration transform that aligns the 3D scan with the
photogrammetric reconstruction.

However, registration transform T3, is derived solely from the, four, point
correspondences. Thus, any inaccuracy in the localization of the markers will have
a negative impact on registration accuracy. To enhance our registration result, we
capitalize on the geometric similarity of the two object reconstructions.

With the initial registration T3, the two models will be in approximately
the same scale, location and orientation. Therefore, they are adequately aligned
as input to the ICP algorithm [BM92]. ICP will utilize the shape of the two
reconstructions to minimize the distance between their point clouds. The points
of the photogrammetric reconstruction will be regarded as the reference point
cloud. The 3D scan will be the source point cloud which will be processed to
match the reference. ICP returns a 3 x 4 transformation matrix T, which we use
as a correction to the initial registration.

The combination of the Th; and T¢ gives a composite transform that finely
registers the 3D scan with the photogrammetric reconstruction. We denote the
composite transforms associating reconstruction pairs Sr, Pr and Sp, Pp as Q;
and @y, respectively. The transforms are illustrated in Figure 6.1.

Q ()2

Figure 6.1: The transforms @; and Q) associate each 3D scan with the photogram-
metric reconstruction of the same view.
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6.1.2 Accuracy issues

The 3D scans and their corresponding photogrammetric meshes are initially in a
different scale. The matching of the scales between the two reconstructions in our
registration methodology is accomplished through the T}, registration component.
However, due to possible errors in the localization of markers, the scaling can also
present slight defects. Additionally, the geometry of photogrammetric reconstruc-
tions is less accurate than that of 3D scans. As a result, the shape inconsistency
between the in-process models can add some extra challenge to ICP to provide a
precise registration which reduces the correction effectiveness of T component.
These two problems can negatively affect the accuracy of @); and @)} transforms.

6.2 Registration of partial 3D scans

In Chapter 6.1, we acquired a way of interconnection between the reconstructions
of the same scene. Nevertheless, we still lack an association between the oppo-
site scenes of our object. This renders impossible the combination of geometric
and texture information from reconstructions of different views. To this end, we
proceed to the registration of the Sp with St.

6.2.1 Registration methodology

The alignment logic that we use is similar to Chapter’s 6.1. We begin the reg-
istration process using the information provided by the reconstructions’ markers.
However, in this case, there is no direct correspondence between the markers of
the two 3D scans. This is owing to the fact that the two 3D scans model different
scenes. As a result, the relative position of the object with respect to the markers
in each scene will be different.

To overcome this issue, we perform a transformation of b; marker points in a
way that the transformed points bZ-T correspond to u;. In reference to Sp’s scene,
the 3D points that correspond to u; will lie in a hypothetical plane P,..;; which is
tangent to the topmost part of Sp and is parallel to its floor. Essentially, the P,..;
plane replicates the St’s floor in the bottom view’s scene. P,.; is defined using
the normal of Sg’s floor and the vertex of S which has the maximum distance
from the Sp’s floor. The P..; plane is illustrated in Figure 6.2.

The definition of P..; limits significantly the search space for the corresponding
points of the u;, but we still need extra information to specify their positions. The
answer to this problem is provided by the rectangular layout of the markers (see
Chapter 4.2). Between the two scenes, the only part modified was the object which
underwent a 180° rotation. Contrarily, the markers were left intact on the floor
preserving the exact same arrangement. Therefore, the points that correspond to
u; will form a rectangle on P,..; identical to the one formed by the b; points.

Additionally, given that the object maintains its position at the center of the
marker’s rectangle in both scenes, we can deduce that the the corresponding points
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Figure 6.2: The P,..; plane.

of u; won’t be any shifted with regard to b; points. As a result, they will constitute
a direct mirroring of b; points on the P,..; plane. This mirroring is fundamentally
the perpendicular projection of the b; on P,.;. In this way, we transform b; to
b;fp. b;fp point are shown in Figure 6.3

Points u; and biT are matching in the two 3D scan reconstructions. However,
their correspondence is not one-by-one, meaning that markers with the same index
don’t actually match. This occurs due to the rotation of the object around the
marker edge m; — my which leads to a swap of correspondences between markers
of opposite sides with respect to m; —msy edge. Thus, the four correspondences are
(bd, u1), (b, up), (b, uz) and (b, us). Using the Kabsch-Umeyama algorithm
with these correspondences as an input, we can find the transform T} that roughly
registers our 3D scan models. In this case, the scaling factor s is not necessary as
the two scans are already in the same scale.

For the calculation of the Ty, transform, we relied to a great extent on the
accurate formation of the rectangular layout of the markers and the object during
the acquisition of the dataset. Hence, depending on the level of deviation from the
target arrangement, it is expected that the registration of Ths will be analogously
worse. To compensate for the possible alignment errors of T3, we use the ICP
algorithm on the roughly registered meshes. ICP will produce a transform T that
corrects the Tyy.

The combination of the T and T forms a composite transform that registers
Sp to S7. We denote this composite transform as  and its inverse as Q. An
overview of the calculated transforms is shown in Figure 6.4.
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Figure 6.3: The projection of b; points on Pe.g;.

6.2.2 Accuracy issues

The 3D scans St and Sp, model the object in two different poses. Consequently,
the main structure of the two scans will be similar, but there will also be object
areas that are missing in each scan, i.e., due to the floor of the scan table. So,
there will exist surfaces in the two 3D scan reconstructions that are considered
as outliers in the registration’s context. ICP is robust to a small proportion of
outliers, but it is impossible that the final registration is completely unaffected.
This can reduce the accuracy of the correction T. Thus, the registration @ is also
prone to inaccuracies.

6.3 Outcome

From this step, we acquire two transforms @Q; and @ that register the 3D scans
with the photogrammetric meshes of the same view. We also acquire a transform
Q@ that registers the two 3D scans. These transforms enable us to interconnect the
reference systems of all reconstructions in our dataset.
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Q—l

Figure 6.4: The transformations Q that interconnect the two views



Chapter 7

Creating a complete object
model

The 3D scans in our dataset provide an accurate reconstruction of the object’s
geometry. This renders them an ideal source for the 3D structure of our final
reconstruction. However, the floor of the scene prevents the creation of a complete
reconstruction of the object from a single scan. In both object placements, either
the top or the bottom part will be occluded by the floor. Nevertheless, the con-
cealed area is different in the two object’s views. This enables us to combine parts
from both 3D scans Sy and Sp to create a complete reconstruction of the object.

7.1 Merging of 3D scans

The S scan reconstructs completely the object’s top part while the Sg the object’s
bottom part. To this end, we wish to bring the two models in the same pose. We
accomplish this through the transformation @) calculated in Chapter 6.1.

Let 3D point ¢ be the centroid of S7. The centroid ¢ and the S7 floor’s normal
define a plane P, that is parallel to the floor, and divides the 3D world into two
volumes that we call “half-spaces”. We note the half-space that includes the St’s
marker points u; as Hp and its complement as Hy. We filter out the St’s triangles
that have at least one point that belongs to H,. We repeat the same for Sp but
now we filter out the triangles that have at least one point that belongs to Hy.
The described procedure is illustrated in Figure 7.1.

The aforementioned triangle filtering will give us two object components, one
from each scan. Their combination will yield the full reconstruction of the object.
As the two 3D scans are registered, the two components will constitute the natural
continuation of one another that is interrupted by a middle “cut”. We compensate
for this “cut” by performing a zipping operation between the two components.
Zipping can be accomplished through a surface reconstruction method such as
Screen Poisson [KH13] or Ball Pivoting [Ber+99].

The zip created between the two components (from the surface reconstruction

29



30 CHAPTER 7. CREATING A COMPLETE OBJECT MODEL

St component

Sp component

Figure 7.1: The cut performed by P.,; plane.

method) may be visible due to small alignment errors during the registration of
St and Sp by @ (see Chapter 6.2.2). Thus, we perform a Laplacian smoothing
[Nea+06] across the boundary defined by P, to conceal the seam. In this way,
we get the final reconstruction of the object, which we denote as M.

7.2 Associating M with the photogrammetric meshes

The procedure described in Chapter 7, creates the complete model of the object
M in the reference system of Sp. Therefore, M can be directly registered to Pr
through the @); transform. However, there is no direct association of M with Pg.
To perform this interconnection we combine Q! and Q,. In this way, we use the
Sp’s reference system as an intermediate node so that we can register M to Pp
through Q. Henceforth, we refer to the registration transforms of M with the two
photogrammetric meshes Pr and Pg as T; and T}, respectively. The model M is
registered with the two photogrammetric meshes as shown in Figure 7.2.

7.3 Limitations in reconstruction M

The geometric quality of reconstruction M is dependent on the registration ac-
curacy provided by transform ). To this end, we require that @ finely registers
the two 3D scans. In case of gross inaccuracies in @), our method fails to create a
representative reconstruction of the object. However, we are able to recover from
small pose inconsistencies between the two scans through the Laplacian smoothing
performed at the seam of the two components.
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Figure 7.2: The transformations 7; and Tj interconnect M with the two pho-
togrammetric meshes.

7.4 Outcome

From this step we acquire a complete geometric reconstruction M of our object.
We also get an association of M with the two photogrammetric meshes through
T; and Ty registration transforms.
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Chapter 8

Registration refinement

In Chapter 7, we created a complete reconstruction M of the object which we
associated with the two photogrammetric reconstructions Pr and Pg through T;
and Tp, respectively. The accuracy of these two transforms is of great importance
for our method, as they essentially provide a texture mapping of the triangles of
M to the photogrammetric images. In this section, we refine T; and Tp with a view
to improving the overall quality of the texture mapping procedure.

8.1 Motivation

The T; and Ty, transforms are built by the Qy, Qp, @ (see Chapter 7.2). As discussed
in Chapters 6.1.2 and 6.2.2, these transforms are prone to inaccuracies owing to
geometric inconsistencies of the registered meshes and errors in the localization of
the markers.

Lack of accuracy in the texture mapping transforms leads to misplaced texture
on the reconstructed surface. Sometimes the error can be so gross that object
triangles are textured with texture belonging to the background. This problem
affects negatively the quality of the texture. Therefore, we would like to diminish
it.

8.2 Rationale

To improve the registration of M with Pr and Pp, we capitalize on the projection
of M on the images of each photogrammetric reconstruction. We will refine 7; or
T;, performing the following operation, once for each.

For simplicity, the remainder of this section is agnostic if applied to the top or
bottom setup of the object. In both cases, we refer to images from photogrammetry
as I;, the photogrammetric reconstruction as P, and the transform that registers
M to the reference frame of photogrammetry as T'. In Chapter 8.8, we denote the
names of each individual result.
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Initially, we will create binary masks, B]P , and BJM , of equal size to images
I; and initialize their values to zero (0). Then, we register M to P through T.
In each view j, we use P; to project M’s triangles on I;. We detect the pixels
occupied by this projection and set the corresponding pixels of B]M to one (1). This
creates binary masks ij . In the same way, we also project the photogrammetric
reconstruction, P, on images I;, to create BJP .

Ideally, masks B]M and BJP would be identical. If this was true for all the pho-
togrammetry images, it would mean that we have achieved perfect compatibility
between the projection matrices and model M. So the texture mapping between
the M'’s triangles and images I; would be flawless.

We follow this line of thought and search for a transform that updates T so
that the similarity between corresponding masks B]M and BJP is maximized. We
treat this as an optimization problem that we solve through PSO.

8.3 Optimization parameters

To achieve better compatibility of M with projection matrices P;, we need to find a
new transform that refines the current registration of M with the photogrammetric
mesh through T

This transform should include a translation, a rotation, and a scaling of the
object so that we can reduce any remaining alignment errors from the previous
registration. The 3D transform will have 9 DOFs, 3 for the translation, 3 for the
rotation, and 3 for anisotropic scaling.

Selecting one degree of freedom in scaling assumes that we perform a uniform
scaling to the object. However, our experiments show that higher flexibility in
the scaling of M contributes to better registration results. Hence, we choose to
use three independent scaling factors with respect to the different axes instead
of uniform scaling. So, our problem will have 9 DOFs, and a candidate solution
vector v will have the following form: [sg, sy, sz, 74, 7y, T2, T, Y, 2].

8.4 Domain of parameters

The 9 DOFs define a 9D search space in which we will search for an optimal solu-
tion. However, a search space of this dimensionality would hinder PSO convergence
to an acceptable solution fast and reliably. Thus, we have to try to restrict the
search space as much as possible. To accomplish this, we take into consideration
the initial registration (7") of M with P. Despite the small alignment errors of T,
it provides a close matching of M with P. Thus, the transform that we are seeking
can be perceived as a refinement of 7T'.

In this context, we restrict our search space depending on how much we trust
our initial registration. The scaling parameters s;, sy, and s, should take values
near 1 as we want a slight modulation of the initial scaling. The rotation and
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translation parameters 7, ry, . and x, y, z will take values within a small margin
around 0.

We note special attention to the fact that the scaling and the rotation are per-
formed “in place” (with respect to the centroid of M). Otherwise, the transforma-
tion results in an extra shifting of the object from its initial position compromising
the translation bound that we previously set.

8.5 Hypothesis representation

The PSO algorithm tests candidate solutions as “hypotheses”. Each hypothesis is
quantitatively evaluated and the result of this evaluation is used by the algorithm.
We represent each candidate solution using a 9D vector. Candidate solution vector
v includes three main transformation components: a) a scale component S, b) a
rotation component R, and ¢) a translation component 7.

8.5.1 Scaling

A scaling matrix S with parameters [s;, sy, s;] and a custom center of scaling
with coordinates ¢ = [c;, ¢y, ¢.] can be constructed as the following 3 x 4 matrix:

S 0 0 by—s8z:-Cy
S=10 s, 0 by—sy-¢cy
0 0 s, b,—s, ¢,

8.5.2 Rotation

A rotation matrix with parameters [r, 7y, 7.] can be constructed by three inde-
pendent rotation components R,, R, I, as the following matrix product:

R=R, R, R.=

1 0 0 cos(ry) 0 sin(ry)| [cos(r.) —sin(ry) 0
=10 cos(ry) —sin(ry) 0 1 0 sin(r,) cos(r,) 0
0 sin(ry) cos(ry) —sin(ry) 0 cos(ry) 0 0 1

The resulting 3 x 3 matrix R contains the rotation information defined by the
rotation parameters with regard to the axes origin. To enforce a custom center of
rotation with coordinates [cz, ¢y, ¢;| for the combined rotations we augment the
R matrix with fourth column to form a 3 x 4 matrix as follows:

Ry Rio Riz|cz—Rii-cg—Riog-cy— Riz-c.
R= |[Roy Ros Raoz| cy— Roi-cp— Rog-cy— Rog-c,
R31 R3» R33| c:—R31-cp— R3a-cy—R3z-c,
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8.5.3 Translation

The translation matrix 7" with parameters [z, y, z] can be constructed as:

1 0 0 =z
T=10 1 0 y
0 01 =z

8.5.4 Composite transform

The matrices S, R, T are all 3x4. In order to combine them into one transformation
matrix we need to calculate their product. To do so, we need to augment them with
the vector [000 1] as the last row so that they all become homogeneous transform,
4 x 4, matrices. In this way, we get the composite transform 7'(v) that is defined
by a transformation vector v as follows.

T(V)=[O OTO 1]'[0 oRo 1]'{0 OSO 1}

8.6 Objective function

The PSO will need to compare multiple candidate solution vectors until it con-
verges to an optimal result. Thus, we need a standard criterion, or an “objective
function”, for evaluating the quality of the transform associated with the state
v of a particle. In our case, the objective function measures the dissimilarity of
corresponding masks as follows.

As described earlier in Chapter 8.2, to project a photogrammetric mesh or M
on a given image, we construct a binary mask of equal size to the image. In this
mask, the pixels covered by a projected triangle are set to 1 (foreground pixels)
while the rest are set to 0 (background pixels). In this way, we obtain a collection
of template masks, one for each I;. We denote the masks produced by projecting
Pon Ijs as B]P . We denote the masks produced by projecting hypothesis v on I;s
as B]‘ﬂ

For each object setup (top or bottom), we quantify the registration error E of
transform 7'(v) for a view j as the mean of the pixel mismatches detected between
the B‘J,\f[j and B]P as:

Hj W;

E(j,v) HWZZBMTC & B (r,c)
Jr=1c=1
where H; and W; are the height and width of I;, respectively, and & denotes the
XOR (not XNOR) logical operator. In the context of this function, we interpret
logical values (true, false) as numerical values 1 and 0, respectively. A visual
example of the comparison of a template mask with two projection masks of M is
shown in Figure 8.1.
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a) Template mask b) Hypothesis v; mask ¢) Hypothesis vo mask

) Mismatches in template and v; masks ) Mismatches in template and vo masks

Figure 8.1: A template mask and the projection masks of two hypotheses v; and
vy. The mismatches between the template and the two hypotheses are highlighted
with red and green color.

Ultimately, we calculate the total score of the objective function as the average
registration error from all object views as:

1 N
Err(v Z E(y
JZI

where N is the total number of views. We aim for the minimization of the this
function.

8.7 Computational improvements

8.7.1 Computational cost

The constraints applying to a transformation vector’s parameters allow PSO to
examine small displacements of M from its initial registration with P. So, the
possible mismatches between an M’s projection mask B‘],MJ and its corresponding
template mask Bf are expected to be in a small area around the foreground pixels
of B]l3 . This observation enables us to exclude from consideration the remote back-
ground pixels from each template mask that would otherwise add some redundant
overhead to the calculation of the transformation cost.
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Figure 8.2: A cropped template mask.

To specify the comparison area for each template mask Bf we calculate the
bounding box b; of its foreground pixels. This bounding box is defined as quadru-
ple (bj.x,b;.y,b;.h,bj.w) where (bj.z,b;.y) is the coordinate of the top-left of its
corners and (b;.h,bj.w) its respective height and width. The resulting bounding
box should be extended towards all directions by a specific margin m to include
some surrounding area in the background. Thus, the area of interest b; is for-
mulated as (bj.x — m,b;.y — m,bj.h + 2m,bj.w + 2m). We select to set m as
0.04 - maa:(bj.h, b]w)

We crop all the template masks B]P and we keep only the image region defined
by bounding box b;. Furthermore, each subsequent projection mask B\]X[j of a
transformation vector v should also be cropped with b; in order to be comparable
to B]‘-D . In this way, we effectively reduce the comparison operations needed for
the cost calculation and the memory footprint of the template masks. A cropped
mask is shown in Figure 8.2.

8.7.2 Convergence robustness

With the way that we have defined our problem’s objective function, every pixel
mismatch spotted between two corresponding projection masks, equally contributes
to the determination of the total cost of the tested transformation vector v.
Whereas, this cost calculation approach does not have any logical defect, in prac-
tice it is not so effective regarding the ease of convergence it provides.

During the first few iterations, the PSO particles will significantly approach the
function’s global minimum as many mask pixel mismatches will be corrected from
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the initial steps towards the minimum. However, the more the pixel mismatches
decrease the less the tendency of the particles to move towards the global mini-
mum will become as the cost reduction gain will gradually shrink. Consequently,
this function’s unwanted property may prevent us from approaching the global
minimum to the extent that we want.

To solve this issue, we introduce the notion of the cost mask C; for every
template mask leD . A cost mask C; will allow us to apply different penalties
to pixel mismatches located at different regions of a template mask BJP . The
idea is that the pixels which are in a small range around the border between the
foreground and the background of a template mask, are the most critical to match
as they determine the shape of the object’s figure. Thus, if this zone of pixels is
correctly matched then the rest pixels should essentially follow.

So, we penalize mismatches in a radius of R around the border and less the
other mismatches. Specifically, within the area defined by R, we enforce a linearly
decreasing penalty as we move away from the border to promote good coherence to
the border. The values of the pixel (7, ¢) of a cost mask C; are defined as follows:

Ci(r,c) =
5(rsc) L otherwise

{H +s- Rf%m), if d(r,c) <R

where d(r, c) is the Euclidean distance of pixel (r,¢) from the border. L is a fixed
penalty value for pixels mismatches outside radius R. H is the minimum penalty
that a pixel inside R can have that is increased up to a scalar s as the pixels
approach the border. It must hold that L. < H. We empirically set these values as
R =40, L =0.25, H = 3 and s = 2. A visualization of a cost mask is illustrated
in Figure 8.3.

8.7.3 Refined registration error

Considering the previous two performance upgrades, the refined registration error
of a transform T'(v) for a view j is formulated as below:

bj.h b;.w
B(j,v) = WZ N (BY(r,) @ B (r,¢)) - Cj(ry )

r=1c=1

8.8 Outcome

The outcome of this step is two refinements transforms for 7; and 1. The re-
spective refinements are incorporated into 73 and 73 to update their registration
accuracy. Henceforth, we denote as Ty and T}, the refined versions of these trans-
forms.



40 CHAPTER 8. REGISTRATION REFINEMENT

Figure 8.3: A visualization of a cost mask. The red line indicates the border
between the foreground and background pixels of the template mask.
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Texture mapping

The refined transforms 7; and T3 provide an accurate registration of M with the
two photogrammetric meshes Pr and Pg. Essentially, these registrations provide
compatibility between M and the projection matrices of the two photogrammetric
reconstructions. This enables us to map M’s triangles to photogrammetric images
through their projection matrices. In this section, we capitalize on this property
to texture our complete object model M from the photogrammetric images.

9.1 Assessing triangle visibility in photogrammetric views

Our first task is to find out which triangle is visible in which image or images, or
otherwise, assess the triangles’ visibility.

To effectively map M'’s triangles to the photogrammetric images, it is required
that we examine the triangles’ visibility from the different photogrammetric views.
From any given view, a 3D triangle can be fully visible, partially visible, or invis-
ible. To assess the visibility of triangles with regard to a photogrammetric image
I;, we employ the z-buffering algorithm. Using the projection matrix P; and the
mesh M registered to the photogrammetric reconstruction of view j, z-buffering
yields two matrices: a) a depth map D, and b) an index map I. These matrices are
equally sized with I;. Pixel values of D yield the distance of M’s surface imaged at
each pixel from the camera center. Pixel values of I indicate the id of the triangle
imaged at that pixel.

Thus, for a triangle t; with id ¢, its projection 7; on the image I; (though FP;)
will contain a number of pixels. By examining the values of these pixels on the
index map I we define the ¢;’s visibility V; ; in image I; as the following ratio:

number of pizelswithid = iinT;

i7j -

total number of pizelsint;

The domain of this “visibility ratio” is [0,1]. It will hold that V = 1 for fully
visible triangles, 0 < V < 1 for partly visible triangles, and V' = 0 for invisible

41



42 CHAPTER 9. TEXTURE MAPPING

triangles. In this way, we can acquire a visibility estimation for all M’s triangles
in each photogrammetric view.

We should note the special case where the projection 7; of a triangle ¢; on an
image I; contains no pixels. In this case, V cannot be defined as the denominator
of the above ratio will be zero. This possibly indicates that either ¢; is a degenerate
triangle or that ¢; is captured with a steep angle in the image I; so its projection
7; is degenerate. To estimate the visibility of a triangle ¢; in this situation, we
consider the 4 neighboring pixels of 7;’s centroid ¢ in depth map D. These values
will indicate the distance of M’s surfaces that are imaged from neighboring pixels.
If these distances are comparable the distance of ¢ from I;’s camera center, then
we can assume that ¢; is visible from I; and V; ; = 1.

9.2 Texture source selection

The photogrammetric images provide a complete coverage of the object’s areas.
Thus, for each triangle of M, there will exist at least on image where the triangle is
fully visible (V' = 1). The photogrammetric images that provide non-zero visibility
for a given triangle, constitute its candidate texture sources. We wish to select
the best candidate texture source for each triangle in M. So, it required that
we formulate a standard criterion for evaluating the view quality provided to a
triangle by an image. To this end, we introduce two metrics: (a) the normalized
triangle angle @, and (b) the normalized triangle distance d.

9.2.1 Normalized triangle angle

In each photogrammetric view j, the visible triangles of M appear in a certain
angle with respect to the camera. The less that angle is, the less the distortion of
the imaging of these triangles will be in the respective image. Ideally, we would
like that we have a direct image view for each triangle (i.e zero triangle-camera
angle). However, this is practically impossible as it would entail that we have a
prohibitively large number of photogrammetric images. Hence, to minimize the
texture distortion we will look for the camera view which captures a triangle t;
with the least angle.

To evaluate the angle between a camera c¢; and a visible triangle ¢;, we calculate
the dihedral angle 6; ; formed between I;’s plane and the plane of ¢;. The normal
of t;’s plane is calculated with the use of function (5.1) with pg, p1, p2 being the
vertices of the ;. The normal of I;’s plane is essentially the direction of the c¢;’s
principal axis which can be derived from the projection matrix P;. Using these
normals we can calculate 6; ; though the definition of dihedral angle in function
(5.2).

The 6; ;s domain is [0°,90°]. We normalize §; ; to [0, 1] by dividing it with 90°.
In this way, we get the normalized angle @;; which constitutes a measurement of
t;’s imaging distortion in image I;.



9.2. TEXTURE SOURCE SELECTION 43

9.2.2 Normalized triangle distance

Each photogrammetric image offers a targeted view to a specific area of the object.
Thus, for a given image I;, we consider that the triangles which are closer to the
camera, tend to have a better imaging. From this perspective, we can compare
the Euclidean distance of visible triangles from camera c;’s center to assess their
proximity in I;. In this way, we can specify the relative distance of triangles from
the camera.

Nevertheless, the distance of the camera from object does not necessarily re-
main constant in the different image captures. Therefore, there can exist images
that depict the object from a slightly closer ranges with respect to the others. As
a result, we can not use the raw distances to compare the relative distance of a
triangle in two neighboring images.

To overcome this issue, we employ a normalized version of the camera-triangle
distance which we calculate as follows. Let a triangle ¢; of M and its Euclidean
distance d;; from the camera c;. By examining all the triangles of M we can
extract the minimum and the maximum distance that a triangle can have from c;.
‘We note these distances as d7jnm and d%ax, respectively. We define the normalized
distance d of t; from ¢; as the following ratio:

7. _ di,j — dmzn
] J
dmaz — dmin

The subtraction of dfnm from the distance d; ; essentially eliminates the cam-
era’s distance contribution to the determination of a triangle’s distance. This
allows the comparison between triangles’ distances from neighboring views. The
denominator of the ratio enforces a [0, 1] domain. The normalized distance d”
denotes t;’s proximity to the camera c; in comparison with the rest triangles of
M.

9.2.3 Mapping criterion

The @ and d constitute two different metrics for the evaluation of the viewing
quality provided by an image to a triangle. Normalized angle a examines the angle
between a triangle and the camera to assess the triangle’s imaging distortion. On
the other hand, d considers the relative distance of triangles from a camera to
promote close-to-camera triangles in each view.

In the context of our method, we want combine the two metrics to create a
composite criterion for the selection of the best candidate image for each triangle.
The two metrics have the same domain. Thus, we formulate the mapping criterion
as the weighted average of the two metrics denoted as follows:

~

Qij = Wq - Qi +wq-d;j,

where w, and wy are two weight scalars that determine the contribution of each
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metric. In our implementation we set w, = 0.6 and wy = 0.4. However, other
weight values can also be used for a different combination of the two metrics.

The minimization Q provides the assignment of M’s triangles to photogram-
metric images. More specifically, given a triangle ¢; and a subset of the photogram-
metric views where ¢; is fully visible (V;; = 1), we select the best candidate view
7i as the triangle’s texture source as follows:

Ji = arg mjln Qi

By repeating this process for each triangle of M we get an optimal assignment of
all triangles to photogrammetric images.

9.3 Triangle texturing

Given a triangle ¢; and a selected photogrammetric view j;, we want to texture
t; from the corresponding photogrammetric image I;,. Let P;, be I;,’s projection
matrix and T}, the registration transform that registers M with the photogram-
metric mesh of view j;. We transform ¢; through 7T}, and project it to I;, through
Pj,. This yields image triangle 7; which corresponds to ¢;. The vertices of 7; are
in image coordinates. We convert them to UV coordinates to acquire the texture
mapping of ¢; in image Ij,. By repeating this procedure for all triangles of M, we
perform the texturing of M from the different photogrammetric images.

9.4 Outcome

With the completion of this step, we get a mapping of texture for each triangle of
M from a photogrammetric image that optimally images the triangle.
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Appearance optimization

The texture mapping of triangle’s of M yields regions of connected triangles that
are textured by the same photogrammetric image. We refer to the connected
regions “painted” by texture from the same image as texture clusters C; of the
reconstruction M. In essence, the texture clusters constitute a partition of the
M’s triangles into subsets of locally connected triangles that share the same tex-
ture source. A photogrammetric image may be associated with multiple texture
clusters.

From the previous definition, it follows that the triangles of a cluster will be tex-
tured by neighboring regions in the corresponding photogrammetric image. Thus,
it is expected that the texture within a cluster will be continuous and visually
coherent. However, the same does not necessarily apply to the bordering regions
of adjacent texture clusters, which receive texture from different images. Conse-
quently, the texture consistency in these regions is dependent on the accuracy of
the texture mapping in the two images.

Another problem concerning the intersection of clusters is related to the light-
ing conditions throughout the image acquisition task. Variability of these condi-
tions can lead to noticeable photometric differences between neighboring texture
clusters.

In this section, we present methodologies that contribute to the reduction of
the texture inconsistencies between neighboring texture clusters.

10.1 Compacting texture clusters

Before we proceed to tackle the texture quality problems between clusters, we will
reduce the extent of the problem by performing a triangle reassignment between
the existing clusters. As the current clusters constitute an optimal distribution of
the triangles to images (through the mapping criterion Q), we will proceed to mild
reassignments that do not significantly affect the basic structure of the clusters.
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AN

Figure 10.1: An indicative image of texture clusters created from the texture
mapping process. Each cluster is highlighted with a different color.

10.1.1 Smoothing border shape between texture clusters

The shapes of the texture clusters are solely determined by the criterion @ which is
responsible for the assignment of the 3D triangles to the photogrammetric images.
Therefore, we do not have any direct control over the formation of the texture
clusters which may acquire irregular shapes and rough borders. This phenomenon
is undesirable for our clusters as the rougher their borders are, the larger the
intermingling of cluster boundaries would be, and the larger the expression of
texture discontinuities (“seams”).

The proposed smoothing regards the shape of the boundary of clusters. It
is performed in a discrete fashion, by reallocating M’s triangles among texture
clusters. The purpose of this reallocation is to reduce the roughness (or “fractal
dimension”) of the boundary, which is equivalent to increasing the compactness of
the cluster’s shape.

As M is a mesh of triangles, each of its triangles will have three adjacent
triangles (neighbors) with which it shares one common edge. Considering this
relation between triangles, we will proceed to the definition of two notions:

1. Border triangles: We define as border triangles of M, the triangles that
have at least one neighbor that belongs to a different texture cluster.

2. Strong cluster connectivity: We say that a triangle has strong connec-
tivity with its assigned texture cluster Cj, if and only if it has at least two
neighbors that belong to Cj;.

For the purpose of border smoothing, we will enforce strong cluster connectivity
to the border triangles of M. For instance, let a border triangle f;, with edges eq,
ea, e3, and its three neighboring triangles f1, fs, and fs. f, and f; belong to
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Cluster border Cluster border

(a) Before reassignment. (b) After reassignment.

Figure 10.2: The border length between C, and Cg reduces after the reassignment
of triangle fj to cluster C,.

cluster C, while fo and f3 belong to a different cluster Cz. The contribution of
triangle f, to the total length of the border between C,, and Cg will be |ea| + |es3].
However, if we reassign fj, to cluster Cg (with which it has strong connectivity) the
border length contribution of f; will now be |e;|. From triangle inequality, it holds
that |e1| < |ea| + |es|, thus the border length will decrease. The above example is
illustrated in Figure 10.2.

The reduction of the border length leads to a subsequent smoothing of the
border between two clusters. So, we should iterate through all M’s triangles
and reassign border triangles that are not strongly connected with their cluster.
With the reassignments, there will occur new border triangles. Hence, we have
to re-iterate through M’s triangles to ensure that no non-strongly border triangle
remains. When all border triangles are strongly connected with their cluster the
smoothing process ends. We should note here that a reassignment of triangle to a
neighboring cluster should be performed only if the triangle is visible from its new
cluster’s image (V = 1).

10.1.2 Discarding small area texture clusters

With the completion of the border smoothing step, the remaining texture clusters
will have more compact boundary structures. However, among the texture clusters,
there will also exist some small area clusters that add extra interactions between
texture clusters.

Considering the view criterion Q, the current texture clusters define an optimal
assignment of M’s triangles to photogrammetry images. On the other hand, it is
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Figure 10.3: Small clusters appearing between larger clusters.

not worth having an extra cluster that will possibly offer a slight view advantage
in comparison to the incompatibility it will introduce with its neighboring clusters.
Thus, we set a minimum area threshold that a certain texture cluster must cover
to give rise to a cluster. We select to set the cluster threshold as a fraction of
the total area of our object reconstruction M. We set this threshold as the ﬁ of
the total object’s area. If a cluster’s area is less than this threshold, the cluster is
disassembled and its triangles are redistributed to the neighboring clusters.

The triangle redistribution policy that we adopt, aims for the equal expansion
of the neighboring clusters to the region of a discarded texture cluster, let Cg.
To preserve the connectivity of the clusters’ triangles we will begin the reassign-
ment from the border triangles of Cy. Each border triangle will have at least one
neighbor that belongs to a different texture cluster. These clusters will constitute
the candidate new clusters for the current border triangle. In the case of multi-
ple candidate clusters, the assignment will be determined by the minimization of
criterion Q. With the redistribution of the border triangles to neighbor clusters,
new borders will arise to which we will apply the same operation. The procedure
is repeated until no triangle is left in Cj.

10.1.3 Outcome

With completion of this step, we get an update of the texture cluster shapes which
acquire a more compact structure.

10.2 The transition from top to bottom view setups

The object surfaces covered by two neighboring texture clusters are imaged (receive
texture) from different photogrammetric views. Thus, the texture consistency
at their border depends on if their triangles are mapped to matching regions in
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the two photogrammetric images. For clusters textured by images of the same
setup, the projection matrices’ compatibility is provided by the photogrammetry
algorithm, typically by virtue of a pertinent bundle adjustment refinement. In the
case of neighboring texture clusters textured from opposite-view setups though,
the mapping of textures is accomplished through the T; and T; transformation
matrices.

10.2.1 Motivation

In our registration approach in Chapter 8, the registration of M with the two pho-
togrammetric meshes is treated as two independent optimization problems which
are solved by PSO. PSO is not guaranteed to always converge to a globally optimal
solution but may converge to a near-optimal result. Thus, the resulting transfor-
mations T; and T will only provide an approximate registration of M with the
two photogrammetric meshes.

More specifically, for the effective interconnection of the opposite object’s views,
it required that the 7T; and T, transforms are consistent in the way that they
approach their respective photogrammetric meshes’ pose. As a result, any small
deviation in the relative pose of M with the two photogrammetric reconstructions
can lead to inconsistent mappings of the 3D triangles to the image regions of the
two image sets. The problem is magnified when the object’s structure presents
rotational symmetries which promote even more serious pose inconsistencies.

These phenomena can compromise the continuity between opposite-view tex-
ture clusters.

10.2.2 Rationale

To deal with the discontinuity of opposite-view texture clusters, we consider a
setup view of the object as the reference and the other as the source. Specifically,
the selection of the reference view is determined by selecting the setup view (top or
bottom) for which PSO yielded the smallest registration error in Chapter 8. With
the reference view set, we will search for a transform that refines Ts, or otherwise
the registration transform of the opposite setup view.

In this context, we consider each pair p of neighboring texture clusters that
receive texture from opposite setup views. A pair p, will have a cluster Cr that
is textured from a reference view’s image Ir and a cluster Cg that is textured by
an opposite view image Ig. Among p’s triangles, there will exist a subset Si of
triangles that are fully visible (V' = 1) from both images Ir and Ig. Thus, we
can get the mapping of Sy triangles in both images Ir and Is (see Figure 10.4)
through the registration transforms 7; and T and the projection matrices that
correspond to the images. In this way, we get the imaging of Sj triangles in both
images. If that imaging is consistent in both images it means that there is texture
continuity between the two clusters Cr and Cg.

We capitalize on this property to specify the transform Tg which achieves
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Cluster pair py,

Image I

Figure 10.4: The mapping of Sy triangles to images I and Ig.

continuity between opposite view cluster pairs. We cast the search of this transform
as an optimization problem that is also solved by PSO.

10.2.3 Optimization parameters

The transform that we are looking for, will be an update to the refined transform
that we calculated in Chapter 8 or, in other words, a second refinement. Hence,
the pose correction will concern the location, rotation, and scaling of M in this
setup view. As in Chapter 8, the candidate solution vectors will have the following
form: [sz, sy, sz, Tz, Ty, T2, T, Y, z]. The transformation parameters define a 9D
search space. To retrieve the transformation defined by a solution vector v we use
the methodology presented in Chapter 8.5.

10.2.4 Domain of parameters

Despite the small registration errors, the transforms 7; and Tp already provide a
good registration of M with the photogrammetric meshes. Thus, the expected
deviation of M from the target pose will be rather small. This enables us to bind
the parameter values. The scaling parameters s, s,, s, should take values near 1
and the rotation and translation parameters r;, vy, . and z, y, z will take values
around 0. In the case of rotational symmetry of the object, it is recommended
that the rotation parameters’ domain is set looser so that we are able to recover
from the direr rotational inconsistencies.
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Figure 10.5: The mapping of triangle ¢ to images Ir and Ig. p is estimated through
the barycentric coordinates b.

10.2.5 Evaluating texture continuity in a texture cluster pair

For each cluster pair pg, the mapping of triangles Sy to image Ir cover a sub-region
of Ir. We can describe this sub-region with a binary mask Mj, of equal size with
Ig. The pixels of M}, that are covered by Si triangles are set to (1) and denote
its foreground pixels. The area defined by M}, in Ir constitutes a template for the
imaging of Sy triangles in image Ig. Thus, we can construct a template image Iéi
as the sub-image of I that is cropped by the bounding box by of the foreground
pixels of M.

Ideally, we would like that the imaging of the S triangles through a correction
transform 7'(v) in the image Ig, is highly correlated with the template image I%.
This would mean that the candidate transformation vector v achieves continuity
between the intersecting clusters of pi. Nevertheless, images Ir and Ig illustrate
the object from different viewing perspectives. Thus, the shape of the mapped S
triangles in these images will be different. Therefore, we cannot directly (pixel-by-
pixel) compare the imaging of Sy in I and Ig.

To overcome this issue we construct an image I g of equal size with [ E and we
fill its pixels with the corresponding intensities of Ig as follows.

Let a 3D triangle t of Si. Triangle ¢ will have two 2D mappings 7g, 7s in I and
Ig respectively. The 2D triangle g contains a number of integer pixel coordinates.
For each contained pixel p, we calculate its barycentric coordinates b with respect
to 7r. By applying b to the triangle 7¢ we get the corresponding point p in Ig
image. This process is illustrated in Figure 10.5. The point p will not necessarily
have integer coordinates so it cannot be directly related to a pixel intensity in
Ig. Thus, we perform bilinear interpolation to acquire the corresponding intensity
Is(p). The image formation equation is I%(p) = Is(p)

By repeating the above procedure for all triangles in S, the [ b’i image will
constitute the equivalent image of Ig in comparable form with I'r. We denote
the construction of the equivalent image I éﬁ for a cluster pair p, and a given
transformation vector v as E(pg, T'(v)).
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We assess the texture continuity for a given transformation vector v by compar-
ing Ié‘i and [ g in pixels determined by the foreground pixels of My, mask. We select
as the comparison method of the two images the normalized cross-correlation. The
normalized version will compensate for any possible photometric differences that
can be observed between the images of the two clusters. We quantify the texture
continuity of a cluster pair pg for a given transformation vector v as:

C(v, k) = ncross(I§, BE(py, T(v)), M)

where ncross denotes normalized cross-correlation operation and My mask deter-
mines the pixels to be compared in the two images. The optimization goal is the
maximization of the above score.

10.2.6 Quantifying the visual information of cluster pairs

In qualitative terms, the cluster pairs are not of equal significance. The reason is
that some will contain homogeneous textures and others will contain rich textures.
When registration is inaccurate, the latter yields an asymmetrical loss of visual
quality of the result because they are more salient to the human observer.

To represent this qualitative property we use the notion of “visual information”
and quantify it as the intensity variance of the pertinent texture. Specifically, we
assess the “visual information” of a cluster pair py as the variance vy, of its template
image Ié‘i at the pixels marked by the foreground pixels of mask M. The calculated
variance constitutes a measure of the inhomogeneity of the texture associated with
pr and denotes the importance of pg.

10.2.7 Objective function

The C(v, k) quantifies the texture continuity achieved by a transformation vector
v on a given cluster pair pg. To formulate the total evaluation of v, we need
to combine the texture continuity score from all the available cluster pairs py.
However, the contribution of each pair is not equal. As discussed in Chapter 10.2.6,
the cluster pairs with higher “visual information” are the most critical to match.
This information is encoded in the variance v; of each cluster pair p,. Thus, we
choose to consider only the pairs p, whose variance is above a variance threshold
V. We set V =5.

We formulate the objective function as the average of texture continuity scores
C(v,k) of cluster pairs p; weighted by their respective variances vy. noted as
below:

N
1
Ci(v) = —x— > v C(v, k
) SV o = -4
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10.2.8 Owutcome

The outcome of this optimization step is a refinement transform for Tg. With
the refined version of T we update the texture mapping of M’s triangles that
correspond to clusters of the source view. In this way, we achieve a continuous
texture mapping between the texture clusters of M.

10.3 Texture blending

The registration refinement performed in Chapter 10.2, rectifies the texture discon-
tinuities between clusters that are textured from images acquired from opposite
views. However, despite the geometric alignment, the neighboring clusters will
still present issues that concern their photometric consistency. To address these
problem, we perform blending to the areas of neighboring clusters that are visible
from both clusters’ images.

10.3.1 Blending procedure

The triangles of M receive texture from the photogrammetric images. For blending
purposes, we create a copy of each photogrammetric images. The intensities that
will occur from the blending of pixels of each cluster will replace the original
intensities in the copy of the cluster’s image. Hence, these copies will constitute
the new texture sources for the triangles of M after the blending.

The blending methodology that we propose includes a separate blending pro-
cess for each texture cluster. A texture cluster will be blended with respect to
all of its neighboring clusters. Let C; and C5 be two neighboring clusters and Iy
and I, their respective images. We blend the texture of C'; with respect to Cs as
follows.

The blending process will take place to the subset S of C'’s triangles that are
fully visible (V = 1) in I image.

Let ¢ be a triangle in S. Triangle ¢ is mapped to I; and Iy as two image
triangles 7 and 7o respectively. The triangle 71 will contain a number of pixels
in image I;. For each such pixel p with image intensity I;(p), we calculate its
barycentric coordinates b with regard to 7. Then, we apply b to triangle . This
essentially yields p’s corresponding point in image I». Let that point be p. This
process is shown in Figure 10.7.

p may have decimal coordinates. To associate it with an image intensity in
I, we perform bilinear interpolation to its coordinates. In this way, we acquire
the corresponding image intensity I>(p). Finally, we calculate the blended image
intensity I?(p) at p as the following weighted average:

I{(p) = ap - [i(p) + (1 — ap) - I2(D),

where «, is a weighting coefficient that corresponds to pixel p and measures the
contribution of the two image intensities in the blended intensity. The value of
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Figure 10.6: The triangle subset S in cluster (.

Image I Image I,

b =17,(p)

Figure 10.7: The mapping of ¢ to images I; and I>. p is estimated through the
barycentric coordinates b.
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Image I

Figure 10.8: The blending radius R and the distance of a pixel p from the border.

this weight is determined in Chapter 10.3.2. The intensity I?(p) is stored at the
copy of image I;.

By applying the aforementioned procedure for all triangles in S, we blend C’s
texture with respect to its neighboring cluster C>. The blending procedure will
continue for the rest neighbors of C';. In this way, we accomplish the complete
blending of C;. The blending process finishes when all texture clusters are pro-
cessed.

10.3.2 Blending weight

The purpose of blending is to create a smooth visual transition from the in-process
cluster C to C. To accomplish this, we need to properly adjust the coefficient o,
for each processed pixel p in I;. The farthest a pixel is from the clusters’ border
the higher the contribution of I;(p) should be in the blended intensity and, thus,
the value of a,.

To this end, we define the border B between texture clusters C] and Cs as the
set of common vertices of their border triangles. We map the vertices B to I; and
we denote the mapped border vertices as B,,. Moreover, we define the distance
D(p) of a pixel p from border By, as the minimum (Euclidean) distance between
p and the border points B,,.

The mapping of triangles S to I specify the blending area in [;. Thus, we
define the blending radius R as the maximum distance between the vertices of the
mapped triangles of S and the border B,,. We define the relative distance of a
pixel p from B,, as the ratio @. This ratio’s domain is [0, 1].

The goal of blending is to enforce a linear variation of the blending weight
from 0.5 to 1 as we move away from the border. Therefore, for a given pixel p we
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calculate the weighting coefficient ay, as:

D(p)
=1-05-(1—-——=
@p ( R )
Pixels which are close to B, will take weights near 0.5 which is translated to equal
contribution of the corresponding intensities of I and Iz to the blended intensity.
Contrarily, pixels far from the border will take weights near 1 which leads to an

exclusive influence of the blended intensity from I;.

10.3.3 Outcome

The blending step yields new photogrammetric images which contain the blended
intensities of texture clusters’ triangles. Using these images as texture sources of
M we accomplish a balancing of the photometric differences between neighboring
clusters.

10.4 Owutcome

The previous three steps optimize the appearance of M by correcting texture
discontinuities and photometric differences between neighboring texture clusters.
This constitutes the final step of our method and returns the final reconstruction
of the object.



Chapter 11

Experimental evaluation

In this section, we perform an experimental evaluation of our reconstruction method
with the use of two datasets. Initially, we present results regarding the performance
of our method running on the two datasets. Next, we provide comparative results
to assess the contribution of each method’s step to the overall improvement of
the texture quality. Finally, we present the output reconstructions created by our
method.

11.1 Dataset description

For the experimental evaluation of our method, we acquired two datasets from
two ceramic objects. During the acquisition of datasets, the guidelines presented
in Chapter 4 were followed. Dataset 1 contains the reconstructions of a ceramic
teacup shown in Figure 11.1. Dataset 2 captures a simple ceramic water cup shown
in Figure 11.2.

11.1.1 Digitisation modalities

The equipment that we used for the capturing of both objects was the same. In
specific, for the capturing of the 3D scans, we utilized the Faro Freestyle style
scanning modality. It is a handheld 3D scanner based on trinocular stereo, im-
perceptible active illumination, and inertial motion estimation. Regarding the
photogrammetry, the input images used for the creation of each reconstruction
were taken using a Canon DSRL camera at the resolution of 8256 x 5504 pixels.

11.1.2 Dataset information

The 3D capturing of the two objects yielded eight reconstructions, two 3D scans
and two photogrammetric models, for each object entity. Table 11.1 and table 11.2
summarize the information of the resulting 3D scans and photogrammetric meshes
of both datasets. Specifically, each table reports the number of vertices and tri-
angles of the created meshes and their total size in memory (in MB). Table 11.3

57
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Top view 2.

=

(c¢) Bottom view 1. (d) Bottom view 2.

Figure 11.1: The object captured in dataset 1 from different viewing perspectives.
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(c) Bottom view 1. (d) Bottom view 2.

Figure 11.2: The object captured in dataset 2 from different viewing perspectives.
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summarizes the information of the images captured for the purposes of the pho-
togrammetry in both datasets. We report the number of images taken from each
scene (top or bottom), their resolution and the total size of the images (in MB).

View Vertices Triangles Mesh size (in MB)

Top 163879 324995 28.7
Dataset 1 | 5 W00 163732 325000 925.6

Top 163531 325003 36.1
Dataset 2 | g tiom 163526 324989 35.9

Table 11.1: The 3D scan models details in both datasets.

View Vertices Triangles Mesh size (in MB)
Dataset 1 | bty paocds_aoo0999 3610
Dataset 2 | bl qag6246 500000 son1
Table 11.2: The photogrammetric models details in both datasets.
View Images Resolution Total size (in MB)
Dataset 1 | plory 20 sostsood o
Dataset 2 | 5l 51 smexssod 2xi0

Table 11.3: The information of images captured for the photogrammetry for each
dataset.

11.2 Performance evaluation

To evaluate the computational performance of our reconstruction method, we pro-
ceeded to the execution of our method for both ceramic objects’ datasets. From
these executions, we took measurements regarding the total execution time and
the memory footprint of each method’s step. Specifically, the performance analysis
that we present is split into the following modules:

1. Marker localization: Implements steps described in Chapter 5.
2. Model registration: Implements steps described in Chapter 6.

3. Model creation: Implements steps described in Chapter 7.
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Execution time (min)

Dataset 1 \ Dataset 2
Marker localization 4.05 4.21
Model registration 1.18 1.03
Model creation 0.31 0.29
Registration refinement 109.8 113.6
Texture Mapping 1.03 0.59
Cluster processing 2.15 2.18
Registration refinement 2 22.03 14.48
Blending 11.41 9.18

Table 11.4: The execution time of each module for both datasets.

4. Registration refinement: Includes two executions of the optimization pro-
cess described in Chapter 8 (one execution for each view).

5. Texture mapping: Implements steps described in Chapter 9.
6. Cluster processing: Implements steps described in Chapter 10.1.
7. Registration refinement 2: Implements steps described in Chapter 10.2.

8. Blending: Implements steps described in Chapter 10.3.

11.2.1 Computation parameters

In the context of our method, there are two types of optimization problems (see
Chapter 8 and 10.2). Each problem is described by an objective function which is
optimized through PSO. The effectiveness of the optimization performed by PSO
as well as its running time is determined by the number of particles and iterations.
In our experiments, we empirically set the iterations and particles of PSO to 25
and 50, respectively, for both optimization problems.

11.2.2 Computational cost

The coding language that we used for the implementation of each module is C++.
All the experiments were conducted on a system equipped with an i7-7700HQ pro-
cessor and 8GB of RAM. Table 11.4 summarizes the total execution time (in min-
utes) of each module. Table 11.5 presents an approximation of the maximum mem-
ory required for each module. This calculation essentially indicates the maximum
volume of data that was required to be simultaneously loaded in the processes’
memory throughout the execution of each module.
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~ Max memory (MB)

Dataset 1 \ Dataset 2
Marker localization 501 500
Model registration 193 201
Model creation 54 72
Registration refinement 431 453
Texture Mapping 29 33
Cluster processing 35 38
Registration refinement 2 661 328
Blending 301 309

Table 11.5: The approximate maximum memory used by each module for both
datasets.

11.2.3 Discussion

By observing the Tables 11.4 and 11.5 we deduce that the most computationally
expensive modules are “Marker localization”, “Registration refinement 1 and 2”
and “Blending”. We proceed to a brief analysis of each one.

The “Marker localization” module has a relatively fast execution time in both
datasets. However, it has one of the biggest impacts on the memory. This owing
to the fact that the reconstructions’ meshes need to be loaded in memory for
the localization of the 3D positions of the markers and the removal the floors.
Consequently, in the case of photogrammetric meshes, which are large inputs, the
expected memory usage is high. With the execution of this module, the size of all
reconstructions (including photogrammetric meshes) is significantly reduced due
to the removal of the floors’ triangles. So, the loading of reconstructions in memory
becomes less heavy in the next modules.

The “Registration refinement 1”7 module takes up to 70% of the total execution
time for both datasets. That is explained by the fact that this module includes
two optimization procedures which require the calculation of multiple projection
masks for each candidate solution. Specifically, for a single optimization process
running on 50 particles, 25 iterations and 21 images, will need to create a total of
(25 - 50 - 21) = 26.250 projection masks. The creation of a projection mask is an
expensive process as it requires an iteration through all triangles of M. As a result,
the total execution time of this module is high. The memory consumption in this
module is determined by the template and the cost masks which need to be saved
in memory for their comparison with the projection masks of candidate solutions.
This means that we need 21 binary masks and cost masks in the memory of equal
size with the photogrammetric images. However, due to the mask cropping step
(Chapter 8.7.1) the memory footprint of this module is significantly reduced.

In “Registration refinement 2” module, we observe a variation between the
execution time and the memory required between the two datasets. This occurs
due to the different number of cluster pairs that are considered for the alignment of



11.3. QUALITATIVE EVALUATION 63

the texture of the two views. In dataset 1, 18 pairs are considered while in dataset
2 only 9. The total execution time of this module is determined by the construction
of the images I ;f for each candidate solution. This requires the consideration of
a small subset of M’s triangles in contrast to the previous registration module
where all M’s triangles were considered. So, this optimization process is generally
faster. Concerning the memory usage, this process needs to have in memory the
template images and their corresponding masks. Thus, depending on the cluster
pairs’ number considered the memory usage will be higher.

The “Blending” module processes each pair of neighboring texture clusters.
Thus, its execution time depends on the number of neighboring cluster pairs that
exist in M. Throughout the whole blending procedure, only two photogrammetric
images need to be loaded simultaneously in memory. So, the maximum memory
required is fixed.

11.3 Qualitative evaluation

11.3.1 Comparative results

In this section, we assess the contribution of each step of our method to the
improvement of the texture quality. Specifically, we consider four steps of our
method. The registration refinement is described in Chapter 8 and the three view
optimization steps are proposed in Chapter 10. To this end, we provide targeted
views of the resulting reconstructions in areas where texture defects are initially
detected to highlight the update provided by each step.

First, we examine the contribution of the refinement performed to the regis-
trations T3 and Tp in Chapter 8. Figure 11.3 shows the projection of M’s vertices
on a photogrammetric image. The left column illustrates the projection of the ver-
tices with the use of unrefined transforms. The right column illustrates the same
projection but with the refined versions of these transforms. As it occurs, the un-
refined transforms manage to roughly approach the figure of the object. However,
apparent inaccuracies can be spotted with some border vertices been projected
to background areas (Figures 11.3c and 11.3g) or some others been projected to
inner parts of the object (see Figures 11.3a and 11.3e). On the other hand, the
refined transforms offer a clear upgrade to the initial transforms achieving a better
coherence to the boundaries of the object and, thus, providing an overall better
quality of texture mapping.

We also present figures that show the effect of the refinement of 7; and T}, to the
quality of the texture mapped on M’s triangles. In the left column of Figure 11.4
we can see the texture mapping performed with the initial registrations while in the
right column we can the texture mapping performed with the refined transforms.
In Figure 11.4a we can observe some texture artifacts created on the texture due to
registration misalignment which disappear in the refined version in Figure 11.4b.
Furthermore, in Figure 11.4c we observe some small misalignment between the
neighboring texture clusters with this phenomenon becoming even more serious
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in Figure 11.4e. With the transformation refinement, the above observations are
significantly limited (Figure 11.4f) or even disappear (Figure 11.4d).

Second, we examine the texture cluster compacting step that we describe in
Chapter 10.1. The left column of Figure 11.5 shows the texture mapping performed
to M. The right column shows a colored version of texture clusters so that we have
a better perspective of the clusters’ shape. The first and the third row illustrate the
initial triangle assignment to texture clusters for both objects. We can observe that
the visible clusters present irregular shapes and small holes which are translated
to extra defects in the M’s texture. The second and the fourth row present the
refined assignment of triangles to clusters. The shape of clusters has become more
compact resulting in less cluster interactions and, thus, texture inconsistencies.

Next, we examine the contribution of the second registration refinement which
targets the alignment of the texture clusters of opposite views (Chapter 10.2).
The Figure 11.6 illustrates the texture mapping on areas of the two objects that
are textured from images of opposite views. In the left column we can see the
texture mapping before the registration refinement. As shown in Figures 11.6a
and 11.6¢c, we observe incontinuities in the border between these clusters. With
the refined alignment, we manage to enforce texture continuity to these areas (see
Figures 11.6b and 11.6d).

Finally, we present the contribution of blending to the improvement of the
texture quality. Figure 11.7 shows the texture clusters before blending (left col-
umn) and after blending (right column). The original texture appears noticeable
photometric differences resulting to the appearance of seams between the neigh-
boring texture clusters (see Figures 11.7a and 11.7c). With the blending step the
seams are smoothed and the photometric inconsistencies are eliminated without a
significant blurring of the overall texture.

11.3.2 Results and discussion

In this section, we present the output reconstructions of the two objects as returned
from our method. Figure 11.8 shows four different perspectives of the output
reconstructions of both ceramic objects.

By observing the images in Figure 11.8 we can see that the quality of texture
for both reconstructions is relatively good. Specifically, the texture at the middle
areas (Figures 11.8a-11.8d) of the two reconstructions, seams to be continuous
and optically coherent despite the rich optical information encoded in these ar-
eas. This means that the method has achieved a fine registration of neighboring
photogrammetric view. The same applies to the bottom areas of the two objects.
Nevertheless, some texture discontinuities are observed at top areas of the objects
and more precisely at the brim of the two cups. This texture issue is owing to
geometric inaccuracies of the 3D scans. As shown in Figure 11.9 the brims of
the cups are thinner in reality in comparison with the their reconstructed shape.
Consequently, this thickness error from the 3D scanner leads to misaligned texture
at these areas in the resulting reconstructions.
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(c) Initial registration
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(d) Refined registration

-

(g) Initial registration (h) Refined registration

Figure 11.3: A comparison of the projected M’s vertices on a photogrammetric
image with the use of the initial and refined transforms 7; and Tj.
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(a) Initial registrations (b) Refined registrations

(c) Initial registrations (d) Refined registrations

(e) Initial registrations (f) Refined registrations

Figure 11.4: A comparison of the texture mapping quality between the initial and
the refined transforms 7; and Tp.
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(a) Texture mapping (b) Colored clusters

(c) Texture mapping (d) Colored clusters

(e) Texture mapping (f) Colored clusters

(g) Texture mapping (h) Colored clusters

Figure 11.5: A comparison between the initial and the compacted texture clusters
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) Initial registration ) Refined registration
) Initial registration ) Refined registration

Figure 11.6: A comparison of texture continuity between neighboring top and
bottom view clusters. between initial and refined alignment

a) Original texture ) Blended texture
¢) Original texture ) Blended texture

Figure 11.7: A comparison between the original and blended texture.
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(a) Teacup middle part 1 (b) Water cup middle 1

(¢) Teacup middle part 2

y

(g) Teacup top (h) Water cup top

Figure 11.8: The reconstructions of the two objects created by our method. The
left column shows the ceramic teacup reconstruction. The right column shows the
ceramic water cup reconstruction.
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(a) Original brim thickness. (b) Reconstructed brim thickness.

(¢) Original brim thickness. (d) Reconstructed brim thickness.

Figure 11.9: The difference at the thickness of the brims of the two cups.
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(a) Top view scan. (b) Bottom view scan.

Figure 11.10: The handle of teacup as reconstructed from the two 3D scans.

Regarding the geometry, the water cup seams to be reconstructed realistically
in the resulting mesh. On the other hand, one noticeable defect is observed at the
handle of the ceramic teacup. Specifically, the hollow region inside the teacup’s
handle is filled in the reconstructed mesh which leads to a deformation of the
original shape of the object. However, this problem is due to incomplete scanning
of the teacup’s handle from the 3D scanners. Asshown in Figure 11.10 the handle is
incompletely reconstructed in the 3D scans. As a result, the surface reconstruction
algorithm used for the zipping in Chapter 7 treats these incomplete areas as a
cut which fills with triangles. Consequently, the handle is covered in the final
reconstruction.

Overall, our reconstruction method performs well in the tested datasets. The
texture reconstruction seams to be accurate and optically sound with no apparent
discontinuities and excessive blurring. Concerning the geometric quality of the
resulting models the main issue is observed in the teacup object. However, the
inconsistencies in its geometry are mainly a repercussion of the inaccuracies of the
3D scanner during the acquisition of 3D scans.
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Chapter 12

Discussion and future work

12.1 Discussion

In this work, we presented a practical method to improve the quality of the 3D
models we obtain using conventional and modest digitisation tools in a usage sce-
nario that is very common when scanning objects in the laboratory. In particular,
we discuss two frequent issues. First, that of having to scan the object in multiple
placements (setups) to have complete digitisation of its surface. Second, of hav-
ing digitisation modalities that of different advantages, in terms of geometry and
texture reconstruction.

The motivation for this work targets the visual quality of these modes, par-
ticularly texture discontinuities, which have an important negative effect on the
appreciation of the digitisation of these objects, particularly when they are works
of art. In this quest, we explored the refinement of the geometric parameters that
come into play, when combining partial scans and texture sources.

In this way, we acknowledge prior work in the “blending” texture seams as
the last step in the combination of texture sources. The proposed work comes
a step earlier than texture blending, in that it refines the overall registration of
geometric models. Due to the improved registration, the residual errors that have
to be concealed by texture blending are smaller in size.

12.2 Future work

12.2.1 Quantitative evaluation

For the complete evaluation of our reconstruction method, it is necessary that we
provide a quantitative analysis of the result accuracy, in terms of geometry and
texture reconstruction.

Geometrical evaluation usually entails the experimentation with 3D printed
models, where the digital blueprints will be used as the ground truth. Depending
on the scale of objects, this task entails the consideration of the printer’s accuracy.
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There are two problems to be considered. The first is that we are not primarily
interested in measuring the accuracy of the 3D scanner or the photogrammetry
method. These are already measured by their manufacturers and authors, respec-
tively. Moreover, conventional 3D printing does not yet include the painting of
texture upon 3D printed objects. To measure texture continuity the printed ob-
jects would have to be handpainted in a measurable way to obtain ground truth
for texture. Reference points should be identified and manually measured with
specific tools of the purpose, e.g., a caliper.

Photometric (i.e., color) evaluation of surface reconstruction is also demand-
ing. In addition to known geometry, it requires ground truth regarding scene
illumination and regarding the reflectance properties of the scanned surfaces. As
such it would require the use of at least an optical absorption spectrometer (an
optical emission spectrometer would be required if we are uncertain of the illumi-
nation properties). Moreover, some very common materials, such as marble, have
non-Lambertian properties and exhibit translucency as well.

To this end, we need to study different metrics which quantify the precision
of the object’s geometry and the quality of texture of our method’s outputs in
comparison with the ground truth models.

12.2.2 Higher end scanners

This work is motivated by the need to create high-quality models, with conven-
tional means, and with cost-efficiency. The IMU-assisted, active illumination 3D
scanner used in this work has become a commodity in higher-end mobile devices.
Still, inaccuracies particularly in the thickness of reconstructed objects are ob-
served.

Undoubtedly, the method would benefit from the use of higher-end scanners,
such as laser scanners. Though long-range (tens of meters) laser scanning is becom-
ing an, still expensive, commodity, smaller-scale laser scanning is still challenging.
The reason is that it is mainly used in industrial scanners along with specific
turntable and/or robotic apparatuses. A similarity of this work to them is that
they also require a data collection protocol to be fully automatic.

12.2.3 Multiple partial scans

The objects in the world can have varying shapes and amounts of geometric in-
formation on their surfaces. From this perspective, the scanning of an object in
just two placements (upward and downward) may not be enough for the complete
reconstruction of its geometrical details. Thus, our method could be extended to
provide support for multiple object poses and incorporate information from more
partial scans to the final reconstruction.
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