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Hepilnyn

Iepiinyn

H teyvikn g veptoayeiag pooUaTooKOTi0g GVIANGNG — avixveELONG YPNOLUOTOMONKE DOTE
vo peetnBel n NAEKTPOVIOKT CLUUTEPLPOPA TTaryidevong o un-ototyelopeTpikd GaAs ko AlGaAs
Koty vo peretnBei n enidpaon g peimong tov peyébovg vavooouatidiov Au oty Kivntikn

KATAOTOGT TOL NAEKTPOVIOKOV TANOLG 0D TOVG.

H oJvvoukn katdotaon tov niektpoviov g C{odvng ayoyuoémroag oe  Xouning-
Oeppoxpacioc-Avantoéng GaAs kot AlGaAs peletdtor péom O1éyepong mMAeKTpoviov otnv
wepoy] tov muhuéva g COVNG ayoYLOTTAG Kol OViYVELONG TOV EMAYOUEVOV UETAROTIKMOV
aALOY®DV OTNV amoppoOPnomn amd v kopuen g Ldvng obévovg mpog tov mubuéva g Cdvng
ayoydmrTag tov Muyoyov. Ot un-otolelopeTpikol nuayoyol mov eéetdlovpe mePE(OLV
ocvocopatopota As. H coumepipopd mayidevong twv niektpoviov Bpiocketat va eEaptdtot amd

péon axtiva a kot ™ péomn amdctoon R tov cvooopotoudtov As. H aAAnlocuoyétion autdv tov

) . , . . . , . . R’
000 TOPAUETPOV YOl TPAOTN POPA TPOKVATEL TEPANATIKE va kafopiletal amd 10 vOUo 7o —, 0
o



Iepiinyn

omoiog umopet vo mpoPAepbei Bewpntikd vroBETovtag mayidevon TV NAEKTPOVIOV OTIS ETPAVELES

TOV GLCCOUATOUATOV AS €V LEGH SLAYVOTG.

H xwvntum xotdotoon tov mepopiopévov, HEGH G€ vavoomuatiole Au, mAektpoviov
UEAETATAL LEGM O1ATAPAENG TOV NAEKTPOVIOKOD TANBVoUOD otV TTeployn ¢ evépyetag Fermi kot
aviyvevong Tov petafatikdv oulovikov petapdoewv and tig {dvec-d mpog v empdvelo Fermi.
AmO TV TEPAUATIKA UEAETN TPOKVATEL UioL EMTAYLVON TOV UNYXOVIOUOD TNG ECMTEPIKNG
NAEKTPOVIOKTG OVOKOTOUNG TNG evépyswng pe TN pelwon (avénom) tov  peyébovg TOL
vavocsouotdiov (tepropiopov). Ta amoteléopota detyvouv pia aveEaptnoia and tov mepipdiiovia
dmAektpkd Eevioty kou Ppioketal oe ocvueovio pe €vo aplBuntikd mpdtumo PaciGUEVO otV
peioon ™¢ Bwpaxicpévng aiinieniopoonc Coulomb. Opoimg, o unyoviopodg ™ yoéng tov
Oepuomompévov nAEKTpoVIOKOD TANOLGUOV TPOG TO TMAEYUO EMITOYVVETOL WPE TN MEI®WOM TOL

peyéboug.



Abstract

Abstract

Ultrafast pump and probe spectroscopy has been utilized in order to study the electronic
trapping behavior in nonstoichiometric GaAs and AlGaAs and to study the effect of the size

reduction of nanometer sized Au particles on the kinetics of the confined electron population.

The dynamics of conduction band electrons of Low-Temperature-Grown GaAs and AlGaAs
is studied by exciting electrons in the vicinity of the conduction band bottom and by probing the
induced transient changes in the absorption from the top of the valence to the bottom of the
conduction band of the semiconductor. The nonstoichiometric semiconductors, that we examine,
contain As precipitates. The electron trapping behavior is found to depend on both the average As

precipitate radius a and spacing R. The interplay of these parameters is for the first time

3

experimentally determined to be governed by the law 7 o« & which can be predicted theoretically
a

by assuming diffusion mediated trapping of electrons on the surfaces of the As precipitates.

The kinetics of the confined electrons in Au nanoparticles is studied by perturbing the

electron population in the vicinity of the Fermi energy and by probing the transient interband

3



Abstract

transition from the d-bands to the Fermi surface. The mechanism of the internal electron energy re-
distribution is experimentally found to accelerate with the reduction (enhancement) of the
nanoparticle size (confinement). The results show an independency of the surrounding dielectric
host and are in good agreement with a numerical model based on the reduction of the Coulomb
screening interaction. The mechanism of the cooling of the thermalized electron population to the

lattice is also found to accelerate with size reduction.



Chapter 1 Introduction

Chapter 1 Introduction

The past two decades newly developed condensed phase materials have attracted the interest
of various research groups for their high nonlinearities and their ultrashort electronic response

Delaney

times. Semiconductors grown in lower than the usual temperature or intentionally enriched

Walukiewicz

with selected impurities, metals confined to dimensions where the distinction between the

Flytzanis are some examples of novel

separate atom behavior and the bulk material becomes unclear,
materials that exhibit unique properties distinguishable from the bulk and can be used in modern

optoelectronic devices to meet the need for more powerful and faster signal processing applications.

In the late 80’s and the early 90’s, research groups discovered that growing Gallium Arsenide
(GaAs) in lower than the normal growth temperature (~ 200 °C instead of ~ 600 °C) results in a
nonstoichiometric material. **™™** Such growth has been first used to overcome back-gating
effects in circuits that reduced the quality of electronic devices. ™™ Stoichiometry measurements
in such materials showed that a small percentage of excess Arsenic (As) is incorporated in the GaAs
matrix (~ 1 %) during growth. The excess As is found mainly in the form of antisite defects and

caused an increase (~ 0.1 %) in the lattice parameter of the crystal, **™"* thus reducing its
p y g

5



Chapter 1 Introduction

symmetry and its potential applications. However, special thermal treatment (annealing) of the
nonstoichiometric material results in the reduction of the As antisite defect concentration, thus
gradually leading to reduction of the lattice parameter down to the bulk GaAs value. **™™&* The
annealed material is found to still contain excess As but in the form of precipitates (clusters), with a
size of a few nanometers, rather than in the form of antisite (point) defects. M*"*" This observation
has proven its importance by giving researchers a good crystalline material which is
nonstoichiometric and which can be used to enhance the electronic properties of transistors. This
material exhibits high resistivity, high crystalline quality and simultaneously relatively high carrier

Kaminska

mobility thus being a very powerful element in constructing state of the art electronic

devices.

Shortly after the discovery of Low-Temperature-Grown Gallium Arsenide (LTG-GaAs) it has
been demonstrated that this material can be used as a very fast photoconductive switch with
ultrafast response times. " *™" So far, all transistors and semiconductor based circuits were based
on Silicon (Si) and related materials. These have very high structural quality but switching
applications are limited by the Si carrier lifetime which lies in the order of 1 ns. Now, researchers
could pay attention to a new material (LTG-GaAs) that lowered this time limit by three orders of

magnitude down to 1 ps and maybe even lower.

The very fast photoconductive switching can only be attributed to the ultrafast carrier
dynamics of the semiconductor. Therefore, a number of researchers have since then, tried to
understand the basic mechanisms that are involved in the dynamics of the optically generated

carriers. The carrier lifetime has been found to strongly depend on the growth conditions

Harmon

(temperature and annealing) of the GaAs. The adjustment of the growth conditions gives the

possibility to tailor the material’s ultrtafast electronic properties in a controllable and predictable

ith2 . g . . . . .
manner. S™%2 Researchers could now manufacture materials that exhibit carrier lifetime in the order
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of a few ps or even shorter. So, now this material could be very promising for a variety of not only

electronic but also optoelectronic devices and applications.

However, despite of the strong effort to characterize the ultrafast optical properties of these
materials, the underlying mechanisms that govern the ultrafast carrier kinetics are still unclear. As a
result, much of the expended effort to characterize the carrier dynamics hardly escapes recipes and
fabrication procedures. There has been a strong debate in the literature to whether the observed

Look o the precipitate ***™™ form of the

ultrafast behavior has to be attributed to the point defect
excess As. Since the presence of the As precipitates is at the expense of point defects, the As
precipitate approach has proven to be more valuable for the strongly annealed material. Since then,
there appeared a scarce number of reports trying to associate the observed ultrafast behavior to the
As precipitates and their characteristics, with however, little success since, until now, only

empirical laws are used for this association, V!"*"*

One scope of the thesis is to resolve the pending questions related to the connection of the
ultrafast electronic behavior of semiconductors with the defects that are intentionally embedded in
the host matrix. For this purpose, we chose the GaAs semiconductor because apart from being a
typical representative of I1I-V semiconductors, it is the most favorite candidate in replacing Si and
related compounds in the high-repetition rate and ultrafast optoelectronics area. It is our intention to
formulate the relationship between the electron relaxation and the structure characteristics of the As
precipitates in order to conclude about the mechanisms that are responsible for the ultrafast

electronic behavior.

As an extension to these experiments we are also going to investigate the Aluminum Gallium
Arsenide (AlGaAs) semiconductor. The AlGaAs material is chosen for two main reasons. First, it is
going to be used as a test case, because, since it is a relevant material to GaAs it should be very

important to verify the results that are going to be obtained. Second, AlGaAs has its own, distinct

7



Chapter 1 Introduction

importance in the optoelectronics area. Apart from its usage in the quantum well construction
technology, "¢ the controlled amount of the Al mole fraction offers a unique feature: the bandgap
energy of the semiconductor is controlled by the Al mole fraction. So, optoelectronic devices can be
constructed that can be tuned to a desired wavelength. Therefore, good knowledge of the ultrafast

electron dynamics of such a material is very beneficial.

The influence of the nanometric dimension structures inside semiconductors on the electronic
behavior of the semiconductor is one field of interest. Another field of interest is the electronic

behavior of these nanostructures themselves.

Between the well established domain of the atomic and molecular physics and that of the
physics of condensed matter, there is an intermediate region that deals with the properties of small
aggregates or clusters or small particles which are neither quite microscopic nor macroscopic in
dimensions. The study of these intermediate size systems is very important from both fundamental
and technological point of view. Catalysis, chemisorption, aerosols, powder metallurgy, ferrofluids
are some examples that are related to the technology aspect. From a more fundamental point of
view, the study of this intermediate state of matter (between a molecule or atom and the solid) is
crucial and interesting because it can reveal some significant basic physical mechanisms that are

usually “screened” when one deals with systems almost infinitely large in dimensions. Fere"*o°™

Metal-doped glasses have a very long history. They have been used for centuries to fabricate
the stained glasses that usually appear in cathedrals. However, the discovery of such materials was
rather accidental and their fabrication empirical. The preparation of well-defined metal crystallites

in controlled and reproducible conditions dates back to only a few decades. These include colloidal

Turkevich Stookey

suspensions of metals, particles in glasses or other solid matrices and free clusters in

gases ™ or beams. In all cases the purpose is to produce particles with variable average size but
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with a very narrow size distribution and well characterized in shape and chemical constitution, since

these features strongly influence the optical and electronic properties of the materials. FY*#*™

The optical properties of confined metallic systems have been extensively studied. The most
conspicuous effect of the confinement of the system in its optical properties is the appearance of a
morphological feature, the Surface Plasmon Resonance (SPR). This effect is attributed to the
confinement of the system either quantum or dielectric. In the first case, where the confinement is
very strong, in the metal nanocrystals where otherwise the valence electrons are delocalized to an
infinite dimension, now their wavefunctions are localized to much smaller regions. In the second
case, where the confinement is not very strong and the electronic wave functions can be considered
to slightly differ from those of the bulk, but still, the size of the crystallites remains much smaller
than the optical wavelength, the optical properties of the confined material are explained with the
approach of the effective dielectric medium and with the fact that the electric field that acts and

polarizes the charges of the crystallites can be vastly different from the macroscopic Maxwell field.

Flytzanis

However, the ultrafast carrier kinetics in these materials are not yet well known and are a field
of active and intense study. The scattering events inside such systems when brought under
nonequilibrium conditions have been found to be strongly dependent on the confinement of the
system with direct influence on the corresponding energy exchange rates between the electron and

DelFatti

lattice subsystems. The early stages associated with the electron-electron interactions, have

Delfatti2 y/ory little is known about the

only been extensively investigated in bulk metals before.
influence of the size reduction on the initial ultrafast electron kinetics that are responsible for the
redistribution of the stored energy inside the electron subsystem alone. Y™™ Therefore, further

research is needed in order to facilitate the trend of the internal energy redistribution rate in the

electron gas immediately after optical ultrafast perturbation.
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The last goal of this thesis is to investigate the initial ultrafast electron dynamics in Gold (Au)
nanocrystals in order to find whether the trends that are observed in only one other noble metal (Ag)
Voisin can be extended to noble metal crystallites in general. Au is chosen for two main reasons:
First, because of its extensive usage in various technological applications ranging from industry to
even decoration. Second, because even though, as Ag, Au is a noble metal, it exhibits its SPR
frequency very close to the threshold for interband transitions. So, Au gives us the possibility to

investigate if the results that are obtained from the model system of Ag, where the SPR and the

interband transition threshold are far apart, also apply in this case.

The interesting phenomena stated above are all dynamical in the sense that they are
responsible for bringing a system from a perturbed state towards equilibrium. Thus, one must first
perturb the under study system i.e. to bring it in a state away from equilibrium. However, one must
be very cautious in choosing the means of the perturbation. For example, if the perturbation lasts for
a longer time than the duration of phenomenon we are interested in, then the latter will remain well
hidden. Therefore its dynamical evolution will be revealed only if our perturbative action vanishes

well before the decay of the under study phenomenon.

Soon after the first demonstration of laser action, research started in the generation of
ultrashort laser pulses. Although this research is still active, the scientific community has the
opportunity of exploiting the advantages of ultrashort light pulses for the last two decades. Using
pulsed light, we are able to study physical mechanisms that evolve in a time window comparable to,
or greater than, the duration of the laser pulse. Thus, the shorter the pulse, the faster the physical
mechanisms we can study. Current laser technology offers the possibility to study physical
processes that take place in a time scale down to 100 fs and even shorter. ™" The trend of the
future is towards laser systems with even shorter pulse widths in order to monitor sub-fs

phenomena Papadogiannis
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Even though such laser systems offer the possibility to induce ultrafast responses and
terminate long before the onset of decay, the monitoring of such phenomena is not trivial. Typical
electronic based devices (i.e. oscilloscopes) offer a time-resolution of a few ns at the best. Even
highly sophisticated devices like Streak-Cameras do not have the ability to follow the evolution of
events with duration less than a few ps. Therefore, scientists need to develop all-optical techniques

that are not restrained by the limited response time of electrical devices. ™"

The most common form of ultrafast spectroscopy is the pump-probe spectroscopy. In its
simplest form (degenerate pump-probe spectroscopy), the output pulse train is divided in two. The
sample under investigation is excited by one pulse (pump) and the induced changes are probed by
the second pulse train (probe), which is suitable delayed with respect to the pump by introducing an
optical delay in its path. A property related to the probe (i.e. reflectivity, absorption, Raman
scattering, luminescence) is then monitored to investigate the changes in the sample produced by
the pump. In the non-degenerate case, one uses two synchronized lasers at different wavelengths.
This increases the versatility of the technique enormously by allowing a determination of the
changes induced at photon energies different from that of the pump. The time resolution in the

pump and probe spectroscopy is mainly limited by the laser pulse duration. "*"

Apart from the above, many alterations can be made to this technique in order to optimize it
for better performance according to the need of a specific experiment. More details for the
techniques that are used for the experiments presented in this thesis are going to be stated in the

next chapters.

Concluding, apart from the scopes of this thesis to investigate some ultrafast phenomena in
matter, it is also our intention to demonstrate the use of the pump and probe spectroscopy in

condensed matter and in the sub-ps regime. Thus, this thesis might also serve as a reference

11
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textbook for the (important) details that need to be taken into account in order to develop a know-

how and deal with ultrafast, optical techniques.

The work has the following structure:

e The first chapter is the present introductive one.

e The second chapter presents the experimental details of this thesis such as the used
laser systems, the principles of the ultrafast pump-probe spectroscopy and the

experimental setups.

e The third chapter deals with the basic background concepts that are needed in order to
investigate carrier dynamics in III-V semiconductors in general and GaAs and

AlGaAs in particular.

e The fourth chapter deals with the experimental investigation of the electronic ultrafast

dynamics of LTG-GaAs and LTG-AlGaAs.

e The fifth chapter deals with the background needed in order to investigate the electron

dynamics in metallic crystallites.

e The sixth chapter presents the experimental investigation of the ultrafast electron

kinetics in Au nanoparticles.

e The seventh chapter finally, summarizes the work done in this thesis and gives the

basic results and conclusions obtained by the present experiments.
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Chapter 2 Experimental Details

2.1 Introduction

The study of ultrafast dynamic phenomena in condensed matter, where the characteristic time
scale is of the order of a few ps or even shorter, requires the use of properly characterized ultrashort,
pulsed sources. The newly developed all-solid-state laser systems have proven to be a valuable tool,
in this recruit to study such ultra fast phenomena. “™ ©™°" p this chapter the details of the laser
systems that are used for the experiments are presented followed by a description of the
experimental setups, detailed beam characterization techniques and required modeling

considerations necessary for the analysis of the detected signals.

2.2 Laser systems

For the purposes of this work, two types of lasers are employed.
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2.2.1 The commercial laser system

Photodiode

- 90° Polarization
! Rotator

Output Coupler

Splitter Telescope deemmeeeaaneas
. _,ﬁiber :
................. Beam Delivery Arm - x\x\,f Bundie |
Z-Head > ;
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HR M, |f \ Frequency
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/ '
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Figure 2-1 The Millenia V laser system. A Nd:YVO, crystal is pumped by laser diodes. The resulting 1064
nm is frequency doubled to obtain the 532 nm output.

The laser system used for the experimental work presented in Chap. 4 is a commercially
available Spectra Physics system, comprising a Titanium (Ti) doped Sapphire (Sapph) laser
(Tsunami model) pumped by a Spectra Physics Continuous Wave (CW) (Millennia V model). The
Millennia V laser head is shown in Fig. 2-1. In the Millennia V, the high output power from laser
diodes is used to end-pump the lasing medium, which is the Nd** ions embedded in an Yttrium
Vanadate crystalline matrix (Nd:YVO,) host. The resulting 1064 nm output is converted to the
visible through intracavity frequency doubling or second harmonic generation (SHG) in a nonlinear
crystal. The Millennia V uses a 90 °, non-critically phase-matched, temperature-tuned lithium

triborate (LBO) nonlinear crystal as its doubling medium.
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The resulting output wavelength

is 532 nm (green); the spectrum is 1800

T T T T T T T T T
Millenia V spectrum 7

shown in Fig. 2-2. The maximum 1600 = Center @332nm
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output CW power is 5.5 W, with a

1200 -

TEMgy spatial mode. The beam

1000 [~ b

[

[=3

S
T
1

diameter is 2 mm at 1/e* points and the

Intensity (a.u)

D

(=3

(=}
T
|

beam divergence is less than 0.5 mrad.
400 .

The polarization is more than 100:1

200 = ]

vertical. The power stability is about o—_~t Lt L 1
520 525 530 535 540 545 550

Wavelength
1% and the beam pointing stability is avelength (nm)

Figure 2-2 The output beam of the Millenia V laser

less than 5 prad °C! The noise is less system as m§asured by a laboratory spectrometer. The S
wavelength is 532 nm and the FWHM is below resolution limit

(~1 nm).

than 0.1 % rms. This green beam

pumps the Tsunami system, shown in

Fig. 2-3, which can provide pulses tunable from 660 nm up to 1150 nm depending on the installed

cavity mirrors set. The repetition rate of the Tsunami is 81 MHz allowing measurements with high

M8 Fast Qutput
- Photodiode Brewster

Inpt Qe Beamsali
\ .. plitter
Browster ' Modulator
Window M6 Tuning M8
Slit
Residual
M M2 Pump
Baam Dump
Figure 2-3 The Tsunami laser system. A Ti:Sapphire rod is pumped by the 532 nm output of the Millenia V.

The resulting 660 nm — 1150 nm radiation can oscillate in the cavity. The combination of the p-prisms and the
tuning slit selects the wavelength value and width of the output ultrafast pulse.
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repetition and stability. The pulse duration varies from 80 fs to 200 fs depending on the operating
wavelength of the system. The maximum output power is close to 1 W and varies depending again

on the wavelength. The spatial mode is elliptical as shown in Fig. 2-4.

2.2.2 The homemade laser system

The laser system used in the experiment presented in Chap. 6 is shown in Fig. 2-5. It is a

homemade Ti:Sapphire based solid-state laser. It is manufactured by the research personnel in the

Langot

Laboratoire d’Optique Quantique, Ecole Polytechnique. The Ti:Sapphire rod is pumped by a

CW Argon-lon laser operating

at a wavelength of 514 nm. The
power used to pump the
Ti:sapphire crystal is of the
order of 12 W. The repetition
rate of the laser is 76 MHz and
the pulse duration varies from
18 fs to 70 fs depending on the
operation wavelength of the

system.

The beam spatial profile

] ) ) Figure 2-4 The spatial mode of the Tsunami output beam. The beam
is nearly circular with a | js elongated on one dimension, resulting in slightly elliptical geometry.

diameter of approximately 3
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mm and the maximum output power ranges from 1.3 W to 150 mW when operating in the 930 nm

to 1070 nm region respectively.

2.3 Ultrafast pump and probe spectroscopy

All experimental setups presented in this work, are based on the classic pump probe
configuration. A schematic representing the basics of this configuration is presented in Fig. 2-6. An
intense beam at a specific wavelength pumps or excites the under study material. The moment that
the pump beam illuminates the target is usually defined as time zero. The sample is in this way
driven out of its equilibrium status. The pump beam is then dumped with the use of appropriate

filtering. From time zero and on, the sample returns to its equilibrium status following a specific

M
2
\
M*®
>
Figure 2-5 The interior of the laser system built in Ecole Polytechnique. The principle is similar to the
commercial Ti:Sapphire system, shown in Fig. 2-3.
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function of time, f(¢). This function, f{?), is in our case the problem to be solved. This is to be done

with the use of a weak, time-delayed beam.

The probe beam is always kept much weaker than the pump beam so as not to perturb the
sample. This statement is of course never true, but in a good approximation the perturbation caused
by the weak beam can be assumed to be much weaker than the perturbation caused by the pump
beam, especially if the effect of interest is non linearly dependent on the intensity of the excitation.
The probe beam is modified when it arrives at the sample. The modification depends clearly on the
delay 7 of the probe beam with respect to time zero (or the “instant” of perturbation by the pump
beam) because the behavior of the sample response function is time dependent. This modified probe
beam is the only one that selectively passes through the appropriate filter and is collected and
measured by the detector. To be more exact, it is the convolution of the cross correlation (CC) of
the pump and probe beams with the response function of the material that is measured by the

detector as will be shown later in the text. This way, it is a problem of mathematical analysis to de-

Probe ' \
/\ Detector

/\ Probe Pump
Figure 2-6 The pump-probe principle. The pump beam excites the system at /=0. The system follows a

function f{z) towards equilibrium. The probe beam convolves with f{#) and is selectively detected. With
deconvolution of the signal, the function f{?) can be obtained.
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convolute the detected signal function to its components and derive the characteristic time constants

of the sample’s response function.

A mathematical description of the detected signal is given below. We consider a simplified

example of a three level system (Fig. 2-7) where we make the following assumptions:

e Level 1 is completely full with electrons. The analogue can be the valence band of a

semiconductor like GaAs under no or small perturbation.

e Level 2 is initially completely empty of electrons. It can accept electrons that are
somehow excited to this level. The analogue can be the conduction band of a
semiconductor and the excitation can be a laser beam with low enough intensity so as

to be considered as a small perturbation to the system.

e Level 3 is initially also completely empty of electrons. It can however, accept

electrons that decay

from level 2. The 2 o~ N A ®
N A -
analogue can be for
example the area that
surrounds the initially e el AN\ 3
|\ A W A A

excited area of the
semiconductor where a
high density of

electrons is formed. Of

course, electrons after 1 —0—0—0—@

excitation diffuse from | Figure 2-7 A simplified three-level system to help in modeling
the signal considerations.

this high density area
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towards the surroundings.

Let us first suppose that at time =0, a population n, of electrons is by any means found at
level 2. Then, the electron population n(?) is going to decay towards level 3 with its population

kinetics being described by:

dn(t) n(t)
=AY 2-1
dt T, S
The solution of the last formula gives the time evolution of the electron population:
_t
n(t)y=nse (2-2)

In the above, we do not take into account the means that the electron population 7 is initially
excited in level 2. Silently, we have assumed that the population is instantaneously found in level 2.
However, this is never true. No matter how rapid an excitation can be, it will always have a finite
duration. An analogue in real experimental life, is the finite duration of an exciting laser beam. If
we suppose that the exciting (pump) beam intensity time profile is 1,(?), then the electron population

in level 2 takes the form: Tane Tavler

t'—t

n(t) oc jlp (e “ dt’ (2-3)

Of course, in the case that the laser intensity time profile is infinitely short, i.e. a J-function in
time, the last formula readily reduces to Eq. 2-2. In the general case that we are interested in any
quantity F(¢) that, when found away from equilibrium, freely decays with a function f{7), then in the

presence of a finite duration excitation:
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F(t)= j L)@t ~t)de’ (2-4)
A change of variables 7 =¢' — ¢ gives:
0
F(t)= jlp (t+7)f(r)dr

Usually, in typical pump-probe experiments, one uses a second, time-delayed probe beam
Lyope(t), in order to probe the changes that are induced to the perturbed system by the pump
(exciting) beam. The changes are monitored by a detector that records the change in the transmitted

(or reflected) intensity of the probe beam. The recorded signal is then the convolution of the probe

beam intensity time profile with the quantity F(z): "*"¢

Signal(t) = j F(OI . (¢ —0)dt’ (2-5)
By substitution of F(?) we can get:

+00 0
Signal(t)= [dt'T,,,;, ('~ t){ [ad,,, " +7) f(r)} -

0 +o0
Signal(t) = [ dr f(z'){ [att,,, (-0, + z‘)} (2-6)
A change of variables ¢+ 7 =9 then gives:

Signal(t) = I drf(r)[Td@[pmbe(S -t-01,,, (8)}
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Now, the inner integral is equal to the cross correlation (CC) function of the pump and probe pulses

as already shown in a previous paragraph and so, the signal function becomes:

Signal(t) = j dt f(r)CC(t +1) =

Signal(t) = Tdr@(r) F(D)CC(r +1) (2-6)

where O(?) is the Heaviside step function and CC(?) is the cross correlation function.

In a real pump probe experiment, usually the function Signal(t) is denoted as A—TT which is the

transient differential transmission of the system and the function f{?) is an exponential decay
function either single- or multi-exponential. In this case, one assumes a certain f(¢) function and
reproduces the signal function through numerical calculations. By the best fit of the experimental

results, the user is able to determine the function f(¢) which is the point of interest.

For example, let us consider the case of an intrinsic semiconductor like GaAs. The
unterturbed absorption of the system is a and it corresponds to the function f(?) in the above
description. If the pump pulse is small enough to be considered a perturbation, then it induces a

change:
Aa=(1-7, - f)a (2-7)

where f, and f; are the distribution functions of free electrons and holes respectively. In this case,

the change in the transmission of the probe beam can be written as: "
T(r)-T,
E(T) _I@O-T, _ —Aa(r)d (2-8)
T T,
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where d is the sample’s thickness. It this case, as shown by Eq. 2-5, or Eq. 2-6, the measured signal

would be the convolution of the time dependent % with the CC of the pump and probe pulses.

2.4 The lock-in detection

A lock-in amplifier is usually used to collect the signal of the detector (in our case the photo
multiplier) and a PC to record it. The Lock-in amplifier used, is a commercially available Stanford
Research Instruments SR810 model. In general, lock-in amplifiers are used to detect and measure
very small AC signals, all the way down to a few nanovolts. The technique used by a lock-in
amplifier is known as phase-sensitive detection (PSD) and it is used to single out the component of
the signal at a specific reference frequency and phase. Signal frequency components other than the
reference frequency are considered noise contributions and are rejected by the lock-in. The

reference frequency used to trigger the

lock-in amplifier is given by the chopper Reference
that modulates the pump beam at a
typical frequency of 1 kHz.
Signal 6s1g

Lock-in measurements require a /\ /\ /\
N4 \/ \_/

frequency reference. Typically an

experiment 1is excited at a fixed /\ /\ /\

frequency (from an oscillator or function . —
Lock-in Reference i Oref

generator) and the lock-in detects the

response from the experiment at the Figure 2-8 The Lock-in principle.

27



Chapter 2 Experimental Details

reference frequency. In Fig. 2-8 the reference signal is a square wave at frequency w,. This might
be the sync output from a function generator. If the sine output from the function generator is used
to excite the experiment, the response might be the signal waveform shown in Fig. 2-8. The signal

is

V. s1n(a) t+9wg) 2-9)

sig

where V;, is the signal amplitude. The lock-in amplifier generates its own sine wave, shown as the

lock-in reference in Fig. 2-8. The lock-in reference is
v, sin(w,1+6,,) (2-10)

The lock-in amplifier amplifies the signal and then multiplies it by the lock-in reference using a

phase sensitive detector or multiplier. The output of the PSD is the product of two sine waves:

Vi =ViV1 sm(a) t+0, )sin(a)Lt + 19,61)

sig

1
V.V, cos|(w, -, )i +6,,-6,,] (2-11)

sig

l —V..V, cos[(a),, +a)L)t+0sig ngef]

sig

The PSD output consists of two AC signals, one at the difference frequency @, — @, and the
other at the sum frequency @, + w, . If the PSD output is passed through a low pass filter, the AC

signals are removed. In the general case, nothing will be left. However, if o, equals w;, the

difference frequency component will be a DC signal. In this case, the filtered PSD output will be:
1
Vi ==VuVycos(0,, —6,,) (2-12)

psd 2 sig

This is a nice DC signal proportional to the signal amplitude.
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Now suppose the input is made up of signal plus noise. The PSD and low pass filter only
detect signals whose frequencies are very close to the lock-in reference frequency. Noise signals at
frequencies far from the reference are attenuated at the PSD output by the low pass filter (neither

@0 — B, MOT @, +0,, are close to DC). Noise at frequencies very close to the reference

noise noise

ref

frequency will result in very low frequency AC outputs from the PSD ( is small). Their

a)noise - a)ref
attenuation depends upon the low pass filter bandwidth and roll-off. A narrower bandwidth will
remove noise sources very close to the reference frequency; a wider bandwidth determines the

bandwidth of detection. Only the signal at the reference frequency will result in a true DC output

and be unaffected by the low pass filter. This is the signal we want to measure.

We need to make the lock-in reference the same as the signal frequency, i.e. . =®,. Not
only do the frequencies have to be the same, the phase between the signals cannot change with time,

otherwise cos(¢

e — 0.) Will change and V),s will not be a DC signal. In other words, the lock-in

reference needs to be phase-locked to the signal reference.

Lock-in amplifiers use a phase-locked-loop (PLL) to generate the reference signal. An
external reference signal (in this case, the reference square wave) is provided to the lock-in. The
PLL in the lock-in locks the internal reference oscillator to this external reference, resulting in a
reference sine wave at @, with a fixed phase shift of 6,... Since the PLL actively tracks the external

reference, changes in the external reference frequency do not affect the measurement.

2.5 Experimental arrangement

2.5.1 Detection principle
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Figure 2-9 The detection schematic of pump-probe measurements showing the main instruments used in the
experiments.
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A presentation of the detection schematic is drawn in Fig. 2-9. The probe beam passes through a
variable delay line, which is controlled by a Personal Computer (PC). A chopper, whose reference

frequency signal is sent to a Lock-in Amplifier, modulates the pump beam. The pump and

probe beams cross the sample and while the pump beam is dumped, the probe beam is
measured by a detector whose signal is guided to the PC. The output of the Lock-in Amplifier is
also guided to the PC where it is monitored and recorded. An optional path involving the reference
detector is used in Chap. 6: a small portion of the probe beam is obtained from the reflection of a
beam splitter and is collected by a reference detector. The signal of this detector is guided to the

Lock-in Amplifier and subtracted from the signal of the detector.

2.5.2 Degenerate pump-probe setup

Ti:Sapphire laser
M 700<A<1100 nm

~100 fs
81 MHz

M

i Chop
Figure 2-10 The experimental setup used in the LTG-GaAs and LTG-AlGaAs experiments (Chap. 4). The
laser beam is splitted in two parts which are focused on the sample with controlable time delays and perpendicular
polarizations. The probe beam is selectively collected and detected and its transmission changes are monitored as a
function of the time delay with the pump beam.
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Figure 2-11 A typical sample area as monitored by a CCD camera. Such monitoring is crucial because as is
obvious, the sample may be full of macroscopic defects (i.e. cracks and various anomalies). The pumping and
probing in a smooth sample area is this way achieved.

The experimental setup used in Chap. 4, is shown in Fig. 2-10. It is based on a Mach-Zender
interferometer. The laser beam is initially divided in two parts by means of a 90:10 beam splitter.
The polarization status of the beams remains unchanged before and after the beam splitter. The
transmitted beam, referred to as the pump beam, is always more intense than the reflected beam,
referred to as the probe beam. The probe beam is delayed with respect to the pump using a variable
delay stepper motor. The stepper motor (available by Microcontrole) has an optimum resolution of
100 nm or equivalently 0.667 fs (As =vAt) and is driven by a PC. The maximum travel of the
stepper motor is about 3 cm or equivalently about 200 ps roundtrip delay for the beam. The
continuous wave (CW) power of the probe is controlled using a neutral variable density filter.
Because of the small beam dimensions it is assumed that the spatial intensity gradient caused by the
attenuation is negligible. The polarization of the probe beam is always kept perpendicular with
respect to that of the pump beam with the use of a Glan-Thomson polarizer. The Glan-Thompson

polarizers (available by CVI, Model CPAS-10.0-670-1064) that are used have an extinction ratio of

100,000:1 in the crossed configuration. The pump beam first passes through a % wave plate and
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Figure 2-12 The spectral response of the used Figure 2-13 The signal resonse of the used
photomultiplier. photomultiplier depends linearly on the incident
light intensity.

then through a Glan-Thomson polarizer. With this combination of the two wave plates, control is
established for the CW power of the beam by rotation of the % wave plate, while keeping the

polarization of the beam always horizontal after the Glan-Thomson polarizer. This polarization state

is chosen in order to minimize possible coherent artifacts caused through the interference of the

pump and probe beams on the sample. The pump beam is modulated by a chopper, which is
operating at typical frequencies near 1 kHz. The two beams exit the interferometer parallel to each
other. The CW power of the two beams is measured with a CW power meter at the exit of the
interferometer. The power meter has a resolution of smaller than 1 mW and is wavelength
insensitive. The two beams are focused and spatially overlapped on the sample. The dimension of
the two beams on the focus is measured using a CCD (Charge Coupling Device) camera with a
magnification of 500 to be 50 pm in diameter. The CCD camera is also used in order to ensure the

illumination of a smooth, defect-free sample area. A picture of such a sample area is shown in Fig.

2-11.
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Figure 2-14 The experimental setup used in the Au nanoparticle experiments (Chap. 6). The two colors
comprise the two branches of the interferometer. A small portion of the green (probe) beam is used as the
reference beam. Optionally, a BBO crystal can be placed instead of the sample in order to obtain CC
measurements with the same experimental conditions as the transient absorption measurements.

Another Glan-Thomson polarizer, referred to as analyzer, is used with its optical axis parallel
to the probe beam in order to dumb any possible transmission of the pump beam (i.e. due to
scattering by macroscopic sample defects, cracks etc.) and to ensure that the only light detected
comes from the probe beam. A photomultiplier monitors the transmitted probe beam. The
photomultiplier used is a commercially available Hamamatsu R5108 model. Its spectral response
ranges from 300 nm up to 1200 nm as shown in Fig. 2-12. A set of neutral density filters and a
variable neutral density filter are used in order to bring the signal level of the photomultiplier to its
linear response region and to ensure that the signal given by the photomultiplier is at the same level
for every sample. Measurements of the linear response of the photomultiplier are shown in Fig. 2-

13.
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2.5.3 Non-degenarate pump-probe setup

The experimental setup used in Chap. 6 is shown in Fig. 2-14. The configuration is similar to
the one used in Chap. 4. The initial infrared beam is frequency doubled. The two colors are
separated using a set of two prisms. One of the two colors, being more intense than the other, is

used as the pump beam; the other is to be referred to as the probe beam. The probe beam passes

A . : o . .
through a 5 wave plate in order to control its polarization. A neutral density filter set is used to

attenuate its CW power. A small portion of the probe beam is sent to a reference photodiode to
measure the reference signal. The pump beam passes through a set of mirrors based on a variable
delay stepper motor. A chopper, operating at a typical frequency of 1.5 kHz modulates the pump
beam. The two beams are focused and are spatially overlapped onto the sample. The transmitted
probe beam is then collected on the signal photodiode, which is masked by a band pass filter
selected to allow only the probe wavelength to pass, in order to avoid any contribution coming from
the pump beam. An optional additional path of the setup is used in order to measure the CC of the
pump and probe beams using a Barium Borate Oxide (BBO) crystal at the position of the sample

and a photomultiplier as a detector.

2.6 Laser parameter characterization:

spectrum and pulse duration

The following deals with the characterization of the laser beams that are used in the means of
spectra and pulse durations. It is essential for the beam to be well characterized because many

measurements performed in this thesis are taken under various operating wavelengths and pulse
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Typical laser pulse spectra obtained with a laboratory spectrometer.

durations, values that are crucial in the experiments presented in the next chapters. The

characterization methods are going to be presented for the characterization of only the Tsunami

laser system, since the methods are quite similar for the homemade system as well.
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The spectrum profile of the laser system used in Chap. 4 is monitored using an Ocean Optics

Model SD-1000 spectrometer. The range of the spectrometer spans the 300 nm - 870 nm region

with a resolution of a few nanometers. In Figs. 2-15a to 2-15g, typical spectra of the Tsunami

laser at various wavelengths from 780 nm to 850 nm are given.

All spectra are fitted with a Gaussian function of the form:

(xx)’

y=y,+Ae > (2-13)

where yy, A, x. and w are parameters to be calculated by the fitting procedure. The FWHM (44) of

the above function can be calculated to be:
FWHM = Al =2~42In2w (2-14)

The fitting function can reproduce well all the experimental data. The computed 4/ for the various

. A
laser spectra are shown in Tab. 2-1, as well as the calculated |A v| =c /1—;1 .

For the characterization of the laser pulse time profile and the measurement of its pulse

A (nm) AL (nm) Av (¥10" s
780 8.5 4.2
800 7.1 3.3
810 10.7 4.9
820 8.3 3.7
830 9 39
840 5.3 2.3
850 4.3 1.8
Table 2-1 The maximum spectral width that is achieved at the corresponding wavelengths.
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duration, an autocorrelation technique is used. Two replicas of the laser beam are cross-focused on
a BBO crystal. Under proper phase matching conditions (i.e. incidence angle of the beams and
orientation of the crystal’s optical axis) the second harmonic beam is produced which propagates at
the bisector of the first two and has the double frequency of theirs. Measuring the intensity of this
second harmonic radiation with respect to the time delay between the pump and the probe beams,
the time profile of the laser pulse can be deduced. The above technique namely the autocorrelation

technique is widely used with many variations in order to characterize ultra short pulses. "*Padegiannis.

Sala

For the realization of these measurements, the sample under investigation is simply replaced
by a frequency doubling BBO crystal, as shown in Fig. 2-10. Using an interference filter in front of
the photomultiplier allows the selective collection of the second harmonic light produced by the
background free CC of the pump and probe pulses. An analysis based on the mathematical

description of the CC of the two beams follows.

Assume that the pump and probe pulse intensities are described by:

12

Pump(t) = Ae r

2

(2-15)

t

Probe(t) = Be o

where for the sake of generality different characteristic time constants 74 and 75 have been used to
take into account the possibility that the pump and probe beams have a different wavelength and

thus, in general, a different time profile, like in the experiments of Chap. 6.

The background free autocorrelation or CC of these two pulses is given by: ™
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o o TP AT )’
CC(t) = | Pump(t')Probe(t —t')dt' = AB j e T gy (2-16)
Forming perfect squares at the power, the last integral becomes:
1 2 4o T, +Ty
CC(t)= ABe " [e LTy dt'
2 2
, T
[\/TA%TB%\/#J 2
which with a change of variables o A 2~ becomes:
A *B
TT, a2 f _a
CC(t) = AB——2L—e "1 j e dr
VT, +T, e
Since _[ e dr= x/; , the last reduces to:
T T 1
CC(t)=mAB——228_¢ T*Ts (2-17)

T, +T,°

Here, note that the CC of the pump and probe pulses is also Gaussian in shape with the

assumption that the intensities of the pump and probe pulses follow a Gaussian time profile.

Moreover, the characteristic time constants 7 and 75 can be assumed to be equal in the special case

where, (i) the pump and probe beams are replicas of the same laser beam and, (ii) the total optical

densities that each of the two beams passes through is equal or in the same order of magnitude and

small enough so it can be assumed in a very good approximation that the pulses remain undistorted

and unaffected by possible nonlinear dispersion effects. It should also be noticed that the CC is

always measured at the position of the sample with exactly the same experimental conditions as in
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Figure 2-16 CC measurements of the laser system at various wavelengths.
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the case of the semiconductor or nanocomposite measurements. Typical CC measurements are

shown in Fig. 2-16. The CC are shown at various wavelengths from 780 nm up to 850 nm.
The data points are fitted with a Gaussian function of the form of Eq. 2-13:

7(3‘—3‘0 )2
y(x) =y, + e >

where the parameters yy, 4, x. and w are to be computed by the fitting procedure.

The fitting results for the FWHM of the CC at various wavelengths are shown at the second

column of Tab. 2-2. Now, recalling that (Eq. 2-15 and Eq. 2-17):

2 2

CC(t) < e” and P, c Py oc e’
and that the FWHM of the CC(t) should be:
t.,) = FWHM? =8(In2)T*> = 7, = 24/In2T (2-18)

and equivalently the pulse duration (FWHM of P4 or Pg) should be:

T2
z,” =8In 2(7j =7, =2vIn2T (2-19)

A (nm) FWHM (fs) 1¢ Tp (fs) Av 1,

780 167 118 0.49

800 219 155 0.51

810 139 98 0.48

830 193 136 0.53

840 233 165 0.38

850 200 141 0.25

Table 2-2 The cross-correlation FWHM and the pulse duration at various wavelengths.
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it is straightforward that

r =16 (2-20)

"R

The computed pulse durations are shown at the third column of Tab. 2-2. Shown also is the product

Avt, which for Fourier limited pulses should be equal to 0.44. Sala

2.7 Transmission Electron Microscopy

The  technique  of  the

Transmission Electron Microscopy Electron beam
(TEM) is wused in order to
characterize the structure of systems
with dimensions down to a few

| Defect

nanometers in size. The principle of

the technique is shown in Fig. 2-17.

A directional electron beam is %‘D

directed on the sample. The electron

beam comes from the top of Fig. 2-

17. Electrons are subject to

Film
scattering when diffusing through dark area
the sample. At the bottom of the L 2

light area

sample a photographic film is placed Figure 2-17 The principle of the TEM characterization

technique.

and records the electrons that
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managed to penetrate the sample. In that sense, white areas of the film are interpreted as maximum

transmittance of the electron beam while dark areas on the film are interpreted as increased

scattering of the beam electrons to various defects of the sample. Through analysis of the

photographs, the density, size and shape of the defects can be obtained.

2.8

Langot

Lin
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Chapter 3 III-V Semiconductors:

Background

3.1 Introduction

In this chapter, theoretical considerations are presented regarding the properties of the
materials examined in Chap. 4, as well as the ultrafast relaxation mechanisms that govern the

electronic behavior of the system after the excitation by an ultrafast laser pulse.

The layout of this chapter consists of a theoretical overview of the quantum structure of
stoichiometric and nonstoichiometric GaAs and AlGaAs, their optical properties and concludes

with the physical procedures that follow their excitation.

3.2 Structure
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3.2.1 Stoichiometric GaAs

GaAs is a compound III-V semiconductor since Gallium (Ga) belongs to column III of the

periodic table and As is a column V
element. GaAs can form a crystalline
structure in the zincblende form with a
density of 2.2x10* molecules/cm’. Ga

occupies sites on one of the two

interpenetrating fcc sublattices; As

populates the other fcc sublattice as

shown in Fig. 3-1. The lattice constant

Figure 3-1 The GaAs crystal structure. Gallium and
of crystalline GaAs is a=5.6533 A at | Arsenic form two fcc sublattices that penetrate each other
forming a new lattice with constant &=5.6533 A at 300 °K.

Pierret

room temperature (300 °K).

The detailed band structure of
GaAs is shown in Fig. 3-2. In general,
the conduction band of semiconductor

has more than one relative energy

minima in k-space. The absolute

ENERGY (€-€y) (Electron Volts)

Tg {
. o« . . - -_— — — . - t‘
conduction minimum in GaAs occurs or wn 0.34 eV .
Heavy holes Ty A< ____{...
at k=0, known as the I'-point. The Li“:‘:,zh,‘"“
1k Split-of f band
. . . : (v3)
region around this minimum is
L(333) A r'(000) A X(100)
appropriately known as the I'-valley. REDUCED WAVE VECTOR q
Figure 3-2 The detailed E-k diagram for GaAs.

GaAs also has relative minima at
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permutations  of k= (11 1)£ and
a

l€:(100)£, where a is the lattice
a

spacing. The eight permutations of

k = (l 1 1)z give rise to the symmetry
a

points known as the L-points while the six

permutations of k = (100)z yield the X-

(04
G200
points. Not surprisingly, the regions |ak| = (4w/a), |Aq| =2
Figure 3-3 The first Brillouin zone of reciprocal space

around these symmetry points are called of GaAs.

the L-valleys and the X-valleys,

respectively. In GaAs at room temperature, the direct energy gap at the I'-point, which is also the
minimum energy gap is equal to 1.42 eV. "™ Pseudopotential calculations show the direct gaps at
the L- and X- points to be about 3 and 5 eV respectively. "™ ™ Also, the conduction-band
minimum at the L-point is 0.29 eV above the I'-point conduction-band minimum while that at the
X-point exceeds that at the T-point by 0.48 eV. Pt Sieeal The first Brillouin zone of reciprocal

space for GaAs is shown in Fig. 3-3. Blakemore

The band structure that is used in order to describe the physical mechanisms that are involved
in this experimental study is depicted in Fig. 3-4. The figure presented is a simplified representation
of the solution of Shroedinger equation using Bloch’s theorem under the assumptions of the
Kronig-Penney model. "™ It is the extended-zone representation of the E-k diagram of the
potential in a semiconductor like GaAs. For the sake of simplicity, all discontinuities in the diagram
have been omitted and a parabolic band structure has been utilized. The last two bands in the

quantum structure of crystalline, defect-free GaAs are presented and their energy is plotted versus
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the k vector amplitude. The lower one
is called valence band because all the
electrons that lie in it are the valence
electrons of the atoms that comprise the
crystal. The higher one 1is called
conduction band because any electrons
that may be found in this band are

considered to be free and thus conduct.

Conductivity in a semiconductor

E,
conduction
0 >
k
valence
'
Figure 3-4 The simplified E-k diagram for GaAs, showing

the (lower) valence and the (higher) conduction band.

is mediated both by the negatively charged electrons excited to the conduction band and by the

positive holes in the valence band, left behind by the excited (missing) electrons. The conducting

electrons and holes are often referred to collectively as free charge carriers or simply free carriers

due to this property and are considered to be free or more correctly quasi-free from the attracting

potential of the cores. The shape of both bands can be assumed to be parabolic. The different

curvatures of the two bands are due to the different effective masses of electrons in the conduction

band and holes in the valence band. To be more exact, it is the different curvature of the bands in

the first place that causes the different effective masses of the carriers in the last two bands as can

Pierret

be readily seen by:

* 2
m =h

dk’*
d*E

(3-1)

There is a forbidden area between the two bands called the bandgap which does not contain

any allowed energy states. No electrons can be found in this forbidden area. The maximum of the

valence band coincides in the k-space with the minimum of the conduction band making GaAs a

member of the family of the direct gap semiconductors. At 0 Kelvin degrees, where the
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semiconductor is completely unperturbed, the valence band is completely full with electrons bound

in the attracting potential of the cores and the conduction band is completely empty.

3.2.2

Stoichiometric AlGaAs and alloys

The structure of stoichiometric AlGaAs ternary alloys is similar to stoichiometric GaAs.

AlGaAs is a III-V semiconductor as both Ga and Al elements belong to the third column of the

periodic table and As belongs to the fifth column. The concepts that differ from GaAs are the

different effective masses and mobilities of carriers. The varying fraction of Al in the alloy results

in a varying lattice parameter which in turn results in varying effective mass and mobility.

The band gap energy of AlyGa;_ As alloys with respect to the Al mole fraction x, can be given

by the formula: ™"

2
E,(x)=E,(0)+1.429x—-0.15x

for 7=300 °K and for 0<x<0.4 where E4(0) is
the band gap energy of GaAs at room
temperature. Note here that the above formula is
valid only at room temperature and for Al mole
fractions smaller than 40 %. A schematic giving
the results of Eq. 3-2 is given in Fig. 3-5. There
exist more than one formulas in the literature
that give the dependence of the AlGaAs band

gap energy on (among others) the Al mole

(3-2)

1.58 T T T T T T T T T
156 - Al Ga, As T
X 1x
~ 154 .
>
L
1.52 |- .
g
2 150
g2 L
M
v 148 | .
<>.<
o 146 4
&) L
'_‘><
< 144} .
142 F .
PR IR (NI U Y N T NI S
0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10
AlAs mole fraction, x (%)
Figure 3-5 The bandgap energy of AlGaAs with

respect to the AlAs mole fractional composition.
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fraction “eurenco, Varshni,

Paesster byt for the purposes of this
work a high accuracy in determining the band gap
energy is not imperative and we will restrict ourselves

to the results given by Allalli et al. A"™"

The lattice constant of AlIGaAs depends on the Al
mole fraction, although that the lattice constants of
GaAs and AlAs do not differ significantly. This fact is
the reason why it is rather easy to construct this kind of

alloys with a good crystalline structure. The formula

5.662 [

5.660 [

5.658 |-

5.656 [

AlGaAs lattice constant a (A)

5.654

5.652 I I I I
0.0 0.2 0.4 0.6 0.8 1.0

Al mole fraction x (%)

Figure 3-6 Lattice constant with respect
to the Al mole fraction.

that is used to obtain the dependence of the lattice parameter on the Al mole fraction x, is given by

the empirical law: ¥2silewski

O s (%) = 5.65338+9.29x 107 (x — 0.134x% ) A (3-3)

The result of Eq. 3-3 is plotted in Fig. 3-6.

3.2.3

Non stoichiometric GaAs

This section deals with GaAs grown via molecular beam epitaxy at unusually low substrate

temperatures. Substrate temperatures can be as low as 150 °C rather than the usual value of about

600 °C. Hence, the most common in the bibliography term Low-Temperature-Grown GaAs,

although it is an unfortunate one. During growth of GaAs layers at lower than normal temperatures,

high concentration of excess As (up to 1.5 %) is incorporated and distributed in the lattice. This

excess As leads to expansion of the lattice parameter. Annealing of the LTG-layers, either during

growth or by ex-situ annealing, leads to the formation of As precipitates, a decrease of the lattice
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parameter to the substrate value and a decrease in the AsGa antisite defect concentration. The
annealed layers show high resistivity, a large trap density and breakdown strengths about ten times
that of normal GaAs. This material applied to photodetectors makes possible a temporal response in

the sub-ps range. “ena!!

Much effort has been expended in order to understand the semi-insulating behavior and the

short carrier lifetime of these layers. Two models exist to explain the properties of LTG-GaAs.

The first that tries to explain the semi-insulating behavior, is the defect model proposed by
Look et al. % LK% within their assumptions, two approaches might explain the semi-insulating

behavior of LTG-GaAs. In the first one, they assume that there exists a Asg,-related center with an

Vi-—> <« EC

(b) 2d >R

0 R I

Figure 3-7 Band bending for (a) low and (b) high As precipitate density in n-doped GaAs (taken from
Warren et al. W),
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energy of 0.65 - 0.70 eV. In the second one, they assume that there are two donors, one near 0.7 eV
and the other near 0.5 eV. In both approaches, the existence of donors and acceptors near the center
of the band gap is involved. The concentration of these antisite related defects decreases with
increasing annealing temperature except some anomaly at the range of annealing temperatures
around 300 - 400 °C. Near-infrared absorption measurements (NIRA) indicate that there are ~10*
cm” neutral As-antisite (Asg,)) —related defects in as-grown layers. As-deposited layers are
conductive with hopping conductivity between the defect levels. However, when the layers are
annealed, the density of these defects is decreased by two orders of magnitude. The density of
defects approaches the level of donors observed in semi-insulating bulk GaAs or neutron-irradiated

materials.

The second model explains the semi-insulating behavior by a buried Schottky barrier model.
Warren A ccording to this model, As clusters can be associated with Schottky barrier formation (Fig.
3-7) either through their role in generation of metal-induced gap states or in their role in native
defect generation which pins the interface Fermi level at a value which corresponds to the Schottky
barrier height. Within this model, As clusters will be surrounded by spherical depletion regions
analogous to the planar regions at two dimensional metal GaAs interfaces, with characteristic
barrier heights of 0.8 eV and 0.6 eV, for n- and p-type material respectively. When these depletion
regions are isolated, namely for low cluster density and/or high doping density the GaAs will be
partially compensated but still conducting. In contrast, for high cluster density and/or low doping
density the GaAs will be completely depleted and semi-insulating. In Fig. 3-7a, the depletion radius
d is smaller than the average As precipitate spacing R. The depletion regions with radius d do not
overlap and thus the semiconductor is still conducting. In Fig. 3-7b, the d is bigger than R. In this
case, through a tunneling mechanism, the carriers can be trapped in the Fermi level of the metal

surface. Thus, the semiconductor becomes semi-insulating because of the lack of free carriers. The
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situation here refers to n, or p-doped semiconductor but the situation is similar to the intrinsic
material as well, since barrier formation in GaAs is always existent independently of the metal

contact or the doping level and type of the semiconductor, ¢ Warren

LTG-GaAs layers grown by MBE around and above 200 °C are typically monocrystalline.
However, it has been observed that the quality of the layers is thickness dependent. In MBE growth,
lowering the growth temperature eventually leads to the termination of monocrystalline growth and
a transition to an amorphous phase. This transition is explained by surface roughening that takes
place at very low growth temperatures. At low temperature, formation of pyramidal defects having
polycrystalline cores can take place if a specific critical layer thickness is exceeded. Incorporation
of excess As in the layer is reciprocal to the growth temperature. The lower the growth temperature
the more As is incorporated and the longer is the expansion of the lattice parameter. This leads to a
tetragonal distortion of the layer due to excess As incorporation (expansion of the lattice parameter
along the c axis). This explains the existence of the critical layer thickness and the strain build-up,

which leads to the formation of dislocations. """

3.2.4 Non-stoichiometric AlGaAs

Like GaAs, AlGaAs is normally grown at temperatures around 600 °C. The growth of the
alloy in lower than the normal growth temperatures results in incorporation of excess As. This
excess As initially is again found in the form of point defects, that is antisites and interstitials. Other
defects like Ga vacancies always exist in the semiconductor matrix. Post growth annealing of the
semiconductor results in the precipitization of the excess As into clusters or precipitates. The higher

the anneal temperature and the longer the anneal time, the more effective the precipitization is. The
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precipitization of the As always occurs in expense of the As point defects. In a completely

precipitized semiconductor, no As point defects should exist. Melloch

3.3 Optical properties

The electronic configuration of a material is the primary determinant of its optical properties.
Classically, the higher charge-to-mass ratio of the electrons compared to that of the ions accounts
for the more important role of the former in the optical response of a material. Quantum
mechanically, this dominant role for the electrons arises because optical photon energies and the
energy spacings between electronic levels fall in the same range. The energy spacings between
ionic levels are much larger than optical photon energies, resulting in negligible transition
probabilities. While electromagnetic radiation can produce collective excitations of the lattice by
exciting phonons (lattice vibrations), phonon frequencies are generally in the far infrared, well
below the frequencies of interest in this discussion. Thus, when light is incident on a material, it

excites the electronic system without directly perturbing the ionic system. €%

It is seen so far that under no external perturbation at 0 degrees Kelvin, the valence band is

completely full and the conduction band
EA
is completely empty. When the

temperature  rises, valence band Light

electrons get thermally excited to the

conduction band, where they get rid of
the attracting potential of the cores and

become very mobile. The higher the

temperature, the bigger the possibility
Figure 3-8 Optical excitation of electrons from the valence
for an electron to be excited to the | to the conduction band.
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conduction band, or equivalently, the more electrons we find in the conduction band as can be seen

in: Pierret

(Ep-E.)
n=Nge "' (3-4)
However, at room temperature no or very little population is exited in the conduction band and can

be considered to be zero for the purposes of this work.

The principle way to inject energy to the carriers is with the use of a light source and is shown
in Fig. 3-8. As presented, the energy of the photons of the light source equals or exceeds the band
gap energy. A bound electron can absorb all the energy of a photon and be excited to a higher
electronic level in the conduction band. The photon vanishes. Furthermore, the initial and the final
state of the electron has the same momentum since GaAs is a direct gap semiconductor (the
momentum of a photon can be assumed to be negligible to that of an electron). An optically induced
interband electronic transition must conserve energy and crystal momentum. Thus, transitions to the

conduction band are allowed and

excitation of the semiconductor under x

those circumstances is  possible.
inter

Regarding the intensity of the light

source, a population of electrons will

emigrate to the conduction band leaving 0 0 k
behind (in the valence band) an equal
population of holes. Absorption of light
in a semiconductor can occur either
Figure 3-9 Inter- and intra-band absorption in a

through  interband or  intraband | semiconductor.
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electronic excitations (Fig. 3-9).

However, only when a significant 100

[ reference 1
number of electrons have been or i

as-grown

annealed @600 °C

80
transferred from the valence to the -
conduction bands does intraband or
S0

absorption, also known as free- sk
. . 30
carrier absorption, become an -

Absorption coefficient o (103 c!)

important mechanism for

absorption of light. Usually, L
10 0.8 1.0 1.2 1.4 1.6 1.8 20 22 24

interband  absorption is  the Energy (eV)

principal mechanism for absorption Figure 3-10 Absorption spectra of GaAs samples grown at:

normal temperature, at 250 °C and as-grown, and at 250 °C and

Siegal annealed at 600 °C (taken from Dankowski et al. P#"kewskly,

of light in a semiconductor.

Some examples of the linear absorption of GaAs are shown in Fig. 3-10. The black line
corresponds to the sample grown in normal temperature and has the best possible crystalline
structure. The absorption edge is 1.42 eV or 870 nm. Growing the sample in lower than the normal
temperature results in As point defect formation and a typical absorption spectrum is shown with a
red line in Fig. 3-10. It is clear that the point defect contributes to the absorption spectrum as a
continuum background. When the sample is annealed at 600 °C, the As point defect concentration is
expended in favor of As precipitates. The lattice constant of the sample returns back to the value of
the normal grown GaAs and so does the absorption spectrum, as shown with a green line in Fig. 3-

Dankowski The situation is similar for

10. Note that the bandgap energy in all cases remains constant.
AlGaAs as well but with a difference in the bandgap energy, depending on the Al mole fraction as

already discussed.
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3.4

The following apply for III-V
semiconductors in general and thus
there will be no distinct reference
between GaAs and AlGaAs. The
optical excitation of electrons from
the valence band to the conduction
band in a semiconductor leads to a
complicated set of processes through
which the energy of the excited

electrons is distributed to the rest of

Relaxation mechanisms

o(E), (k)

‘J_I_’—Eight

Figure 3-11 The

population of free electrons with a narrow distribution of crystal

momentum and energy.

0 [
O

excitation
incident light creates a nonequilibrium

the electronic system as well as to the lattice. For quasi-monochromatic light, such as a laser pulse,

electronic excitation can occur only in regions of k-space satisfying the direct transition condition

Eﬁnal (l;) - Einitial (l;) =ho (3-5)

where o is within the spectral bandwidth of the incident light. As a result, the incident light creates

a nonequilibrium population of free carriers (electrons in the conduction band and holes in the

valence band) with a very narrow distribution of crystal momentum (localized k-space) and carrier

energy, as shown in Fig. 3-11. Othones

34.1

Carrier-carrier scattering
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The nonequilibrium free-carrier
EAK
population quickly spreads out in k-
space mainly through -carrier-carrier
scattering (Fig. 3-12). The time scale
for electron-electron scattering 0 k
decreases with increasing conduction
electron density and is shorter than 20 ~10fs
fs (for a single event) for electron electron-electron scattering
8 3 Figure 3-12 The carrier-carrier scattering process imediately
densities greater than 10" cm™. Within | after excitation randomizes the carrier momenta and redistributes
the energy. The figure is only a schematic. The electron in reality
one or few hundred fS, the initial, should “touch” the dispersion curve.

nonequilibrium distribution of free carriers becomes a thermalized Fermi-Dirac distribution
(ensemble of events, Fig. 3-12). The temperature of this thermal distribution is set by the initial
free-carrier excess energy, corresponding to the energy above the conduction band minimum for
electrons and the energy below the valence band maximum for holes. Thus carrier-carrier scattering
merely redistributes the energy among the excited electrons and holes and does not change the

average energy of the excited free carriers. ™"

Carrier-carrier scattering includes three similar but separate processes:

e clectron-electron scattering

e hole-hole scattering

e clectron-hole scattering

The first two lead to internal thermalization of the excited electron and hole populations while
the third leads to equilibrium of the conduction electron population with the hole population in the

valence band. Electron-hole equilibrium is driven by the initial difference in average excess
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energies between excited electrons and holes. In GaAs, for example, a difference between electron
and hole excess energies arises during direct interband transitions in the I'-valley because of the

higher curvature of the conduction band compared to that of the valence band. 5"

3.4.2 Carrier-phonon scattering

While the excited free carriers become internally thermalized within few hundred fs, they are
still far out of equilibrium with the lattice on this time scale. Energy transfer from the excited
electronic system to the lattice occurs through the slower process of carrier-phonon scattering,
visualized in Fig. 3-13. The time scale for carrier-phonon scattering is longer than that for carrier-
carrier scattering because the coupling of free carriers to phonons is weaker than the coupling of
free carriers to each other under nonequilibrium conditions. Typical carrier-phonon scattering times
are on the order of a few hundred fs. However, the phonons primarily responsible for cooling the
hot electrons have energies that are on the order of 30 meV. So, for example, for initial electron

excess energies on the order of 500 meV (corresponding to excitation of GaAs with 2 eV photons),

significant energy transfer from the £
r' N

electrons to the lattice requires about 15 Phonon \®

“vww-
phonon emission events per electron. e
Thus, electron-lattice thermalization
occurs on a time scale of a few ps. 0 k
However, if the initial electronic excess
energy is less than the minimum amount —ps
required for electron-phonon interaction intravalley electron-phonon scattering

Figure 3-13 Electron-phonon scattering.
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(~30 meV), this process is

absent.

Intervalley phonon
scattering, shown in Fig. 3-
14, can also play an
important role in energy
transfer following the optical
generation of free carriers.

Siegal T intervalley scattering,

EAA
@
0 k
intervalley electron-phonon scattering
Figure 3-14 Intervalley phonon scattering. Excited electrons scatter onto

a different conduction band valley through phonon emission or absorption.

excited electrons scatter onto a different conduction band valley through phonon emission or

absorption. Since the various conduction band valleys are centered at very different values of

crystal momentum, intervalley scattering requires large |E]| (short wavelength) optical or acoustic

phonons to satisfy the requirement of crystal momentum conservation. Thus, the deformation

potential mediates this type of scattering.

Note that intervalley scattering will not E,

occur for an electron if its energy in the

hv

conduction band is lower than a phonon N,

quantum below the minimum of the
destination valley. In the experiments
presented in this thesis, intervalley transfer

of electrons is considered to be absent

<

S
O,
NV

~1ns

radiative recombination

because electrons are excited at the vicinity (with a hole). The released energy is emmited as a photon.

Figure 3-15 Radiative recombination of an electron

of the conduction band edge, having an
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excess energy (10 — 20 meV) much smaller than the threshold for intervalley transition energy (0.48

eV).

3.4.3

Carrier recombination and diffusion

While the scattering processes discussed so far distribute the initial excitation energy

throughout the electronic system and lattice, none of these processes changes the density of the

excited free carriers. Two important processes that do change the free carrier density are carrier

recombination and carrier diffusion. Carrier recombination, or electron-hole recombination, refers

to processes in which an electron in the conduction band and a hole in the valence band recombine,

as shown in Fig. 3-15. In other words, an electron previously excited to the conduction band makes

a transition back down to the valence band. Carrier diffusion, on the other hand, refers to the

average motion of free carriers from high
carrier-density regions to low carrier-density
regions (Fig. 3-16). Recombination lowers the
total number of free carriers in a crystal while
diffusion redistributes free carriers in real
space. For the purposes of the work presented
in this thesis, both types of processes reduce
the number of free carriers in a local, laser-

- . Siegal
excited region. >'®*

Time scales for recombination processes

depend on the free carrier density and on the

Figure 3-16 A visualization of the diffusion process
of electrons out of the initial high-concentration, laser-
excited region. The dotted circles represent the time
evolution of this process: the bigger the circle, the longer
the elapsed time.
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specific type of process. The various types of recombination differ according to how the energy lost
by the electron in the downward transition to the valence band is given off. Two of the most
important types of recombination are radiative recombination, in which the transition energy is
radiated as a photon, and Auger recombination, in which the transition energy is transferred to

another free carrier and are shown in Fig. 3-17. &

A radiative recombination event occurs when a conduction band electron and a valence band
hole annihilate each other, giving off a photon. Thus, the radiative recombination rate is

proportional to the product of the conduction electron density times the hole density:

Rradiative = Cradiativenp (3 _6)

where 7 is the conduction electron density, p is the density of holes in the valence band and C,ygiaive

Siegal

is a constant. In the case of optical generation of free carriers in an intrinsic semiconductor,

n=p=N, where N is the density of electron-hole pairs. We can define an instantaneous

recombination time 7,giqive DY Setting

N
Rrudiative: = (3 - 7)
radiative
Then for radiative recombination, we have that
1
deiative = (3 -8)

radiative

In GaAs, Crudiaive=1.2x1071" cm? s'l, giving a recombination time of about 1 ns for a carrier density
on the order of 10'® ¢cm™. For the ultrafast time domain that is investigated in this thesis, the
contribution of radiative recombination can be considered to be negligible because of its long

duration.
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In contrast, an Auger recombination
event involves three free carriers because the
electron-hole annihilation transfers energy

either to another conduction electron or to a

[ P

hole in the valence band. Therefore, the

Auger recombination rate R 4,4 in the case of

~ns

optically generated free carriers with densit L
p ye Y Auger recombination

Figure 3-17 Auger recombination. The energy is
transferred to another free carrier.

N is given by

=C,. N’ (3-9)

Auger Auger

This expression gives an instantaneous Auger recombination time of

1

TAuger = W (3_10)

Auger

In GaAs, Cyuger is on the order of 10% cm®s™ S8 50 Auger recombination becomes faster than

radiative recombination at a carrier density of about 10°! cm™. In the work presented in this thesis,
fs laser pulse excitation generates initial carrier densities much lower than the above value (in the
order of 10" ¢cm™ maximum), so Auger recombination is a negligible recombination mechanism in

this case.

Carrier diffusion is another important mechanism for reducing the free carrier density in the

region excited by the laser pulse. The current density out of a local region is given by: "™

J =—gD V
TP (3-11)
J,=qD,Vn
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for holes and electrons respectively, where D, and D, are the corresponding diffusion coefficients
and g the charge of the carrier. Because of the higher effective masses of holes, the electrons are in
most cases considered to be much more mobile than the holes so that electron diffusion is more
effective than hole diffusion. The continuity equations reads:

ar __5.j (3-12)
dt

where p=nq is the charge density. So, applying the continuity equation to the expression for the
electron diffusion current we get the rate R of the loss of electrons due to diffusion out of a local

region:

d
Rypusion = 2= —"— =D, V?n (3-13)
dt T diffusion

If the laser spot size on the sample surface is much bigger than the absorption depth J, then the

carrier density varies only in the direction normal to the sample surface:

V4

n(z) = n(0)e ° (3-14)
In this case, the diffusion time is given by

52
z-di/"fusion = D_ (3-]5)

n

For example, an absorption depth of 500 nm (corresponding to linear absorption of 870 nm light in

GaAs) and a diffusion constant on the order of 50 cm? s™' gives a diffusion time of roughly 50 ps.

The above discussion of energy transfer in a semiconductor is not meant to be a

comprehensive treatment of this expansive subject. Many other scattering mechanisms play a role
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in the distribution of the laser-deposited energy, such as scattering with plasmons (collective
electronic excitations), impurity scattering and combinations of the above. A full review of these

processes can be found in Semiconductor Physics, by K. Seeger. S¢&"

The goal of this section is to
provide a sense for the relevant time scales for energy transfer following fs laser pulse excitation of
a semiconductor. In particular, carrier-carrier scattering thermalizes the free carrier population
within a few hundred fs, carrier-phonon scattering leads to carrier-lattice equilibration on a time

scale of a few ps and carrier recombination and diffusion reduce the free carrier density in the

excited region in several tens to several hundreds ps.
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Chapter 4 GaAs & AlGaAs:

Electron Trapping

4.1 Introduction

Low-temperature-grown Gallium Arsenide (LTG-GaAs) M"“™ has been a subject of

intensive research during the past decade because it exhibits properties like high mobility,

resistivity, crystalline quality, and ultrafast electro-optic behavior, “rrem Gupta, Kaminska ppq

Witt

designing of high quality and ultrafast response optoelectronic devices requires the

understanding of the dependence of these properties on the fundamental structural parameters of the

material.

Annealed LTG-GaAs has been shown to contain excess Arsenic (As) only in the form of As

clusters (precipitates) under proper annealing conditions of temperature and time, Metteh Metlochd o

ultrafast electronic behaviour of the annealed material is attributed to carrier trapping on the surface

Warren, Melloch, Schaff, Gupta, Lochtefeld

of the As clusters. The replacement of a fraction of Ga with Al
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during growth results in a series of AlGaAs alloys that are a key material in constructing quantum

Lahiri, Feng d are used in ultrafast

wells that also exhibit interesting optoelectronic properties
devices. Furthermore, the tunability offered by the Al mole fraction in AlGaAs makes this material
very important in optoelectronic device engineering. Thus, good knowledge of the ultrafast

electronic behavior of alloys of this category is a key issue in the ultrafast optoelectronic

applications area.

Many research groups have studied the carrier trapping and recombination times for LTG-
GaAs with respect to the growth and annealing conditions. S¢h*f Fauchet, Liliental, Lochtefeld, Harmon, Siegner,
Loka, Marcinkevicius, Liliental2, Liliental3, Mclntosh 1y, 0ver, little effort has been expended to associate the
ultrafast behaviour directly to the As precipitate characteristics themselves. Harmem Mellochz 1, 1 7G_
AlGaAs and related alloys, where the effect of the low-temperature growth is similar to GaAs,

Mahalingam ¢ ultrafast electronic behavior is even less studied and the picture is still very unclear.

Melloch2, Melloch, Melloch3

The scope of this work is to investigate the effect and interplay of the most basic structural
parameters of the As precipitates, namely their spacing and size, on the photoexited electron
trapping times. Also, it is our intention to compare our compiled data for LTG-GaAs with data for
LTG-AlGaAs and to investigate whether the trends observed for trapping times in LTG-GaAs are
applicable for LTG-AlGaAs as well, thus giving the possibility of further extending the model to

[1I-V semiconductors.

In this chapter, the experimental results from the pump-probe measurements on various GaAs
and AlGaAs samples are presented, followed by analysis, discussion and comparison with existing
results in the bibliography. Also, the preparatory conditions and the characterization procedure of

the samples are presented.
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4.2 Growth and preparation

All samples used in the work presented in this chapter (LTG-GaAs and LTG-AlGaAs) have
been prepared by research personnel in the Microelectronics Laboratories in the Physics
Department of the University of Crete (growth: Prof. Z. Hatzopoulos, lift-off and etching: Mr. M.
Sfendourakis and Dr. G. Konstantinidis). The sample code names and the corresponding growth
characteristics are presented in Tab. 4-1 and Tab. 4-2 for LTG- GaAs and LTG-AlGaAs

respectively.

The samples studied in this work are grown in a VG V80H solid-source molecular beam
epitaxy (MBE) system on (001) semi-insulating GaAs substrates. The growth temperature is
measured by a calibrated thermocouple placed in the vicinity of the molyblock. The ratio of group
V to group III beam equivalent pressure is 20 and the growth rates are typically 1 um/hr for GaAs
and AlAs respectively. After the desorption of the native oxide at 580 °C, a 250 nm buffer layer is
grown followed by a 500 A AlAs sacrificial layer. The AlAs sacrificial layer for the LTG-GaAs

samples is grown in order to be used for lift-off process discussed below. Growth is then

Code name Growth Annealing Annealing Time (min)
Temperature (°C) Temperature (°C)

GaAs-113 170 600 20
GaAs-181 185 600 30
GaAs-112 200 600 20

GaAs-87 250 600 30
GaAs-107 300 600 30
GaAs-206 325 600 20
GaAs-106 600 600 0

Table 4- 1 GaAs sample code names, growth and annealing temperatures and annealing times.
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interrupted, the substrate temperature is ramped down to the desired low temperature (170 to 600
°C) and a ~ 1 um of LTG-GaAs is grown. A reference sample is also grown with the 1 pum thick
GaAs layer grown at 580 °C. The same growth sequence is used for the LTG-AlGaAs samples with
the exception of the sacrificial AlAs layer. The flux ratio of Ga to Al is adjusted so that the Al mole
fraction in the AlGaAs structures stays just below 10 %. We are interested to keep the Al mole
fraction low enough so that the bandgap energy of the samples will stay in the limits of the
wavelength operation of the laser system. In situ Reflection High-Energy Electron Diffraction
(RHEED) is used during growth, in order to monitor the evolution of the grown front. Immediately
after the growth completion, the samples are annealed for 20 to 30 min at 600 °C in As,

overpressure in the MBE system.

In order to measure the pump-probe transmission changes through the samples, the
underlying substrate must be removed. This can be achieved by the lift-off procedure for the case of
the LTG-GaAs samples. The purpose of this procedure is to lift the LTG sample-epilayers off their
substrates. The samples are first cut to parallelograms with dimensions of about 5 mm x 10 mm.
Then, the as-grown material is cleaned from any surface impurities by plunging into
trichloroethene. The samples are then inserted into acetone to dissolve trichloroethene and then they

are plunged into isopropanole to remove the acetone. Subsequently, distilled water is used to

Code name Growth Annealing Annealing Time (min)
Temperature (°C) | Temperature (°C)
AlGaAs-225 200 600 30
AlGaAs-227 225 600 30
AlGaAs-210 250 600 30
AlGaAs-211 250 600 30
AlGaAs-229 275 600 30
AlGaAs-228 300 600 30
AlGaAs-226 325 600 30
AlGaAs-224 350 600 30
Table 4-2 AlGaAs sample code names, growth and annealing temperatures and annealing times.
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remove isopropanole. After drying the samples, they are heated to 114 °C and a uniform layer of
wax is laid on the surface. The samples are left heated for about 15 min for the wax layer to
smoothen. The sample perimeters are then cleaned from the wax using trichloroethene. Then the
samples are plunged into a ~ 10 % solution of HF/H,O that selectively interacts only with the
intermediate AlAs layer. After a period of a few (2-3) weeks the epi-layer cuts off from the
substrate and with the use of a thin hair it is lifted off and deposited on a glass substrate. The

remaining acid is cleaned off with distilled water.

For the LTG-AlGaAs epilayers, a different procedure (etching) is followed. The LTG-
AlGaAs epilayers are mechanically lapped down to 25 um £+ 20 um. Then, they are chemo-
mechanically polished. Following, resist is applied to them and a small portion towards one edge of
the samples is exposed and developed. The exposed semiconductor area is wet etched in (1H,SO4:
8H,0;: 4H,0) until the semiconductor is completely etched away. Following the resist removal, the
actual thickness of the sample is measured and the etching rate is calculated to be ~ 850 A /s. Then,
the sample is again covered with resist and a 3 mm diameter hole is patterned in the middle of the
sample. The sample is subsequently etched in (1H,SO4: 8H,0,: 4H,0) in order to reveal the
AlGaAs layer. In most cases as soon as the AlGaAs layer is reached its reddish appearance becomes

evident.

4.3 Sample characterization

4.3.1 Structure characterization

The structural characterization of all the LTG epilayers has been performed by research

personnel in the laboratories of the Aristoteles University of Thessaloniki under the supervision of
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Prof. I. Stoimenos. The structural characterization of the samples is performed using the
Transmission Electron Microscopy (TEM) technique. The principle of this technique is shown in
Chap. 2. It is capable of measuring the structural characteristics of samples that can contain
nanoparticles with dimensions even down to approximately 1 nm. Thus, we are able to obtain
information for the shape, density and size of the nanoparticles that are formed in all our samples

during their growth.

For the TEM characterization of the LTG-GaAs epilayers, the proper samples are those that
are not yet subject to the lift-off procedure, but those that contain both the LTG-GaAs epilayer and
the underlying substrate, as grown in the MBE chamber. A typical cross-section TEM micrograph
obtained from an LTG-GaAs sample (grown at 170 °C and annealed at 600 °C for 20 min) is shown
in Fig. 4-1. The top of the picture corresponds to the outer surface of the epilayer. The bottom of the
picture shows the AlAs sacrificial layer that is grown for the lift-off procedure and separates the

LTG epilayer from the underlying

substrate. The sample is singe-
crystalline. As precipitates are
observed that are homogeneously
distributed all over the LTG-GaAs
epilayer. Also a few cracks and

macroscopic defects are observed

near the surface of the LTG-

!
g

+
. ’? g o 4 by
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epilayer. Rl

“l
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For the same epilayer, a

Figure 4-1 A typical TEM micrograph for LTG-GaAs grown at
170 °C. The top is the outer surface and the bottom shows the AlAs
layer that separates the LTG epilayer from the substrate.

high-magnification TEM
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micrograph is also obtained. The corresponding
picture is shown in Fig. 4-2. From this figure,
we are able to obtain the density and average
size of the As precipitates. This figure also
shows that the As precipitates are nearly

spherical in shape.

Typical TEM micrographs for two more

LTG-GaAs samples are shown in Fig. 4-3. In -
Figure 4-2 High magnification TEM micrograph
general, the same observations can be extracted | for an LTG-GaAs epilayer grown at 170 °C and
annealed at 600 °C for 20 min. As precipitates are
clearly distinguished. Their density and mean size can

for all the samples: The As precipitates are be obtained. Their shape is nearly spherical.

nearly  spherical in shape and are
homogeneously distributed all over the LTG-GaAs epilayers. Also, the density and mean radii can
be obtained for all the samples that contain observable precipitates from their corresponding high-

magnification cross-section micrographs. The general trend that is observed is that the lower the

Figure 4-3 TEM pictures for LTG-GaAs epilayers grown at (a) 185 °C and (b) 275 °C.
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Fi_gure 4-4 High magnification TEM micrograph for two different LTG-GaAs epilayers grown at (a) 185 °C
and (b) 275 °C. The difference in the density and the size of the As precipitates is evident.

growth temperature of the LTG-GaAs epilayers, the higher the density and the bigger the radius of
the As precipitates as obtained by high magnification cross-sectional TEM micrographs, shown in

Fig. 4-4.

The results for the densities and mean sizes of the As precipitates with respect to the growth

temperatures of the epilayers are summarized in Tab. 4-3.

Specimen Tgrowtn (°C) As density (cm™) As diameter (nm)
GaAs 113 170 2x10"7 5
GaAs 181 185 5x10'
GaAs 112 200 1x10"7 4.9
GaAs 87 250 3.4x10'° 3.4
GaAs 107 300 1x10'¢ 3.6
GaAs 206 325 2.5x10% 2.5
GaAs 207 350 ? 9
Table 4-3 Structure data for the LTG-GaAs epilayers
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For the TEM characterization of
the LTG-AlGaAs samples the un-
etched samples are used, as grown in
the MBE chamber as in the case of
LTG-GaAs. A typical cross-section
TEM micrograph is shown in Fig. 4-5.
The top of the picture corresponds to
the outer surface of the epilayer. The
bottom of the picture shows the
underlying substrate. The sample is

singe-crystalline and As precipitates are

observed that are homogeneously

distributed all over the LTG-AlGaAs | Figure 4-5 LTG- AlGaAs grown at 250 °C and annealed at
600 °C for 30 min. The difference with the LTG-GaAs epilayers
epilayer. is the absence of the sacrificial AlAs layer. Here, the LTG

epilayer contacts the GaAs substrate.

; A Fi i 4 - . "
.""i_*._q-;- ‘-.J.,.#- 5 ’. . i g i
Figure 4-6 High magnification of LTG-AlGaAs grown at 250 °C and annealed at 600 °C for 30 min. The As
precipitates are nearly spherical in shape and the mean radii and density can be obtained.

77



Chapter 4 GaAs & AlGaAs: Electron Trapping

Figure 4-7 TEM micrographs for LTG-AlGaAs annealed at 600 °C for 30 min and grown at (a) 200 °C and
(b) 300 °C. In (b) the precipitates are very few and the interface between the epilayer and the substrate is hardly
distinguishable.

For the same epilayer, a high-magnification TEM micrograph is also obtained. The
corresponding picture is shown in Fig. 4-6. From this figure, we are able to obtain the density and
average size of the As precipitates. This figure also shows that the As precipitates are nearly

spherical in shape.

Typical TEM micrographs for other LTG-AlGaAs samples are shown in Fig. 4-7. Similarly to
the LTG-GaAs samples, the As precipitates are nearly spherical in shape and are homogeneously
distributed all over the LTG-AlGaAs epilayers. Also, the density and mean radii can be obtained for
all the samples that contain observable precipitates. The general trend that is observed is that the
higher the growth temperature of the LTG-AlGaAs epilayers, the lower the density and the bigger
the radius of the As precipitates as obtained by typical high magnification cross-sectional TEM

micrographs shown in Fig. 4-8.
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(@) (b)
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Figure 4-8 High magnification cross-sectional TEM micrographs for AlGaAs epilayers annealed at 600 °C

for 30 min and grown at (a) 200 °C and (b) 300 °C. In (b) very few precipitates are observed.

4

The results for the densities and mean sizes of the As precipitates with respect to the growth

temperatures of the epilayers are summarized in Tab. 4-4.

In Fig. 4-9, Fig. 4-10, Fig. 4-11, Fig. 4-12, the reader can see plotted the results for the mean
diameter and the density (inverse spacing) of the As precipitates with respect to the growth
temperature for the LTG-GaAs and LTG-AlGaAs samples respectively. Despite the dispersion of
the data, the trend is clear for both the density and the diameter versus the growth temperature. Note
that for both materials the behavior of the data with respect to the growth temperature is quite

similar. The only differences are observed for the absolute values of the data. The solid lines are

Specimen Terowtn ‘0O As density (cm'3) As diameter (nm)
AlGaAs-225 200 3.6x10'° 4.17
AlGaAs-227 225 6x10'° 3.83
AlGaAs-210 250 3.3x10" 3.55
AlGaAs-229 275 1.2x10'° 3.00
AlGaAs-228 300 1.2x10" 2.50
AlGaAs-226 325 - -

Tab. 4-4 Structure data for the LTG-AlGaAs epilayers
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Figure 4-10 As precipitate density versus Tg.owm-
Figure 4-9 The diameter of the As precipitates The function used for extrapolation is an exponential
versus the growth temperature of the GaAs epilayers. decay.

The higher the temperature, the lower the precipitate
diameter. The dependence is close to linear.

extrapolations based on the data. For example, for the diameter (or radius) versus the growth
temperature the behavior is very close to a linear one, while for the density versus Tgrow 1t 1S close
to an exponential rise for the temperature interval that is used. In the calculations to follow in this

chapter, only the raw data have been used, however, both the raw data and the extrapolations give
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Figure 4-11 The mean radii of the As Figure 4-12 The As precipitate spacing R of the
precipitates in the LTG-AlGaAs samples with respect LTG-AlGaAs samples versus the growth temperature.
to the growth temperature.
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almost the same results.

4.3.2

The optical properties of normal grown GaAs are well established in the literature.

Optical characterization

Blakemore

Measurements of the reference GaAs samples, grown at normal conditions (600 °C) are plotted with

black line in Fig. 4-13. The GaAs exhibits an absorption edge that corresponds to electron

transitions from the top of the valence band to the vicinity of the bottom of the conduction band. In

Fig. 4-13, a typical absorption spectrum from a LTG sample is presented with red line. As can be

seen, the features in this absorption spectrum are nearly the same as in the case of the sample grown

under normal conditions The only difference is a bluntness of the absorption edge. The latter stays

within experimental error limits (a few
nm) at the same wavelength. The trend
is the same for all the produced LTG-
GaAs samples. These results show that
for the preparation conditions of our
samples, the growth under low
temperature and the subsequent
annealing leaves the structure of the
samples in the same state as the
structure of the normal grown
semiconductor. No absorption features
are observed in the wavelength

vicinity of the band gap, giving the

15

—_
(=]
T

Absorption a (a.u)
T

normal GaAs
——LTG-GaAs @ 170 °C 7|

Figure 4-13

GaAs (black line) at the wavelength region we are interested. The
red line shows the absorption spectrum of an LTG-GaAs sample
grown at 170 °C and annealed at 600 °C for 20 min.

820
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The linear absorption spectrum of normal grown
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active  defects that might
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are absent in all our samples.
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high accuracy. During growth,
Figure 4-14 Absorption spectrum from an AlGaAs sample where
the GaAs substrate is not completely etched away. In this way, we can

the percentage of the Al in the
p & obtain the bandgap energy of our AlGaAs samples.

AlGaAs alloy can be controlled
with an accuracy of a few %. The samples are grown so that the Al mole fraction does not exceed
10 %. However, we are not able to know the exact percentage. Therefore, optical characterization is

crucial, in contrast to GaAs, whose optical properties are well established in the literature.

Fig. 4-14 shows an absorption spectrum for one of our AlGaAs samples. These samples are
prepared in such a way so that epilayers of AlGaAs and GaAs coexist. That is, the GaAs substrate is
not completely etched away. So, in such samples, there is a GaAs substrate of a few um thick and
on top there is the LTG-AlGaAs epilayer. In this way, the obtained transmission spectra contain
information from both the remainder GaAs substrate and the LTG-AlGaAs epilayer, allowing us to
obtain unambiguous results about the band gap of AlGaAs and to compare it with the GaAs value

which is well established in the literature. The AlGaAs band gap, as can be seen in Fig. 4-14 is
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measured to be 810 nm (1.53 eV). Allali et al. ™" have given an expression connecting the Al

fraction with the band gap energy of AlGaAs alloys (Eq. 3-2):
2
E (x)=E,(0)+1.29x-0.15x

for T=300 °K and for 0<x<0.4 (see Chap. 3). Using their formula and the measured band gap
energy for our samples we obtain a value for the Al fraction 8 % which is in good agreement with
the projected Al fraction from the growth conditions in the MBE chamber, taking into account the
experimental growth error of a few percent. All the AlGaAs samples have the same absorption
spectrum and the same band gap energy, thus establishing the Al fraction in all our samples at 8 %.
Moreover, optical characterization of the etched samples helps in obtaining transient optical spectra
from areas of the samples that contain only LTG-AlGaAs. This way, we are able to ensure that

possible remainders of the GaAs substrate do not distort our measurements and results.

4.4 Experimental results

The laser system used for the measurements of the LTG-GaAs and LTG-AlGaAs samples is
the Tsunami laser system described in Chap. 2. The technique used in order to reveal the electron
dynamics of LTG-GaAs is a standard pump probe technique and the experimental arrangement is
shown in Fig. 2-10. An intense pump pulse tuned close and above the band gap, excites at time
t =0 a population of electrons from the valence to the conduction band. The most convenient
definition of time t=0 in this case should be the moment that coincides with the peak intensity of the
pump pulse or the pump-probe pulses cross-correlation (CC) that is assumed to have an

instantaneous time response. For the LTG-GaAs measurements, the wavelength is kept at 860 nm
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Figure 4-15 Pump-probe transient transmission spectrum of LTG-GaAs. The signal abruptly rises to a
maximum and “slowly” decays to its initial background value.
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Figure 4-16 A typical transient transmission spectrum for an LTG-AlGaAs sample. The behaviour is similar to
LTG-GaAs.
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(1.44 eV) which is less than 20 meV above the room-temperature band gap of crystalline GaAs
(1.42 eV), in order to minimize carrier-cooling effects (carrier-lattice thermalization). For the LTG-
AlGaAs measurements, the wavelength is kept at 800 nm (1.55 eV) for the same reasons. A typical
laser pulse duration is approximately 100 fs. The pump and probe beams had the same wavelength
and are orthogonally polarized so as to avoid any coherent artifact contributions in the signal, which
1s measured by a standard lock-in detection technique, as shown in Chap. 2. The excitation density
had an upper limit of about 2x10'” cm™ which lies in the moderate excitation density regime. S*&"e"
Sosnowski The latter value is calculated using the value a=8000 cm™ for the absorption coefficient.
Blakemore o excitation density is kept constant and low enough in order to avoid saturation and

bottleneck phenomena associated with trap filling. Stegner Sesnowski

A typical measurement for a LTG-GaAs sample is shown in Fig. 4-15. The experimental data
are the black square points. A typical measurement for a LTG-AlGaAs sample is shown in Fig. 4-
16. As in the LTG-GaAs case, the signal first exhibits a fast rise to a maximum value and then
slowly decays to its background value. This transient behavior of the signal can be explained with a
bandfilling B™*™" effect as it is visualized in Fig. 4-17. At time t<0, i.e. when the system is still
unperturbed and in equilibrium, no electrons are found in the conduction band. Therefore interband
absorption by the probe beam has the maximum efficiency. The probe beam suffers the maximum
absorption and therefore the signal in Fig. 4-15 (Fig. 4-16), which is the transmission of the probe
beam is minimized (set to zero). At time t=0 (Fig. 4-17b) the pump beam excites a population of
electrons in the conduction band. In this case, the probe beam that “tries” to excite electrons to the
conduction band, finds it harder since a lot of the available states in the vicinity of the conduction
band bottom are already occupied. Therefore, the probe beam passes through the sample suffering
less absorption and therefore the signal in Fig. 4-15 (Fig. 4-16) at time t=0 is maximum. At times

t>0 (Fig. 4-17¢) the pump beam fades away or is already finished and the electron population starts
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(a) t<0 probe (b) t=0 f I probe

E K

pump
(c) 50 A probe (d) >0 T probe

0 o k

Figure 4-17 (a) Before perturbation by the pump. The probe beam is “easily” absorbed. (b) The pump has
just created free electrons. The probe is “hardly” absorbed. (c¢) The pump vanishes and the free carrier population
decays. (d) Most of the electron population has decayed and the probe is again “easily” absorbed.

to decay with various mechanisms as mentioned in Chap. 3. Therefore there is an opening of some
available states in the conduction band and the probe beam starts again to suffer some absorption by
the material. So, the probe transmission reduces and so does the signal in Fig. 4-15 (Fig. 4-16) at
positive time delays, right to the peak. At times t>>0 (Fig. 4-17d) the electron population has
decayed so much that there are very few (if not any) electrons in the conduction band at the laser
spot area. So, the probe beam suffers progressively bigger absorption and therefore the signal in
Fig. 4-15 (Fig. 4-16) “slowly” returns back to the background value, the same as before the

excitation by the pump beam (negative time delays).

For the description of the signal behavior we utilize a phenomenological model. In a first

approach we try to describe the evolution of the electron population with:
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dn _ n

dt T
where 7 is the electron concentration, which gives a solution

t
n(t)=nye *

(4-1)

(4-2)

where ny is the concentration at time /=0. Now, this response function of the system corresponds to

the function f(?) as it is mentioned in the signal analysis in Chap. 2 (Eq. 2-4). We also consider the

transmission of the probe beam 7(?) to linearly depend on the electron concentration, which is valid

for a small perturbation. So, this function (7(?)) convoluted with the cross-correlation (CC) of the

pump and probe pulses will give a signal of the form (see also Eq. 2-6):

Signal(t) = j CC(t —1"\T(¢")dt'

(4-3)

[2
where CC(t) ~ e " ; the parameter w is associated with the FWHM of the CC curve (Eq. 2-18) or

the laser pulse duration, and 7, (¢) ~ ©(¢)e ™, with ¢ = 1 . So:
T

N G 0
= —ct

Signal(t)~J-e 2 gt

0

or:

1 2
+eo 7—(t7w2c7t')

Signal (t) ~e™ .[e 2w?

0

dt’

With a change of variables we can get:
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—00

Signal (t) ~e™ Ie_rzdr

[*WZC

V2w

Now, using the definition of the Error function:

Erf(t) = %je‘rzdr

and the known formula: J‘e*xz dx =+ , we can finally get:

—00

2

Signal (t) ~e™ {1 + Erf(t :/%VWC ﬂ (4-4)

So, the next step is to try to fit the experimentally obtained data as the one shown in Fig. 4-15
(Fig. 4-16) with the last formula. We can see that only three parameters are free for the fitting

procedure: the constant w, the constant of proportionality of the Signal(t) with the error function

: o . 1 .
and the most important, the characteristic decay time 7 = —. In most cases, for the fitting procedure
c

to be more efficient, we experimentally determine the parameter w, by separately obtaining a CC
curve of the pump and probe pulses under exactly the same experimental conditions as the
measurements of the transient transmission spectrum of the semiconductor as in Fig. 4-15 (Fig. 4-
16). In Fig. 4-18 the reader can find the results of this fitting attempt. As it is obvious, this attempt
is rather unsuccessful. The decay of the fitting function cannot quite well describe the decay of the
experimental curve, thus resulting in a characteristic time constant that is not very reliable. In a
closer look, in the inset of Fig. 4-18, it can be seen that the fitting problem starts from the early
dynamics of the signal: even the rise of the signal cannot be adequately described by the fitting

function, thus resulting in a peak shift and at longer time delays in a deviation from the data. Thus
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Figure 4-18
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The result of the phenomenological model taking into account only one decay mechanism cannot

adequately describe the signal evolution. Inset shows the problem from the early stages.

we conclude that we must readapt our phenomenological model and to take into account a possible

phenomenon that influences the very early stages of the signal and results in a modification of its

rise.
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Figure 4-19 The phenomenological description can adequately describe the signal only if we take into

account the delayed rise as well. Inset shows the good reproduction of the data from the early stages.
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Thus, now, apart from the decay of the phenomenological model that describes the decay of the
electron population we now attempt to insert a certain deposit that acts additively to the electron

population. The phenomenological model then becomes:

dn, an

T, T 1

dt (4-5)
a&—Jrcm - pn

8t 1 2

where n; is the new deposit that is initially created by the pump pulse and that decays only to our

familiar electron deposit n, with a rate a. The old deposit n, decays with the characteristic rate

p= l With the mentioned conditions, the solution of the above coupled system of differential
z'

equations becomes:

n(t)ce™

n,(t) o (e’ﬂ’ — e’”")

(4-6)

and we assume that the transmission of the probe beam is a linear combination of the two distinct

electron populations 7; and n;:

T(t) = An,(t) + Bn, (t) =

4-7
T(t)= Ae ” + Be™ (47
thus resulting to a signal function of the form:
Signal(t) = Ae ™| 1+ Erf(t —w'p ] +Be 1+ Erf] 1= w'a (4-8)
V2w 2w

A fitting of the same experimental data with this last function and with the same procedure is

shown in Fig. 4-19. Thus we conclude from this phenomenological analysis there are two decay
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mechanisms that contribute to the signal, one in the very early stages and the rise of the signal that
is unavoidably convoluted with the laser pulse, and one that dominates the last stages and the decay

of the signal.

In order to study the early electronic behavior of the samples, one must limit the time window
of the measurements to small values, like the measurement presented in Fig. 4-20. The pulse CC is
also shown. As can be easily seen, there is a time shift between the peak of the pump-probe CC and
the peak of the transient transmission of the sample. This can be explained as follows: all the energy
of the pump pulse is instantaneously stored at a non-equilibrium population of electrons that does
not follow a Fermi-Dirac energy distribution. This distribution evolves to a thermalized one, which
follows the Fermi-Dirac law. This evolution happens through carrier-carrier interactions, as
discussed in Chap. 3. The time scale of this process lies in the order of several tenths of fs. As
shown in Fig. 4-20, the signal rises slower than the CC of the pump and probe pulses. Also, the

maximum intensity of the signal is positively shifted in time relatively to the peak of the CC of the

T T T T T T T T T T T T T T T
LTG-GaAs
021 cross correlation T =300C -
0.14 - -1
)
&
=
0.07 - -1
0.00 - - - -1
| ' | ' | ' | ' | | | |
-0.75 -0.50 -0.25 0.00 0.25 0.50 0.75 1.00
Pump - Probe Delay Time (ps)
Figure 4-20 Transient transmission spectrum obtained within a short time window. The peak of the signal
does not coincide with the “instant” of the perturbation.
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pump and probe pulses. These two facts are the observed result of the noninstantaneous
thermalization of the hot electron population i.e. the delayed evolution towards a Fermi-Dirac
thermalized electron energy distribution. This delayed thermalization contributes not only to the
shifted peak of the signal but to the rise and decay of the signal as well. The time scale of this
mechanism is in the order of 100 fs as established in the literature for normal grown (Tgrowth ~ 600
°C) GaAs. Marcinkeviclus2, Lin 1o yi0a] transient spectra of LTG-GaAs and LTG-AlGaAs samples for
rather short time windows limited to few ps are shown in Fig. 4-21 and Fig. 4-22 respectively. The
CC of the pump and probe laser beams is also shown for comparison, as taken under exactly the
same experimental conditions using a Barium Borate Oxide (BBO) crystal in the place of the
samples. As can be seen in Fig. 4-21 and Fig. 4-22, LTG-GaAs and LTG-AlGaAs exhibit a delayed
rise and a time shifted peak with respect to the CC curve. The characteristic times for this
mechanism that are extracted for both LTG-GaAs and LTG-AlGaAs samples using the previous

phenomenological description lie in the vicinity of 100 fs with a dispersion of 10-20 fs. This value
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Figure 4-21 Typical short-scale transient spectra for three different LTG-GaAs epilayers. The trend for the
thermalization times is similar to all samples.
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Figure 4-22 Short scale transient spectra for various LTG-AlGaAs epilayers. Like in LTG-GaAs, the signal
exhibits the same behaviour for the early stages for all samples.

agrees with the values reported for the electron thermalization times for normal grown GaAs that
are already reported in the literature, Mareinkevieusz, Lin 15 ot a1, 1" have established a dependence of
the electron thermalization times on the Al mole fraction. No observable deviation of the
thermalization times of AlGaAs to those of GaAs has been found, probably due to the low mole
fraction of Al in our AlGaAs epilayers (~8 %). Furthermore, no specific trend is observed for the
thermalization times with respect to the As precipitate characteristics i.e. density and size implying
that the latter have no effect on the electron thermalization times. On the other hand, the limited
time resolution of our experimental setup (~ 100 fs) prevents us from deducing unambiguous results
for any possible trend of the thermalization times in LTG-GaAs and LTG-AlGaAs with respect to

the As precipitate size and spacing or the Al mole fraction.

After the initial electron population internal thermalization the signal decays to the initial
background value. All the decay processes contribute to the signal decay as this is shown in Fig. 4-

15 and Fig.4-16. To evaluate the function that describes the decay of the signal we try to make
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logarithmic plots of the signal. Typical results are shown in Fig. 4-23. From these plots it is evident
that the signal exhibits a single-exponential decay behavior in time windows after about 0.5 ps from
the peak of the signal. This implies that the electron population is subject to only one decay
mechanism after the excitation. By fitting the decay of the signal either with a single exponential
function in plots like Fig. 4-15 (Fig. 4-16) or by linear functions in plots like in Fig. 4-23, we are
able to obtain the characteristic decay times of the signal that represent the decay of the electron
population. Notice that, the fitting to the decay of the signal is performed to points at least 0.5 ps
after the peak of the signal in order to make sure that at this time window there are no contributions
from either the convolution of the signal with the pump-probe CC or the rise of the signal due to
thermalization of the initial carrier population. Also, this single-exponential behavior is consistent

with the signal function that is obtained using the previously mentioned phenomenological model

t

(Eq. 4-8), since the function Signal(?) is very well approximated by an exponential Signal(t) o« e

for sufficiently long delay times.

A similar procedure is followed to study the decay of the signal for the LTG-AlGaAs samples
as well. As can be seen in Fig. 4-24, the decay is single exponential after about 0.5 ps from the
peak, implying that there is only one channel of decay. By fitting this decay with a single
exponential, the characteristic time can be obtained. As in the case of LTG-GaAs, the fitting to the
decay of the signal is performed to points at least 0.5 ps after the peak of the signal in order to make
sure that in this time window there are no contributions from either the convolution of the signal
with the pump-probe CC or the rise of the signal due to thermalization of the initial carrier
population. The pumping and the probing wavelengths are always kept at the most 30 meV above
the bottom of the conduction band. This way, the contribution to the signal of the electron decay

towards the bottom of the conduction band via electron — phonon interactions is minimized. This
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Figure 4-23 Logarithmic plots of extended transient spectra for three LTG-GaAs epilayers. These plots

are used to evaluate the signal decay function.
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Figure 4-24 Ln-linear plot of the signal for an LTG-AlGaAs epilayer.
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Figure 4-25 Transient transmission spectra for two LTG-AlGaAs samples grown at 250 °C and 225 °C.

decay rate can either be obtained by an exponential fitting in Fig. 4-15 or a linear fitting in Fig. 4-
24. Typical transient transmission spectra obtained for LTG-AlGaAs samples are shown in Figs. 4-
25 and 4-26. The pump and the probe wavelengths are at 790 nm or 1.57 eV which is about 40 meV

above the band gap.

Aluminum (Al) is a material that suffers oxidation under atmospheric conditions. Therefore,
in room conditions where the experiment is being carried out, the suspicion of corruption of the
measurements due to oxidation of the Al part of the semiconductor is justified. To resolve this
matter, an AlGaAs sample grown at 250 °C with a cup-layer of GaAs that prevents the oxidation of
Al is also grown. The transient spectra obtained for this sample are compared with the transient
spectra obtained for the corresponding AlGaAs sample grown at 250 °C which does not have a
GaAs cup-layer. The results are shown in Fig. 4-27. As can be seen, there is no observable
difference in the ultrafast electronic response of these samples, which suggests that no oxidation has

occurred, or it is low enough to have negligible contribution to our measurements.
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Figure 4-26 Transient spectra for two different growth temperatures of AlGaAs.
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Figure 4-27 Transient spectra obtained for two AlGaAs samples grown at the same temperature, one of them

having an extra GaAs cup-layer. The behavior is the same.
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4.5 Discussion

The results of the electron trapping times with respect to the growth temperature are
summarized in Fig. 4-28 and Fig. 4-29 for LTG-GaAs and LTG-AlGaAs respectively. The general
trend that is observed for both cases is that the higher the growth temperature, the higher the
characteristic signal decay time. The dependence is superlinear and there appears to be a “jump” or
a high nonlinearity at the higher presented temperatures, when we approach the normal growth
temperature of the materials. A discussion will follow in order to associate this observed trend with

the mechanisms that are involved in the electron dynamics in the semiconductors.
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Figure 4-28 The observed decay times with respect to the growth temperature for GaAs.
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Figure 4-29 The observed decay times with respect to the growth temperature for AlGaAs.

The thermalized distribution loses energy through various mechanisms. Carrier-optical
phonon interaction is responsible for carrier intravalley relaxation towards the bottom of the
conduction band, as shown in Fig. 3-13, and is the dominating process for electrons excited high in
the conduction band. However, because in our experiments the electrons are excited near the bottom
of the conduction band and have an excess energy in the vicinity of 20-40 meV which is less, or at
most, equal to the energy quantum of one phonon, this process can be considered to be negligible if

not completely absent in both the LTG-GaAs and the LTG-AlGaAs cases.

Another way of relaxation is the interaction of the carriers with large wave-vector phonons
where the electrons are scattered from the central valley of the Brillouin zone towards side valleys,
a process called intervalley scattering, which is shown in Fig. 3-14. Again, we consider this process
to negligibly affect our measurements because the excess energy of the laser excited electrons is
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much less than the value of 290 meV which corresponds to the transition energy difference from the

bottom of the I'-point to the bottom of the L-point of the conduction band of GaAs.

From the bottom of the conduction band the electrons can relax to the valence band through
radiative emission or via three-body Auger interaction, as shown in Fig 3-15 and Fig. 3-17. Both of
the last two processes take place in a time scale that is of the order of 100 ps or much greater ©™°"*
and therefore can be considered to have a negligible contribution to the ultrafast processes that we

are interested in. In other words, none of the above mechanisms can describe the ultrafast decay of

the signal (like in Fig. 4-15 and 4-16 ) that we observe in all the measurements of our samples.

Thus, the only way to describe the decay behavior of the signal in our measurements is the
real-space kinetics (diffusion) of the carriers and the association with the presence of the defects
(As precipitates) in our crystals. In order to deconvolve the influence of the As precipitates with the
kinetic behavior of the carriers we first investigate the transient behavior of samples that are grown
under normal conditions. Such samples, either GaAs or AlGaAs, are usually grown at 600 °C, and
the material is stoichiometric, i.e. there is no observable excess As in the semiconductor host. The
normal material contains the lowest possible amount of defects-traps. A typical transient
transmission spectrum of such a sample (GaAs) is shown in Fig. 4-30. As seen, the decay of the
signal is very slow compared to the one obtained for LTG-GaAs (Fig. 4-15). The characteristic
decay time is very difficult to evaluate with a good accuracy and is estimated to be around 40 ps, as
mentioned in Chap. 3. A similar case for the AlGaAs is shown in Fig. 4-31. Here, the decay time is
much bigger and the limiting time window of about 150 ps leads us to a rough estimation of ©™100
ps. So, in both GaAs and AlGaAs grown under normal conditions where the only relaxation
mechanism of the carriers is real-space kinetics (diffusion) and interaction with the lowest possible
amount of traps (absence of As precipitates) the decay of the signal occurs in a time scale in the

order of around 50 ps or much higher. Therefore, the much shorter ultrafast signal behavior for the
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Figure 4-30 Signal decay for “normal” grown GaAs.
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Figure 4-31 Transient spectrum for “normal” grown AlGaAs.
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LTG material as shown in Fig. 4-15 and Fig. 4-16 can only be attributed to the presence of the As
precipitates. In the discussion to follow, we investigate the exact mechanism with which the excess

As influences the ultrafast behavior of the generated electrons.

Two models exist to interpret the semi-insulating (and therefore the associated ultrafast

electronic) behavior of LTG-GaAs. The first one, presented by Look et al., “*°*

is based on the traps
or near midgap states that are formed due to the introduction of excess As in the lattice of GaAs.
This excess As is present mainly in the form of Asg, antisites. Other defects such as Ga vacancies
are not excluded. These defects introduce energy states near the middle of the band gap. Because of
the rather big density of these defects, the midgap energy states may be referred to as a continuum
of states rather than discrete levels. However, because of the rather strong thermal treatment of our
samples we will not consider this case as the As point defect concentration in our samples can

easily be considered to be negligible if not absent. V"

Warren, Warren2 ¢k es into account the

The second model, introduced by Warren and co-workers,
formation of As precipitates. Under the assumptions of this model, the excess As defects are
randomly embedded in the semiconductor host. After the thermal treatment (annealing) of the
semiconductor, the excess As is found in the form of precipitates or clusters. These precipitates are
metallic clusters of crystalline structure. These clusters act as buried Schottky barriers and the
interfaces between these clusters and the bulk semiconductor are to be treated as metal-
semiconductor contacts. Moreover, in most cases the barrier formation is independent of the type of

metal and the doping level of the semiconductor. ** e Terseff

If the annealing conditions are strong
enough, then an extended region between the surface of the As precipitates and the bulk GaAs is
depleted of carriers and is called the depletion region exactly as it happens in a metal-

semiconductor contact. Given the proposal of this model for the semi-insulating behavior of LTG-

GaAs, the ultrafast signal decay exhibited by such materials has been attributed to the (accidental)
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capture of electrons (and holes) by

the As precipitates. Sehafl: Harmon,

Melloch, Lochtefeld, Melloch3 by io0

moving in a random way out of the 4

initial laser-illuminated region, are } D

trapped on the surface of the As 4 y
precipitates that are found in the

electron path. In the discussion to > 4
follow, the single exponential ‘

behavior observed in our samples

for the signal decay rate is thus

associated to the above electron | Figure 4-32 The As precipitates are assumed to form a lattice.
The unit cell has one As precipitate in the center. The cell radius is R.

trapping mechanism.

Given the results from the structure characterization of the samples one has to evaluate the
data obtained for the characteristic electron trapping times with regard to the sample internal
structure parameters. These are the As precipitate average spacing and size (radius). The average As
precipitate spacing R is connected with the average density » with the relation:

1

_41R3
3

n

(4-9)

This simple formula is deduced assuming a lattice of As precipitates inside the semiconductor host

that consists of unit cells that contain one As precipitate on average in the center and with an

Ruda

average radius R, as shown in Fig. 4-32.
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We first attempt to dl
—>

interpret our data through the

s| Olo
classical scattering model. i O
Under the assumptions of this © ’ O O

model, electrons moving in a O

Figure 4-33 Electrons moving straightforwardly scatter (or get trapped)
accidentally meet the target by the targets (As precipitates) with cross-section o.

straightforward manner,

which in our case is the As precipitate and get trapped. A visualization is shown in Fig. 4-33. In this
figure the electrons move in one dimension for simplification but the results given for the three

dimensional case are the same. This model predicts that the electron scattering time should be:

1
T= (4-10)
n,ov
where 7. is the electron concentration,
o the scattering cross section and v the —~
& 7 T T T
lectron velocity that is taken to be - ' ' ' .
elec y C 6 [ LTG-GaAs ]
[
: - Tvs 1/nov ? -
the electron thermal velocity for the § 5 -
=~ NO -
case that the electrons are excited to %0 4 N gulde to B
a3 the eye =
levels at or near the bottom of the ) N |
= “L -
conduction band. In Fig. 4-34 it is § 1 B linear ]
= - -
O O 1 1 1
evident that the electron trapping 2 : : : :
S8 0 2x10% 4x10% 6x104
times for LTG-GaAs do not follow R3/q2 (nm)
the quantity L (or its analogue Figure 4-34 The observed deacy rates versus the quantity
no 3
—— or equivalently —-. The solid line is a guide to the eye. The
no a
decay mechanism cannot be explained by the classical scattering
model adapted to out case.
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3
— ). Melloch et al. Melloch2, Prabhu 12 ve also attempted to explain their data for the electron trapping
a

times with the same model and have made similar observations to ours that this model cannot
describe the electron trapping mechanism. According to this argument, this model describes a
system of traps capable of capturing only one electron at a time. After the capture of a carrier the
trap is assumed to be neutralized. They further propose that terms of the above model for every
ionization level of the traps should be introduced in order to account for traps that can be multiply
ionized. Additionally to this argument, the failure of this electron trapping model to describe the
observed trend implies that the electron motion cannot be considered as ballistic as this model
suggests. In the simple ballistic case above, the electrons moving in a straightforward manner have
a certain probability of impact (and trapping) with a defect, in our case the As precipitate. The
failure of this model to accommodate the trend of the data suggests that the above assumptions are

not valid.

In order to overcome this difficulty Melloch et al. Metoch?

suggested that the mechanism that
could better describe electron trapping should be considered as a diffusive transport and impact on

the As precipitates. They observed a superlinear dependence of the electron trapping times on the

As precipitate spacing. They used an empirical law in order to describe their data:
7 R? (4-11)

Even though their measurements indeed seem to follow a 7 oc R* dependence, there are still a few
points that are not addressed yet. First, in the classical diffusion case where the electrons diffuse out
of the high-concentration, laser-excited region and accidentally get trapped by the As precipitates, it
should be expected that the electron trapping rate should rise not only with the trap density (inverse
trap spacing) but with the trap size as well. Second, the samples that are investigated in that work

are subject to rather weak annealing conditions. This fact, as the authors note, might have possibly
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resulted in a remaining As point

defect concentration that 7 T - T - T
”é: 6 [ LTG-GaAs ]
influences the mobility in the =} tvsR*?
s 5 NO -
samples. Point defects also E 4 B A
N
contribute to the ultrafast electron é 3 ]
E 2 F i
behavior of the material and their =L ]
% - guide to
contribution should also be taken = or v . | theeye |,
0 1x103 2x103

into account in order to evaluate
R? (nm?)
the data and extract the . o )
Figure 4-35 Electron lifetimes versus R~ as proposed by Melloch

L . et al. M"*? Our measurements show that this empirical model is
characteristic  electron  trapping inadequate to describe the electron trapping mechanism.

times. In Fig. 4-35 we have tried

to describe our results for the electron trapping times to the square of the As precipitate spacing. It
is evident for 7 that it does not follow the quantity R’ but it exhibits a higher nonlinearity. Our
samples on the other hand, are subject to stronger annealing conditions that ensure that any

remaining As point defect concentration is minimized.

Ruda and Shik ®"® have recently solved the three-dimensional diffusion equation for the
carriers and calculated that the electron trapping times should follow the law:

R

T=—0" 4-12
3D «a (419

where D is the diffusion constant, R is the average spacing and o is the mean radius of the As
precipitates. The diffusion equation (taking into account the continuity equation) that can describe
our case is the following:

— =-DV’n+G (4-13)
dt

106



Chapter 4 GaAs & AlGaAs: Electron Trapping

where 7 is the electron concentration, D is the diffusion constant and G is the generation rate that
accounts the electrons that are generated by excitation by the laser pulse. Here, we have neglected
the recombination rate of the electrons annihilating with a hole since it is a very slow process

compared to the generation and the diffusion of carriers and has a negligible contribution. In the

dn .
state of the system, where 7 = 0, the equation reduces to:
t

Vzn :Bj

4-14
ldz(rn)_g (14
roodr? D

which is valid in the case that the diffusion is symmetric and depends only on the distance from the
origin r. So the n(r) can be shown to be:

G , 1
n(ry=—r"+A4A+B— 4-15
") 6D r ( )

where 4, B are constants. The boundary conditions they have used are that the electron
concentration and the electron concentration gradient must vanish at the As precipitate surfaces and

the As precipitate cells respectively (trapping information):

n(a)=0
dn| 0 (4-16)
dr r=R
Thus, the previous equation finally becomes:
G( R R o 1
nry=—-—+———+— 4-17
(r) 3D( a r 2 2 (+17)
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Now, the average time that an electron needs to meet an As precipitate and get trapped can be
defined as the fraction of the total number of nonequilibrium electrons in an effective sphere of
radius R over the total generation rate of electrons in the same sphere (or more simply: what is left

over what is initially created):

o ” d’ru(r) N

G 4nR’
3
R (4-18)
4z .[ n(r)r’dr
B G 47R’
3
Using the expression for n(r) and performing the integration, one can obtain:
R o’ \R-a? s R —a> 1R -o’
-+ +R +—
a 2 3 2 2 5
T= (4-19)

DR’

This is the strict expression that gives the electron trapping time with respect to the average As
precipitate spacing R and its average radius a. However, in most cases and in ours in particular, this
expression can be simplified if we make the use of the fact that the spacing R is much bigger than
the radius a. For example, as can be derived by Tab. 4-3 and Tab. 4-4 for both LTG-GaAs and
LTG-AlGaAs, the R is at the best case 50 times a and at the worst case 10 times a. With the above

in mind, the last formula can be reduced to the justified approximation:

T30 o (4-20)
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In Fig. 4-36 we have plotted our measurements for the electron trapping time r versus the quantity

3 3

. . R . .
—. Clearly the results show a linear behaviour for 7 versus —. This latter model gives the best
a a

prediction for the electron trapping times and it is observed for the first time. “*"**** The observed
trend leads us to the conclusions that the transport mechanism of the laser excited electrons is three
dimensional diffusion and both the density (inverse spacing) and the size of the As precipitates

affect the trapping of the electrons.

. . R
In Fig. 4-37 the results of the electron decay times are plotted versus the quantity — for the
a

- LTG-GaAs .
- tvs R0 ? linear

[ YES ! N

slope=1/3D =
\\\\ ]
D=42.6 cm?/s ]

S = N W R, U N
|

0 2x10*  4x10*  6x10* 8x10*
R3/a (nm?)

Electron Trapping Time, T (ps)

3
Figure 4-36 Our results for the electron lifetimes versus the quantity — as predicted by Ruda et al.*"* This
(04

graph shows that the correct mechanism for the electron population decay is diffusion-mediated trapping at the
surfaces of the As precipitates.
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Figure 4-37 Electron trapping times in AlGaAs versus — . The behavior is similar to GaAs.
a

LTG-AlGaAs. The data are taken at a pump and probe wavelength of 800 nm (the 800 nm pumping

wavelength excites the electrons to an energy about 20 meV above the bottom of the conduction

: s : o . R
band). The electron decay times clearly exhibit a monotonic behavior with the quantity —.
a

Loukakos2

The result that is to be extracted by the last two figures is that as in the case of LTG-GaAs the

3

: R : _ . .
electron decay times clearly follow a — behavior. The deviation of the data points from the linear
a

fitting is negligible. This fact justifies the same considerations that are used for the LTG-GaAs case

to be applied here without any modifications: after the excitation by the laser pump pulse the
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electrons diffuse out of the initially high electron concentration region and get trapped on the As

precipitate surfaces. Both the As precipitate average spacing and radius affect the trapping process.

A very interesting point here, is that from the formula that gives the trapping time as a

function of R and « and the experimental data it is evident that one can readily obtain the diffusion

3

coefficient D. The slope of the linear curve of 7 versus — is 3D as predicted by the model. Thus,
a

by ,manipulation of the experimental data, the value obtained for D for the case of LTG-GaAs is

D=43 sz/S. Loukakos2

Using the FEinstein relationship (assuming thermodynamic equilibrium: a rather drastic

approximation):

= (4-21)

the mobility of the electrons can also be obtained. The value for the mobility is measured to be
4=1652 c¢m?/Vs for LTG-GaAs. This value varies noticeably from the values given by Look et al.
Look for the mobility of a LTG-GaAs sample grown at 200 °C and annealed at 600 °C for 10 min.
Moreover as it is obvious by the results in that work, “°°* the mobility (and therefore the diffusion
coefficient as well) varies with the annealing temperature and therefore with the As precipitate
characteristics. In contrast we give only one value for 4 and D which is common for all samples
measured in this work regardless the growth conditions or the As precipitate sizes and densities. We
have to note here that the values for the diffusion coefficient D and mobility u we obtained are to be
treated as “intrinsic” quantities of our samples. The values obtained in a classical Hall experiment
are restricted by scattering of the carriers from a great number of various defects. These scattering

Seeger

events take place in a time scale of the order of 1 ps that is the typical time value for electron

trapping experiments in LTG-GaAs materials. Our results give values for the mobility and the
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diffusion coefficient that are restricted by only a few, if not any, scattering events by crystal defects.
Moreover, because of the strong annealing conditions we used in the preparation of out samples, all
the crystalline defects are minimized and the lattice constant is relaxed to that of the normal grown
semiconductor. M"*" Therefore we expect the mobility to have the same value for the measured

samples in contrast to samples grown and prepared in such way to measure the Hall mobilities. “*°¥

For the LTG-AlGaAs case, by the linear fitting in Fig. 4-37 we obtain the value D=21 cm?/s
for the diffusion coefficient and using again the Einstein formula the value 4=805 cm®/Vs for the
mobility. The same discussion applies here for the LTG-AlGaAs samples as above for the LTG-

GaAs samples for the “intrinsic” behavior of the mobility and the diffusion coefficient.

A point that must be addressed concerns the increasing spacing between the data points
plotted, especially the last ones in the case of LTG-GaAs (Fig. 4-36). This could be a potential
problem in determining the correct slope for the linear curve because of the largely increased
weight of the last data points. To overcome this problem the linear behavior of the data is examined
while progressively omitting the last data point, one at a time. All linear fittings produced had no
significant variations in the curve slopes. For example we show that the two fitting results obtained
with and without the use of the last data point differ to only an insignificant 1 % as shown in Fig. 4-

38 for the case of LTG-GaAs.

Another consideration to be addressed concerns the dimensionality of the diffusion and
specifically whether the latter is 3-dimensional or exhibits a reduced dimensionality due to spatial
restrictions of the grown samples. The grown epilayers have a thickness of typically 1 um. The

characteristic diffusion length of the electrons can be estimated using the formula S*°&*"

L=+Dr (4-22)
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where D is the diffusion constant and 7 is the electron lifetime. We use the value of D=50 cm’/s
(25.9 cm?/s for D and 10° cm?/Vs for u as given by Seeger 5¢*®") for the diffusion constant and the
value of 1 ps for the electron lifetime. The diffusion length takes the value of about 70 nm. This
value is clearly much smaller from the typical width of the epilayers we use. Thus, the mechanism
that the electrons are subject to, may fairly well be considered to be three dimensional diffusion and
our results show a consistency with the above arguments. The situation is similar and even better
for the LTG-AlGaAs samples since the value we obtained for the diffusion coefficient is smaller

that the LTG-GaAs case.

i
()]

[ ~1 % deviation
| from next data \
point (Fig. 4-15)

[E—
o

o
N
|

Electron Trapping Time, T (ps)
<
o

0 6x103 1x104
R3/a. (nm?)

Figure 4-38 The same results as in Fig. 4-36 except the last data point showing that the linear fitting results
do not vary noticeably even by neglection of the last, high-weight data point.
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4.6 Conclusions

A series of LTG-GaAs and LTG-AlGaAs semiconductors has been grown in order to
investigate the ultrafast electronic response of these materials. Optical ultrafast transient
spectroscopy has been utilized in order to reveal the ultrafast electronic properties. The results for

the LTG-GaAs show that:

e The free conduction band electron internal thermalization times do not depend on the
defects of the crystal in the form of the As precipitates in the ~100 fs domain. Also, no
deviation between LTG-GaAs and LTG-AlGaAs is found, probably due to the low Al

mole fraction.

e The ultrafast conduction band electron population decay is associated to the presence
of the excess As when this is found in the form of As precipitates in both LTG

materials.

e The ultrafast decay of the electron population is due to diffusion mediated trapping of

the free electrons to the surfaces of the As precipitates in both materials.

e For the preparatory conditions of our sample the buried Shottky barrier model is the
one that can describe the ultrafast electron kinetics and their associated trapping

caused by the excess As.

e The trapping times of the free electrons depend on both the As precipitate density and

size. The interplay of these parameters and the corresponding time dependence is

3

given by the 7~ 3%— law, which is analytically predicted by a simple electron
a

diffusion model. The absolute values of the electron trapping times differ between
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LTG-GaAs and LTG-AlGaAs due to the different mobility of carriers, but the trend

with respect to the As precipitate characteristics is the same.

We are also able to extract the “intrinsic” values for the mobility and the diffusion coefficient
that are not restricted by scattering events caused by defects in the semiconductor matrix. We will
continue with further investigation to other III-V semiconductors and related alloys with various

structure parameters in order to generalize and elucidate the ultrafast electron trapping mechanisms.

The conclusions made for AlGaAs alloys and especially the anticipated values for the electron
trapping times with respect to the As precipitate characteristics become very important when one

needs to engineer tunable materials for use in high-speed optoelectronic devices.
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Chapter 5 Metallic Nanocomposites:

Background

5.1 Introduction

The scope of this chapter is to present the basic optical properties that make the metal
nanocrystalls distinct from the bulk and the fundamental procedures that take place in the ultrafast
domain. The theory presents the main modifications that the electronic system undergoes and are
invoked by the confinement. The effect of the confinement on the optical and electronic properties
of nanocrystalline materials is discussed. Also, the steps in analyzing the ultrafast electron
dynamics are presented. It is not our intention to present a rigorous mathematical description rather

than the basic formalism that describes the fundamental mechanisms.

5.2 Structure of Au
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The atom of Gold (Au) belongs
(Au) belong GOLD
14.0
to the first column of elements. Its Q" \ ’
=r 12.0
1
electronic structure ®*™™ is (Xe) 6s' 7| 19:9
,;‘ 8.0;
4f"* 54", In solid state, Au can form z s i 8 i U
a periodic lattice. The last occupied a " ‘ “oo
E 1' = / 3 i 2.0 a
state in the Au atom, as can be seen i 271" . 0.0
=-.4L
. . . -2.0
by its electronic structure, is 6s. It . ,f \
o R Y X kTR -
has only one electron while it can
Figure 5-1 The complete band diagram for the Au crystal, as
accept two. Thus, in its solid state, | taken from Papaconstantopoulos. "Paconstantopoutos

the Au crystal will have a conduction

band that is half filled. The immediately lower band, the d-band, is going to be completely full,

since it derives from the interference of the 5d atomic zones that are completely full of electrons. In

Fig. 5-1 the band structure Papeonstantopoulos ¢ Ay, js presented.

In Fig. 5-2 the reader can see a simplified illustration of the last two bands in crystalline Au.

Voisin - The last bands, the
valence (d-bands) and the
conduction (s-p) band are
presented. The valence band is
completely full with electrons.
The conduction band is semi-
full. At T=0 °K, the last
energy state occupied by
electrons in the conduction

band is called the Fermi state

s-p band
E,
d-bands
Figure 5-2 Simplified E-k diagram of the energy bands of the Au

crystal. The overlapping of the s-p and the d-bands is only schematic.
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and its corresponding energy the Fermi energy, Er. For Au, Er=5.51 eV. At higher temperatures,
the energy rises because of thermal excitation of electrons. For the sake of simplicity we are going
to use this picture to describe the optical properties in Au and the relevant nanometric dimension
materials. In this view, the conduction band can be assumed to have parabolic shape and the

dispersion relation reads:

272
E(k)~ hk (5-1)
2m
where £ is the wave number and m is the effective mass of the electrons, given by: ¥
hZ
m= 5-2
62 E ( )
ok’

The probability of occupation by electrons of an state with energy E at temperature 7

(occupation number) follows a Fermi-Dirac distribution:

f1(E) = (5-3)

kyT

e +1

The density of states in an energy E of the conduction band is:

AN V (2m 3/2\/—
ar “m E 5-4
dE 27’ (hz j (-9

where V is the total volume of the system and the Fermi energy Ep, is given by:

2

E, = (32%n, J" (5-5)

2m

where 7. is the conduction band density of electrons.
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For a review of the structure of metals in general, the reader can refer to Solid State Physics

by Kittel. ¥

5.3 Optical Properties

The optical properties of Au and related nanocrystalls are affected by the quantum structure of
the system and the frequency of the illuminating radiation. For this study, the simple model already
presented in Fig. 5-2 will be considered, and optical and near infrared frequencies will also be
considered because this is the range of frequencies used in this work. Regarding the initial and the

final state of the electrons, all light-electron interactions can be divided in two major categories:

e inter-band procedures: they involve an initial and a final state in different bands (d-

bands to s-p band).

e intra-band procedures: they involve initial and final states inside the same band (s-p

band) for the electronic energy states.

Optical excitation with the use of an ultrashort laser pulse having wavelengths used in this work can

cause both intra- or interband excitation of electrons.

Thermal excitation is the product of collisions between electrons due to elevated temperature
and thus due to increased kinetic energy. In normal room-temperature conditions (around 300 °K)
the thermal energy is adequate only for intraband excitation of electrons, since the thermal energy is
Voisin

about 26 meV in room temperature and the threshold for interband transitions in Au is 2.4 eV.

The elevated temperature affects the position of the Fermi level.
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The most interesting feature in confined metallic system like the Au nanocrystals is the
appearance of a resonance in the absorption spectrum that is called the Surface Plasmon Resonance
(SPR). This resonance is the result of the confinement of the system either dielectric or quantum.
Kawabata, Halperin, Genzel p oyohly, in the quantum case, the particle is so small in dimensions that it
contains a rather small number of atoms that is so small that the energy continuum breaks into
discrete energy levels since the system starts to behave as a small ensemble of atoms. In the
dielectric case, the particles are not that small and contain a much bigger amount of atoms so that
the continuum of energy still persists, but the confinement source is the localized Maxwell electric
field that results in the morphological resonance. We will consider the second case in this work,

since the smallest particle investigated (1 nm radius) contains about 62 Au atoms while for a 2 nm

radius the number of Au atoms is about 493 (lattice constant of Au: o=4.08 A ‘"),

The specimens that we are going to use in this work are comprised of a dielectric matrix of
dielectric constant &, that contain spherical metallic clusters of dielectric constant ¢ and radius o

that is much smaller than the excitation wavelength A. For comparison, the clusters have a typical

Figure 5-3 A metallic sphere of dielectric constant ¢ is embedded inside a material of dielectric constant ¢,,.
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radius of a few nm while the excitation wavelength is typically about 0.5 um. The volume

p :@ is small, in the order of 107 to 10™*. The applied (external filed) is EO. A schematic

total

representation is shown in Fig. 5-3.

A macroscopic field E is induced inside the metallic sphere. However, the local field E , that

an atom of the sphere is subject to, will be connected with the macroscopic field E and the

polarization P; of the spheres with: X!

(5-6)

The polarization P, is induced by the external field E,. P; is connected to the macroscopic field

E with the relation:

Py =, 4E (5-7)

where y = £—1 is the susceptibility. Using the relation between E and E , (Eq. 5-6), one can get:

E—€, =

P, =3¢,¢, E, (5-8)

E+e,

The last relation gives the total polarization of the whole sphere with the local field E , that each

atom of the sphere feels. The total polarization will be the sum of those of the metallic nanoparticles

and the dielectric matrix (taking also in account the proportionality factor, or volume fraction p):

l
|
|

(3-9)

G
Il

S

|95
_I_

where 13S is given by Eq. 5-8 and
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130 :‘90(‘9 _I)Eo (5-10)

m

We are going to define a new effective dielectric constant £ by the total dielectric displacement

vector:

D, = ¢,6E, = &,E, + P, (5-11)

o _ 7 4iE, (5-12)

with:

2 2 2
& +e,6 -2, te,

g =¢, +3ne, : 5 >e,
(51+2gm) +¢, (5-13)
£
g, =9 pemz 2
’ (81 + 28m )2 + 822
which is valid for low volume fractions p <<1.
Now, the absorption coefficient a is defined by the formula:
I=1,e"™ (5-14)

The global absorption coefficient of the composite material can be shown Y**™ to take the form:

3/2

Ope e, (W)
’" 5-15
¢ [gl(a))+2gm]2 +‘922(6’)) (-1

a(w) =

From the denominator of the last formula it can be seen that there exists a frequency € such that
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£(Q,)+2¢, =0 (5-16)

that magnifies the absorption coefficient a. € is called the Surface Plasmon Resonance (SPR)
frequency and is the result of the dielectric confinement discussed above. For example, absorption
spectra for Ag and Au nanoparticles of radius R=2.2 nm and R=5 nm respectively are shown in Fig.
5-4 and Fig. 5-5. In a classical point of view , the SPR corresponds to a collective oscillation of the

electron population.

2

N0
Furthermore, taking into account the Drude approximation (see APPENDIX) ¢, = &/” ——~
we can get:
@
Q,=— " (5-17)
Vel (@) +2e,
Using the global electronic collision rate y'(@w) we can write (see APPENDIX):
W 2
&(@) =& (@)~ —4
@ . (5-18)
_ b a)P _ a)P '
& (0) = &) (@) +—5y(0) =—57 (@)
@ @

And in the case that the dispersion of &” and ' is negligible (when the SPR and the

interband transition threshold are well separated, i.e. Ag, Fig. 5-4) the absorption coefficient obtains

a Lorentzian shape:
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3/2 4
a(w) ~ 9p8d a)ZQR 7/R

(5-19)

2

However, in Au, the SPR and the interband transition threshold frequency are not separated at

all and the above approximation is not valid (see Fig. 5-5).

0.25 T T T T T T T T T T T T T T T T T T
Ag
R=2.2nm
020 | i 02}
S 015k 8 =
= &
g §oif
go.m- - I
] 2
< i)
<
0.05 F -
0.0
0.00 1 " 1 " 1 " 1 " 1 " 1
300 400 500 600 700 800 P S S S
Wavelength (nm) 300 400 500 600 700 800 900
Wavelength (nm)
Figure 5-4 The absorption spectrum of Ag ‘
nanoparticles in the vicinity of the SPR. Figure 5-5 The absorption spectrum of Au

nanoparticles in the vicity of the SPR. The SPR and the
threshold for interband transitions overlap.

5.4 Relaxation Mechanisms

After the “instant” of perturbation the initial electron population starts to evolve back towards
equilibrium. Two are the main mechanisms that take place during the relaxation of the electron
population towards equilibrium: electron-electron and electron-phonon interactions. Both
mechanisms are nonradiative procedures. They occur during diffusion of the electron population
from the initial laser excited area of the metal towards surrounding areas where the density of

carriers is smaller. (see also Chap. 3)
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We are going to use the approach that the evolution of the occupation number for a particle is

given by a Boltzmann-like equation:

df(E,t) — df(l;’t)| + df(l;’t)| +L(]€ t) (5-20)
dt dt dt ’

e—e e—ph

where L(lg ,t) is the excitation by the laser pump pulse for the state k at the instant 7. The first term

represents the variation of the occupation number due to electron-electron collisions and the second
term due to electron-phonon collisions. The above equation describes the simple fact that the total
change in the number of electrons will be the sum of the changes due to the distinct processes that
change the number of electrons. These are the loss due to electron-electron collisions, the loss due
to electron-phonon collisions and the gain due to excitation by the laser pulse. The theoretical
problem to be solved here is to try to calculate the three terms in the right-hand side of Eq. 5-20, so
as to model the kinetics of the electron population after the laser excitation, either analytically, or
numerically with the use of powerful computer systems. We are not going to concern ourselves
with the exact solution, however the basic guidelines will be presented that lead to the numerical

modeling of the electron kinetics that are associated with the first term of Eq. 5-20, namely the

f(E)
f(E
R O N

<>
hv '
hv
>
1
> >
EF E EF E
Figure 5-6 (a) the electron distribution just before excitation. (b) the change in the electron distribution just

after excitation.
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internal thermalization of the electron population.

Before proceeding to the study of the first term on the right-hand side of the Boltzmann
equation one must first calculate the initial change in the electron population just after the laser
excitation. The initial athermal electron population can be visualized in Fig. 5-6. Electrons
absorbing a photon of energy ho can either arrive to energy E from a state of energy E—#/w® or
depart from the state £ towards a state with energy E +7®. Assigning the arriving number of

electrons with dN,(E) and the departing number of electrons with dN _(E), and using

dN = p(E) f(E), where p(E) is the density of states, we get:

dN,(E) = ANE=ho f,(E - hoWE[1- £,(E)]}
dN (E) = A{\/EfO(E)\/E+ha)[1—fO(E+ha))]}

(5-21)

3/2
where A = 2V2 [i—}?j and the total number of electrons with energy E will be dN =dN, —dN .
Vs

Consequently:
dN = ANENE 1o f,(E - ho )l - £,(E~VE+ha £,(EN1 - £,(E + o) (5-22)
which corresponds to a change in the occupation number due to excitation:
df,.. =NE-ho f,(E-ho)i- f,(E)]|-VE +ho f,(EN1- ,(E + ho)] (5-23)

which is the initial, athermal electron population and gives the third term in the Boltzmann

equation:

LEn=—0 g (5-24)

+00

j I(r)dr
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where /(%) is the pump pulse intensity time profile. Because the transition mentioned is an intraband

procedure, the total electron population remains constant.

In the view that the electrons just after the laser excitation are subject to a process of diffusion

and accidental collisions with other electrons, we can visualize this process in Fig. 5-7. Two

electrons of initial states |l€1> and |l€2> collide and scatter into two new states |k3> and |l€4> . The

probability of such a collision is given by (Fermi’s Golden Rule): S*&*"

df;fl) _ 27” S\ M[ Fk, Ky Ky kS, + Ky —ky K )S(E, + Ey —Ey —E,)  (5-25)

e—e

where M (lgl,lgz,l%,l;‘t) is the interaction O
k
matrix and the J-functions represent the ® k, /
conservation of momentum and energy \
and where F represents the Pauli /
exclusion principle, i.e. the fact that for a
® K,
transition to be possible the initial states k4

must be filled and the final states must - ~
Figure 5-7 Two electrons with k, and k, collide and

be empty: scatter to two new k, and k, .

Fk Ky ki) = £ fRDN= G- £ |- 1@y fali- ridi-r ] (526

Eq. 5-25 can be reduced to:

Z|M(]€4 = lgl +l€2 _E3)2F(l€1:l€291€3:l€4)5(E1 +E,-E;~E,) (5-27)

ks ks

df k)| 2z
dt . /)

e—
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We can define a new variable g = lgl —l€3 = l€4 —k,, as imposed by the problem, which represents

the change in the electron momentum. We are going to transform the summation into integration

with the use of the common relationship Z——)

V .
2r)’ I

df(k)| 2z V*
dt h2n)°

'”d3k3d3k2|M(‘7)|2F(1€1:]€291€3J€4)5(E1 +E,-E;~E,) (5-28)

2 E. 2
Assuming a parabolic conduction band: E, = h—kiz = d o= L and making use of the J-
2m d(k’) 2m

function properties, Eq. 5-28 can be reduced to: Stoke Voisin2, Delkatt

df(l_ﬁ.l)| V2m3 I, 9max 2
= dE,dEF (k, k. ks, k,) | dg|M () (5-29)
dt h7237z3k1~[ B e j

e—e 9 min

with:

(5-30)

9 min = maxﬂkz —ky ||k, _k3|}

3

{qmax = min{(k2 +k, ); (kl +ky )}

So, the problem is reduced in determining the proper interaction matrix and solving Eq. 5-29.

2

The interaction matrix has the form: |M |2 = Kl% k, ‘@‘ k, ,l€2> . The tensor @ is the interaction

potential and in this circumstance it is a Coulomb potential reduced however, by screening, taking

the form: Kitte!

e e*ksr

D(r) = (5-31)

dreye 1
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where kg is the characteristic screening wavenumber that corresponds to the inverse screening

length. In the k-space, the above potential is Fourier-transformed to take the form:

2
~ - e 1
Sk, 0) = —- (5-32)
g,e(k,0) k* + kg’
so that the interaction matrix becomes: S"°ke VoisinZ
2
2
2 e 1
M (q)|" o L T ] (5-33)
&0V q” +qq

where g, is a quantity that controls the magnitude of the Coulomb screening, V is arbitrary volume

and ¢,” is the static interband dielectric constant (see APPENDIX). Adjusting only the parameter

gs, 1t is possible through numerical calculations, as will be shown in Chap. 6, to numerically

reproduce the electron internal thermalization and thus show that it can be described by an

increased screening due to confinement.

However, we can move one step further. An approximate analytic expression for the

df (k . . o
% can be found when assuming the following approximations:
t
o First: That the two electrons that are subject to scattering between each other begin

and arrive from and to states with energy close to the Fermi energy:

E~E,~E,~E, ~FE, (5-34)

e Second: That the second term in the expression for F' is neglected so that only
scattering events that lead to departure from the state k; are taken into account and that

repopulation of this state is neglected:
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F=-F +F ~—F =—f(&)f(k)i- FE)]1- £(%)] (5-35)

" . Voisin2, DelFatti, Ogawa, Voisin3
The characteristic electron-electron scattering rate can thus be shown to be: ' Peratih Deawa, Yoisin

v (E)oc(E—E,Vn e (5-36)

where 7. in the electron concentration of the conduction band and goih =&"(G,w=0) (see

APPENDIX) is the static interband dielectric constant that involves transitions from the d-bands
towards the conduction band. This formula first indicates that the electron-electron scattering rate is
proportional to the square of the difference of their energy from the Fermi energy. Thus, electrons
excited higher in the conduction band are subject to stronger and faster scattering. Second, and
more important for the purposes of this work, the electron scattering rate depends on both the
conduction band electron density and the static interband dielectric constant. These last parameters,
in usual cases are considered to be space invariant and constant throughout the bulk metal and thus
are usually treated as “hidden” in the proportionality factor. However, in our case, as we will see in
Chap. 6, these two parameters are of crucial importance because in contrast to the bulk, these
parameters are not constant at all near the surfaces of the nanoparticles but exhibit a space-

dependent variance. (This fact is true even for the bulk case near the surfaces of the metal).

As for the electron-phonon interaction, the evaluation of the second term of the Boltzmann
equation can also be treated but it is not going to concern us here since this is not the main goal of

the experiments presented in Chap. 6.

APPENDIX

In the Drude model, the dielectric constant is described by:
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2

=1 wl’
s@)=1- a)(a) + i;/)

2

ne
where o p =
EN

. 1. . . .

is the plasma frequency and y =— is the optical scattering rate. In general, it is
T

frequency dependent: 7(w), and it involves a three body interaction i.e. photon-electron-phonon or

photon electron-electron.

However, the Drude model can only describe intraband procedures. So, a quantum approach

is more appropriate in order to take into account the interband procedures as well. Under a quantum

description, the dielectric constant is given by: “™"

- z<k+é,n'e’q" k,n> S, m) = f +q’”.)
q &, k,nn' El;,n _E1€+q,n' +ho—-iha

e(g,w)=1-

where a is defined in the formula that gives the change in the potential energy for the electrons

when illuminated by an electromagnetic wave:

SU(F,t) =Ue" " ™e ™ t cc.

The interband contribution to the dielectric constant is obtained if we suppose that the arrival

and destination bands are distinct:

. 2 - el P SUem) = £k +G.n")
5™ (@,3) = -1 — k+g,n'|e?" |k,n : ,
(0,9) 1}514,250 k2< 1 > E. —E., +ho-iia

The intraband (n=n")contribution to the dielectric constant is given by:

gintra(a)’ é’) — 1_ .

q Ve, TE; E+q+ha)—iha

e’ ¥ {(12)—f(1€+c7)
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So, the total dielectric constant becomes:

intra ib

g(w,q)="""+0¢

For the optical frequencies that we are interested in this work, i.e. w>>y the last formula

becomes approximately:

2
a)P

2
()

intra (

& w,q)=1-

which is similar to the expression given by the Drude model.

So, for the optical wavelengths that are used in this work we approximate the intraband

contribution with the results of the classical Drude model:

2

gmna _ A _ 1_ p

=g’ = _—
o(w+1iy)

and the total dielectric constant of the metal can be written as (w>>y):

2 2 2

_ . LR _ P ib ib P . _ )4 ib
=g +ig,, with: g =1- e +0g, =¢ ——5,and: ¢, = e y +0¢,
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Chapter 6 Au Nanocrystals:

Electron Dynamics

6.1 Introduction

Composite materials containing metallic systems confined in nanoscale dimensions are a
current subject of intensive research. The interesting optical properties of such systems due to their
reduced dimensionality give rise to potential applications in the optoelectronic industry. Therefore,
research is needed in order to understand the mechanisms that are responsible for the optical

properties.

One field of growing interest is the dynamic behavior of these systems that follows their
excitation by ultrafast light sources. The evolution of the perturbed system back towards its

equilibrium can be roughly separated in three regimes:

e the initial electron-electron interaction
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e clectron-phonon interaction
e phonon-host interaction.

Although the electron-phonon and phonon-host interactions have been extensively

i i Perner, Perner2, Hamanaka, Zhang, Nisoli, Roberti, Inouye, DelFatti, DelFatti2, Hodak, Smith, Smith2, Hodak2, Halte,
investigated, g Nisoli i, Inouy i i i i

Link, Link2, Stella, Tokizaki, L , Ahmadi . . .
i LAk, Stefla, Tolizakd, Logunov, AMMAC reports on the initial electron-electron interaction in metallic

Stella, DelFatti2, Link, Link2, Perner2, Bigot -
e, Deatlls, LIk, LInks, Terner PIE% and the dependence of this

nanoparticles are rather scarce
mechanism to the dimensionality of the system in not yet clear. It is only recently that a report
appeared in the literature giving the dependence of the internal electron thermalization dynamics

Voisin, VoisinZ c:
ot VOIS Since there are no other reports for

with respect to the size for silver (Ag) nanoparticles.
the internal electron thermalization trend, it is very important to perform similar experiments in

other noble metals as well, like Gold (Au), in order to investigate if the trend is similar.

In this chapter, the reader can find the experimental details of the study on the ultrafast
electronic behavior of Au samples that are confined to nanometer dimensions. Our goal here is to
analyze the effect of size reduction on the electronic interactions in Au nanoparticles, and in
particular to investigate the transition from a bulk like behavior to a strongly confined material.
Metal nanoparticles in general and Au nanoparticles in particular constitute an interesting type of
material since, in contrast to semiconductors, quantum confinement effects are relatively weak even
for few nanometer nanoparticles. ¥ °*™ The impact of confinement on the electronic interactions can
thus be introduced as correction to the bulk properties. The electron-electron interactions lead to
energy exchanges between electrons and are responsible for the establishment of an electron
temperature. They can thus be monitored by analyzing the internal thermalization of the metal

conduction electrons after perturbation of their distribution by a fs pulse. The electron-phonon
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interaction leads to electron-lattice energy redistribution and can thus be followed by monitoring the

electron-energy losses to the lattice.

The sample preparatory conditions are mentioned in the beginning of the chapter. The
ultrafast behavior of the thermalized and the nonthermalized electron population is then studied and
a model is presented that describes the experimental measurements and explains the procedures that

lead the nonthermal electron population towards internal thermalization.

6.2 Sample Preparation

The samples that are studied in this chapter are divided in two categories: the alumina-matrix-
deposited samples and the colloidal solution samples. All samples are comprised of metallic
clusters with nanometer dimensions and as can be verified by x-ray diffraction measurements they

Uchid . . e . . . . ..
M Their size distribution is measured with Transmission Electron

are single-crystalline.
Microscopy (TEM). More information about this characterization method can be found in Chaps.

2&4.

The alumina-matrix-based samples are fabricated by the Laboratoire de Spectroscopie Ionique
et Moleculaire (M. Broyer, M. Gaudry, E. Cottancin and M. Pellarin) and the Departement de
Physique des Materiaux (B. Prevel) de I’ Universite de Lyon I. The samples are obtained by co-
deposition of the clusters and the matrix on a suprasil (fused silica) substrate, Minh Vialle, Perez )
metal is vaporized by a focused laser beam on a barrel of Au. The condensation occurs in an
atmosphere of a rare gas. The temperature and the pressure determine the average size of the

particles and their distribution. At the exit of the chamber, this gas plays the role of the gas that

carries and allows one directional cluster jet. If the energy (velocity) of the cluster is sufficiently
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Sample code name Radius (nm)
Au film 27
Au colloid R=10 nm 10
Au colloid R=5 nm 5
Au colloid R=2.5 nm 2.5
AuAlDyn4-sup 1.7
AuAlDyn2 1.125
AuAlDyn2bis 1.125
AuAlDynlbis 1.075
AuAIFI <1
Table 6-1 The code names for all the used samples and their corresponding radii in nm.

weak, the deposition on the substrate occurs without destruction of the cluster and the clusters
obtained during the phase of condensation will be re-obtained as they are on the substrate (method

LECBD: Low Energy Cluster Beam Deposition).

The matrix (ALO; or MgF, for the samples we have investigated) is vaporized by
bombardment of a target with the help of a beam of electrons and is deposited simultaneously with
the clusters. This method provides the samples whose matrix is the more often porous, which
introduces an inhomogeneous dispersion of the optical characteristics. This method of evaporation
and condensation does not permit the production of clusters of big sizes; the mean radii are of 1 and

3 nm with a dispersion on the size of the order of 10%.

The colloidal specimens of Au are commercially available (Sigma). These are the aqueous
solutions of the Au nanoparticles whose mean radii are in the range of 2.5 and 10 nm. The
dispersion of the sizes varies between 7 % and 10 %. The particles are surrounded by molecules of
the tensioactive of the nature non indicative to assure their stability (avoiding aggregation of the

particles). "™

Typical value for the volume fraction p of the samples is p=107.
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The samples used in this chapter are listed in Tab. 6.1.

6.3 The pump — probe experiment

The technique used to study the ultrafast electron dynamics in Au nanocrystalls is shown in
Fig. 2-14. It is a differential pump-probe transient setup. The pump pulse excites a population of
electrons at time ¢=0. The definition of time #=0 is chosen as the instant of the perturbation. The
main differences of this setup with respect to the one used in Chap. 4 is first the use of the
reference beam for better signal to noise contrast and second the difference in the wavelengths of
the pump and the probe beams. The reader must always have in mind that the choice of the word
“instant” is rather tricky. It would be absolutely justified only in the case that the laser pulse time
profile would be a J-function in time. Typical values for the laser CW power is about 30 mW for
the pump beam and 100 uW for the second-harmonic probe beam. The laser spot diameter has a
typical value of 50 um at the focus (for the IR-beam). The wavelength regime that is used ranges
from 930 nm — 1070 nm for the infra-red beam and the second harmonic frequencies for the probe

beam.

6.3.1 Typical measurements and

phenomenological description

A typical measurement is shown in Fig. 6-1. The cross-correlation (CC) of the two pulses is
also plotted. Time =0 coincides with the peak value of the CC curve which is assumed to have

instantaneous response to the laser pulse and is the “instant” of perturbation. As can be observed the
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Figure 6-1 Typical transient transmission spectrum of an Au thin film. The CC curve is also shown.

peak signal is shifted towards greater time delays with respect to the CC curve. This is a result of

the slower rise of the signal with respect to the CC, which follows exactly the laser pulse time

profile. This delayed rise of the signal has been observed previously in bulk noble metals, S"°eei®

and has been attributed to the noninstantaneous internal thermalization of the initial athermal

Fann, Fann2, Sun, Sun2, DelFatti3, DelFatti4

electron population. The signal at longer time delays “slowly”

decays and reflects the relaxation of the energy (temperature) of the thermalized electron population

. hoenlein, Fann, Fann2, Sun, Sun2, DelFatti3, DelFatti4
towards the lattice background value. Scheeniein. Fann, Fann2, Sun, Sun2, DelFatti3, DelFatti

In order to interpret the observed behavior of the signal, a phenomenological model has been
utilized. This model has been used with success to describe the same procedures in bulk metals. 5"

Three distinct deposits of energy have been considered and are depicted in Fig. 6-2:
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hw
. Non-Thermal
A
v Thermal
v v Lattice
Figure 6-2 The phenomenological model used to interpret the interactions in the system; we assume three
deposits: the athermal and the thermalized electron population and the lattice.
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The first one is the initial athermal or non-thermal electron population. This is the
initial stage of the metallic system immediately after the excitation. All the absorbed

energy from the laser pulse is initially stored in this deposit.

The second one is the electron population that follows a Fermi-Dirac distribution. This
is the second stage of the metallic system after the excitation. The temperature that
characterizes this Fermi-Dirac distribution corresponds to the excess energy of the
electrons out of their equilibrium state that has been gained by the absorption of the

infra-red (pump) laser pulses.

The third deposit is the lattice. This is the third and last stage of the metallic system
evolution in the means that all the externally injected energy is finally after a long

time period stored here.

The phenomenological model described above introduces distinct deposits although this is not

exactly true. The first two deposits, namely the athermal electron population and the thermalized

electron distribution are not separated in space at all. They can be considered distinct in the sense

that the first one cannot be characterized by a certain energy or temperature and not even by a

certain momentum as in semiconductors (in contrast to interband absorption like in LTG-GaAs or

LTG-AlGaAs, the momentum here is lost in intraband absorption because it is assisted by a

phonon: so the momentum information disappears). They correspond to the initially excited

electrons. This fraction of electrons is very small (typically in bulk metal <10'® compared to the

total ~6x10** cm™) and as a first approximation, their number can be neglected and they can be

considered as an energy reservoir, i.e., only the energy flow to the second type of electrons

(majority electrons) is considered, their number being assumed constant. This is a way to mimic
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energy storing and delayed heating: energy is first given to few electrons by the pump pulse and

slowly redistributed to the others.

The second deposit is characterized by a certain temperature and their distribution, namely the

number of electrons vs. temperature (occupation number) follows the Fermi-Dirac law (Eq. 5-3):

1B = —

kyT

e +1

where kp is the Boltzmann constant, 7 the temperature of the electronic gas and Er the Fermi

energy.

The above described deposits do not evolve independently. They interact starting from time
zero, i.e. the “instant” of the initial perturbation by the laser pulse. The following are the

interactions between these three deposits as are also shown with arrows in Fig. 6-2:

e The first deposit (the non-thermal electron population) gains energy only from the laser pulse. It
loses energy with a rate a towards the second deposit (the thermalized electron distribution) via
electron-electron scattering. It also loses energy with a rate f towards the third deposit (the

lattice) via electron-phonon interaction.

e The second deposit (the thermalized electron distribution) can be characterized by a temperature
T,. It gains energy only from the first deposit as already mentioned. It loses energy only towards

the third deposit with a rate G, via electron-phonon interactions.

e The third deposit (the lattice) does not lose any energy since this is the final and most capacive
deposit of the metallic system. It only gains energy from both the first and second deposits as
previously mentioned. This leads to electron-lattice thermalization at a higher temperature than

the initial one. The temperature rise of the thermalized system is however small (about 1 K)
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since the lattice heat capacity is much larger than the electron one (about 100 times). Actually,
the excited metal returns to its initial temperature by losing energy to the surrounding matrix
(nanoparticle case) or by heat diffusion to the substrate (film case) but on a very long time scale

(typically 100 ps *"™2%). This is why we are neglecting this effect here.

In mathematical form, all the above can be described by the following set of three coupled

equations: "™

ON

“——aN-pN

ot A

C, 887; < =—G(T,-T)+aN (6-1)
€, L =G(T.~ 1)+ pN

where N is the initial non-thermal electron population (energy density stored in the nonthermalized
part of the electron population), a is the rate of the loss of electrons from the first deposit towards
the second deposit, S is the rate of the loss of electrons from the first deposit towards the third
deposit, C, and C; are the electronic and lattice heat capacities respectively, 7, and 7; are the
electronic and lattice temperatures respectively and G is the rate of loss of energy (temperature)
from the second towards the third deposit. The heat capacities as a first approximation are
considered not to significantly vary and be almost equal to their values for T=300 °K, since the
temperature changes that are induced by the laser pulses in our experiment is of the order of

AT,"~50 °K for a particle size R=3 nm.

The gain of energy of the first deposit is omitted deliberately as can be seen by the first
equation. It is omitted here in order to make calculations simpler but it is going to be introduced
appropriately later (with the convolution of the system response function with the CC of the laser

pulses; see also Chap. 2, Eq. 2-6).
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The solution of the above system of coupled differential equations for N and A7, is:

t

N o O(f)e ™
) Lt (6-2)
AT, oc @(t)[l —e ™ ]e i
. . : 1 1 1
where O(?) is the Heaviside function, —=a, —=f, —=a+ .
7, 7, T,

Now, we assume for the system response function to be the sum of the non-thermalized part

and the thermalized Fermi-Dirac part: 5"

— AT
e ™ +—(hw
7 (ho)

t t
- —T— A
l—e  lo 7 + 2L (i)
Th T

The third part of Eq. 6-3 is introduced to account for the slight heating of the lattice, i.e.,

NT

AT AT
T (hw) = O(1 ){7(7160)

relaxation of the system to a slightly different state than before the external perturbation by the laser
source. The labels N7, Th and L correspond to the solutions for the non-thermal population, the

thermalized electron distribution and the introduced different relaxation state respectively.

Eq. 6-3 describes the response of the metallic system after the “instant” of the perturbation by
the laser pulse. However, since the laser pulse is not finite, the word “instant” is rather tricky in

describing the duration of the perturbation. Therefore, one also needs to introduce the laser pulse

. " : : : o : . AT .
duration in describing the signal function. With the above in mind, the signal function — is the

convolution of the response function of the sample with the CC of the laser pump and probe pulses,

and can be calculated to be (see also Eq. 2-6):

147



Chapter 6 Au Nanocrystals: Electron Dynamics

Signal(t) =
_ N
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Figure 6-3 A typical ? for an Au nanoparticle of radius R=1.125 nm. The curve fitting is produced by
the phenomenological model. Inset shows the good reproducibility of the experimental data in an early time-
window.
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and is separately measured by a CC of the pump and probe pulses. 4, B and C are constants.

The above function is used to reproduce the transient pump-probe spectra of all the measured
samples. The good fit of the above model to the data is based on the good definition of parameters
w and 7,. Parameter 7, which represents the characteristic electron-phonon interaction time or
energy decay time is also measured separately, as shown in the next paragraph. Both parameters w
and 7, are held fixed during the reproduction of the data with the function of Eq. 6-4 so that the only
parameter to be extracted by the fitting procedure apart from the constants 4, B and C is the
characteristic internal electron thermalization time 7. The good reproduction with the use of the

above considerations is shown in Fig. 6-3.

6.3.2 Electron-lattice thermalization:

Results

We are first going to discuss the electron-phonon interaction (electron-lattice energy
exchange) that takes place in the nanoparticle Au systems. This interaction is monitored by the late
stages of the signal where it “slowly” decays to the background value. Although this mechanism
takes place in the late stages of light and nanoparticle interaction, being responsible for the signal
decay, we are going to discuss it first because the characteristic decay times are the first to be
extracted in the signal analysis procedure and used in order to move on to the extraction of the
electron internal thermalization times (delayed signal rise). The wavelengths used for pumping the
samples range from 930 nm to 1070 nm. The wavelengths used to probe the induced changes in the

optical and electronic properties of the samples are the second harmonic frequency of the pump
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Figure 6-4 The peak —— s for all the used sizes with respect to the laser wavelength.

beam, thus ranging from 465 nm to 535 nm, a region that contains the characteristic frequency of

the SPR which is about 520 nm (with small deviations depending on the size of the particle).

In Fig. 6-4 the peak signal versus pump wavelength for all samples is plotted. Depending on
the size of the nanoparticles, the peak signal appears at different wavelengths depending on the
position of the SPR. The thin film sample with a width of 27 nm exhibits its peak signal at 1020 nm
pump wavelength while all the other samples with radii from <1 nm up to 10 nm exhibit their peak
signals at 1040 nm — 1050 nm pump wavelength or 520 nm — 525 nm of the probe wavelength, that
is in the vicinity of the SPR wavelength for each nanoparticle. This is a consequence of resonance
enhancement of the optical nonlinear response around the SPR frequency in the nanoparticle

Flytzani
systems, = 4
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The characteristic decay (as well as rise times, shown later) of the electronic population for
each sample are measured at all wavelengths. The more accurate measurements are performed at
the vicinity of the SPR because of the higher signal. The characteristic energy decay times are
measured in such time-windows so that only experimental data points about 0.5 ps — 1 ps after the
peak of the signal are taken into account. This time-window is chosen in order to ensure that the
only mechanism remaining is the electron-phonon interaction and that contributions from the
electron-electron interaction convolved with the laser pulse CC are minimized. If the electron-
phonon mechanism is the only one to be present, then the transient transmission spectra should
exhibit a single exponential behavior. In Fig. 6-5 a In-linear plot of one transient transmission
spectrum is shown. As can be seen, the behavior of the signal becomes single-exponential after
about 1 ps from the peak and this is the time window from which the characteristic electron-phonon

interaction times are obtained either by linear fitting in a In-linear plot or by a single-exponential

E T ! T T T T T T E
3 Single exponential region 27 nm E
RN
Ixe® ;— —;
E 3 Non-exponential region 3
2
S Ixel F =
— £ E
Ixe1? ;— —;
e,14 é 1 L 1 L 1 L 1 é
0 1 2 3 4
Time delay (ps)
Figure 6-5 The single-exponential region of the signal decay (after about 1 ps from the peak).
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Figure 6-6 Transient —— s for an Au nanoparticle sample of R=1.125 nm at three different wavelengths.

fitting in a linear-linear plot.

The characteristic decay times which concern us in this paragraph, are found to vary with
respect to the excitation and therefore the probing wavelength (since the probe 4 is the half of the
pump). In Fig. 6-6 transient spectra for the nanoparticle sample with radius R=1.125 nm are
exhibited for three different wavelengths. The decay time constants are found to be 689 fs for 1030
nm, 585 fs for 1050 nm and 490 fs for 1060 nm. Thus, in order to obtain reliable conclusions about
the relative decay rates for the electron-phonon interaction among all the samples, only
measurements performed in the same wavelength are used, in order to make comparisons between

every sample’s electronic behavior.
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Figure 6-7 Transient spectra of three different nanoparticle sizes at the SPR frequency Qg (same as

threshold for interband transitions Q).

In Fig. 6-7 the signal of three samples with radii R=1.075 nm, R=2.5 nm and R=10 nm at their
corresponding peak response wavelengths versus pump and probe time delay is plotted. The
corresponding electron-phonon decay times are 460 fs, 779 fs and 1109 fs and can be clearly
distinguished as can be seen by the different curvatures in the decay rates for times about 1 ps after

the peak.

6.3.3 Electron-lattice thermalization:

Discussion

By single exponential fits of the measurements at a relatively long time-window the electron-
phonon interaction times are extracted. The results versus nanoparticle size are plotted in Fig. 6-8.

As can be observed, the electron-phonon times are a rising function of the nanoparticle size. For
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relatively large nanoparticles, the electron-phonon time practically coincides with that of the bulk
Au material. For the smaller particles there is a strong deviation of the bulk material (film)
characteristic time. The trend that is observed is that the smaller the particle, the shorter the

characteristic decay times.

The electron-lattice interaction and the concomitant thermalized electron cooling towards the

lattice has been extensively investigated in the past. However, many problems still persist. First,

there seems to be a strong dispersion in the absolute values reported by other groups. "% Link2 Zhang,

fnouye Second, there has been a debate in the literature on whether the thermalized electron-lattice

Link. Link2, Zhang, Smith2, Halte, Roberti

dynamics are size dependent or not, and if there exists a size

dependence, what is the size range that it becomes considerable. Third, the electron-lattice cooling

I Ll I Ll I Ll I Ll I Ll I Ll
1.1 _— O u —_
1.0 -
09 -
5 o [ | 4
~ 08 |- u _
o - 4
=
£ 0.7 - -
0 - 4
0.6 B -
0.5 l -
04 -
] 1 ] 1 ] 1 ] 1 ] 1 ] 1
0 5 10 15 20 25 30
Nanocrystal Radius (nm)
Figure 6-8 The results for the electron-lattice thermalization times with respect to the nanoparticle radius.

Blue corresponds to samples in a liquid dielectric host.
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is depending on the excitation StI'Cl’lgth, Hodak, Hodak2, Hamanaka, Halte, Tokizaki

a fact that is very important
in investigating dynamical effects and one must be very careful with the manipulation of this
parameter when comparing results obtained by various experiments. Lastly, it is also not clear if the

environment affects the electron cooling dynamics. RePerth- Nisol

In our experiment, the results show a clear modification of the electron-lattice cooling from
the size of the nanoparticles for Au. The measurements are performed in the low-perturbation
regime (as will be further analyzed later). Furthermore, our results for the measured times for both
the nanocrystal environments show a consistency and thus the times seem to be independent of the
nanoparticle environment (glass or ligand + water) showing that its dependence on the nanoparticle
size is an intrinsic effect due to confinement. Its physical origin has not yet been elucidated, but is
probably due to modification of the electron-ion interaction due to surface effect (similarly to the

electron-electron case, shown later) and/or modification of the vibration spectrum. D¢ Fatth Nisoli

A similar behavior to our experiments (Au) has been observed in Ag Del Fatti, Halte ;) Gg, Niseli

with the most extensive work in the Ag case where the size dependence of the electron-lattice
dynamics becomes evident. That work is the only one in the literature that examines the dynamic
behavior over a quite big range of nanoparticle sizes and environments in order to obtain the first
unambiguous results in the literature, however only for Ag. Since this is the only work covering a
big nanoparticle size range, there is still uncertainty for the noble metal nanoparticles in general and
Au nanoparticles in particular. Thus, our results for the electron-lattice dynamics are of great value

when used in addition with the previous results for Ag.

As will be shown later, these results exhibit a striking similarity with the results obtained for
the electron internal thermalization dynamics versus the particle size. This fact suggests a
confinement-induced acceleration of the electron-lattice mode coupling. However, the interpretation

of the trend that is observed with respect to the nanoparticle size is still not clear.
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For a more exact examination of the energy decay relaxation rate a degenerate pump probe
setup would rather be more appropriate (degenerate means the same pump and probe wavelengths).
The two infrared pump and probe beams would be far from the interband transition threshold, thus
simplifying the interpretation of the results, the measured signal being then almost proportional to

the energy stored in the electron gas.

6.3.4 Electron-electron thermalization:
Results
The internal electron relaxation dynamics in a system out of equilibrium are procedures

generally faster than the electron-phonon interaction. They are the first stages of the evolution of the

electron population and therefore they contribute in the first temporal stages of the evolution of the
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Figure 6-9 Early stages of the signal evolution in an Au nanoparticle of R=2.5 nm. The CC curve and the
energy injection curve are also shown for comparison.
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signal function ——. VO™ VOSI"2 1y order to reveal the early dynamics of the electron population,

one has to obtain transient transmission spectra with the best possible temporal resolution of the

experimental setup and to limit the time window of the measurements to small time-windows.

A typical transient transmission spectrum is shown in Fig. 6-9. The measured sample has a
radius of 2.5 nm. For comparison, the CC curve of the pump and probe pulses and the energy

injection from the laser source to the electron are also plotted in Fig. 6-9.

The behavior is observed more clearly if compared to the energy injection. As can be seen in
Fig. 6-9, the rise of the signal is delayed with respect to that of the energy injection. As a
consequence, the peak of the signal does not coincide in time with that of the energy injection curve

but is positively shifted.

T T T T T T T T T T T T T
12 R=1 nm .
- . \ R=1.125 nm

AT/T (a.u)

02 —

0.0 n
1 . 1 . 1 . 1 . 1 . 1 . 1

0.0 0.2 0.4 0.6 0.8 1.0 1.2

Time delay (ps)

AT
Figure 6-10 Transient — s for 3 different Au nanocrystal sizes.
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electrons and the concomitant

establishment of an electron temperature is due to the electron-electron Coulomb interactions.

Voisin

In contrast to semiconductors, where relatively low (photoexcited) carrier densities (< 10'® -

10”cm™) are considered and

electron-electron scattering
increases with electron density, the

efficiency of the interactions in

metals is strongly reduced by the

very strong electron density
(6 10 cm™in Au).
Transient transmission

spectra obtained by measurements
of three other samples with various
radii are shown in Fig. 6-10. As
can be observed, there is a clear

variation of the signal rise rate and
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the time-position of the peak of the signal with the size of the nanoparticles. While the nanoparticle
size becomes bigger, the signal rise rate becomes slower and the signal peak shifts to greater time

delay values.

A typical transient transmission spectrum for a nanoparticle solution of radius R=10 nm, in a
distilled water solution is shown in Fig. 6-11. The general behavior of the spectrum for this sample
is the same as the one previously discussed for the samples that contained nanocrystals embedded in
solid matrices. Apart from this general trend, there is a new, interesting feature observed for the
colloidal sample. A new very transient peak is clearly observed. This transient peak is always
observed in the left of the signal peak. In order to locate and interpret the origin of this new

transient peak, transient transmission spectra are obtained for a sample of pure distilled water. The

Measured signal R=10 nm
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Figure 6-13 7 for a colloidal sample (R=10 nm) before (black) and after (green) the correction with the

AT .
use of a —— obtained by distilled water.
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results are shown in Fig. 6-12. The CC of the pump and probe pulses is also exhibited as obtained
with exactly the same experimental conditions. As can be observed, the transient transmission
spectrum of pure distilled water is a fully symmetrical curve with the same time profile with the
laser pulse. Although the origin of this contribution from water to the signal is not clear, by
measuring the contribution of pure water it is possible to isolate it from the contribution of the
nanoparticles in the signal. By performing measurements to water samples and measuring the
amplitude of the water contribution it is possible to obtain the corrected transient transmission

spectra for colloidal nanoparticle samples, as shown in Fig. 6-13.

Corrected transmission spectra obtained for three colloidal nanoparticle solutions are shown
in Fig. 6-14. The trend observed for these samples is the same that can be observed for the

nanoparticles embedded in solid matrices. As can be seen in Fig. 6-14. nanoparticles with bigger

R=2.5 nm
R=5 nm
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Figure 6-14 —— s for colloids after the correction from “water spectra”.
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sizes exhibit slower rates in the rise of the signal. For the biggest nanoparticles, it becomes difficult
to distinguish between their early transient behavior. For the smallest of the three (R=2.5 nm) the

difference is more clear.

6.3.5 Electron-electron thermalization:

Discussion

The electron-electron internal thermalization contributes to the signal before as well as after

the peak of the signal. Eq. 6-4 (result of the phenomenological model) is used to reproduce the
AT o e .
measured 3 and extract the characteristic internal thermalization times. In the fitting procedure,

the CC duration is measured separately and held fixed in the fitting procedure (parameter w). The
long scan, single-exponential electron-phonon characteristic interaction time (z..,) 1s also measured
separately with exactly the same experimental conditions and held fixed during this fitting

procedure.

The results concerned with the internal thermalization characteristic time versus the radius of
the nanoparticle are summarized in Fig. 6-15. As can be seen for big nanoparticle radius, the
characteristic time reaches the one for the bulk metal. The time measured for the biggest
nanoparticles (R=10 nm) is 400 fs which is very close to the time measured for the thin Au film, i.e.
450 fs. As the radius of the nanoparticles becomes smaller, the characteristic time decreases. For the
biggest measured nanoparticle, the characteristic time is 400 fs and for the smallest one (R<1 nm) it

is about 110 fs.
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As 1s seen by our measurements, the characteristic thermalization times for the biggest
nanoparticles are practically equal to the ones measured for the Au thin film. The latter can be
assumed to exhibit the same electronic behavior with the bulk metal. """ This bulk metal case is
the starting point in the interpretation of our results. In the bulk metal case, the thermalization
process of the electron population is governed by the collision of conduction band electrons with
each other. The initially perturbed electrons redistribute their energy to the other electrons (and

Voisin2, Voisin, DelFatti3, Sun2 \ote here that, no electrons are excited, in the means that their

phonons).
number is constant in the band because of the intraband nature of the procedure. The excited
electrons are only gaining energy. The electron density is thus constant in the sample. Two

mechanisms are responsible for slowing down the electron-electron scattering rate. The Pauli

exclusion principle and the reduced Coulomb interaction among electrons due to screening effects
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Figure 6-15 The characteristic electron-electron internal thermalization times versus the radius of the
nanocrystals. Blue corresponds to samples in the liquid dielectric host.
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Voisin, Voisin2 s previously discussed in Chap. 5.

In order to interpret the electronic behavior of small nanoparticles one has to evaluate the
effects of the size reduction and the effects of the confinement in the above mechanisms. As far as
the Pauli exclusion principle is concerned, the size reduction is not expected to have any influence
or modification on this mechanism. According to the Pauli law, two electrons must scatter into two
empty electronic states regardless the size or the confinement of the system. As it is concerned with
the screening of the electronic Coulombic interaction, it is expected to be modified by the size
reduction. Two facts are responsible for leading to this modification in the Coulombic interaction

among the conduction electrons:

Ekardt to

e First, the wave functions of the conduction band electrons have been shown
extend beyond the surface limits of the nanoparticle. This effect, (called the spill-out
effect), reduces the electron density in the region inside the nanoparticle and close to
its surface and increases the electron density outside the nanoparticle and close to the

surface. This way, there exists a non-zero probability in finding an electron out of the

nanoparticle leading to a reduction in the inside electronic density.

Secondly, the d-band electrons are localized to an internal zone away from the vicinity
of the surface. This way, the d-band electrons have an insignificant contribution to the
screening of the Coulomb interaction of the conduction electrons in a layer close to the

surface. Liebsch, Lerme, Ekardt

In order to make the above discussion more quantitative on has to evaluate the amplitude of

the mentioned effects on the electronic diffusion times. Eq. 5-36 (see also Chap. 5): Yosim Voisinz

=5/6 _ -1/2
}/efe oc ne gd
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gave an expression for the electron
diffusion rate assuming a constant €m
electron distribution #»n., and a
constant dielectric constant ¢; for a
bulk metal. Here, ¢; describes the
contribution of the bound d
electrons to the screening of the

electron Coulombic interaction.

Since these two parameters are now

considered not to be space-invariant

but to have a spatial gradient, then

Figure 6-16 A visualization of the nanocrystal as it is assumed
by the model. Area (a) denotes the bulk where the d-band electrons
are found. Area (b) is the intermidiate area where the density » and
the dilectric constant & exhibit a dependence on the distance from the
equation is assumed to be valid only center of the particle. Area (c) is only schematic and is the area
outside the nanoparticle where e=¢,,.

the diffusion rate given by the above

locally. The total diffusion rate
should now be the integrated spatial average of the spatially varying n.(r) and &4(r). The above can

be mathematically depicted as: ¥ 5™ Yoisin2

Voo oc%j”ne(r)[nemgd1/2]47272dr (6-6)

where N is the total number of electrons on the nanoparticle.

In order to evaluate the scattering rate given by Eq. 6-6 one must introduce the spatial
variations of n.(r) and g4(r). The last, is due to exclusion of the d-electron from the surface region
and have been modeled by W. Ekardt ¥ ysing a simple model of two concentric spheres Fig. 6-
16. Licbseh. Ekardt, Lerme 1y o hanoparticle is simply described as a sphere of radius R (zone a-+b), which

correspond to the sphere defined by the ions. (The zone ¢ in Fig. 6-16 is only schematic. There is no
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zone c, since we are using the calculated conduction electron density. A third zone has to be
introduced for describing the spill out effect if we describe this last effect by a simple model of a
constant electron density in a nanoparticle, with a radius larger than the ionic radius.) A smaller
concentric sphere inside the former of radius R-b represents the region where the d-electrons are
present and the dielectric constant takes the value of the bulk metal (zone a). The d-electrons are
excluded from the crown of thickness 4 and the dielectric constant takes the value ¢;=1. The value
of b is set by precisely measuring the size dependence of the SPR frequency in Au and Ag

nanospheres. “*"™

Outside the sphere of radius R, there is a zone where the probability in finding a conduction
band electron is non-zero. A thin region at that point can be introduced but it is schematic: finally
three different zones have to be considered , the first one which is bulk like, a second one where the
d-electrons are absent and the conduction electron density is slightly altered, and a third one, out of
the ion core, where only conduction electron are present (spill-out). The calculated by J. Lerme et

al. 1™ gpatial dependence of n.(r) is

depicted in Fig. 6-17. This figure

1,2 .
shows the non-zero probability for the 7// // .

conduction electrons to spill-out of //
. . . 0,6 ¢
the spherical nanoparticle region (the P ’ /

=
—
surface is denoted as the dotted line). =" 0,3 /

The plotted results are for a Ag
0,0} / |
nanoparticle radius of 1.9 nm with a : 74 % R |
o 12 1,5 18 21 24
similar situation in Au as well. R (nm)
Figure 6-17 Calculated normalized electron density with

respect to the radius for a nanoparticle with R=1.9 nm.

Using the above considerations
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Figure 6-18 The internal electron thermalization times normalized to the bulk (thin film) value versus the
nanoparticle radius R. The results of the numerical calculations are also plotted showing the consistency with the
experiment.

for the spatial variations for n, and ¢;, numerical calculations can be performed in order to obtain
the electron thermalization rates for Au nanoparticles with radii between 1 nm and 10 nm,

Vallee t4oether with

following the model developed for Ag. Results of such numerical calculations
the experimental data are plotted in Fig. 6-18. In the numerical evaluations, the value for the thin
film (bulk) sample (27 nm) has been fixed to the measured value (450 fs) by the experiment.

Though there is no parameter, the numerically calculated curve and the experimental data points are

in a very good agreement, as seen in Fig. 6-18.

Link et al. "™ "2 have also attempted to investigate the effects of size to the ultrafast
electronic properties of nanoparticles (Au). However, they examined only three nanoparticle sizes:
R=9, 22 and 48 nm. They observed no trend for the internal electron thermalization with respect to
the size. Their measurements (with small deviations of their absolute values with respect to ours)
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are consistent with ours, since our experiment shows that for nanoparticle radii greater than about
10 nm the internal electron-electron interactions and the corresponding thermalization is
comparable if not identical to the bulk (or the thin film). In this sense, there is an agreement
between our results and theirs. Stella et al. 3™ have performed measurements on Tin (Sn)
nanoparticles. In their experiments they used three different sizes: R=2, 4 and 6 nm. Their results
showed no trend for the electron thermalization with respect to the nanoparticle size which is in
contradiction to our results. However, they used a degenerate pump and probe setup. In a setup like
that, both pump and probe beams having the same wavelength perturb the same energy area around
the Fermi level. The probe beam probes the transitions that are “launched” from an already
perturbed energy area thus possibly making the results more complex than in the case of a non-
degenerate setup (like ours) where the probe beam probes transitions that are “launched” from an
unperturbed area zone (d-bands) towards the perturbed area around the Fermi allowing us to
monitor the athermal or thermalized character of the last alone, since the “starting point (d-bands) is
unperturbed (at equilibrium). Thus in our work the results that are obtained in a relatively big range

VoisinZ o ynfirm the observed

of nanoparticle sizes, in supplement to recent results obtain for Ag
internal electron thermalization dynamics and extend the validity to a very important noble metal

(Au) and in noble metals in general.

A point that must be addressed here concerns the excitation density of the experiment and the
corresponding electronic rise in the nanoparticles. In order to have reliable results, one must
perform the experiments in the low perturbation regime. In particular, it has been shown " that
for a substantial initial rise in the electronic temperature, the electron-electron interactions and the
concomitant internal electron thermalization accelerates due to increased smearing of the Fermi

distribution and thus due to relaxation of the limits imposed by the Pauli exclusion principle.

DelFatti et al. """ have shown that there is an observable acceleration of this type for initial
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increase in the temperature of the electrons higher than about 500 °K that results in a deviation of
about 40 fs compared to the corresponding thermalization time in the low-perturbation limit. In
order to selectively study the dependence of the electron internal thermalization times on the
reduced screening effect, one must “freeze” the Pauli exclusion effect, i.e. to make the experiment
in an excitation regime where the Pauli exclusion contribution to the electron-electron scattering
rates is constant (as stated previously without however, associating the connection of this effect
with the excitation density). Elsewise, the results would be unclear and the interpretation more
complicated. For the above reasons, we define a temperature rise 47, for the athermal electrons in
the sense that 47, is going to be the temperature that is going to characterize the electron Fermi
distribution after the internal thermalization. This way we are able to “mimic” the energy
(temperature) that is initially stored in the nonthermal electron population. So, taking into account

that the electronic heat capacity is temperature dependent, we have:

C(T)=aT (6-7)
with Owovopov
7° Nk
a="——2L (6-8)
2 T,

where N is the electron number, kp the Boltmann constant and 7F the Fermi temperature. For a very
small amount of energy dE, the corresponding small change in temperature of the system d7 will

be:

max

dE = C(T)dT = aTdT = AE = %(T -T,) (6-9)

where T, is the equivalent maximum temperature of the electrons and 7} is the initial electron
temperature before perturbation (300 °K). Therefore:
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1/2
AT, =T —Toz[zﬂw(fJ -7, (6-10)

Here, AFE is the energy that is initially given by the laser pump pulse in the nanoparticle. For
the samples we investigated the volume fraction of the nanoparticles is very small (typically 107)
resulting in an average absorption of less than one photon per nanoparticle. Thus, the energy
initially stored in a nanoparticle that happens to absorb is solely determined by the pump photon

energy AE =ho . In our case, typically a pump photon wavelength is of A=1050 nm or equivalently
AE=1.18 eV. Taking into account the volume of the nanoparticles V' = %R3 , the effective mass of

electrons in Au m=9.1x10"" kgr (=m, :mass of a free electron) and the Au electron density
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Figure 6-19 The maximum change in the equivalent temperature of the non-thermalized electron population
as a function of the nanoparticle radius.
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n=5.9x10"® m™, we calculate and plot in Fig. 6-19 the results of the above discussion for the
equivalent maximum electron temperature rise versus the nanoparticle radius. As can be seen by
Fig. 6-19, only for nanoparticles close to 1 nm and lower, the temperature rises above 500 °K and
the thermal contribution to the characteristic thermalization time is an additional about 40 fs (which
is not a very big error — it is in the limits of our setup time resolution). Therefore, for the rest of the
examined sizes and especially for R>1.7 nm the results are quite reliable. For the very small
nanoparticles one would expect a further acceleration of the electron-electron scattering rates due to
the reasons already discussed and in this regime, in order to make a better model, one has to
calculate the effects of the relaxation of the Pauli blocking as well and not only the effects of the

screening reduction.

There exists one report in the literature ®*

for experiments in the high perturbation regime
(for Cu) but in that work only one nanoparticle size is examined and therefore we are not able to

compare our results in the low-perturbation regime with others in the high-perturbation regime.

Returning back to Fig. 6-18 we can see that only a very small deviation is observed for the
very small nanoparticle sizes (if not any) in the sense that the experimental data are a little bit
shifted to the right of the numerical curve. Such a deviation (that is also observed in Ag ¥°*"%)
would be attributed to the fact that for very small radii, the number of electrons is very small and
the electronic temperature rise becomes more significant as discussed previously. In order to be
more reliable in this size range and lower, one has to perform measurements with even less
excitation density (longer wavelengths), however the trend given even for these small nanoparticles
is still clear. Furthermore, for the examination of smaller size-particles, one has to take into account
that the number of atoms in the particle reduces so much that approaches the quantum confinement

vicinity. Experiments in this regime will be very interesting and will need further theoretical

support in order to account for these quantum size effects as well.
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6.4 Conclusions

The purpose of work is to study the impact of confinement on the electron interactions in Au

and to study the transition from the bulk metal to the molecular behavior.

e The results give the size dependences of the electron-electron and electron-phonon

times and show the fact that they are environment independent.

e A model has been presented for the electron-electron reduction of the screening close
to the surface. For the electron-phonon energy exchanges the results are not yet clear,

but a clear trend, similar to the electron-electron one has been observed.

e The novelty of this work is that for electron-electron scattering, results are only
obtained before in Ag, and it is important to investigate an other noble metal, to see if

the size dependences are consistent. And they are.

e Concerning the electron-phonon interaction, there are many results in different metals,
but the size dependence is not clear, even experimentally, i.e., some authors say that
there is no size variation, others that it is increasing and others that it is decreasing
with size. Environment dependent electron-phonon interaction time are also reported.
Low perturbation regime measurements in Ag show a reduction of the interaction time
with size and no environment effect for the electron internal thermalization procedure.
It is very important to confirm these results in Au because this consistency extends the
validity of the observed trends and the used models to noble metal nanoparticles in

general
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Chapter 7 Summary

This work dealt with the investigation of the effects of structure on the ultrafast electrnonic

properties of semiconductors like GaAs and the relevant AlGaAs alloy and Au nanocomposites.

Despite the extensive work that has performed in LTG-GaAs, the ultrafast electronic
properties are not yet clear. Although that it is now well established that the inclusion of As spheres
with nanometric dimensions in the GaAs host is responsible for the ultrafast electronic behavior of
the material, it is not yet known what exactly is the law that governs the contribution of the As
precipitate characteristics on the electron trapping times. This work proved that the electron
behavior is governed by diffusion mediated trapping on the surfaces of the As precipitates and that
the electron trapping times depend on both the As precipitate size and density as it is theoretically
predicted by the solution of the diffusion equation, when it is applied for this certain system. This
work gives a powerful tool in the engineering field in fabricating ultrafast optoelectronic devices

that are based on this material.
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The ultrafast electronic properties of alloy semiconductors like AlGaAs are much less studied
yet. This work uses AlGaAs as a test material to study whether the phenomena that are observed in
its relevant GaAs semiconductor, also apply here. It is found that the same mechanism governs the
ultrafast electronic trapping as in the GaAs case. Deviations only in the values of the trapping times
are observed that are due to the difference in the lattice structure. The observations made for
AlGaAs have their unique importance, distinct from GaAs, because with the variation of the Al
mole fraction in the semiconductor, a tunability of the material to a specific desired wavelength is
possible, and so, engineers now have a unique material to use in the fabrication of ultrafast

optoelectronic devices because of its now known ultrafast electronic trapping behavior.

Apart from the influence of the nanometric scale inclusions of semiconductors to their
electronic properties, it is of technological as well as fundamental interest to study the effect of the
size reduction to the electronic properties inside the nanoparticle. For this reason, and for their
unique importance in optoelectronics, nanoparticles of Au are also studied in this work. Although
that study of the ultrafast thermalized electron dynamics has been carried out before in
nanoparticles, very little is known for the internal electron thermalization and only for Ag. Thus,
this work is needed in order to verify previous results in Ag and to extend the validity of the
observations to noble metals in general. The electronic properties of Au nanoparticles are found to
depend on the confinement of the system. This confinement in nanometric dimensions is found to
enhance (accelerate) the internal electron thermalization and a model is presented to describe the
enhancement. Also, the electron-lattice thermalization is found to accelerate with the reduction of
the particle dimensions but the interpretation is not yet clear and more theoretical work is needed.
These observations made for Au nanoparticles are useful because now with the intentional

alteration of the dimensionality of the system, engineers have the ability to control the optical and

178



Chapter7 Summary

ultrafast electronic properties of the material to meet the needs of the optelectronic device

fabrication industry and nanotechnology.

Apart from the study of ultrafast electronic dynamic phenomena in matter, this thesis proves
the applicability of tunable ultrafast laser pulsed sources and of the ultrafast pump and probe
spectroscopy in the selective investigation of very fast phenomena and demonstrates how such

techniques can be manipulated and optimized in order to meet a specific experiment’s requirements.
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