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ABSTRACT
Hippocampus is engaged in memory processes, like episodic and spatial  memory. Hippocampal
Dentate Gyrus (DG) is one of the two regions where adult neurogenesis occurs in mammals, and
has been suggested to underlie pattern separation, i.e., the ability to formulate distinct memories of
similar  episodes.  Principal  neurons  of  the  DG,  granule  cells  (GCs),  are  considered  to  perform
pattern separation through sparsifying and orthogonalizing their inputs. We investigate the role of
newborn  GCs  in  pattern  separation  using  a  simple  computational,  yet,  biophysically  relevant,
spiking neural network. The DG network consists of 2,000 GCs (1,800 developmentally-born GCs
(dbGCs >8 weeks-old), 100 mature adult-born (mab) GCs (6-8 weeks-old) and 100 immature (iab)
GCs (4 weeks-old)),  100 GABAergic  basket  cells,  80 glutamatergic  mossy cells,  and 40 HIPP
interneurons. Each neuronal type is simulated as a point neuron, using the adaptive exponential
integrate-and-fire  (AdEx)  model.  GCs  are  simulated  as  multicompartmental  point  neurons,
consisting of a  somatic  compartment  connected with 12- (dbGCs) or 3-dendrites (mabGCs and
iabGCs). Five different networks were used: two control networks A,B (1900 dbGCs, 50 mabGCs,
50 iabGCs and 1800 dbGCs, 100 mabGCs, 100 iabGCs for networks A,B respectively), a network
C with equal percentages of each GC subpopulation (33.3%), one network D with 50% dbGCs,
25%  mabGCs  and  25%  iabGCs  and  a  network  Ε  without  adult  neurogenesis  (2000  dbGCs).
Moreover, we simulated two additional networks; network B without abGC-BC synapses that lead
to over-excitation of abGC population (network F) and network B without abGC-MC synapses
(network  G)  that  did  not  lead  to  over-excitation.  Study’s  results  showed that  GC activity  was
highest in the network with the highest percentage of abGCs (66% abGCs) populations (mean ± std:
3.39  ± 0.67), followed by the 50-50% network (2.97  ± 0.61), which was in turn higher than the
control networks (1.38 ± 0.41 & 1.57 ± 0.38 for networks A,B respectively). Complete lack of adult
neurogenesis  resulted  in  a  network  with  the  lowest  GC population  activity.  These  simulations
indicate that as the population of abGCs grows, while keeping the total GC population the same, the
excitability of the DG network increases. This is because abGCs are more active than the overall
GC population, irrespectively of the network’s composition. Another set of simulations examined
DG network’s capacity of performing pattern separation in the above networks for EC Layer II
inputs that shared a degree of similarity (60%, 70%, 80% or 90%). The results indicated that the f1

scores of output patterns were decreased as the pattern separation task became more and more
difficult  and  that  conclusion  was  valid  for  DG networks  C,D,E.  Hence,  we  deduced  that  the
presence of abGCs seems to aim pattern separation efficiency for easy tasks (f1(input) = 0.4, 0.3) but
does not contribute significantly for more complex tasks (f1(input) = 0.2, 0.1). Networks F,G exhibit
pattern separation but not better than control network B.
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ΠΕΡΙΛΗΨΗ
Ο ιππόκαμπος εμπλέκεται σε μνημονικές διαδικασίες, όπως είναι η επεισοδική και η χωρική μνήμη.
Η οδοντωτή έλικα (dentate gyrus - DG) στον ιππόκαμπο αποτελεί μία από τις δύο περιοχές όπου η
ενήλικη νευρογένεση συμβαίνει στα θηλαστικά, και έχει προταθεί ότι εξυπηρετεί την λειτουργία
του διαχωρισμού μοτίβων, δηλαδή της ικανότητας σχηματισμού διακριτών μνημών από παρόμοια
επεισόδια.  Ο  κύριος  κυτταρικός  πληθυσμός  της  οδοντωτής  έλικας  είναι  τα  κοκκιώδη  κύτταρα
(granule cells - GCs), τα οποία θεωρούνται ότι επιτελούν τον διαχωρισμό των μοτίβων καθιστώντας
πιο αραιά και ορθογώνια τα σήματα εισόδου που λαμβάνουν. Διερευνούμε τον ρόλο των ενήλικα
γεννημένων GCs (abGCs) στην διαδικασία του διαχωρισμού μοτίβων χρησιμοποιώντας ένα απλό
υπολογιστικό,  ωστόσο  βιοφυσικά  σχετικό,  νευρικό  δίκτυο  ενεργών  κυττάρων.  Το  δίκτυο   DG
αποτελείται  από  2000  GCs  (1,800  εμβρυϊκής  προέλευσης  κοκκιώδη  κύτταρα  (dbGCs  >  8
εβδομάδων), 100 ώριμα ενήλικα γεννημένα κοκκιώδη κύτταρα (mabGCs 6-8 εβδομάδων) and 100
ανώριμα  ενήλικα  γεννημένα  κύτταρα  (iabGCs  4  εβδομάδων),  100  GABAεργικά  καλαθοειδή
κύτταρα (basket cells - BCs), 80 γλουταματεργικά βρυώδη κύτταρα (mossy cells - MCs), and 40
HIPP ενδιάμεσους  νευρώνες.  Κάθε  νευρικός  τύπος  προσομοιώνεται  ως  ένας  νευρώνας-σημείο
(point neuron) χρησιμοποιώντας το νευρικό μοντέλο adaptive exponential integrate-and-fire model
(AdEx).  Τα κοκκιώδη κύτταρα προσομοιώνονται   ως  διαμερισματοποιημένοι  νευρώνες-σημεία,
αποτελούμενοι από το σωμα που συνδέεται με 12- (dbGCs) ή 3-δενδρίτες (iabGCs και mabGCs).
Πέντε  διαφορετικές  συστάσεις  νευρικών  δικτύων  χρησιμοποιήθηκαν:  δύο  δίκτυα  ελέγχου  A,B
(1900 dbGCs, 50 mabGCs, 50 iabGCs και 1800 dbGCs, 100 mabGCs, 100 iabGCs για τα δίκτυα
Α,Β αντίστοιχα) , ένα δίκτυο C με ίσα ποσοστά από τους τρεις υποπληθυσμούς GCs (33.3%), ένα
δίκτυο  D  με  50%  dbGCs,  25%  mabGCs  και  25%  iabGCs  και  ένα  δίκτυο  E  χωρίς  ενήλικη
νευρογένεση (2000 dbGCs). Επιπρόσθετα, προσομοιώσαμε δύο επιπλέον δίκτυα˙ το δικτυο B χωρίς
συνάψεις abGC-BC που οδήγησε σε υπερ-ενεργοποίηση των abGCs  (δίκτυο F) και το δίκτυο Β
χωρίς  συνάψεις  abGCs-MCs το οποίο δεν οδήγησε σε υπερ-ενεργοποίηση του πληθυσμού των
GCs. Τα αποτελέσματα της μελέτης έδειξαν ότι η δραστηριότητα των GCs ήταν υψηλότερη στο
δίκτυο με το υψηλότερο ποσοστό abGCs (66% abGCs) (μ.ό. ± τ.α: 3.39 ± 0.67), ακολοθούμενη από
το δίκτυο με το ποσοστό 50%-50% σε dbGCs και abGCs (2.97  ± 0.61), η οποία δραστηριότητα
ήταν κατά συνέπεια υψηλότερη από ό,τι στα δίκτυα ελέγχου Α,Β (1.38 ± 0.41 & 1.57 ± 0.38  για τα
δίκτυα Α,Β αντίστοιχα). Η απουσία ενήλικης νευρογένεσης στο δίκτυο Ε οδήγησε στα χαμηλότερα
επίπεδα δραστηριότητας για τον πληθυσμό των GCs στο σύνολό τους. Οι προσομοιώσεις αυτές
υποδεικνύουν ότι  καθώς ο πληθυσμός των abGCs αυξάνει,  ενώ ο  ολικός  πληθυσμός των GCs
διατηρείται σταθερός, η δραστηριότητα του DG δικτύου αυξάνεται επίσης. Αυτό συμβαίνει επειδή
τα abGCs είναι πιο δραστικά από τα ήδη υπάρχοντα dbGCs ανεξάρτητα από την σύσταση του
δικτύου DG. Άλλες προσομοιώσεις εξέτασαν την ικανότητα του δικτύου DG να πραγματοποιεί
διαχωρισμό μοτίβων στα πραπάνω δίκτυα για σήματα εισόδου προερχόμενα από το στρώμα ΙΙ του
ενδορινικού φλοιού. Τα σήματα αυτά μοιράζονται ένα βαθμό ομοιότητας (60%, 70%, 80%  ή 90%).
Τα αποτελέσματα έδειξαν ότι τα f1 σκορ των σημάτων εξόδου μειώνονταν καθώς  οι δοκιμασίες
διαχωρισμού μοτίβων αυξάνονταν σε δυσκολία και αυτό το συμπέρασμα ήταν έγκυρο για κάθε ένα
από  τα  δίκτυα  C,D  και  E.  Συνεπώς,  συμπεραίνουμε  ότι  η  παρουσία  των  abGCs  φαίνεται  να
διευκολύνει τον διαχωρισμό μοτίβων για εύκολες δοκιμασίες (f1(input) = 0.4, 0.3) ενώ στην περίπτωση
δύκολων  μοτίβων  (f1(input) =  0.2,  0.1)  ,  η  παρουσία  των  abGCs  δεν  φαίνεται  να  συνεισφέρει
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σημαντικά. Τα δίκτυα F,G εκτελούν διαχωρισμό μοτίβων αλλά όχι καλύτερα από το δίκτυο ελέγχου
Β.
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dedicated to my father Gerasimos,
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1. INTRODUCTION

1.1 Hippocampus
Hippocampus, is a paired structure with mirror-imaged halves in the left and right hemisphere in the
temporal lobe of the brain, being crucial for functions like episodic (Scoville and Milner 1957) and
spatial (Squire 1992, Scovile and Milner 1957, Burgess et al., 2002, Squire et al., 2004, O’Keefe
and Dostrovsky 1971, Hafting et al., 2005) memory formation, storage and consolidation (Squire
et  al.,  2004).  Hippocampus,  is  a  heterogeneous  structure  with  gradually  segregated  functional
differences along its dorsoventral axis (Kjelstrup et al., 2008, Thompson et al., 2008, Fanselow
and Dong 2010, Strange et al., 2014). Experimental studies in rodents, using lesions in different
hippocampal subregions along the dorsoventral axis and optogenetic manipulations, revealed the
aforementioned  heterogeneity.  More  specifically,  lesions  of  the  dorsal  hippocampus  impaired
cognition  and  spatial  learning  while  optogenetic  inhibition  of  granule  neurons  of  this  area
deteriorated contextual memory encoding (Kheirbek et al., 2013). On the other hand, lesions of the
ventral hippocampus affect emotional behavior, social interactions (Felix-Ortiz and Tye 2014), and
stress-resilience (Hughes 1965, Stevens and Cowey 1973, Henke 1990, Moser et al., 1993). Also,
optogenetic  activation  of  granule  neurons  in  the  rodent  ventral  hippocampus  resulted  in
amelioration of the anxiety-like behavior (Kheirbek et al., 2013).
Although,  the dorsal and ventral hippocampus in rodents corresponds to the posterior and anterior
hippocampus in humans, respectively. The aforementioned effects continue to exist in humans. In
particular, taxi drivers who are demanded to exhibit a large capacity for processing of spatial and
contextual information usually have got larger volume of posterior hippocampus (Maguire et al.,
2000),  whereas  unmedicated  patients  with  depression  have  a  smaller  volume  of  anterior
hippocampus (Boldrini et al., 2013).

 

Figure 1: Comparison of hippocampal anatomy across different species. a) Schematic representations of the hippocampal long axis
in rats (left), macaque monkeys (middle) and humans (right). The longitudinal axis is described as ventrodorsal in rodents and as
anteroposterior in primates. b) The full long axis of the hippocampus (red) can be seen in brains of rats (left), monkeys (middle) and
humans (right), with the entorhinal cortex shown in blue. c) Drawings of Nissl cross-sections of mouse (left), macaque (middle), and
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human hippocampi (right). A, anterior; C, caudal; D, dorsal; DG, dentate gyrus; L, lateral; M, medial; P, posterior; R, rostral; V,
ventral (Adopted by Strange et al., 2014)

Hippocampal formation is comprised of dentate gyrus (DG), hippocampus (Cornus Ammonis - CA
regions), subiculum, presubiculum, parasubiculum (O’Mara 2005) as well as entorhinal cortex (EC)
(Coras et al., 2014). Recently, has been identified also a new area/subdivision for CA region, named
the CA4 region (Coras et al., 2014).

Figure 2: Cellular diversity in the hippocampus. In hippocampal area  can be found many morphological diverse neurons. The
differences may be about the shape of the soma, the dendritic tree (basal, apical or both), the number and shape of dendritic spines,
the dendritic length etc. (Adopted by Dendrites, Oxford University Press 2015; Modified from Mel, B.W. Neural Computation,
1994).

In the hippocampal cortical region there are excitatory glutamatergic principal neurons (pyramidal
cells in CA1, CA2, CA3 hippocampal regions, while granule cells (GCs) & mossy cells (MCs) in
DG) and inhibitory GABAergic interneurons (INs). Principal hippocampal neurons are connected to
each  other  through  glutamatergic  synapses,  formulating  the  hippocampal  trisynaptic  circuit
(Andersen et al., 1971).
Interestingly,  the  hippocampus  interacts  with  other  brain  structures  related  with  the  control  of
emotions,  thus  hippocampus  is  also  pivotal  for  emotional  behavior  (Sahay  &  Hen  2007).
Hippocampus  possess  a  noteworthy role  not  only  in  acquisition  of  new memories,  but  also  in
retrieval of old ones as well. Hence, hippocampus using a partial amount of information (the so-
called cues), manage to reactivate the full representation of already stored memories, a function
termed as pattern completion which was mainly attributed to synaptic transmission and plasticity of
the  recurrent  network of  CA3 hippocampal  area  (Marr 1971,  McNaughton and Morris  1987,
O’Reilly and McClelland 1994, Treves and Rolls 1994, Hasselmo et al., 1995).

17



Figure 3: Pattern completion process. Schematic conceptual representation of the pattern completion function of the hippocampus.
Pattern completion can be thought as making overlapping representations (A and A’) even more overlapping. (Adapted by Yassa &
Stark 2011)

Along  many  years  of  scientific  research,  several  possible  roles  have  been  attributed  to
hippocampus,  highlighting the importance of information processing into the classic  trisynaptic
loop. Among them, a vital hippocampal function is the so-called pattern separation which has been
attributed to DG hippocampal structure. Pattern separation is the ability of adult hippocampus to
formulate distinct memories of similar episodes.  Especially,  pattern separation was attributed to
synaptic transmission and plasticity in the feed-forward network of EC → DG → CA3. The way
through which this  is  accomplished,  is  via  the formulation of distinctive representations of  the
temporal and spatial  characteristics that  identify each specific  event.  Thus,  in this  feed-forward
circuit takes place segregation both in time and space for initially overlapping EC memory engrams
(Marr 1971, McNaughton and Morris 1987, O’Reilly and McClelland 1994, Treves and Rolls
1994, Leutgeb et al., 2007, Bakker et al., 2008).

Figure 4: Pattern separation process in the DG. A-B) Different versions of the same objects given as sensory inputs to the brain. It is
supposed that DG is responsible for permitting us  to recognize the different versions of the same object. (Adopted from Bakker et
al., 2008) C) A schematic representation of input/output transfer function in DG. In this conceptual representation, pattern separation
process is the transformation of similar, overlapping representations (A and A’) into more distinct ones (Adopted by Yassa and Stark
2011).

To put in a nutshell, it is widely hypothesized that pattern separation is accomplished via two ways.
A first  approach,  considers  GC neuronal  population  as  the  mechanism of  orthogonalization  of
inputs,  through  sparsity,  i.e  the  firing  of  a  small  percentage  of  GCs  for  a  given
environment/stimulus (Jung and McNaughton, 1993, Leutgeb et al., 2007). Particularly, 2 -5% of
the  GC population  is  active  in  a  typical  exploration  of  a  given  environment  according  to  the
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experiments (Chawla et al., 2005, Ramirez-Amaya et al., 2006, Tashiro et al., 2007). Thus, the
sparse spiking of GCs is supposed to contribute to the orthogonalization of correlated input patterns.
The  second  proposed  mechanism  of  pattern  separation,  includes  the  recruitment  of  different
populations  of  hippocampal  place  cells,  imposed  by  strong  inputs  from the  GC axons  during
memory encoding, which act as “detonators”.  These renowned “place cells”,  which fire only at
specific  locations  remaining  silent  in  other  places  (O’Koffe  and  Dostrovsky  1971)  have  the
tendency to “remap” after  the  exposure to  multiple  uncorrelated representations,  even if  minor
changes have happened in them (Muller and Kubie 1987, Bostock et al.,  1991, Markus et al.,
1995). The “remapping” that is mediated by place cells, could be considered as a type of pattern
separation, because slight discrepancies in inputs are modified into less similar representations.
The  attribute  of  pattern  separation  to  DG  is  not  only  a  theoretical  idea,  but  also  a  valid
experimentally  tested  proposed  function.  Lesions  of  the  DG  in  rodents  resulted  in  impaired
performance in pattern separation tasks (Gilbert et al.,  2001, Hunsaker and Kesner 2008).  The
same effect was induced also after deletion of NMDARs in GCs of mice (McHugh et al., 2007).
Interestingly, another key feature of DG, adult neurogenesis, is experimentally implicated in spatial
pattern separation (Clelland et al.,  2009, Creer et al., 2010).  This ability of the DG to perform
spatial pattern separation, has been regarded as a critical function of the hippocampus, facilitating
the  creation  of  foundations  for  the  contextual  memory (Lee and Kesner  2004),  a  fundamental
aspect that permits animals’ survival, facilitating them to recognize discrepancies among extremely
similar contexts.

1.2 Dentate gyrus
Anatomically, DG is a cortical structure into the hippocampal area (Amaral and Lavenex 2007)
with a regular organization of its principal cell layers and a laminar distribution (Amaral et al.
2007). The basic trilaminar structural organization of the DG is well conserved in all examined
species while there are not observed crucial phylogenetic modifications (Amaral et al. 2007). The
principal neuronal population of the DG is comprised by the GCs, highly polarized cells with a
particular orientation of their cone-shaped dendritic tree towards the three levels (inner, medial,
outer) of molecular layer (ML), while their oval-shaped cell body is located in the granule cell layer
(GCL). The axons of granule neurons (mossy fibers - MFs) are found at the polymorphic layer also
known as hilus, and recently termed as CA4. In the hilus, is located a subclass of GCs named
ectopic GCs (Scharfman et al., 2007). Also, in the IML are found the semilunar GCs (Larimer et
al., 2010, Williams et al., 2007).
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Figure 5: A schematic representation of the rat hippocampal circuit. The colorful arrows represent the excitatory axonal projections
from representative principal cells within each layer to their downstream targets. An example is the projections from the DG cells that
target the excitatory hilar mossy cells and the inhibitory interneurons as well as CA3 pyramidal neurons and INs (Adapted by Piatti
et al., 2013).

Importantly, DG is one of the two confirmed brain regions in mammals where adult neurogenesis
takes place (Zhao et al., 2008) with the integration of newly generated neurons into the functional
established DG network (van Praag et al., 2002, Toni et al., 2008, Jessberger and Kempermann
2003).

Figure 6:  Neurogenic niches in the mammalian brain. In mammals, adult neurogenesis take place in two different sites; olfactory
bulb and hippocampal dentate gyrus. The neurogenic niche in olfactory bulb is the rostral migratory stream, while in dentate gyrus is
the subgranular zone (Adapted by © Laurie O’Keefe. inset illustrations based on L. Varela-Nallar, N.C. Inestrosa, (2013) Front
Cell Neurosci, 7:100, 2013. doi: 10.3389/fncel.2013.00100). 

A special characteristic of the DG is that it receives mainly unidirectional connections, with the EC
providing the major  external  input  via  the perforant  path (PP).  DG, is  primarily  innervated by
glutamatergic synaptic inputs from the lateral entorhinal cortex (LEC) via the lateral perforant path
(LPP)  and  from  the  medial  entorhinal  cortex  (MEC)  via  the  medial  perforant  path  (MPP).
Especially, the LPP inputs carry non-spatial, contextual information while the MPP inputs carries
mainly spatial information (Luna et al., 2019). Thus, DG is the first relay station where information
from the EC Layer II is processed until it conveys to CA3 subregion (Amaral et al., 2007, Treves et
al., 2008). EC main excitatory/glutamatergic inputs to DG - via fibers known as PP- lead to the first
step of information processing that ends up to the production of episodic memories (Amaral et al.,
2007). EC Layer II inputs are the major afferents to the outer molecular layer (OML) and medial
molecular layer (MML) of the DG (Amaral et al., 2007, Steward et al., 1976, Witter 2007). The
main afferent inputs of inner molecular layer (IML) are the axons of MCs (Ribak et al.,  1985,
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Scharfman & Myers 2012, Buckmaster et al.,  1996).  DG output ends up to CA3 hippocampal
region and is derived by GC axons, the MFs (Scharfman 2016).
GC  dendrites  significantly  contribute  in  the  processing  of  the  PP input  through  the  dendritic
integration procedure (Krueppel et al., 2011). Hence, in the outer two thirds of the ML, dendrites of
GCs  receive  inputs  from  the  EC  via  PP,  while  dendrites  in  the  IML,  receive
associational/commissural inputs onto their proximal dendrites (Krueppel et al., 2011).

Figure 7: Dendritic integration in the GCs. Neuronal output is not only influenced by the synaptic excitatory drive that a given
neuron receives, but also by GABAergic inhibition and the intrinsic properties of the cell.  These three aforementioned levels of
regulation, control plastic properties of GCs when acting all together (Adapted by Lopez-Rojas and Kreutz 2016).

Figure 8: A schematic representation of the hippocampal circuit. The dentate gyrus (DG) receives the majority of its inputs from the
Layer II  of the Entorhinal Cortex (EC) through perforant pathway (PP) afferents.  More specifically, it  receives inputs from the
Medial EC (MEC) via Medial PP (MPP) and inputs from the Lateral EC (LEC) via Lateral Perforant Pathway (LPP). The axons of
the granule neurons project towards the pyramidal cells of CA3 hippocampal subregion. These axonal projections are the mossy
fibers (MFs). The projections of the CA3 pyramidal neurons from the Schaffer collaterals, establish synapses with the dendrites of
the  CA1  pyramidal  cells.  Finally,  the  CA1  pyramidal  neurons  close  the  loop,  completing  the  trisynaptic  hippocampal  circuit
projecting its fibres to the deep layers of the EC. Moreover, CA1 pyramidal cells receive direct inputs from Layer III of the EC
through the temporoammonic pathway (TA). CA3 also accepts direct inputs from EC Layer II. (Adopted by Pinar et al., 2017)

1.3 Major cell types in dentate gyrus

1.3.1 Granule cells (GCs)

GCs of DG consist  its  main excitatory neuronal  population (Amaral  et  al.  2007).  GCs have a
characteristic morphology that does not resemble the classic morphology of pyramidal neurons in
hippocampal area. More specifically, they have got an elliptical-shaped cell body (length ~10.0 μm
and width ~18.0 μm) (Claiborne et al. 1990), while their dendritic tree is coned-shaped with spiny
apical dendrites, i.e GCs are highly polarized. These dendritic processes are very thin and extend

21



throughout the ML (Amaral et  al.  2007).  As the dendrites diverge from the IML, they become
thinner leading to smaller diameters as well as rendering their electrophysiological characterization
very challenging (Amaral et al. 2007).

Figure 9:  A typical dentate granule cell. In the illustration is also incorporated the axonal arbor of the granule cell. A collateral
plexus gives rise to multiple (~200) typical synapses on cells located within the polymorphic cell layer (pcl). The majority of these
synapses are onto the dendrites  of inhibitory interneurons.  Also,  some of the large mossy fiber  synapses are distributed in the
polymorphic layer. Many of these terminate to the proximal dendrites of  excitatory mossy cells. The mossy fibers axons ultimately
enter the CA3 subregion and they terminate with mossy fiber expansions on a small number (~15-20) of CA3 pyramidal cells
(Adopted by Amaral et al., 2007). 

Granule dendritic tree has a larger total dendritic length in suprapyramidal blade (~3500 μm) in
comparison with infrapyramidal  blade  (~2800 μm) while  the  density  of  dendritic  spines  is  1.6
spines/μm and 1.3 spines/μm at supra- and infra-pyramidal blade, respectively (Desmond and Levy,
1985). Summing up, there are ~5600 supra-pyramidal and ~3640 infra-pyramidal spines. Taking
into consideration that dendritic spines are the major sites where excitatory synapses are located, the
aforementioned spine numbers are potential indicators for the number of excitatory synapses that
GCs receive from all other sources (Amaral et al. 2007). In rats, GCs have only apical dendrites,
however,  in  humans  and monkeys  have  been  identified  DG GCs with  basal  dendrites  as  well
(Seress and Mrzljak, 1987).

Figure 10: Photomicrograph of a typical dentate granule cell. In the Figure A, we see a photomicrograph and in the picture B a
prototypical granule cell that has filled with Lucifer yellow in a hippocampal slice. The dendritic processes arise mainly from the
apical surface of the cell body, and the axon emerges from the basal surface. The spiny dendrites extend into the molecular layer (ml)
until the hippocampal fissure, and the axon collateralizes within the polymorphic layer (pl) (Adopted by Amaral et al., 2007).

The dbGCs in DG consist 90-95% of the GC population (Schlessinger et al., 1975, Altman and
Bayer 1990). This type of GCs are produced early during development and they do not surpass
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further divisions. The remaining 5-10% of  GC population consist the newly generated abGCs that
are derived from NPCs in the SGZ of the DG (Altman and Das 1965, Eriksson et al., 1998, Gould
et  al.,  1999,  Imayoshi  et  al.,  2008).  Spine  density  and  dendritic  complexity  of  these  abGCs,
augments and bears resemblance with dbGCs as development continues (Crain et al., 1973).
The low firing rates of GCs in combination with their sparse connectivity with CA3 pyramidal cells
(Amaral et al. 1990), favor and support the capability of GCs to perform pattern separation, making
GCs suitable candidates of pattern separation ability.

1.3.2 Mossy Cells

Mossy cells  (MCs) constitutes a measurable amount of neurons in the hippocampal DG region
located only in the hilus (Amaral et al., 2007, Scharfman & Myers 2012, Amaral 1978). They are
part of a complex circuit as they innervate both the GCs and the INs located in the DG. This finding
is really interesting because MCs excite GCs through glutamatergic synapses and also inhibit them
indirectly through the excitation of local INs (Scharfman 2016). Interestingly, the net effect of MC
excitation is the inhibition of GCs activity aiding pattern separation in the DG (Jinde et al., 2012,
Danielson et al., 2017).

Figure 11. Typical mossy cell representation. A montage of several focal planes (A), and a drawing of a typical mossy cell with its
thorny  excrescence  and  its  dendritic  tree  (B).  The  thorny  excrescences  are  proximal  to  the  soma  while  the  dendrites  extend
throughout nearly the entire polymorphic region, but few enter either the granule cell  or molecular layers. (Adopted by Amaral et al.,
2007).

MCs own their name to Amaral (Amaral et al., 1978), who studied them and other cell types that
are located in the hilus (polymorphic layer) using the classic Golgi method. He named them mossy
due  to  their  ‘mossy’ appearance,  i.e  the  presence  of  thorny  exerceness  on  proximal  dendrites
(Scharfman 2016), i.e very large and complex spines (Amaral et al., 2007) which are not present
on interneurons or GCs (Ribak et al., 1985, Amaral 1978, Frotscher et al., 1991). MCs have a large
cell body (~25-35 μm) with a triangular or multipolar shape (Amaral et al., 2007). This cell body
consists the starting point from which three or more thick dendrites are heading towards the hilus
after traveling a long distance. These main thick dendrites, bifurcate once or twice, creating new
dendritic branches extended into the ML (Ribak et al., 1985, Scharfman & Myers 2012, Amaral
1978, Frotscher et al., 1991, Scharfman 1991, Blackstad 2016).
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Figure 12: The mossy cell. A drawing of a typical mossy cell (mc) in the polymorphic cell layer (pcl). The axon of the mossy cell
develops a plexus within the polymorphic layer, and also an ipsilateral projection to the inner molecular layer, known as associational
pathway. The main axon also projects contralaterally to the inner molecular layer, forming the commissural pathway (Adopted by
Amaral et al., 2007).

1.3.3 HIPP Cells

HIPP cells are a considerable population of INs in the DG, with their cell body located in the hilus
(Scharfman 2016).  They  receive  input  from EC Layer  II  and project  to  the  DG at  the  distal
dendrites (Freund & Buzsaki 1996, Halasy & Somogyi 1993, Han et al., 1993).

1.3.4 Basket cells

Basket cells (BCs) of DG are another type of GABAergic parvalbumin-expressing interneurons that
target the perisomatic area of GCs (Kraushaar and Jonas 2000).

Figure 13: Basket cell (BC) and its dendritic distribution into distinct layers. A prototypical pyramidal BC is shown after intracellular
injection of neurobiotin. In (A) we observe a montage that was created after the visualization of the cell and in the (B) a line drawing
of  a typical BC (Adopted by Amaral et al., 2007).

Their name is attributed due to the fact that they formulate a plexus around the cell body of GCs
like a basket. BCs are cell types resistant to seizures because they are tolerant to excitotoxic factors
that affect other types of INs in DG, like HIPP cells (Sloviter 1987, Sloviter 1989, Schwarzer et al.,
1995).
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Figure 14: A typical basket cell. The cell body of the basket cell is located at the interface between the granule cell layer (gcl) and
the polymorphic cell layer (pcl). The axons of the basket cell emerges from the apical dendrite. Collaterals of this axon form a curtain
of terminals that synapse with the granule cell bodies (Adopted by Amaral et al., 2007).

1.4 A historical preview of adult neurogenesis
The  concept  of  adult  neurogenesis  is  a  highly  controversial  issue  that  concerns  the  scientific
community till nowadays, while its existence in the human brain has both supporters and opponents.
In 1928, the father of modern neuroscience, Santiago Ramón y Cajal wrote: 

“Once development has ended, the founts of growth and regeneration dried up irrevocably. In the
adult centers the nerve paths are something fixed, ended and immutable. Everything must die,

nothing may be regenerated.”

However, this point of view was challenged when Altman and Das in 1965, reported for the first
time that  they  discovered  autoradiographic  and histological  evidence  of  postnatal  neurogenesis
(Altman & Das, 1965). Nevertheless, it was not earlier until the middle 1990s, that was started to
become widely accepted the fact that new neurons are produced and are incorporated in the adult
brain (Gross 2000, Kaplan 2001).
The first insights into human adult neurogenesis, came with the scientific paper of Eriksson P.S.
(Eriksson  et  al.  1998)  shedding  light  into  the  investigation  of  this  procedure  in  human  adult
hippocampus, especially in the DG.
A considerable  number  of  following studies  supported  these findings,  leading today in  a  well-
established scientific literature and research that supports adult neurogenesis as a fact in mammals,
and even in humans (Eriksson et al. 1998, Bergmann et al. 2015, Spalding et al. 2013, Boldrini et
al. 2018). Adult neurogenesis was identified early in many brain regions in songbirds (Nottebohm
2002),  in  other  bird  species  as  well  as  in  reptiles,  fish  (Zupanc  2001)  and  a  wide  range  of
vertebrates (Cayre et al., 2001). However, adult neurogenesis in mammals, seems to be restricted in
two specific brain regions, including the DG in the hippocampus and the olfactory bulb (OB) (Ming
and Song 2011). 
In humans particularly, adult neurogenesis has been detected only in DG, making it unlikely to take
place in the OB (Aimone et al., 2016). Some other more controversial studies, have been reported
neurogenesis in neocortex (Cameron et al. 2008, Gould 2007, Could et al. 1999) and hypothalamus
(Kokoeva et al. 2005) but these results are not well-accepted from scientific community (Rakic
2002) due to the lack of a solid amount of quantitative datasets in order to perform comprehensive
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comparisons (Snyder 2019). More specifically, the claim about adult neurogenesis in the neocortex
was rejected after the application of a radiocarbon dating method that was implemented in neurons
derived from postmortem brains of people that were exposed to ionizing radiation during the atomic
bomb testing in the 1960s (Spalding et al. 2013). Nevertheless, this technique revealed consistent
rates of neurogenesis in human hippocampus even into the ninth decade of their lives.
Overall, adult neurogenesis is evident in mammals and in a large variety of species from rodents
(Jessberger and Gage 2014, Snyder et al., 2009) to monkeys (Gould et al., 1998, 1999).
While in vertebrates, like fish and reptiles which share a more primitive nervous system - adult
neurogenesis  seems  prevalent  in  many  brain  regions,  in  primates,  with  more  advanced  and
complicated nervous systems, adult neurogenesis is more restricted. This observation substantiate
the existence of ample evolutionary pressures that attenuated neurogenesis in other brain areas and
resulted  in  the  OB and  DG,  two relatively  detached  structures,  where  an  evolutionary  gain-of
function existed (Aimone et al., 2016).
A variety of experimental techniques paved the way towards the dissolving of skeptical thoughts
about  the existence of  adult  neurogenesis.  First  of  all,  scientists  developed immunohistological
techniques  for  the  labeling  of  dividing  cells  with  nucleotide  analogues  (for  example,
bromodeoxyuridine-BrdU) as well as protein markers specific to neurons (for example, NeuN) or
genetic markers (Kempermann et al.  2015).  The combination of the aforementioned techniques
accompanied  with  confocal  imaging  techniques,  identified  adult-born  neurons  with  great
consistency and precision (Luzzati et al., 2011). Furthermore, it was observed that the incorporation
of adult-born neurons it was affected by behavioral parameters, like physical exercise (van Praag et
al. 1999), enriched environments (Kempermann et al. 1997), age (Katsimpardi and Lledo 2018),
learning (Gould et al. 1999) or stress conditions (Schoenfeld and Gould 2012, Levone et al., 2015,
Mirescu  and  Gould  2006).  Interestingly,  hippocampal  neurogenesis  is  also  increased  in
pathological conditions like hypoxia (Zhu et al. 2005, Varela-Nallar et al. 2014), ischemia (Liu et
al. 1998, Jin et al. 2001), seizures (Parent et al. 1997, Scharfman et al. 2000) and traumatic brain
injury (Dash et al. 2001, Chirumamilla et al. 2002, Villasana et al. 2014, Villasana et al. 2015).
The addition of adult-born neurons in hippocampal DG is of crucial importance for memory and
learning (Shors et al. 2001, Dupret et al. 2008, Sahay et al. 2011). The integration of newborn
neurons after adult neurogenesis in hippocampus in pathological situations like the ones previously
referred,  might  compensate  for  functional  deficits  and  dysfunction  contributing  to  cognitive
recovery (Villasana et al. 2015).
Adult neurogenesis offers new perspectives and possibilities for structural plasticity while providing
at the same time regenerative capacities in adult mammalian brain (Kempermann & Gage 1999,
Fuchs & Gould 2000, Temple & Alvarez-Buylla 1999, Doetsch & Hen 2005, Ming & Song 2005,
van Praag et al. 2002, Carleton et al 2003, Schmidt-Hieber et al 2004).
Recent studies, using advanced and improved protocols for the identification and visualization of
abGCs in human brain (Moreno-Jiménez 2019), have shed light on the issue of adult neurogenesis
in  DG  region  of  the  hippocampus.  An  important  study  provided  evidence  for  continued
neurogenesis in adulthood at high rates, suggesting its important role in human behavior (Spalding
et al., 2013). In particular, they calculated that approximately 700 abGCs are added each day in the
hippocampal circuit of middle-aged adults (Spalding et al., 2013).
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Nevertheless, till nowadays, human DG adult neurogenesis raises conflicting results with a recent
study failing to detect newborn neurons beyond adolescent (Sorrells et al. 2018) while at the same
time period, another published study pinpointed the presence of adult hippocampal neurogenesis in
humans  even  throughout  aging  (Boldrini  et  al.,  2018).  Human  adult  neurogenesis  in  the
hippocampus is a promising area of research in which scientists are pursuing to get deeper insights
into  its  contribution  in  mechanisms  of  learning  and  memory  and  its  role  under  pathological
conditions. A recent study in humans, substantiate the latter interest with the comparison of adult
neurogenesis levels both on controls and Alzheimer diseased cases (Moreno-Jiménez et al., 2019).

1.5 The importance of studying adult neurogenesis
There is an increasing number of animal studies that supports the causal role of adult neurogenesis
in  a  variety  of  hippocampus-dependent  functions.  The  addition  of  newborn  neurons  into  the
preexisting  DG  network  of  developmentally-born  (db)  GCs  adds  flexibility  in  learning  and
adaptation in behavior, augmenting the plasticity of the system and contributing to the confrontation
of cognitive and emotional challenges (Anacker et al., 2017, Cameron et al., 2015, Opendak et al.,
2015, Snyder 2019).
Neurogenesis in the adult brain and neurogenesis in neonatal brain, seems to present differences,
indicating  the  discrepancies  between  these  two  environments.  The  study  of  neurogenesis  in
hippocampal DG is a model in order to investigate how the microenvironment of this neurogenic
niche affect the neural stem cell (NSC) fate in adult or neonatal brain. Experimental studies using
hippocampal  neural  progenitor  cells  (NPCs),  show that  in  vitro  conditions  could determine the
phenotype of newborn neurons (Song et al., 2002, Deiseroth et al., 2004, Shen et al., 2004). The
study  of  adult  neurogenesis  could  provide  deeper  insights  into  the  understanding  of  the
incorporation of NSCs in the adult healthy and diseased brain.

1.6 Neurogenic niches in the mammalian brain
In the mammalian adult brain, there are two identified regions where adult neurogenesis takes place.
These  regions  are  the  subventricular  zone  (SVZ)  of  the  lateral  ventricle  in  the  OB  and  the
subgranular zone (SGZ) in the DG (Ming & Song 2011). In these two regions, NSCs give rise to
NPCs which in turn, differentiate into neurons or glia (Gage 2000). Newborn neurons identified in
the SVZ of the OB migrate  through the rostral  migratory stream (RMS) and become GCs and
periglomerular neurons of the OB. However, adult neurogenesis in human OB has not been detected
(Aimone et al., 2016). Neurons born in the SGZ of the DG, migrate towards the granule cell layer
(GCL)  giving  rise  to  adult-born GCs (abGCs) while  they  manage to  be  fully  and functionally
integrated into the hippocampal circuit (van Praag et al., 2002, Toni et al., 2008).
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Figure 15: A saggital section view of an adult rodent brain. The two regions that adult neurogenesis takes place are highlighted with
red color (dentate gyrus (DG) in the hippocampal (HP) formation & olfactory bulb (OB) with its neurogenic niche; rostral migratory
stream (RMS) (Adapted by Ming & Song 2011).

Indeed, OB and DG are two regions that are relatively detached from each other while they do not
share enough similarities. Concretely, OB is a primary sensory region, reliable for processing of
incoming  raw  olfactory  inputs,  while  the  DG  is  a  deep  brain  structure,  with  a  trilaminar
organization, without having immediate vicinity with incoming sensory inputs.
NSCs - in OB neurogenic niche of SVZ - being adjacent to the lateral wall of the lateral ventricle,
and NSCs - in neurogenic niche of SGZ - in the hippocampus, are characterized as glia cells since
they consist a subpopulation of astrocytes (Doetsch 2003).These newborn neurons are derived by
progenitors cells and are produced everyday. Only a small percentage of them finally manage to
survive and be fully incorporated in a functional way in the hippocampal circuit (Ming & Song
2011).
There is experimental evidence which support the statement that SVZ of the OB and SGZ of the
DG are “neurogenic niches”. Thus, transplantation of NPCs from the SVZ of the OB into ectopic
regions of the adult brain, has as a result to appear the phenomenon of gliogenesis, according to
which NPCs gave rise to oligodendrocytes and astrocytes (Seidenfaden et al., 2006). On the other
hand, transplantation of NPCs from a non-neurogenic region, like the spinal cord, to a neurogenic
region,  like  the  DG,  has  as  a  result  to  give  rise  to  neurons  (Shihabuddin  et  al.,  2000).  The
aforementioned experimental results, reinforce the hypothesis that the local microenvironment in
neurogenic niches promotes adult neurogenesis, which takes place specifically in these two regions.

Figure 16: Neurogenic niches of olfactory bulb and dentate gyrus with their cellular populations.  Schematic illustration of the
neurogenic niches in the olfactory bulb (left) and in the dentate gyrus (right) with a model of potential lineage relationship under
basal (solid arrows, left & right) and injury conditions (blue arrows left) (Adapted by Ming & Song 2011).
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The  development  of  abGCs  in  DG,  recapitulates  the  embryonic  development  of
developmentally/perinatally  born granule  neurons,  which  means  that  they  follow an  outside-in-
layering pattern of development, with the dbGCs to be located in the outer GCL and the abGCs
located in the inner or middle GCL (Mathews et al. 2010, Kempermann et al. 2015). However, the
time period that is needed for newborn neurons to be fully mature in the adult hippocampus is
longer than the respective time period for perinatally-born granule neurons (Overstreet-Wadiche et
al., 2006). Studies in rodents and primates imply a pattern for the addition of DG neurons along
ventral  to  dorsal  axis,  supra-pyramidal  to  infra-pyramidal  and  superficial  to  deep  gradients
(Schlessinger et al., 1975, Rakic and Nowakowski 1981).

1.7 The Stages of Maturation in Adult-Born Neurons
Adult neurogenesis in the DG starts with the proliferation of NPCs in the SGZ (Deng et al., 2010).
During this proliferation period, the vast majority of NPCs differentiate into the primary neuronal
population of DG, the GCs, while a minority of NPCs give rise to glia (Cameron et al., 1993).
During  adult  neurogenesis,  only  a  small  fraction  of  adult-born  generated  neurons  manage  to
survive, surpassing the barriers, and be incorporated into the hippocampal circuit, whereas the vast
majority of adult-born neurons undergo apoptosis (Biebl et al., 2000, Dayer et al., 2003, Sierra et
al., 2010). Newborn GCs become fully mature after a time period that endures approximately two
months (~8 weeks). The endurance of maturation period is species-dependent (Snyder et al., 2009).
During  maturation  time  period,  newborn  GCs  abide  a  protracted  period  of  morphological  and
physiological maturation (Zhao et al.,  2006).  Fully mature abGCs, are  almost  indistinguishable
from dbGCs. However, the maturation process of abGCs takes longer time to be completed (Zhao
et al., 2006, Overstreet-Wadiche et al., 2006) compared with the perinatally born GCs, implying
possible  differences  in  the  environment  of  neurogenic  niches  between  adult  and  neonatal
hippocampus.

• 1 week after birth of newborn granule neurons in the adult DG
In the course of the 1st week after their birth, abGCs have managed to be committed to the neuronal
lineage, thus they surpass the initial differentiation and migration towards the inner GCL of DG
without having synaptically integrated in the network (Deng et al., 2010). It is during this time
period that they undergo tonical activation mediated by GABA in the neurogenic niche (Zhao et al.,
2006, Esposito et  al.,  2005, Ge et  al.,  2006).  Newborn neurons <1 week after their  generation
extend  their  axonal  projections,  known as  MFs,  through  the  hilus,  towards  the  CA3 and CA2
hippocampal environments (Llorens-Martín et al., 2015, Zhao et al., 2006).

• 2nd week after birth of newborn neurons in the adult DG
During the 2nd week after their birth, newborn GCs begin to obtain more neuronal characteristics.
These include the first appearance of polarized processes, with dendrites oriented and elongated
towards the ML, MFs (the axons of GCs), directing and stretching to the hilus and CA3 subregion
(Zhao et al., 2006), as well as the formation of the dendritic spines (Zhao et al., 2006). These very
young abGCs are characterized by very high input resistance and altered firing activity compared
with dbGCs (Esposito et al., 2005). Moreover, a characteristic of particular interest during this time
period, is the absence of glutamatergic inputs in young abGCs. This could be explained by the
nonexistence of dendritic spines in the ML (Zhao et al., 2006, Esposito et al., 2005), which are the
sites where the excitatory synapse formation take place. On the contrary, during this time period are
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present GABAergic synaptic inputs which provoke depolarization due to the presence Na+-K+-2Cl-

co-transporter (NKCC1 chloride importer) (Represa and Ben-Ari, 2005). These GABAergic inputs,
are presumably derived by local INs leading to responses with slow synaptic kinetics (rise and
decay time) (Esposito et al., 2005, Ge et al., 2006, Overstreet-Wadiche et al., 2005, Markwardt et
al.,  2009).  This  initial  depolarizing  effect  of  GABAergic  synaptic  inputs  in  newborn  granule
neurons before excitatory synaptogenesis, seems to possess a trophic role aiding in their survival
and  maturation  (Represa  and  Ben-Ari,  2005,  Ge  et  al.,  2007).  GABAA-receptor  mediated
depolarization  promotes  the  following  activation  of  NMDA receptors  having  as  a  result  the
unsilencing of the initial glutamatergic synapses on developing neurons (Leinekugel et al., 1997,
Wang and Kriegstein 2008). Hence, during the first 2 weeks, immature granule neurons lack of
glutamatergic inputs and their activity is limited to intrinsic hippocampal activity only.

• 3rd week after birth of newborn neurons in the adult DG
The 3rd week after the birth of the newborn granule neurons in the adult DG signals the formation
of afferent and efferent connections of newborn GCs with the existing neuronal network. What is
more, ~16 days after birth, newborn GCs begin to form the first dendritic spines, the structures in
which will take place the creation of excitatory synapses. By the 16th day, dendritic spines start to
create synapses with afferent axons fibers of the EC Layer II (Zhao et al., 2006, Toni et al., 2007).
This local synaptic activity facilitates the integration of newborn GCs into the existing neuronal
network (Toni et al., 2007). Quantitative studies indicate that it is during the 3rd - 4th week that
spine density reaches its peak.
Another important change that takes place during this time period, is the conversion of GABAergic
synaptic  inputs  from  excitatory  (depolarizing  action)  to  inhibitory  (hyperpolarizing  action).  In
addition,  glutamatergic  synaptic  inputs  start  to  appear  (Esposito  et  al.,  2005,  Ge et  al.,  2006).
NMDA-receptor (NMDAR) is implicated in synaptic plasticity linked with neuronal development,
which seems to be high between 2-3 weeks after birth of newborn GCs (Bliss & Collingridge
1993). During this time period, the survival of newborn granule neurons is highly dependent on
NMDAR-mediated cell-autonomous activity (Esposito et al., 2005, Ge et al., 2006, Tashiro et al.,
2006).  The electrophysiological characteristics are  still  indicative of immature abGCs including
high input resistance and high resting membrane potentials (Esposito et al., 2005), which in turn
explains  the  low  threshold  for  the  induction  of  long-term  potentiation  (LTP)  and  the  high
excitability observed in abGCs (2-3 weeks old).
Newborn neurons from 1-3 weeks old post-mitotic could be committed to the neuronal fate if they
confront  EE,  learning  tasks  or  electrical  stimulation  (Kee  et  al.,  2007,  Tashiro  et  al.,  2007,
Kitamura et al., 2010, Anderson et al., 2010), which proves the importance of this time period for
the survival of newly-generated GCs. Experimental studies in abGCs during this time period, have
highlighted the importance of GABAergic depolarization and the presence of  NMDA receptors
(Tashiro et al., 2006) in order to promote newborn neurons survival.
It  is  during  ~2-3  weeks  post-mitosis  that  newborn  neurons  start  to  create  synapses  with  the
excitatory population of pyramidal neurons in CA3 and CA2 hippocampal subregions (Gu et al.,
2012, Llorens-Martín et al., 2015, Toni et al., 2008), as well as with hilar MCs (Toni et al., 2008).

• 4th-6th week after birth of newborn neurons in the adult DG
The 4th week after the birth of DG abGCs, initiates the phase where immature abGCs exhibit strong
LTP, which is indicated by the lower threshold for the induction of LTP and higher LTP amplitude in
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comparison with mature GCs (Ge et al., 2007). That temporal subpopulation of immature abGCs
have got high intrinsic excitability, mediated by NMDAR subunit NR2B (Ge et al., 2007). At the
age  of  4-weeks  old,  abGCs  have  been  fully  and  functionally  integrated  into  the  trisynaptic
hippocampal circuit. As far as their morphology is concerned, dendritic length, dendritic spines and
axonal buttons of this neuronal population continues to surpass structural modifications (Zhao et
al., 2006, Toni et al., 2007, Toni et al., 2008).

Figure 17: Maturation stages of adult-born granule cells. Left: Experimental data of the morphological development of adult-born
granule neurons in the adult brain of mouse. Dividing cells of 7- to 10-week-old C57BL//6 mice were labeled with GFP through
retrovirus-mediated gene transduction (Adopted by Zhao et al., 2006).  Right: Spinogenesis in newborn granule neurons in dentate
gyrus of adult brain in mice. Examples (a-d) of dendritic segments from adult  mouse brains taken at different days after virus
injection (Adopted by Zhao et al., 2006).

During  adult  neurogenesis  in  the  DG,  immature  neurons  start  to  extend  their  apical  dendrites
towards ML by ~1 week after differentiation of NPCs of SGZ in immature abGCs. First, dendritic
spines make their appearance at ~16 days post division (16 d.p.d.), while spine density is augmented
considerably between ~21 d.p.d. and ~28 d.p.d. (between ~3-4 weeks-old immature abGCs) (Zhao
et al., 2016). This time period, especially after 4 weeks from the cell birth of new neurons, is of
crucial importance for the processes of memory and learning in the adult hippocampus, while it is
speculated that the neuronal population of this age contributes with a special role in the function of
adult  DG  (Tashiro  et  al.,  2007,Nakashiba  et  al.,  2012).  The  augmentation  of  the  number  of
dendritic spines seems to reach a stable point/plateau at ~56 days post division. It is the first period
of maturation of abGCs, between 1-2 months, that are of special importance for the plastic and
dynamic character of spines, which is also regulated by network activity (Zhao et al., 2006).
MFs manage to reach CA3 region even without the formation of the first dendritic spines (Zhao et
al., 2006). Already, at 10 days post division, thin axon fibers are present in the hilus, elongating
more and more until they will reach the CA3 region (Zhao et al., 2006).
Taking into consideration the differences that GCs of DG present according to the time period in
which  we study them,  it  is  well-based  to  make the  assumption  that  they  potentially  have  also
different roles in different time periods of their maturation (Schmidt-Hieber et al., 2004, Espósito
et al., 2005, Nakashiba et al., 2012, Ge et al., 2006, Overstreet-Wadiche et al., 2006, Piatti et al.,
2006).
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1.8 Possible roles of adult-born granule neurons in hippocampal-
based behaviors 
Hippocampus different parts along the dorsoventral axis are implicated also in different functions.
Hence, the dorsal hippocampal area is more implicated in spatial navigation, learning and memory
processes while the ventral hippocampal area is more important for stress and anxiety regulation
(Fanselow and Dong 2010, Kheirbek et  al.,  2013).  The addition and incorporation of newborn
adult neurons in the DG, takes place along the dorsoventral axis of this hippocampal structure. As a
result, it is logically based to assume that this newly added population of neurons may be implicated
in more hippocampal functions (Cope and Gould 2019). The adoption of experimental techniques
such  as  knockdown  studies,  elimination  of  adult-born  neuronal  population,  x-ray  irradiation,
pharmacological  or  transgenic  techniques  in  cooperation  with  computational  models  could
potentially provide secure results (Cope and Gould 2019).
Because  of  their  special  morphological  and  electrophysiological  characteristics  -  that  were
mentioned in the previous section - abGCs are considered as unique contributors to hippocampal
function (Kempermann et al., 2004, Aimone et al., 2006, Treves et al., 2008).
There  is  a  plethora  of  studies  indicating  the  special  contribution  of  abGCs  in  hippocampal-
dependent behaviors. During the birth of newborn neurons in the DG, the majority of these cells
does not manage to survive and be incorporated in the hippocampal circuit. This massive cell death
can be rescued by deletion of pro-apoptotic protein Bax (Sun et al., 2004, Kim et al., 2009) or
conditional deletion in Nestin-expressing progenitors leading to elevated numbers of abGCs (Sahay
et  al.,  2011,  Ikrar  et  al.,  2013).  The  aforementioned  experiments  permit  neuroscientists  to
understand the contribution of adult-born neurons in hippocampal based behaviors. Furthermore,
abGCs are  considered  as  independent  encoding units  that  encode discrete  spatial  and temporal
information affecting the function of dbGCs (Anacker and Hen 2017).The possible contribution of
abGCs in hippocampal processing of information was indicated by experimental studies in which
low or absent levels of neurogenesis has as a result impaired performance in the accomplishment of
hippocampal-dependent learning tasks (Abrous et al., 2005, Doetsch & Hen 2005, Leuner et al.,
2006, Dupret  et  al.,  2008,  Imayoshi  et  al.,  2008)  or hippocampus-dependent  memory function
(Winocur et al., 2006).
It has been recognized that learning procedure recruits abGCs (Gould et al., 1999, Leuner et al.,
2004,). Namely, experiments in rodents have highlighted the importance of adult neurogenesis in
hippocampal based learning tasks, like temporal based associations or spatial contextual navigation
(Drapeau et al., 2003, Dupret et al., 2007, Shors et al., 2001, Shors et al., 2002). Morris water
maze (MWM) is a common experimental technique used to study the spatial memory. Studies that
have  used  c-Fos  and  Arc  as  indicators  for  neuronal  activation,  have  pinpointed  the  possible
implication of young GCs in spatial information processing and memory formation, proposing that
this temporal category of GCs is recruited preferentially into specific neuronal circuits (Kee et al.,
2007, Ramirez-Amaya et al., 2006, Tashiro et al., 2007). In these procedures there is a bidirectional
process; adult neurogenesis is needed for the accomplishment of these trials but also, these trials
promote adult neurogenesis. On the contrary, other studies have indicated that adult neurogenesis is
not required for the accomplishment of non-hippocampal based learning tasks (Döbrössy et al.,
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2003). Thus adult-born neurons contribute significantly in hippocampal-based learning and memory
process.
During the critical period, abGCs could be recruited during spatial learning, fear memory retrieval
and anxiogenic conditions (Tashiro et al., 2006, Kirby et al., 2012, Schoenfeld et al., 2013, Stone
et al., 2011, Kee et al., 2007). In experiments with the location of the rodent/mice into novel and/or
enriched environment,  adult  neurogenesis  was increased,  implying a  possible  role  of  abGCs to
novelty encoding (Kempermann et al., 1997, Kempermann et al., 1998, van Praag et al., 1999).
Thus, abGC incorporation into the adult DG facilitates the encoding of new information without
affecting  former  memories  (Aimone  et  al.,  2009,  Appleby  et  al.,  2009,  Appleby  et  al.,  2011).
Moreover,  as  it  was  underlined both by computational  and electrophysiological  studies,  abGCs
during this critical period may support the temporal information encoding (Aimone et al., 2006,
Rangel et al., 2014). Studies that made use of the expression levels of immediate early genes in
order to formulate a complete image of neuronal activity, found out that the contribution of abGCs
is focused on spatial  processing and memory formation,  two procedures during which they are
active (Ramirez-Amaya et al.,  2006, Kee et  al.,  2007, Tashiro et  al.,  2007).  Hence,  adult-born
neurons exert a crucial role in novelty encoding, temporal information coding and spatial memory
formation.
It is noteworthy to be referred that this adult type of plasticity is different from the developmental
plasticity, with adult neurogenesis being a mechanism with dual role. Hence, adult neurogenesis not
only replace the neuronal population that is lost due to normal aging, but also provides an ongoing
developmental  process  during  which  abGCs  are  added  in  the  mature  neuronal  population,
augmenting  the  plasticity  and  the  storage  capacity  of  DG,  using  the  appropriate  responses  to
environment (e.g. enriched environment vs stressful environment) (Galvan and Jin 2007).
The specific  contribution  that  abGCs have  in  pattern  separation  process  was  investigated  with
experiments in mice. In one set of experiments, the reduction of abGCs in mice has as a result
impaired performance in pattern separation (Clelland et al., 2009, Scobie et al., 2009, Tronel et al.,
2012).  In  another  set  of  experiments  in  mice,  the  reverse  procedure  was  followed,  with
augmentation of abGCs leading to the improvement of pattern separation capability (Creer et al.,
2010,  Sahay  et  al.,  2011).  However,  neither  of  the  aforementioned  studies  made  a  temporal
distinction in adult-born granule neuronal populations while we are aware that mature and immature
abGCs have special intrinsic properties depending on the maturation stage that they are. Thus, the
parameter of time could be a possible indicator of different functional contribution of abGCs in the
hippocampal  trisynaptic  circuit.  Experimental  study  in  transgenic  mice  lines  has  proposed  the
contribution of  immature abGCs (~3-4 weeks after  their  birth)  in  pattern separation,  while  the
dbGCs and mature abGCs seems to affect more consistently the pattern completion (Nakashiba et
al., 2012). Experimental data from behavioral studies and computational models, support the notion
that the principal role of adult neurogenesis is to ameliorate pattern separation (Deng, Aimone and
Gage 2010).  The ablation of adult  neurogenesis  in the DG could have potential  defects  in  the
process of contextual pattern separation. Experimental research, using special transgenic mice lines
where adult neurogenesis was ablated (Dupret et al., 2008, Revest et al., 2009), has revealed this
effect (Frankland et al., 1998, McHugh et al., 2007) even when the ablation of adult neurogenesis
was induced after extensive training (Tronel et al., 2012). Conclusively, abGCs are implicated in
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spatial memory (Dupret et al., 2008, Imayoshi et al., 2008, Zhang et al., 2008, Deng et al., 2009)
and spatial pattern separation (Clelland et al., 2009, Creer et al., 2010).
There is considerable evidence of the involvement of adult neurogenesis in pathological conditions
related to mental health (Snyder 2019, Toda et al., 2018, Yun et al., 2016), like depression (Miller
et al., 2015), schizophrenia (Yun et al., 2016), anxiety (Miller et al., 2015), chronic stress, addiction
(Mandyam et al., 2012), epilepsy (Jessberger & Parent 2015, Rotheneichner et al. 2013, Cho et
al., 2014, Danzer 2012, Danzer 2019) and age-related disorders like the memory fading due to
aging or dementia (including Alzheimer’s Disease (AD)) (Moreno-Jiménez et al., 2019, Lazarov &
Marr 2010, Scopa et al., 2019). 
A model of adult neurogenesis in the hippocampus based on biologically plausible hippocampal
circuits  (Weisz  & Argibay,  2009),  supports  that  the  capacity  of  hippocampal  network  for  new
information storage is elevated through neurogenesis, as well as boosting the process of forgetting
old memories. What is more, Weisz and Argibay (Weisz & Argibay 2012), indicated a new working
hypothesis, highlighting the mechanism of forgetting as a possible and realistic role to be attributed
to adult neurogenesis. More specifically, they recognize that newborn neurons added in the network,
endow the  network  with mechanisms like  pattern  separation  of  events  distinct  in  time,  pattern
integration of temporarily close events, and in the creation of a mechanism of interference through
the retrieval of old memories relating adult neurogenesis with forgetting (Weisz & Argibay 2012).
Computational  studies  have  suggested  the necessity  of  adult  neurogenesis  for  the avoidance of
interference of memories and the existence of cognitive flexibility (Appleby et al., 2009, Appleby et
al., 2011, Wiskott et al., 2006, Rubin et al., 2014, McClelland et al., 1995, Hvosief-Eide & Oomen
2016).

1.9 Regulators of adult hippocampal neurogenesis
One of  the  most  important  factors  that  regulate  adult  neurogenesis  in  the  hippocampus,  is  the
hippocampal-dependent learning (Gould et al., 1999). Experimental studies have pinpointed that
hippocampus-dependent learning, and not hippocampal-independent tasks, promotes the survival
and the elevation of numbers of abGCs at ~1-week of age (Gould et al., 1999, Epp et al., 2007,
Leuner et al., 2004, Leuner et al., 2006). Nevertheless, the hippocampal-associated learning affects
only abGCs at the age of 1-week and older - meaning that they have already been committed to the
neuronal lineage - and not NPCs of the SGZ (Gould et al., 1999). Similarly, the experiment using
the MWM, promotes the survival and proliferation of abGCs of ~1-week old but not younger, in
which is induced apoptosis (Dupret et al., 2007).
The  existence  of  ΕΕ  aids  adult  neurogenesis,  promoting  the  survival  of  immature  abGCs
(Kempermann  et  al,.  1997).  Furthermore,  EE  facilitates  hippocampal-dependent  learning  and
memory in paradigms like MWM or object recognition tests (Kempermann et al., 1997, Bruel-
Jungerman et al., 2005). Notably, however, the EE affects immature abGCs that are < 3-weeks-old
and not older, implying that the effect of EE is limited only in certain phases of maturation period,
thus, it is dependent on the age of abGCs (Tashiro et al., 2007).
Moreover, other studies report that physical exercise not only acts beneficial for the physical health
of trainees, but also contributes to the improvement of cognition and other brain functions (Hillman
et al., 2008, van Praag 2009). Especially, voluntary running enhances adult neurogenesis not only
in young but also in old animals (van Praag et al. 1999, van Praag et al. 2005).
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1.10 Dendrites of granule neurons
Dendrites  of  GCs  in  DG  possess  some  special  characteristics  as  far  as  their  morphology  and
integrative properties are concerned, consisting them different from dendrites of other hippocampal
neurons such as the dendrites of pyramidal neurons in CA1 and CA3 hippocampal regions.
A special dendritic structure of GCs are the dendritic spines, small bulbous protrusions where takes
place the formation of synapses. The glutamatergic, excitatory inputs arrive at dendritic spines of
abGCs.  The  first  dendritic  spines,  make  their  appearance  in  newborn  neurons  ~16  days  after
neuronal birth. The spine density follows an augmented period which reaches its peak at ~4-weeks
after  neuronal  birth  and  continues  to  augment  with  lower  rate  the  following  weeks  until  the
immature abGCs reach their full maturation at ~8 weeks-old (Zhao et al., 2006). During this time
period NMDARs play a crucial role in spinogenegis.

Figure 18: Temporal progression of adult-born granule neurons structural maturation. As it is clear from the graph, during the second
week of development, the abGCs exhibit a phase of dynamic dendritic extension and retraction, branching and restructuring their
dendritic arbor with a high net increase in both total dendritic length and branch points. During the third week after their birth,
newborn neurons display elaborate dendritic tree while reaching at a maximum level of dendritic complexity. During this time frame,
the restructuring dynamics are less pronounced. Lastly, between the third and fourth week, pronounced dendritic pruning is observed
as the number of branches decreases. It is at the forth week after their birth that abGCs reach at a structural stabilization phase with
only minor refinements of their dendritic arbor (Adapted by Radic et al., 2017).

The role of NMDARs after their birth, seems to be dual during GC development in adult DG. The
first role is related with the promotion of the formation of dendritic spines and survival of abGCs.
The second role that NMDARs perform is related with the spines magnification and the recruitment
of AMPARs after the spine formation (Mu et al. 2015).
Also, GABAB seems to possess a possible role in GCs because is capable of adjusting the afferents
from PP in the course of high-frequency stimulation (Wang & Wojtowicz 1997).
Dendrites  of  GCs branch  generously  in  the  inner  third  of  the  ML proximal  to  the  soma,  and
continuously give rise to thin (small-caliber) dendrites that reach the outer and middle ML. GC
dendrites of the outer two thirds of the ML receive and integrate the inputs from EC while dendrites
of the inner third of the ML accept associational/commissural inputs (Krueppel et al., 2011). The
dendritic tree of a DG GC is of characteristic shape, formulating a cone-shaped arbor (Amaral et
al., 2007) with the major part of excitatory synapses to take place in the dendritic spines of the
OML and MML. The voltage transfer of inputs, as well as their dendritic integration in these sites,
is highly connected with active and passive properties of GC dendrites (Krueppel et al.,  2011).
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According to experimental study of dual somatodendritic records, it was shown that GC dendrites
contribute  to  attenuation  of  synaptic  input  in  dendritic  spines  of  GCs,  while  they  also process
different  spatiotemporal  input  patterns  in  a  linear  manner  with  a  gain  (Krueppel  et  al.,  2011).
However, a recent experimental study indicates the existence of dendritic spikes in GCs (Kim et al.,
2018).
Two  key  features  that  determine  the  dendritic  integration  are  the  morphological  and  passive
properties of dendritic arbor, as well as the expression of voltage-gated ion channels. The presence
of voltage-gated conductance can supply single dendritic branches with active properties as well as
moderate excitatory postsynaptic potential (EPSP) propagation (London and Häusser 2005).
In  dendrites  of  GCs,  the  presence  of  Na+ voltage-gated  channels  seems to  affect  the  dendritic
propagation  of  evoked  action  potential  (Jefferys  1979) however,  this  affection  is  weaker  in
comparison with that in pyramidal cell dendrites, a fact that is also reflected in the low tendency for
generation  of  regenerative  depolarization  in  GC dendrites.  GC  dendrites  display  a  frequency-
dependent voltage attenuation, exhibiting a considerably stiff attenuation as frequency augments
(Krueppel et al., 2011). According to an experimental and computational study (Krueppel et al.,
2011), GC dendrites exhibit linear integration with a variable gain in contrast with pyramidal cells
CA1  which  exhibit  nonlinear  integration.  Hence,  GC  dendrites  are  characterized  as  linear
integrators and strong attenuators.
A computational model (Chavlis et al.,  2017) suggests that dendrites of DG GCs provide these
particular neurons with high efficacy to perform pattern separation while their pruning (atrophy like
in pathological  situations),  leads  to  deficiencies  in  this  ability,  thus  GC dendrites  contribute to
pattern separation through controlling sparsity.
Moreover, the motility of dendritic spines reach its peak between time period of 1 to 2 months (4-8
weeks) after birth of abGCs while decreases afterwards (Ge et al., 2007).

1.10.1 Different dendritic effects of developmentally-born in comparison with 
adult-born granule neurons

Dendritic processes, consisting the places where synapse formation happens, arise a special interest
for  research.  Dendritic  spines  are  the  major  candidates  for  synaptic  formation  leading  to  the
facilitation of neuronal communication and transfer of information (Martina et al., 2003).
From  their  birth  until  their  full  maturation,  granule  neurons  undergo  a  period  of  extensive
morphological and electrophysiological alterations which typically endure for 2 months (8-weeks).
It has been noticed that during development, the length of dendrites augments while their input
resistance decreases. Hence, we conclude that dbGCs have more elaborate dendritic trees, more
elongated dendrites and lower input resistance, comparatively with abGCs. These newborn GCs
have less complex dendritic trees, got thinner and shorter dendrites, thus indicating higher input
resistance  in  comparison with  dbGCs.  The aforementioned differences,  urge us  to  examine the
relationship between dendritic morphology, passive electrical properties and EPSP waveform.
The accomplishment of neuronal communication is a complex process and the intricacy for the
actualization of synaptic integration is controlled by a plethora of parameters like neuronal soma,
dendritic  complexity,  axonal  morphology,  ion  channel  expression  and  distribution  in  neuronal
membranes. The whole procedure becomes more complicated with the addition of time parameter
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concerning how active properties of neurons, like action potential firing, are controlled (Nicoll et
al., 1993, Libersat and Duch 2004, Gulledge et al., 2005).
The EPSP waveform is shaped by the membrane properties of the axons, somata and dendrites.
What is more, EPSP time course is regulated in a noteworthy degree by the depolarizing EPSC and
the intrinsic membrane properties.
The sprouting of GC dendritic tree during development contributes to the lower input resistance of
dbGCs and the smaller membrane time constant , resulting in faster EPSPs.

1.10.2 Differences in dendritic morphology of dentate gyrus granule neurons 
according to their developmental phase

The dbGCs of DG in comparison with abGCs have not  only differences  in  active and passive
properties, but also in their dendritic morphology and structure e.g the number of dendritic spines,
the total dendritic length, the elaboration of dendritic trees.
The architectural configuration of dendrites possess a paramount contribution in the integration and
processing of inputs (Lefebvre et al., 2015). As a result, the presence of dendrites in our model is of
crucial importance because it permits us to take into consideration their contribution in information
processing. Additionally, the dendritic differences reflect the developmental effect on computational
functions that DG GCs perform. It was revealed that neurons that possess more elaborate dendritic
branches are preferentially recruited during spatial navigation (Diamantaki et al., 2016).

Figure 19: Maturation of granule neurons born in the adult  brain of mouse.  We can observe the dendritic spine analysis from
newborn neurons at 21, 28, 42, 56 and 126 days after viral injection (Adapted by Zhao et al., 2006).

1.11 Why do we choose to model adult-born granule neurons 
separately?
In our network model, we decided to incorporate not only the numerically privileged population of
dbGCs, but also the two distinct populations of abGCs.
Although it was widely reported that abGCs as they mature (especially at 8-weeks after their birth)
become more and more indistinguishable from dbGCs, they possess some unique properties that
supply them with noteworthy behavioral functions. Novel experimental evidence reveals that these
special  properties  of  adult-born  neurons  are  widely  conserved  beyond the  traditionally  defined
critical period of 4-6 weeks old (Snyder, 2019).
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Particularly, studies in rodents have revealed slower maturation of neurons born in the adult DG.
While their development recapitulates embryonic development of dbGCs, the duration of the whole
process in much longer (Overstreet-Wadiche et al., 2006). Moreover, newborn neurons augment
their dendritic spine number and the number of formulated synapses and elongate their dendrites
with a retardation in comparison with the same process in dbGCs (Trinchero et al., 2017).
Additional indications include studies with experience-dependent modification of newborn neurons
in the adult DG. EE or running lead to an elaborate dendritic tree and an increment of dendritic
spine density for newborn abGCs ~1-weeks after their birth (Tronel et al., 2010). Also, enhanced
structural plasticity is noticed in abGCs of 2-4 months old while their removal impaired learning
(Lemaire et al., 2012).

Figure 20: Dentate granule neurons in control and running conditions. Imaging of mature granule neurons after GFP labeling in
control and voluntary running mice at 56 dpi. It is obvious that voluntary running promotes maturation of adult-born granule neurons
(Adopted by Zhao et al., 2006). 

1.11.1 Special characteristics of immature abGCs

The period of maturation of newborn GCs in the adult DG could be characterized as a critical time
period between 2-6 weeks after their birth. A series of key studies in rodents, especially mice, has
revealed the special characteristics of immature abGCs during the aforementioned time period.
Newborn GCs are not fully developed and they undergo a short temporal period until they reach
their full maturation. During this special time period, these neurons exhibit distinctive intrinsic and
synaptic properties which differ from the respective properties when they are indistinguishable from
old GCs. These discrepancies may be responsible for the underlying contribution of neurogenesis to
memory encoding (Schmidt-Hieber  et  al.,  2004,  Ge et  al.,  2007,  Aimone et  al.,  2011, Marín-
Burgin et al., 2012, Dieni et al., 2013, Brunner et al., 2014, Dieni et al., 2016).
More specifically, immature abGCs exhibit enhanced excitability and plasticity from ~ 2 weeks to 5
months after their birth (Wang et al., 2000, Snyder et al., 2001, van Praag et al., 2002, Ambrogini
et al., 2004, Schmidt-Hieber et al., 2004, Espósito et al., 2005, Ramirez-Amaya 2005, Song et al.,
2005, Ge et al., 2006, Overstreet-Wadiche et al., 2006). Also, immature GCs exert a special role in
dbGCs as their augmentation decreases EPSCs and spine density in mature neurons (Adlaf et al.,
2017). What is more, except membrane properties, and connectivity, immature abGCs also present
differences that concern their morphology in comparison with dbGCs (Espósito et al., 2005, Ge et
al., 2006, Overstreet-Wadiche et al., 2006, Piatti et al., 2006, Zhao et al., 2006).
During the maturation period of immature abGCs, it is noted that they present enhanced plasticity
(Schmidt-Hieber  et  al.,  2004,  Ge  et  al.,  2007).  Except  their  high  input  resistance,  abGCs  are
characterized by increased tendency for the appearance of long term potentiation (LTP) due to the
Layer II EC inputs via the PP (Wang et al., 2000, Schmidt-Hieber et al., 2004, Ge et al., 2007).
Accumulating  evidence  from  experimental  and  behavioral  studies  reinforces  the  claim  that
immature abGCs of ~4-weeks old contribute in a special way to the DG function through their
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unique properties. For example, behavioral studies of eye-blink conditioning and long-term MWM
retrieval have pinpointed that the reduction in the numbers of ≤4-weeks old immature abGCs drive
in impaired performance in the above behavioral tasks (Shors et al., 2001, Snyder et al., 2005). It
should be noted that this observation is valid only for neuronal population of GCs at the age of ≤4-
weeks old but not for older granule neurons.
The existence of a critical period in maturation of abGCs also specifies the existence of two crucial
characteristics, absent from mature GCs. The first one is their elevated synaptic plasticity (Wang et
al., 2000, Snyder et al., 2001, Schmidt-Hieber et al., 2004, Ge et al., 2007), while the second one is
about their  input-dependent survival,  mediated by NMDA-receptor involvement (Tashiro et  al.,
2006).
The existence of this critical time period, places the parameter of time as a crucial determinant of
DG function. It was proposed (Aimone et al. 2006) that these newborn GCs may possess a key role
in the formation of temporal associations in memory. This proposal, taking into consideration the
dynamic nature of the temporal constitution of DG GC population, suggests that there are temporal
clusters  of  long-term episodic  memories  within  the  gradual  changing of  hippocampal  DG.  We
should  note  that  the  duration  of  the  critical  period  in  the  development  of  abGCs,  concerns
experimental findings in mice. If we attempt scaling up this critical period in humans according to
their lifespan, then this critical period of enhanced plasticity and morphological dynamic nature
could last for at least a decade.
At this point it should be noted that mature abGCs that are ~6-weeks old after their birth, ordinarily
are characterized as indistinguishable from dbGCs (>8-weeks old). However, there is increasing
evidence about their unique properties that extend the 4-6 weeks, also known as critical period of
abGCs.
To summarize, during the critical period 4-6 weeks of age for abGCs, the special characteristics of
young granule neurons that distinguish them from the dbGCs are the following:

• Distinct electrophysiological properties
• High  intrinsic  excitability  (Espósito  et  al.,  2005,  Ambrogini  et  al.,  2004,  Overstreet-

Wadiche et al., 2005, Wang et al., 2000, Schmidt-Hieber et al., 2004, Couillard-Despres et
al., 2006)

• Weak glutamatergic inputs from Layer II of EC are able to elicit action potentials
• High input resistance

• Young  adult-born  neurons  display  high  input  resistance  due  to  a  low density  of
membrane K+ channels during early development

• Lack of GABAergic inhibition
• Due to the high input resistance and lack of GABAergic inhibition, abGCs have a

tendency  to  be  hyperexcitable  as  well  as  exhibit  lower  activation  threshold  in
comparison with dbGCs

• For some time period, abGCs exhibit excitatory instead of inhibitory response to the GABA
neurotransmitter (Chancey et al., 2013), a characteristic which partially explains why these
neuronal  population  is  more  excitable  than  mature  granule  neurons,  which  are  strongly
inhibited (Amaral et al., 2007, Pelkey et al., 2017)

• Firing behavior of high efficacy
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• Enhanced  LTP (Ge et  al.,  2007)  and  plasticity,  mediated  by  NR2B-containing  NMDA
receptors (Tannenholz et al., 2016, Ge et al., 2007, Toni et al., 2016)

• Increased LTP amplitude (Ge et al., 2007)
• Decreased LTP induction threshold (Ge et al., 2007, Schmidt-Hieber et al., 2004)
• Lower threshold for LTP of their cortical inputs (from EC Layer II) which is attributed to the

presence  of  T-type  Ca+2 channels,  NR2B-containing  NMDA  receptors  and  reduced
GABAergic inhibition (Wang et al., 2000, Snyder et al., 2001, Schmidt-Hieber et al., 2004,
Ge et al., 2007).

• Developmentally regulated synaptic expression of NR2B subtypes which possess also an
instructive role in the enhanced plasticity (Ge et al., 2007).

• Shorter dendritic tree
• Thinner dendritic processes
• Immediate-early  gene  studies  that  are  indicators  of  cellular  activity  imply  higher

responsiveness of newborn GCs to new environments (H. Makino, A.Tashiro and F.H.G.,
Soc. Neurosci. Abstr. 141.3, 2005)

• Demonstrate a special effect in hippocampal-based behaviors (Denny et al., 2012)

1.11.2 GABAergic Synapses at abGCs of dentate gyrus

The major  inhibitory neurotransmitter  in  the adult  brain is  GABA, which exerts  its  fast  action
through activation of Cl- ions GABAA-receptors (Bartos et  al.,  2007, Ben-Ari 2002, Owens &
Kriegstein 2002, Delpire 2000, Payne et al., 2003). Experimental evidence show that during the
procedure  of  maturation  of  abGCs,  GABAergic  action  is  altered  from  depolarizing  to
hyperpolarizing (Ge et al., 2006, Sun et al., 2009, Ming and Song 2011). GABA reversal potential
(EGABA) changes during development of granule cells from -40 mV to -70 mV (Chiang et al., 2012).
This decline in GABA reversal potential (EGABA) during maturation could be explained by the higher
intracellular  concentration  of  Cl- in  newborn  neurons  in  the  adult  brain.  Moreover,  GABAA

conductance in dbGCs will  remain ‘shunting’ when it  occurs during action potential  generation
(Chiang et al., 2012).
Inhibitory INs into the DG, primarily release GABA, which in turn, activates ionotropic GABAARs
or metabotropic GABABRs. In dbGCs, there are Cl- channels that hyperpolarize them. In abGCs,
GABAAR-mediated currents are depolarizing due to a reverse Cl- gradient.
For the dbGCs, GABA is the main inhibitory neurotransmitter, however, for immature abGCs and
NPCs, GABA acts as a trophic factor via Cl- mediated depolarization. In newborn granule neurons,
the  expression  of  Na+-K+-2Cl- cotransporter  1  (NKCC1,  a  Cl- importer)  is  high  while  K+-Cl-

cotransporter  2  (KCC2,  a  Cl- exporter)  is  low,  leading  to  high  intracellular  Cl- concentration
(Chiang et al., 2012).
Experimental evidence supports that newborn granule neurons in the adult brain firstly accept tonic
activation mediated by GABA before the appearance of phasic/synaptic activation (Ge et al., 2006),
afterwards  they  accept  GABA-mediated  synaptic  inputs  and  in  the  end  excitatory  glutamate-
mediated synaptic inputs following the same integration process in the adult brain as in neonates
developmental procedure (Ben-Ari 2002, Owens & Kriegstein 2002, Wang et al., 2005, Overstreet-
Wadiche et al., 2005, Wang et al., 2003, Tozuka et al., 2005).
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GABAergic INs in the DG, manage to control the neuronal  activity  via inhibition,  through the
release of the neurotransmitter  GABA (Freund and Buzsáki 1996, McBain and Fisahn 2001,
Klausberger and Somogyi 2008). GABAergic INs may act through two ways: either targeting the
soma of the principal neuron or its dendrites. Perisomatic targeting interneurons in the DG, like
BCs, control the spike initiation of principal type of neurons in the DG – granule neurons - via
axonal innervations onto perisomatic areas of GCs (Cobb et al.  1995, Miles et al. 1996), while
dendritic targeting INs like HIPP cells, regulate dendritic, electrical and biochemical signaling and
synaptic plasticity through innervating dendrites of GCs (Miles et al. 1996, Leão et al. 2012, Chiu
et al. 2013).

1.11.3 AMPA/NMDA Synapses at abGCs

It was shown that abGCs express functional AMPA and NMDA receptors (Schmidt-Salzmann and
Bischofbrger 2014). Initially, the density of AMPA receptors in immature neurons that have started
to  accept  excitatory  synaptic  inputs  is  small  (Schmidt-Salzmann  and  Bischofbrger  2014).
Nevertheless, AMPA receptor density is increased until the granule neuron reach its full maturation
(Schmidt-Salzmann et al., 2014). NMDA receptors’ kinetics and density, do not appear noteworthy
differences between dbGCs and abGCs having as a result  an enhanced NMDA/AMPA receptor
density ratio (Schmidt-Salzmann et al., 2014). Iontophoretic application of glutamate into abGCs
revealed an enhanced dendritic NMDA/AMPA ratio.
The formation of new glutamatergic synapses in abGCs is very important for their future survival
and maturation (Tashiro et al., 2006, Tronel et al., 2010) as well as for the information processing
in the hippocampus (Kee et al., 2007, Cleeland et al., 2009, Sahay et al., 2011, Nakashiba et al.,
2012,  Gu et  al.,  2012).  Immature  abGCs express  functional  NMDA receptors  even before  the
synapse formation (Tashiro et al., 2006). Expression density and gating properties of extra-synaptic
NMDA-receptors  are  not  significantly  different  between  mature  and  immature  GCs  (Schmidt-
Salzmann et al., 2014).

1.12 Posing the main target of this study
To reinstate the main target of this study, reasonably, we pose the question:  what’s the role of
newborn  adult  granule  neurons  in  the  hippocampus  function  and  hippocampus-related
behaviors?  
Nonetheless, there is more evidence from computational and experimental behavioral studies for the
role of adult neurogenesis in learning and memory (Deng et al., 2010, van Praag et al., 2002, van 
Praag et al., 1999, Gould et al., 1999). There is increased evidence that DG contributes to spatial 
and episodic memory serving as a pattern separator (Leutgeb et al., 2007, Nakashiba et al., 2008, 
Bakker et al., 2008).

41



2. MATERIALS & METHODS

2.1 Modeling the neuronal populations of the network
The principal neuronal population of DG Network – i.e GCs - were modeled in their three different
maturation  stages  (dbGCs,  mature  abGCs,  immature  abGCs)  as  simplified  neurons  (Izhikevich
2003, Burkitt  2006)  without  internal  geometry,  i.e.  as “point  neurons” with various  number of
compartments.  Specifically,  the GC populations  were simulated  as  multicompartmental  neurons
with soma and dendrites (12 dendrites → 21 dendritic compartments for dbGCs and 3 dendrites →
9 dendritic compartments for abGCs) in order to investigate the contribution of dendrites in pattern
separation.  As  far  as  the  remaining  neuronal  populations  of  MCs,  BCs  and  HIPP  cells  are
concerned, they were simulated as simple somatic compartments without dendritic processes.

Figure 21: Morphology of the modeled granule neurons. The dentate gyrus is divided into three distinct layers; the molecular, the
granular and the polymorphic layer (hilus). The GC dendrites extend in the molecular layer, which is further divided into the inner,
medial and outer molecular layer. In our multicompartmental neuronal model, we discretized the dendritic compartments both of
dbGCs and abGCs accordingly. In the left side (green) we can see the multicompartmental dbGC which is comprised of 12 dendrites
and 21 dendritic compartments, while in the right (blue) we can see a modeled abGC which is comprised of 3 dendrites and 9
dendritic compartments (Adapted by Chavlis et al., 2017).

For  the  modeling  of  GCs  in  the  DG  computational  network,  we  took  into  consideration
experimental  findings  about  the  morphology  of  their  dendritic  and  somatic  compartments
(Claiborne et al.  1990).  Whenever, it  was necessary, we adjusted them in order to simulate the
intrinsic properties of GCs during their different developmental stages in an efficient manner by
matching the experimental evidence. 

In the following table, are summarized the morphological characteristics of GC populations in the
DG network.

SOMA dbGCs Mature abGCs Immature abGCs Source*

Length (μm) 18.0 15.0 12.0 Amaral et al., 2007

Diameter (μm) 14.0 12.0 10.0 Amaral et al. 2007

DENDRITES Length – Diameter
(μm)m)

Length-Diameter
(μm)m)

Length-Diameter (μm)m)
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Distal 215 – 0.90 180 – 0.90 110 – 0.65 Schmidt-Hieber et al., 2004

Medial 215 – 1.0 180 – 1.10 110 - 0.85 Krueppel et al., 2011

Proximal 215 – 1.50 180 – 1.30 110  - 1.25 Schmidt-Hieber et al., 2004

No. segments 21 9 9

No. branches 3 3 3

No. tips 12 3 3

Table 1: Morphological characteristics of modeled granule cells. A summary of the morphological characteristics of somatic and
dendritic  compartments  of  granule  cells  at  different  developmental  stages.  When it  is  necessary,  the  experimental  findings for
morphological characteristics were adjusted in order to reproduce better their intrinsic properties.
* The anatomical data for dbGCs, mature and immature abGCs may deviate in some cases but this is justified by the simplicity of our
implemented model.

2.1.1 Modeling BCs, MCs, and HIPP Cells

In the neuronal populations of MCs, BCs and HIPP cells the implemented model was the Adaptive
Exponential Integrate-and-Fire (AdEx) model (Brette & Gerstner 2005). In the following section
we describe the AdEx model with further details. BCs, MCs and HIPP cells were modeled as simple
point neurons without dendritic compartments. The table below summarizes the model parameters
for the populations of BCs, MCs and HIPP cells.

Model Parameters Basket Cells Mossy Cells HIPP Cells

EL (mV) -52.0 -64.0 -59.0

gL (nS) 18.054 4.53 1.930

C (nF) 0.1793 0.621 0.0584

Vr (mV) -45.0 -49.0 -56

VT (mV) -39.0 -42.0 -50

ΔT (mV) 2 2 2

a (nS) 0.1 2 0.82

τw (ms) 100 180 93

b (nS) 0.0205 0.0829 0.015

Table 2: Parameters of Adaptive-Exponential Integrate-and-Fire (AdEx) model for basket, mossy and HIPP cells.

2.1.2 Modeling GC Principal Neuronal Population

In the network of our computational model, we included three different neuronal populations of
granule  neurons  according  to  their  maturation  stage  that  coexist  each  time  that  we  study  DG
network. These were dbGCs (>8 weeks-old), mature abGCs (~8 weeks-old) and immature abGCs
(~4 weeks-old).
The main incentive that motivated us to simulate GCs as multicompartmental neurons was our
target to unravel how their dendritic processes may contribute to the pattern separation function
according to different maturation stages or for different network compositions. Hence, we included
not only the soma but also dendritic compartments (12 for the dbGCs and 3 for the mature and
immature abGCs). At this stage, we should mention that the dendritic morphology for GCs was
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based on anatomical data extracted from bibliography (Claiborne et al. 1990). The AdEx model
was implemented only in the somatic compartment of the GC population, while in their dendritic
compartments was implemented the Leaky Integrate-and-Fire (LIF) model. The spike mechanism
was active only in the soma and absent in the dendritic compartments. Current bibliography support
the inexistence of dendritic spikes in GCs (Krueppel et al., 2011) except a recently published study
(Kim et al. 2018).
We  are  aware  of  the  division  of  DG  into  three  distinct  layers:  the  molecular,  granular,  and
polymorphic/hilus (Amaral et al.,  2007). The dendritic processes of GCs are extending into the
molecular layer, which is further divided into IML, MML and OML from bottom to top. Following
this  architectural  structure,  we  discretized  the  dendritic  compartments  accordingly.  Based  on
anatomical data we are aware that the dbGCs possess 10-15 dendrites, so we included 12 dendrites
(21  dendritic  compartments)  in  the  modeled  dbGC in  our  network.  As  far  as  the  abGCs  are
concerned, we are aware that they have got thinner and shorter dendritic processes, so we included
3 dendrites  (9 dendritic  compartments) for  the abGCs. In that  way we could investigate  if  the
dendritic  processes  and  the  maturation  stage  of  DG’s  main  neuronal  population,  affect  pattern
separation function and the activity of the DG network. Taking also into account the existence of
dendritic  spines  in  the  GC  dendrites  (Aradi  &  Holmes  1999),  we  increased  the  dendritic
capacitance of dendritic compartments in comparison with that of the somatic in order to account
for  the  increased  surface  area  in  the  biological  neurons.  In  the  table  below,  are  presented  the
parameters of the AdEx model that we utilized in order to reproduce the intrinsic properties of GC
populations during different developmental stages.

AdEx Parameters dbGCs Mature abGCs Immature abGCs

Soma - Dendrites Soma - Dendrites Soma - Dendrites

EL (mV) -80.6, -75.6 -71.7, -66.7 -63.0, -58.0

gL (S/cm2) 35 x 10-4  - 35 x 10-4 7 x 10-4 – 4 x 10-4 6 x 10-4 - 3 x 10-4

C (μF/cm2) 1.5 - 2.5 1.0 - 2.5 1.0 - 2.5

Vr (mV) -59.8 -57.7 -57.7

VT (mV) -45.0 -49.0 -40.0

ΔΤ (mV) 2 2 2

a (nS) 1.0 1.0 0.85

τw (ms) 25 28 30

b (nS) 0.1 0.0805 0.0805

Table 3: AdEx parameters for GCs at three distinct maturation stages. A summary of AdEx model parameters for GC populations in
the DG network. In parentheses are denoted the units for each parameters they were indicated in the Brian Simulator 1.4.4.

2.2 Adaptive Exponential Integrate and Fire Model (AdEx)
Adaptive  Exponential  Integrate-and-Fire-Model  (AdEx)  is  a  two dimensional  Integrate-and-Fire
model which combines an exponential  spike mechanism with an adaptation equation (Brette &
Gerstner 2005). This model is a simplified phenomenological neuron model of the integrate-and-
fire category that give the advantage of fewer parameters that need to be set. AdEx model is based
on the exponential integrate-and-fire model, (Fourcaud et al. 2003) and the two-variable model of
Izhikevich (Izhikevich, 2003).
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The AdEx model is described by the two following differential equations:

Αt spike time:

In the following table, are summarized the parameters of the AdEx Model:

Parameters

C (membrane capacitance)

gL (leak conductance)

EL (leak reversal potential)

VT (spike threshold)

ΔT (slope factor)

τw (adaptation time constant)

a (subthreshold adaptation)

b (spike-triggered adaptation)

Table 4: A summary of the parameters of the AdEx Model

2.2.1 Physiological interpretation of the AdEx model

The (1) differential equation for the voltage expresses the conservation of the currents across the

membrane. Capacitative current (
C⋅dV

dt
) ought to be balanced by the injected current (I) and the

negative of the membrane current. The membrane current is represented with three terms:
1. The leak current ( gL⋅(V−EL) ), which is linear with the voltage and increases with the

distance from the resting potential EL,

2. The  exponential  term  ( gL⋅ΔΤ exp(
V−V T

ΔΤ

) )  which  describes  the  voltage  dependent

activation of the Na+ channel if we assume that the activation is instantaneous
3. The adaptation current w
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The (2) differential equation for the variable w, describes the evolution of the adaptation current
with time constant τw. This equation includes spike-triggered adaptation through the reset condition
w → w + b as well as a linear coupling of the second variable, w, with the voltage via the parameter
a.

2.3 Validation of intrinsic properties
In order to build up a robust, reliable and trustworthy computational model that will reflect the
electrophysiological, passive and active properties of granule neurons of DG as reliably as possible,
we implemented a set of validation tests. In this way, we tested our model against experimental
data. The validation procedure was implemented for three distinct temporal categories of granule
neurons. The first category is about immature abGCs that are 4-weeks old (4-weeks after their birth
in the adult DG). In previous section, we are referred to the special characteristics of this category
of abGCs, and why we decided to study and incorporate them distinctly in the model. The second
category, includes the mature abGCs, that are 8-weeks old (8 weeks after their birth in the adult
DG). The third category includes the dbGCs (perinatally born or old GCs > 8-weeks old). In this
part, we should note that electrophysiological properties, as far as the abGCs are concerned, were
less available in current scientific bibliography due to the difficulties that abGCs present in their
experimental manipulation. These cells have small diameter, thin dendritic processes, thus, there is
a considerable obstacle to obtain electrophysiological measurements from them, such as dual patch
clamp somatodendritic recordings. In circumstances like the aforementioned, that we have not got
at our disposal exact experimental values, we inferred them based on experiments that described the
electrophysiological behavior of these cells in comparison with dbGCs.
The  model  which  was  implemented  in  somatic  compartments  of  the  aforementioned  three
categories of neurons, was the AdEx model which was described more detailed in the previous
section. In dendritic compartments of the three categories of granule neurons, it was implemented a
simple LIF model. The major advantage of AdEx usage, is that it can capture the spiking properties
of neurons while a small set of parameters is needed to be tuned.
The first validation test that was implemented, concerned input resistance (R in) and sag ratio. In
order to accomplish that, we implemented in the soma negative square current pulse for 1-s (1000
ms) and then we used the formula: Rin = ΔVm/Iinjected,  where ΔVm is  the membrane response to
current stimulation. More specifically, ΔVm = V2 - V1 where V1 the membrane potential at t1 = 198
ms (a short time before we start applying square current pulse) and V2 the membrane potential at t2 =
1998 ms (a short time before we stop applying square current pulse).
Applying the same protocol as in Rin validation experiment, in order to validate the sag ratio, we
used the formula: sag ratio = ΔVm / ΔVmax, where ΔVm is the membrane response to negative square
current pulse and ΔVmax is the membrane difference ΔVmin - V1 where V1 the membrane potential at
t1 = 198 ms (a short time before we start applying square current pulse) and ΔVmin the minimum
membrane potential during membrane stimulation with current injection.
In the figures below we present the derived diagrams after implementing negative square pulse in
the  soma  of  the  GCs  at  three  different  developmental  stages  in  order  to  reproduce  the
experimentally  derived  value  of  Rin.  The  table  summarizes  the  intrinsic  property  Rin as  it  was
derived by experimentalists and as it was reproduced by our model.
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Rin Model Experiment

dbGCs 239 224 ± 7 (Mongiat et al., 2009) 

Mature abGCs 324 322 ± 38.9 (Gu et al., 2012)

Immature abGCs 537 519 ± 30 (Mongiat et al., 2009)

Table 5: Summary of intrinsic property Rin for the three developmental stages of granule neurons. We present the values for R in as
they were calculated after the implementation of experimental protocols and as they were reproduced by our model.

Figure 22:  Reproducing the experimentally  derived R in with computational modeling.  A) Voltage trace and current  trace for a
modeled developmentally-born granule cell after current injection of -50 pA in the soma for 1-s, B) Voltage trace and current trace for
a modeled mature adult-born granule cell after current injection of -50 pA in the soma for 1-s, C)  Voltage trace and current trace for a
modeled immature adult-born granule cell after current injection of -50 pA in the soma for 1-s.

The same protocol was implemented in order to reproduce also the sag ratio of granule neurons at the three
different  developmental  stages.  Sag  ratio  is  defined as  the  ratio  between the exponentially  extrapolated
voltage to the steady-state voltage. The table below summarizes the experimentally derived sag ratio and the
values reproduced by our model.

sag ratio Model Experiment

dbGC 1.0 1.0 ± 0.2 (Kowalski et al., 2016)

Mature abGC 0.999 no data available

Immature abGC 0.979 no data available
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Table 6: Summary of the intrinsic property sag ratio for three developmental stages of granule neurons. In the table are presented the
experimentally derived values after electrophysiological experiments and the reproduced values from the model. In cases where
experimental data were not available (mature and immature adult-born granule cells) we attempted to be in accordance with known
experimental data for the developmentally-born neuronal population.

In a second set of experiments, we applied sub-threshold positive square current pulse for 1-s (1000
ms) at the soma of granule neuron in order to validate the membrane time constant (τm). For the
calculation of membrane time constant, we calculated the time needed for membrane potential to
reach 63% of the voltage at steady state (during the rising phase), or alternatively, the time needed
for membrane potential to reach 37% of the voltage at steady state (during the decay phase).
In the following table are summarized the experimental derived τm of the membrane for granule
neurons  at  three  developmental  stages  as  well  as  the  reproduced  values  by  our  model  after
performing the tests that were described before.

τm (ms) Model Experimental

dbGCs 14.8 16 ± 1 (Kowalski et al., 2016)

Mature abGCs 16.5 26.9 (Brunner et al., 2014)

Immature abGCs 24.7 27 ± 2 (Nakashiba et al., 2012)

Table 7: Summary of the τm of membrane for three different developmental stages of granule neurons. We pose the experimentally
calculated τm as well as the reproduced value from the model.

Figure 23:  Reproducing the experimentally derived τm with computational modeling.  A) Voltage trace and current trace for a
modeled developmentally-born granule cell after current injection of +50 pA in the soma for 1-s, B) Voltage trace and current trace
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for a modeled mature adult-born granule cell after current injection of +50 pA in the soma for 1-s, C)  Voltage trace and current trace
for a modeled immature adult-born granule cell after current injection of +30 pA in the soma for 1-s

In another set of experiments, we tried to validate the rheobase, i.e. the minimum current injected in
the soma of the neuron in order to be emitted at least one spike. To find out this, we applied positive
square current pulse in the soma of granule neuron for 1-s (1000 ms), with small current step in
order to discover the minimum required current for the triggering of a spike or spikes. The table
below summarizes the experimentally as well as the model reproduced rheobase, while the figures
illustrate the computationally implemented protocols as they were described before.

Rheobase Model Experiment

dbGCs 134 135 ± 11 (Kowalski et al., 2016)

Mature abGCs 61 84.5 ± 5.1 (Laplagne et al., 2007)

Immature abGCs 38 33 ± 6.6 (Vivar et al., 2012)

Table 8: Summary of  rheobase for the three developmental stages of granule neurons. We present the values for rheobase as they
were calculated after the implementation of experimental protocols and as they were reproduced by our model.

Figure 24: Reproducing the experimentally derived rheobase with computational modeling. A) Voltage trace and current trace for a
modeled developmentally-born granule cell after current injection of +134 pA (rheobase) in the soma for 1-s, B) Voltage trace and
current trace for a modeled mature adult-born granule cell after current injection of +61 pA in the soma for 1-s, C)  Voltage trace and
current trace for a modeled immature adult-born granule cell after current injection of +38 pA in the soma for 400 ms
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Moreover, we tried to capture the firing behavior of modeled neurons, through the creation of I-f
and I-V curves. We have at our disposal I-f and I-V curves from experimental protocols in dbGCs
(old GCs), but restricted data from immature abGCs and mature abGCs.
The  following  plots,  depict  the  current–frequency  (I-f  curve)  and  current-voltage  (I-V  curve)
relationship  for  a  modeled  immature  abGC. The applied  protocol  included the  somatic  current
injection  of  a  range of  currents,  from negative  to  positive  currents  (-50  pA to  +240 pA).  The
application of somatic current stimulation was step-wise (11 pA) for a total stimulation period of 1-
s.  We should note that  in the I-V curve the slope give us the calculated from the model input
resistance (Rin) which is in close proximity with the experimentally derived Rin.  Indeed, for the
immature abGC that is highly excitable with high Rin, the slope in I-V curve is indicative. 

Figure 25: Current-frequency (I-f) relationship for the immature abGC model. y-axis represents the firing rate of each neuron in Hz,
while x-axis shows the somatic current injections in pA. I-f curve with corresponding frequency (Hz) to current injections of -50 to
+240 pA with 11 pA step-size for a total soma current stimulation of 1-s.

Figure 26:  Current-Voltage (I-V) curves for the immature abGC model.  Voltage responses to  current  injections of -50  pA to
rheobase with 11 pA step-wise for a total soma current stimulation of 1-s.
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Our model could reproduce in a consistent way experimentally derived plots of voltage traces.

Figure 27:  Traces representative of membrane potentials in response to current injections, for immature abGCs at 30 d.p.i  (A,
Adapted by Vivar et al., 2012). Depolarizing steps were delivered at threshold (B) and twice threshold current (C). Also, a negative
square current pulse (-50 pA) was applied (D). 

In the table below, are summarized the intrinsic properties for immature abGCs as were calculated
from experiments and as were reproduced by our model. As we can see, they are in close proximity.

Immature abGCs Model Experiment Source

Rin (MΩ)) 537 519 ± 30 (n=68) Mongiat et al., 2009

sag ratio 0.979 --- ---

τm (ms) 24.7 27 ± 2 (n=29) Nakashiba et al., 2012

Rheobase (pA) 38 33 ± 6.6 (n=3) Vivar et al., 2012

Max firing freq (Hz) 87* 52 Brunner et al., 2014

Table 9: Intrinsic properties of immature abGCs. A summary of the intrinsic properties of immature abGCs (~ 4-weeks old) as were
extracted from experiments and as were predicted by our model. *: for total simulation of 1-s for current injection at the soma I inj = +
240 pA, ---: no available data from experiments

Similarly,  the following plots,  depict  the current–frequency (I-f  curve) and current-voltage (I-V
curve) relationship for a modeled mature abGC. The applied protocol included the somatic current
injection  of  a  range of  currents,  from negative  to  positive  currents  (-50  pA to  +240 pA).  The
application of somatic current stimulation was step-wise (11 pA) for a total stimulation period of 1-
s. We should note that in the I-V curve, the slope could give us the calculated from the model input
resistance (Rin) which is in close proximity with experimental Rin. The mature abGC is less excitable
in comparison with the modeled immature abGC and the same is true for the calculated R in, as we
can observe from the slope of the I-V curve.
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Figure 28: Current-frequency (I-f) relationship for the mature abGC model. y-axis represents the firing rate of each neuron in Hz,
while x-axis shows the somatic current injections in pA. I-f curve of mature abGC with corresponding frequency (Hz) to current
injections of -50 to +240 pA with 11 pA step-wise for a total soma current stimulation of 1-s. 

Figure 29: Current-Voltage (I-V) curves for the mature abGC model. Voltage responses to current injections of -50  pA to rheobase
with 11 pA step-wise for a total soma current stimulation of 1-s.

In the table below, are summarized the intrinsic properties for mature abGCs as were calculated
from experiments and as were reproduced by our model. As we deduce, the properties reproduced
by the model are in close proximity with experimental values.

Mature abGCs Model Experiment Source

Rin (MΩ)) 324 322  ±  38.9 (10-15) Gu et al., 2012

sag ratio 0.999 --- ---

τm (ms) 16.50 26.9 Brunner et al., 2014

Rheobase (pA) 61 84.5  ±  5.1 (n=31) Laplagne et al., 2007

Max firing freq (Hz) 84* 41 Brunner et al., 2014

Table 10: Intrinsic properties of mature abGCs. A table summary of the intrinsic properties of mature abGCs as they were extracted
from experiments and as they were predicted by our model. Signs explained: *: for total simulation of 400 ms and current injection at
the soma  Iinj = + 250 pA and --- : no available experimental data.
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The validation of intrinsic properties for mature abGCs comes in accordance with experimental data
as we can conclude from the voltage traces that were observed in experiments and were reproduced
by our model.

Figure 30: Traces representative of membrane potentials in response to current injections, for mature abGCs at 60 d.p.i (A, Adapted
by Vivar et al., 2012). Depolarizing steps were delivered at threshold (B) and twice threshold current (C). Also, a negative square
current pulse (-50 pA) was applied (D).

In the table  below, are  summarized the intrinsic  properties  for dbGCs as were calculated from
experiments and as were reproduced by our model.

dbGCs Model Experiment Source

Rin (MΩ)) 239 224 ± 7 (n=89) Mongiat et al., 2009

sag ratio 1.0 1.0 ± 0.2 (n=6) Kowalski et al., 2016

τm (ms) 14.8 16 ± 1 (n=5) Kowalski et al., 2016

Rheobase (pA) 134 135 ± 11 Kowalski et al., 2016

Max firing freq (Hz) 51* 54 Lübke et al., 1998

Table 11: Intrinsic properties of dbGCs. A table summary of the intrinsic properties of dbGCs (>8-weeks old) as they were extracted 
from experiments and as they were predicted by our model. Signs explained: *: for total simulation of 1-s and current injection at the 
soma Iinj = +250 pA , ---: no available experimental data

The  following  plots,  depicts  the  current–frequency  (I-f  curve)  and  current-voltage  (I-V curve)
relationship  for  a  modeled  dbGC (old  GC).  The applied  protocol  included the  somatic  current
injection  of  a  range of  currents,  from negative  to  positive  currents  (-50  pA to  +240 pA).  The
application of somatic current stimulation was step-wise (11 pA) for a total stimulation period of 1-
s. We should note that in the I-V curve the slope could give us the calculated from the model input
resistance (Rin) which is in close proximity with the experimentally derived Rin.  Indeed, for the
dbGC that is not highly excitable with lower Rin in comparison with modeled abGCs, the slope in I-
V curve is smaller.
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Figure 31: Current-frequency (I-f) relationship for the dbGC model. y-axis represents the firing rate of each neuron in Hz, while x-
axis shows the somatic current injections in pA. I-f curve of dbGC for corresponding frequency (Hz) to current injections of -50 to
+240 pA with 11-pA step-wise for a total soma current stimulation of 1-s.

Figure 32: Current-Voltage (I-V) curves for the dbGC model. Voltage responses to current injections of -50  pA to rheobase with 11-
pA step-wise for a total soma current stimulation of 1-s. The left insert was adapted by Lübke et al., 1998.

The validation of intrinsic properties for dbGCs comes in accordance with experimental data as we
can conclude from the voltage traces that were observed in experiments and were predicted from
the model.
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Figure 33: Voltage trace of dbGCs after current injection Iinj +250 pA and -50 pA for total current stimulation of the soma for 1-s.
The applied protocol  was  adopted  by  experimental  procedures  (A,  Adapted by Lübke et  al.,  1998)  and was implemented  for
validation purposes in the modeled dbGC (B).

For comparative reasons, we pose the following common plot of current-frequency (I-f) relationship
for the modeled GCs at three different developmental stages; dbGCs, mature and immature abGCs.

Figure 34:  Common plot of current-frequency (I-f) relationship for the dbGC, mature abGC and immature abGC model. y-axis
represents the firing rate of each neuron in Hz, while x-axis shows the somatic current injections in pA. The I-f curve is about dbGC,
mature and immature abGC for corresponding frequency (Hz) to current injections of -50 to +240 pA with 11-pA step-wise for a total
soma current stimulation of 1-s.

As we deduce from the above curves, the modeled dbGC, mature and immature abGC exhibit firing
behavior that comes in accordance with experimental data where dbGC is less excitable than the
abGCs. Between abGCs, immature abGCs have higher excitability compared with mature abGCs as
it is evident form the above diagram.
In the following figure are depicted the firing traces for MCs, BCs and HIPP cells as were taken
from a previous DG model of our laboratory (Chavlis et al. 2017).

Figure 35: Firing traces of the three model cells in response to current injection (1-s). Note that action potentials are not explicitly
modeled in I & F neurons. A: The somatic membrane voltage for the mossy cell (MC) with 1300 pA (top) and 2300 pA (bottom)
current injections. B. Same as in A, for the Basket cell (BC), with 1200 pA (top) and 250 pA (bottom) current injections. C. Same as
in B, for the HIPP cell, with 1300 pA (top) and 250 pA (bottom) current injections. (Adopted by Chavlis et al. 2017).
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Taking into consideration that the reproduced by our model experiments were performed in the
presence of synaptic activity blockers, the implemented current was injected in the soma of granule
neurons for replicating these conditions. We need to clarify that the calculated firing frequency is
the maximum because if the injected current in the soma is bigger than the highest implemented,
then the neuron did not correspond correctly.
Dendritic spines were incorporated into the models by scaling Rm and Cm of spine-bearing dendrites
appropriately.  Because  spines  were  implemented  in  our  model  by  scaling  the  parameters  that
depend on membrane surface area, the increase in the membrane surface area was larger in more
distal compartments. The relative contribution of individual spines is dependent on the membrane
area per unit length and therefore on the diameter of the dendritic shaft.

2.4 Modeling Synapses
In  the  DG network  there  are  both  excitatory  (glutamatergic,  AMPA & NMDA) synapses  and
inhibitory (GABAergic) synapses (see section 1.12.2 and 1.12.3 from Introduction). Hence, in order
to create  a  biophysical relevant network we included them in our model.  As a result,  the total
synaptic current in our model consists of two components; the excitatory currents (IAMPA & INMDA)
and the inhibitory current (IGABA). For ligand-gated ion channels that mediate synaptic transmission,
we could tell that they exhibit an approximately linear current-voltage relationship, such as AMPA
and GABA receptors. Therefore, this kind of ligand-gated ion channels could be modeled as an
ohmic conductance (gsyn) multiplied by the driving force:

where Esyn is the reversal potential for AMPA and GABA, respectively.
However, when we want to model NMDA synapses, the approach is a little bit different because in
this  case  the  current-voltage  relationship  cannot  be  confronted  as  linear.  More specifically,  the
NMDA receptor-mediated  conductance  depends  on  the  postsynaptic  voltage  due  to  the  gate
blockage by a positively charged magnesium ion (Mg2+). The fraction of NMDA channels that are
not blocked by Mg2+ can be fitted by a sigmoidal function (Jahr & Stevens, 1990) described by the
following formula:

where, η is the sensitivity of Mg unblock, γ the steepness of Mg unblock, and [Mg2+]o is the outer
magnesium (Mg2+) concentration. The values of η, γ and [Mg2+]o that were used in the simulations
for the NMDA receptors are summarized in the following table:

η (mM-1) γ (mV-1) [Mg2+]o (mM)

GCs 0.2 0.04 2

MCs 0.28 0.072 1

BCs 0.28 0.072 1

HIPP 0.28 0.072 1
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Table 12: The arithmetic values of the parameters that were used for the modeling of the fraction of NMDA channels that are not
blocked by Mg+2.

The NMDA synaptic current was calculated by the following equation:

For all synaptic currents the ohmic conductance was simulated as a sum of two exponentials terms
(Bartos et al., 2001). The one term was based on rising while the other was based on the decay
phase of the postsynaptic potential. In that way, we have the permission to set the time constants
(τdecay and τrise) independently. This function was simulated as a system of two linear differential
equations:
          

where τrise and τdecay are the rise and decay time constants respectively, ho is a scaling factor and u(t)
is  the  function  of  two  exponentials  u(t)  =  exp(-t/τdecay)  -  exp(-t/τrise),  which  is  divided  by  its
maximum amplitude. The scaling factor ho is set to 1 ms-1 for all AMPA and NMDA receptors and
all neuronal types in the network. For NMDA receptors, the scaling factor hο, was set to 0.5 ms-1

apart from the NMDA synapses on GCs where it was set to 2 ms-1. Bearing in mind that we did not
modeled the axons of neurons, we included in our model a delay between pre- and postsynaptic
transmission. Including this delay in the network serves both ways: both for synaptic transmission
and axonal conduction delay,  while its  value depends on presynaptic and postsynaptic neuronal
types. The peak conductance (gmax), rise (τrise) and decay (τdecay) time constants, and the delay of
various  network connections  were  estimated  from experimental  data.  For  the  dbGCs,  the  peak
conductance both for AMPA and NMDA was validated against experimental data (Krueppel et al.,
2011).  Experimental  findings  of  this  study  highlighted  that  the  unitary  excitatory  postsynaptic
potential (uEPSP), i.e. activation of a single synapse, provokes 0.6 mV somatic EPSP, and the peak
current  ratio  of  NMDA/AMPA was  1.08.  These  values  were  reproduced  for  the  GCs  in  our
computational model.
In  the  model,  we  incorporated  also  background  activity  in  order  to  simulate  the  experimental
findings of spontaneous activity in DG. Similarly, we used Poisson independent spike trains in order
to be reproduced the experimental data for MCs (2-4 Hz spontaneous activity) (Henze & Buzsáki
2007) and for BCs (1-2 Hz spontaneous activity) (Kneisler & Dingledine 1995). GC population
infrequently generates spontaneous activity, even if inhibition is blocked (Lynch et al 2000). Hence,
we implemented noise inputs, only in order to evoke spontaneous EPSPs (500 noisy inputs of 0.1
Hz spontaneous activity to enhance randomness in the network).
In the following tables we summarize the synaptic parameters for the GCs populations at different
maturation stages in the  DG network.
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Synapses (From/to) dbGCs Mature abGCs Immature abGCs

AMPA (Perforant Path)

gmax (nS) 1.4 1.0 0.55

τrise (ms) 0.1 0.1 0.1

τdecay (ms) 2.5 2.5 2.5

delay (ms) 3.0 3.0 3.0

NMDA (Perforant Path)

gmax (nS) 0.8711 0.8711 0.8711

τrise (ms) 0.33 0.33 0.33

τdecay (ms) 50.0 50.0 50.0

delay (ms) 3.0 3.0 3.0

Table 13: Synaptic parameters for AMPA & NMDA synapses from perforant path afferents to GC populations. 

Synapses (From/to) dbGCs Mature abGCs Immature abGCs

Mossy Cells 

gmax (nS) 0.1066 0.1066 0.1066

τrise (ms) 0.1 0.1 0.1

τdecay (ms) 2.5 2.5 2.5

delay (ms) 3.0 3.0 3.0

Mossy Cells

gmax (nS) 0.1151 0.1151 0.1151

τrise (ms) 0.33 0.33 0.33

τdecay (ms) 50.0 50.0 50.0

delay (ms) 3.0 3.0 3.0

Table 14: Synaptic parameters for excitatory mossy cell synapses with GC populations at different maturation stages.

Moreover, in our model we included also inhibitory GABAA synapses and their synaptic properties
are summarized in the following table.

Synapses (From/to) dbGCs Mature abGCs Immature abGCs

GABAA

Basket Cells

gmax (nS) 14.0 14.0 14.0

τrise (ms) 0.9 1.80 9.0

τdecay (ms) 6.8 32.8 36.8

delay (ms) 0.85 0.85 0.85

HIPP Cells

gmax (nS) 0.12 0.12 0.12

τrise (ms) 0.9 9.0 14.0

τdecay (ms) 6.8 80.0 80.0

delay (ms) 1.6 1.6 1.6

Table 15: Synaptic parameters for inhibitory synapses from basket cells or HIPP cells to GC populations at different developmental
stages.
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Except the main neuronal population of GCs at different maturation stages, we also included in our
computational  model  of  the  DG  network  the  excitatory  population  of  MC  cells  and  local
interneurons  like  BCs  and  HIPP  cells.  Their  intrinsic  properties  were  validated  based  on
experimental data that  were reproduced by a previous model of our laboratory (Chavlis  et  al.,
2017).  In  the  following tables  are  summarized  the  synaptic  properties  for  the  rest  of  neuronal
populations in the DG network.

Synapses (From/To) Mossy Cells Basket Cells HIPP Cells

AMPA (Perforant Path)

gmax (nS) 0.240

τrise (ms) 2.0

τdecay (ms) 11.0

Delay (ms) 3.0

Granule Cells

gmax (nS) 0.500 0.210

τrise (ms) 0.5 2.5

τdecay (ms) 6.2 3.5

Delay (ms) 1.5 0.8

Mossy Cells

gmax (nS) 0.350

τrise (ms) 2.5

τdecay (ms) 3.5

Delay (ms) 3.0

NMDA 

Perforant Path

gmax (nS) 0.276

τrise (ms) 4.8

τdecay (ms) 110.0

Delay (ms) 3.0

Granule Cells

gmax (nS) 0.525 0.231

τrise (ms) 4.0 10.0

τdecay (ms) 100.0 130.0

Delay (ms) 1.5 0.8

Mossy Cells

gmax (nS) 0.385

τrise (ms) 10.0

τdecay (ms) 130.0

Delay (ms) 3.0

Table 16: Synaptic parameters for the rest of neuronal populations in the DG network.
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2.5 Validation of Synaptic Properties
In a second round of validation procedures, we tried to examine the synaptic properties of GCs.
Hence,  we  created  a  synaptic  mechanism  with  AMPA and  NMDA excitatory  (glutamatergic)
synapses having one presynaptic neuron while the postsynaptic neuron was the GC (dbGC, mature
abGC or immature abGC).
The first experiment, had as its target to find out the current in which the membrane potential stayed
stable at -70 mV. In order to accomplish that, we turned off the spike generation mechanism setting
the threshold potential high enough while having NMDA channel closed and AMPA open. What is
more,  we performed another similar experiment,  for finding out the current that leads to stable
membrane potential of +40 mV. We studied the NMDA receptor-mediated currents while holding
the membrane stable at +40 mV in order to overcome voltage-dependent Mg+2 block, as it was
described  in  experimental  protocols  (Schmidt-Salzmann  et  al.,  2014).  Similarly,  in  order  to
accomplish that, we turned off the spike mechanism setting the threshold potential for spiking high
enough while having NMDA and AMPA channels open. Through the above described experiments,
we  managed  to  derive  the  gAMPA/gNMDA ratio  for  the  three  different  categories  of  granule  cells
reproducing the experimental data and reproducing the uEPSP (+0.6 mV) (Krueppel et al., 2011).

Figure 36: Plots of unitary excitatory post-synaptic potential (uEPSP) for granule neurons at three different developmental stages. 
After deriving the gAMPA/gNMDA ratio we managed to reproduce the uEPSP for developmentally-born granule neurons which is 0.6 mV 
(A), mature adult-born granule neurons (B) and immature adult-born granule neurons (C). 
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2.6 Construction of the network

The  implemented  model  of  DG  was  based  on  the  connectivity  characteristics  and  structure
described in (Myers and Scharfman 2009) while the main idea and philosophy of this model was
especially influenced by a previous computational model built in our laboratory (Chavlis et al.,
2017).  Our DG network consists  of  the  main neuronal  population  of  DG – i.e  GCs -  in  three
different maturation stages; dbGCs, mature abGCs and immature abGCs. Also, the model includes
the excitatory MCs, and two classes of inhibitory INs which are the BCs and the HIPP cells. We do
not include in our model the Hilar Commissural Associational Pathway (HICAP) cells because they
are not so well characterized. The simulations were performed using the BRIAN 1.4.4 Simulator
written in python (version 2.7) (Goodman & Brette 2009, Brette & Goodman 2011) running on a
high-performance computing cluster (HPCC) with 312 cores under 64-bit CentOS Linux operating
system. 

In order to investigate the behavior of adult-born neurons in the DG network and their effect in the
ability  of  DG to perform pattern  separation,  we incorporated them in our  model.  The network
consisted of 2000 GCs in total with the 5% of the GC population being abGCs (i.e. 1900 dbGCs, 50
mature abGCs and 50 immature abGCs). Alternatively, taking into account recent data that assume a
10% of total GC population to be abGCs, we have a network with 1800 dbGCs, 100 mature abGCs
and 100 immature abGCs. In each case, we preserved the total GC population stable, being 2000
GCs. What is more, we integrated in the network the other three major neuronal populations that are
met in the DG. Hence, there were also 100 BCs providing feedback inhibition, 80 hilar MCs and 40
HIPP cells providing feedforward inhibition. 

The total number of GCs in the network represents 1/500 of the 1 million granule neurons that are
located in the rat hippocampus (West et al., 1991). This particular selected number of GCs in the
network  provides  us  with  enough  power  to  explore  pattern  separation,  while  conserving  the
computational  efficiency.  The  abGCs  consist  the  5%-10% of  the  total  GCs  population,  so  we
decided to include 1900 dbGCs, 50 mature and 50 immature abGCs in the first control network
(Drew  et  al.,  2013).  At  this  time,  we  should  note  that  we  also  created  a  network  like  the
aforementioned, taking although into consideration newer bibliographic data that attribute 10% of
abGCs in the network. As a result, in this case we have got 1800 dbGCs, 100 mature abGCs and
100 immature abGCs in the second control network.
Inspired by the lameral organization of DG along its septotemporal axis (Sloviter and Lømo, 2012),
we divided the  2000 GCs into  100 non-overlapping  clusters.  The  one  half  of  the  clusters  (50
clusters) was made up by 19 dbGCs and 1 mature abGC and the second half of the clusters was
made up by 19 dbGCs and 1 immature abGC. In the case of the network with 1800 dbGCs, 100
mature abGCs and 100 immature abGCs we had in the clusters (100 clusters) with 18 dbGCs, 1
mature abGC and 1 immature abGC.
Apart from the principal excitatory neuronal population of granule neurons, we also incorporated in
the network inhibitory INs. The first type is the GABAergic perisomatic targeting BCs while the
second type is the hilar interneurons (HIPP cells), that target distal dendritic compartments. As we
already mentioned, we have 100 BCs in the network, thus 1 BC per cluster of GCs, in accordance
with the form of a “winner-take-all” competition (Coultrip et al., 1992). According to this form of
competition, all, but the most strongly activated GCs in a cluster, are silenced. Given 100 clusters in
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the model, and with one winner within each cluster, approximately 5% of GCs are active for a given
stimulus.  In  this  way  we  compromise  and  are  in  agreement  with  the  theoretically  and
experimentally approximated estimation of 5% activity of GCs for a given stimulus (Treves et al.,
2008, Danielson et al., 2016).
As far as the hilar neuronal population in the network, we already underlined the presence of 80
MCs and 40 HIPP cells in the network. In vivo, the estimated numbers are 30,000 to 50,000 MCs in
rats (West et al., 1991, Buckmaster and Jongen-Rêlo, 1999) and approximately 12,000 HIPP cells
in rats (Buckmaster and Jongen -Rêlo, 1999). In our network, the existence of 80 MCs corresponds
to 3 - 5 MCs per 100 GCs and the existence of 40 HIPP cells corresponds to < 2 HIPP cells per 100
GCs.

Figure 37:  A schematic representation of the DG network model. The different shades of the green color illustrate the trilaminar
distribution. PP: perforant path, GC: granule cells, BC: basket cells, MC: mossy cells, HIPP: hilar perforant path-associated cells.
The perforant path afferents carry the input to the network from Layer II of the Entorhinal Cortex (EC), and project on both the GCs
and HIPP cells.  MCs and GCs are connected with each other in a recurrent manner. Also, MCs excite the BCs. BCs target the
perisomatic area of GCs inhibiting them while HIPP interneurons target the outer third of the distal dendritic compartments of GCs
providing inhibition to GCs. Finally, GCs provide the output of the DG network (Adopted by Chavlis et al., 2017). 

Ιnput to the network is provided from EC Layer II via PP, thus we simulated 400 afferent inputs
derived  from  independent  Poisson  spike  trains,  with  40  Hz  frequency  in  accordance  with
experimental data (Hafting et al., 2005). According to experimental studies, dentate GCs receive
input from 10% of the 4,000 EC Layer II afferents that contact a given GC in the rat during a task
(McNaughton et al., 1991), proposing that a 10% of PPs afferents are active. In agreement with the
aforementioned study, 10% of the total entorhinal input is necessary to discharge one GC. So, in our
simulation we consider that 10% is the active PP afferents representing a given stimulus. The ratio
of GCs to PP afferents is aligned with estimations of about 200,000 EC Layer II cells in the rat
(Amaral  et  al.,  1990),  suggesting  a  ratio  of  20  EC  cells  per  100  GCs.  Implementing  the
aforementioned, EC-GC connection is sparse, with each GC receiving input from about 2% of EC
Layer II neurons. Assuming only 400 input cells; one GC could have only 8 afferents from EC,
which in turn would make it impossible for the GC to become active. As a compromise, we used a
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randomly determined 20% of EC Layer II cells as input to each GC and additionally, 20% randomly
determined  EC  Layer  II  cells  as  input  to  each  HIPP cell;  GCs  contact  each  MC  with  20%
probability; GCs and HIPP cells each feedback to contact a randomly determined 20% of GCs and
finally,  each MC connects with every BC in the network. Connections are initialized randomly
(uniform  random  distribution)  before  the  start  of  the  simulations  and  remain  fixed  across  all
simulations (no rewiring). The connectivity matrix was the same for all experiments and across all
using GC models, apart from the PP → GC, and HIPP → GC synapses due to the difference in GC
number of dendrites.

2.6.1 Different network simulations in order to investigate activity and sparsity 
of the network

In order to unravel the potential role that abGCs may exert in the activity and the sparsity of the DG
network, we created six DG networks with different compositions of GC populations.
The different DG networks that we used in the simulations shared the same number of BCs, MCs,
and HIPP cells, with the only difference in the composition of the GC neuronal population.
Networks A and B could be considered as the control networks in which the percentage of each GC
population  comes  in  accordance  with  current  scientific  literature.  Hence,  the  network  A  is
comprised of 2000 GCs in total, 5% of which are abGCs, while Network B is comprised by 2000
GCs in total, 10% of which is comprised of abGCs. The network C has got the same percentage of
each GC population (33.3%). In the network D there are 50% dbGCs and 50% abGCs (25% mature
abGCs - 25% immature abGCs). The network E is the extreme case where adult neurogenesis is
absent  (2000  dbGCs).  For  each  of  the  aforementioned  networks,  were  performed  adequate
simulations with random initialized inputs from EC Layer II. Moreover, we created two additional
networks, the networks F and G which possessed the same number of GCs as the network B (1800
dbGCs,  100 mature  abGCs and 100 immature  abGCs).  Although,  the  main  difference  between
network B and F was the absence of BC-abGC synapses and for the case of network G, the absence
of MC-abGC synapses. Our main motivation was to investigate how the absence of these types of
synapses due to dendritic atrophy of abGCs for example, may exert their impact on the activity
levels of the DG network. The network compositions for the different simulations are described in
the following table:

Network Old GCs Mature abGCs Immature abGCs

A 1900 50 50

B 1800 100 100

C 700 700 700

D 1000 500 500

E 2000 --- ---

F 1800 100 (no BC synapses) 100 (no BC synapses)

G 1800 100 (no MC synapses) 100 (no MC synapses)

Table 17: Network composition in GCs. Different DG network compositions for the different simulations that were performed. 
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The synaptic weights from EC to different GC populations used for the network simulations are
summarized in the following table:

Synaptic Weights (EC → GC) Scaling factor

EC → dbGCs 3.80

EC → Mature abGCs 1.40

EC → Immature abGCs 1.40

Table 18: Synaptic weights parameters. Parameters for the synaptic weights of inputs from EC to different developmental stages of
GC populations.

The calculation of  activity  in  the  different  network compositions  was done used the  following
formula:  

where Nactive is  the number of neurons from the particular  neuronal  population (dbGCs, mature
abGCs or immature abGCs) divided by the Ntotal which is the total number of neurons from this
particular neuronal population in which we are referred in each case. Moreover, we consider as
active neurons, each neuron that emits at least one spike.
As  far  as  the  calculation  of  sparsity  of  different  GC  populations  in  the  different  network
compositions are concerned, we used the following formula:

As sparsity and activity are complement metrics, we have chosen to show only the activity metric. 

2.7 Pattern Separation in the DG Network
In the level of a network, we consider that this particular network performs pattern separation when
the  similarity  between  two  distinct  input  patterns  is  higher  than  the  similarity  between  the
corresponding output patterns. During the various simulations that we performed, the input patterns
were presented as the activity along the 400 PP afferents. For each input pattern, there are 40 active
PP afferents (i.e. 10% input density). For our analysis, in the DG network we consider as active,
each  GC  that  emits  at  least  one  spike  during  the  presentation  of  the  stimulus  (Myers  and
Scharfman 2009), thus the output patterns correspond to the active GCs. In order to quantify the
pattern separation efficiency we used both for inputs and outputs the population distance metric f1

which is calculated by the following formula:

where s denotes the sparsity (i.e. the ratio of silent neurons to all neurons as we have calculated it
from previous formula of  sparsity),  Ν the number of neurons, and  HD is the Hamming Distance
between two binary patterns (Hamming 1950). The Hamming Distance is defined as as the number
of positions at which the corresponding values are different. The factor of 2 in the denominator is
used to limit our distance measure at one.
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Figure  38:  Population-based  pattern  separation.  Schematic  representation  of  pattern  separation  using  population-based  coding
(metric  f1).  When two highly overlapping EC inputs  (input  1  and input  2,  with identical  mean firing rates)  arrive in  DG,  the
corresponding outputs are highly dissimilar. At this time point we should pinpoint that the output pattern is sparse because of the low
number of GCs  that encode any given pattern. 

As we already mentioned, our network performs pattern separation if the input distance is smaller
than the output distance, i.e. f1(input) < f1(output). Heretofore, we calculated the distance between two
binary patterns using only the HD metric. Despite the fact that we constructed the input patterns
from PP afferents taking into consideration the input patterns to have the same sparsity (10% are
active), the output patterns do not mandatory have the same activity level. Having as our aim to
examine the differences among the active neurons of each pattern, we disengage the dependence on
sparsity by dividing the HD with the number of neurons that are active in a pattern. 

In our network simulations, the output patterns are vectors, each vector with length equal to 2000
and 2-5% active neurons, which in turn correspond to 40-100 neurons. The total number of active
neurons lies in the range of 40-200. To describe it more detailed, in case of HD equal to 20, the old
metric, i.e.,  without taking into account the activity (or sparsity) gives a distance equal to 0.01
whereas the f1 metric ranges from 0.10 to 0.25, depending on the percentage of active GC neurons.
Hence, using the f1 metric (“population-based”), we are taking into consideration the differences
only  between active  neurons.  In  that  way,  we succeed to  make the  metric  more  robust  across
different levels of sparsity.

We constructed  four  groups of  input  pattern  pairs,  with  different  degrees  of  similarity  and we
calculated  the  input  and  the  corresponding  output  population  distances  for  each  group
independently.  First,  we constructed a variety of input  patterns with input  density 10% (i.e.  40
active neurons) and consequently, four additional input patterns were build with 40 active neurons,
8, 16, 24 and 32 of which are common between patterns, which in turn corresponds to f1(input) = 0.4,
0.3, 0.2 and 0.1. The reasoning behind this approach is to examine highly overlapping patterns
(f1(input) = 0.1, 0.2), as well as less similar ones (f1(input) = 0.3, 0.4). 
The table below summarizes the main characteristics of the overlapping incoming inputs that we
introduce in the DG network. These incoming inputs are derived by the EC Layer II.
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EC Layer II Inputs

Overlap Hamming Distance f1 score

0.9 (90%) 8 0.4

0.8 (80%) 16 0.3

0.7 (70%) 24 0.2

0.6 (60%) 32 0.1

Table 19: Population-based f1 metric. A summary of the f1 metric with the respective values for Hamming distance between input
patterns and the overlap. 

2.8 Statistical Tests
After performing an adequate amount of simulations for each DG network composition, we derived
the activity  levels for for each GC population.  The obtained statistics concerned the mean and
standard deviation of activity levels. The main target was to unravel if the activity levels of each GC
population, as well as of total GC population, was affected in a statistically significant way by the
different DG network compositions. Instead of the classic statistic approach of student t-test, we
used  the  Kolmogorov-Smirnov  test  which  is  a  little  bit  more  complicated  in  comparison with
student t-test and permits us to detect patterns that student t-test cannot detect. KS test could be used
to  examine  whether  two  samples  are  significantly  different.  The  D-statistic  is  the  absolute
maximum distance (supremum) between the cumulative distribution functions of the two samples.
The closer the number is to zero, the more likely it is that the two samples were drawn from the
same distribution. 
Our null hypothesis is that the activity levels between control network A (or B) and network C, D,
E,  F  or  G  were  not  different  in  a  statistical  significant  way  and  were  drawn  from  the  same
distribution. The significance level that we chose was a = 0.05. For every case where p-value < a,
we rejected the null  hypothesis and we concluded that the difference in activity levels between
control network and the chosen tested network was statistically significant.
Moreover, for the examination of pattern separation function, we derived as result the f 1 scores
about the output patterns of the examined DG network. Also, we have as our aim to find out if the
pattern separation function is affected by DG network composition, thus we examined if the mean f1

score between control network A (or B) and DG network of different compositions was statistically
significant different. Again, the used statistic test was the KS test. The null hypothesis was that the
f1 score of  output patterns between control network A (or B) and network C,D or E were not
different in a statistically important way so they were drawn from the same distribution. The level
of significance was set a = 0.05 and each time that p-value < a the null hypothesis was rejected.
Then, we deduced that the difference in f1 scores of output patterns was statistically significant. 
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3. RESULTS

3.1 Neuronal populations in the DG and their models
As we already mentioned, the DG network model is comprised of 2000 GCs (1900 or 1800 dbGCs,
50 or 100 mature abGCs, 50 or 100 immature abGCs for Networks A, B respectively) that represent
the three different developmental stages of GCs in the DG. Moreover, in the network there are 80
excitatory MCs, 100 of the inhibitory INs BCs, as well as 40 of the inhibitory interneurons HIPP
cells.
For the modeling of MCs, BCs and HIPP cells we used the AdEx model. The GCs were modeled as
multicompartmental neuron models comprised of soma and dendrites (12 dendrites → dbGCs, 3
dendrites → abGCs). For the soma was used the AdEx model, while for the dendritic compartments
was  used  the  leaky  integrate  &  fire  model  without  spike  mechanism.  For  the  morphology  of
dendritic and somatic compartments, we were based loosely on anatomical data. All computational
neuron models were validated against experimental data with respect to their  activity and basic
electrophysiological  properties  (Lübke  et  al.  1998,  Bartos  et  al.  2001,  Krueppel  et  al.  2011).
Overall, the electrophysiological properties of  the computationally modeled neurons included in
the DG network, are in fair alignment with experimental findings. At this time point, we should note
that the spiking profiles of GCs were not taken into consideration for the estimation of pattern
separation in the DG network. A GC model neuron was considered active even if it produced a
single spike.  Hence,  we chose to  fit  average values  rather  than temporal  profiles  of  the model
neurons. 

3.2 The DG Network Model
After performing an adequate amount of simulations for each control Network A or B, we managed
to reproduce the active properties for all neuronal types in the control Networks and we observed
that mature abGCs are less excitable than immature abGCs, while BCs and HIPP cells emit a large
number of action potentials exhibiting a fast-spiking behavior. 
Indicatively, the following diagrams represent the firing behavior of dbGCs (old GCs), mature and
immature abGC model after  the arrival of EC Layer II inputs for the control Network B (90%
dbGCs – 10% abGCs).
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Figure 39: Firing traces of developmentally-born (old GCs), mature and immature abGC model cells in response to EC inputs (300
ms). Note that APs are not explicitly modeled in I & F neurons. Α) The somatic membrane voltage of one dbGC model in response to
EC inputs B) The somatic membrane voltage of one mature abGC model in response to EC inputs. C) The somatic membrane voltage
of  one immature abGC model in response to EC inputs.

Moreover, the BC and HIPP cell model in the control Network B exhibit a firing behavior that
comes in  accordance with the experimental findings that  support  the fast-spiking character that
these types of cell exhibit. MCs also exhibited a spiking profile consistent with experiments.

Figure 40: Firing traces of the BC, HIPP cell and MC model in response to EC inputs (300 ms). Note that APs are not explicitly
modeled in I & F neurons. Due to the fast-spiking behavior we plot the voltage trace for a small time period in order to have a clear
insight of emitted spikes. A) The somatic membrane voltage of the BC model in response to EC inputs. B) The somatic membrane
voltage of the HIPP cell model in response to EC inputs. C) The somatic membrane voltage of the MC model in response to EC
inputs. 
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A spike raster plot displays the spiking activity of a group of neurons over time. In a raster plot each
row  (y-axis)  corresponds  to  the  index  of  a  neuron  in  a  neuron  group.  The  columns  (x-axis)
corresponds to the current time in the simulation. The presence of a dot in a given row and column,
indicates that the neuron whose index corresponds to that row produced an action potential (spike)
at the time corresponding to that column. For instance, if neuron 2 spikes at time 10 a dot will
appear in row 2 at the column representing the 10th time index. Extending this, it can be seen that a
raster plot displays the pattern of spikes across a neuron group over time. The following raster plots
exhibit a spiking behavior that comes in accordance with the spiking profiles that we observe in
voltage traces. Conclusively, from the adult-born granule neuronal population immature abGCs are
more excitable than mature, while for the population of fast-spiking  INs - BCs and HIPP -  cells
emit a large number of spikes. MCs exhibit in raster plot a spiking profile that comes in line with
voltage traces.
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Figure 41: Raster plots of mature abGCs, immature abGCs, basket, HIPP and mossy cells. A) A spike raster plot displays the spiking
activity of mature abGCs over time, B) A spike raster plot displays the spiking activity of immature abGCs over time,  C) A spike
raster plot displays the spiking activity of basket cells over time, D) A spike raster plot displays the spiking activity of HIPP cells over
time, E) A spike raster plot displays the spiking activity of mossy cells over time

3.3 Control Networks A,B Simulations 

3.3.1 GC Population

Networks  A  and  B,  are  the  two  control  DG  networks  that  are  comprised  of  the  different
developmental stages of GC populations, INs and the other excitatory population in DG network
(MCs) in a scale-down approach, yet in accordance with experimental data. The composition of
Network A in GCs was 1900 dbGCs, 50 mature abGCs, 50 immature abGCs (5% abGCs), while the
composition of Network B was 1800 dbGCs, 100 mature abGCs and 100 immature abGCs (10%
abGCs). Indeed, the GC activity in the Network A (95% dbGCs – 5% abGCs) was predicted from
the model to be ~1.4% as it was calculated from experimental data for each incoming input. 
In  the  following  table  are  summarized  some statistics  (mean  ±  std)  for  activity  level  of  each
different developmental stage of GC populations in the network A as well as for the GC population
in total. The statistics about activity level were calculated with formula that we described before
(see section with Materials & Methods).

Network A Old GCs Mature abGCs Immature abGCs GCs

Activity 1.16  土 0.37 2.76  土 2.29 8.4  土 4.03 1.38  土 0.41

Table 20: Activity in the Network A. In the table are indicated the mean ± standard deviation for the activity of GC population in
total as well as of each GC population at different developmental stages.

In the following bar-plots with error bars (standard deviation) we can compare more detailed the
activity level of GC populations at different developmental stages and for GC population in total in
control network A with 5% existence of adult neurons.

Figure  42: Bar-plots  with  error  bars  for  activity  of  GC  populations  in  Network  A.  Activity  of  GC  populations  in  different
developmental stages and GC population in total for the Network A.
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Indeed, the activity levels are higher for the immature abGC population followed by the mature
abGC population. We were expecting that taking into consideration the high excitability that abGCs
indicate  in  the  DG  network.  The  lowest  activity  levels  are  about  the  dbGC  population.  In
accordance  with  these  observations,  given  that  sparsity  =  1  –  activity,  the  sparsity  levels  for
immature and mature abGC population were the lowest with higher sparsity levels in the dbGC
population. 
For the Network B (90% dbGCs – 10% abGCs) the activity of the GC population in the network
was  predicted  from the  model  to  be  ~1.6% (mean  ±  std:  1.57  ±  0.38).  This  value  comes  in
accordance with experimental findings for the activity levels of GCs in the DG network.  In the
following table are summarized some statistics (mean ± std) for activity level of each different
developmental stage of GC populations in the network B as well as for the GC population in total.
The  statistics  about  activity  level  were  calculated  with  formula  that  we  described  before  (see
section with Materials & Methods).

Network B Old GCs Mature abGCs Immature abGCs GCs

Activity 1.13  土 0.35 2.34  土 1.40 8.74  土 3.18 1.57  土 0.38

Table 21: Activity in the Network B. In the table are indicated the mean ± standard deviation for the activity of GC population as
well as of each GC population at different developmental stages.

In the following bar-plots with error bars (standard deviation) we can compare more detailed the
activity level of GC populations at different developmental stages and for GC population in total.

Figure  43: Bar-plots  with  error  bars  for  activity  of  GC  populations  in  Network  B.  Activity  of  GC  populations  in  different
developmental stages and GC population in total for the Network B.

Indeed, the activity levels are higher for the immature abGC population followed by the mature
abGC population. We are expecting that taking into consideration the high excitability that abGCs
indicate in the DG network. The lowest activity levels were about the dbGC (old GC) population. In
accordance  with  these  observations,  given  that  sparsity  =  1  –  activity,  the  sparsity  levels  for
immature and mature abGC populations were the lowest with higher sparsity levels in the dbGC
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population. In the following histograms, we can conclude that indeed, in the control networks A, B
the activity follows the predicted incline according to experimental data, with dbGCs being the less
active followed by the more active mature and immature abGCs.

Figure 44: Common histograms for activity of GC populations in Networks A,B. A) In the same plot we can observe that the incline
of activity levels of GC populations in Network A follows the pattern activity dbGCs  < activitymature abGCs < activityimmature abGCs. B) In the
same plot we can observe that the incline of activity levels of GC populations in Network B follows the pattern activity dbGCs  <
activitymature abGCs < activityimmature abGCs.

3.4 Network C Simulations
As we augmented the percentage of  abGC population in the network, the activity level of the GC
population  was  augmented  too.  Indeed,  the  Network  C  with  the  highest  percentage  of  abGC
populations (700 immature abGCs and 700 mature abGCs) exhibited higher activity in comparison
with control networks A and B ( mean ± std: 3.39 ± 0.67). In the following table are summarized
some statistics (mean ± std) for activity of each different developmental stage of GC populations in
the network C as well as for the GC population in total. The statistics about activity level were
calculated with formula that we described before (see Materials & Methods).

Network C Old GCs Mature abGCs Immature abGCs GCs

Activity 1.13  土 0.40 2.24  土 0.59 6.79  土 1.63 3.39  土 0.67

Table 22: Activity in the Network C. In the table are indicated the mean ± standard deviation for the activity of GC population as 
well as of each GC population at different developmental stages.

In the following bar-plots with error bars (standard deviation) we can compare more detailed the 
activity level of GC populations at different developmental stages and for GC population in total.
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Figure  45: Bar-plots  with  error  bars  for  activity  of  GC  populations  in  Network  C.  Activity  of  GC  populations  in  different
developmental stages and GC population in total for the Network C.

Indeed, the activity levels are higher for the immature abGC population followed by the mature
abGC population. We are expecting that, taking into consideration the high excitability that abGCs
indicate  in  the  DG  network.  The  lowest  activity  levels  are  about  the  dbGC  population.  In
accordance  with  these  observations,  given  that  sparsity  =  1-activity,  the  sparsity  levels  for
immature, mature abGC population and dbGC population exhibit the reverse relationship compared
with activity levels. In the following histograms, we can conclude that indeed, in the Network C the
activity follows the predicted incline according to experimental data, with dbGCs being the less
active followed by the more active mature and immature abGCs.

Figure 46:  Common histogram for activity of GC populations in Network C. In the same plot we can observe that the incline of
activity levels of GC populations in Network C follows the pattern activitydbGCs < activitymature abGCs < activityimmature abGCs.

3.5 Network D Simulations
The Network D, the second with the highest activity level of the GC population after the Network
C,  had activity  approximately  3%, which is  doubled  compared with the  control  Networks  A,B
(mean  ± std: 2.97 ± 0.61). In the Network D the composition of GCs were 50% dbGCs (1000
dbGCs) and 50% abGCs (500 immature abGCs and 500 mature abGCs). In the following table are
summarized some statistics (mean ± std) for activity of each different developmental stage of GC
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populations in the network D as well as for the GC population in total. The statistics about activity
level were calculated with formula that we described before (see Materials & Methods).

Network D Old GCs Mature abGCs Immature abGCs GCs

Activity 1.044  土 0.39 2.34  土 0.77 7.48  土 1.85 2.97  土 0.61

Table 23: Activity in the Network D. In the table are indicated the mean ± standard deviation for the activity of GC population as
well as of each GC population at different developmental stages.

In the following bar-plots with error bars we can compare more detailed the activity level of GC
populations at different developmental stages and for GC population in total.

Figure  47: Bar-plots  with  error  bars  for  activity  of  GC  populations  in  Network  D.  Activity  of  GC  populations  in  different
developmental stages and GC population in total for Network D.

Indeed, the activity levels are higher for the immature abGC population followed by the mature
abGC population. We are expecting that, taking into consideration the high excitability that abGCs
indicate  in  the  DG  network.  The  lowest  activity  levels  are  about  the  dbGC  population.  In
accordance  with  these  observations,  given  that  sparsity  =  1-activity,  the  sparsity  levels  for
immature, mature abGC population and dbGC population exhibit the reverse relationship compared
with activity levels. In the following histograms, we can conclude that indeed, in the Network D the
activity follows the predicted incline according to experimental data, with dbGCs being the less
active followed by the more active mature and immature abGCs.
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Figure 48:  Common histogram for activity of GC populations in Network D. In the same plot we can observe that the incline of
activity levels of GC populations in Network D follows the pattern activitydbGCs < activitymature abGCs < activityimmature abGCs.

3.6 Network E Simulations

In the Network E, we simulated the extreme case where adult neurogenesis is absent without abGCs
in the DG Network (only 2000 dbGCs). The level of activity was the lowest in comparison with all
other network simulations. 

In  the  following  table  are  summarized  some  statistics  (mean  ±  std)  for  the  activity  of  dbGC
populations in the network E which – in this case – is identified with the total GC population. The
statistics about activity level were calculated with formula that we described before.

Network E Old GCs Mature abGCs Immature abGCs GCs

Activity 1.19  土 0.34 --- --- 1.19  土 0.34

Table 24: Activity of GC population in Network E. In the table are indicated the mean ± standard deviation.

Conclusively, we observe that as we augment the percentage of abGCs in the DG network while
keeping the total number of GCs stable (2000 GCs), the activity level is augmented too. Hence, we
observe  the  highest  activity  levels  for  the  total  GC  population  in  the  DG  Network  with  the
composition 33% dbGCs – 66% abGCs (i.e 33% immature abGCs – 33% mature abGCs) where the
percentage of abGC population in the network is the highest. The second network with the highest
activity was D with 50% dbGCs – 50% abGCs. The lowest activity level was pinpointed in the
network E where adult neurogenesis was absent.

3.7 Network F without abGC-BC synapses
In order to unravel the effect of BC into dbGCs, abGCs and GC population in total, we performed
an additional simulation in which we excluded the synapses between abGCs and BCs. This network
was comprised of 1800 dbGCs (90% of the total GC population as in Network B), 100 mature
abGCs and 100 immature abGCs (10% of the total GC population as in Network B). 
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In the following table are summarized some statistics (mean ± std) for activity of each different 
developmental stage of GC populations in the network F as well as for the GC population in total. 
The statistics about activity levels were calculated with formulas that we described before (see 
section Materials & Methods).

Network F Old GCs Mature abGCs Immature abGCs GCs

Activity 1.04 ± 0.27 16.52 ± 5.98 68.0 ± 12.78 3.10 ± 0.55

Table 25: Activity of GC population in Network F. In the table are indicated the mean ± standard deviation.

In the following bar-plots with error bars we can compare more detailed the activity levels of GC
populations at different developmental stages and for GC population in total.

Figure  49:  Bar-plots  with  error  bars  for  activity  of  GC populations in Network F. Activity of GC populations in different
developmental stages and GC population in total for the Network F.

Indeed, the activity levels are much higher for the immature abGC population followed by the
mature abGC population. We are expecting that taking into consideration the high excitability that
abGCs indicate in the DG network. The lowest activity levels are about the dbGC population.
In the following histogram, we can conclude that indeed, in the Network F the activity follows the
predicted incline according to experimental data, with dbGCs being the less active followed by the
more active mature and immature abGCs.
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Figure 50:  Common histogram for activity of GC populations in Network F. In the same plot we can observe that the incline of
activity levels of GC populations in Network F follows the pattern activitydbGCs < activitymature abGCs < activityimmature abGCs.

3.8 Network G without abGC-MC synapses
In order to unravel the effect of MCs into abGCs, dbGCs and GC population in total, we performed
an additional simulation in which we excluded the synapses between abGCs and MCs. This network
was comprised of 1800 dbGCs (90% of the total GC population as in Network B), 100 mature
abGCs  and  100  immature  abGCs  (10% of  the  total  GC population  as  in  Network  B).  In  the
following  table  are  summarized  some  statistics  (mean  ±  std)  for  activity  of  each  different
developmental stage of GC populations in the network G as well as for the GC population in total.
The statistics about activity levels were calculated with formulas that we described before (see
section Materials & Methods).

Network G Old GCs Mature abGCs Immature abGCs GCs

Activity 1.15 ± 0.29 2.14 ± 1.31 7.04 ± 2.79 1.49 ± 0.33

Table 26: Activity of GC population in Network G. In the table are indicated the mean ± standard deviation.

In the following bar-plots with error bars we can compare more detailed the activity levels of GC 
populations at different developmental stages and for GC population in total.

77



Figure  51:  Bar-plots  with  error  bars  for  activity  of  GC  populations  in  Network  G.  Activity  of  GC  populations  in  different
developmental stages and GC population in total for the Network G without abGC-MC synapses.

Indeed, the activity levels are much higher for the immature abGC population followed by the
mature abGC population. We are expecting that taking into consideration the high excitability that
abGCs indicate in the DG network. The lowest activity levels are about the dbGC population. In the
following  histogram,  we  can  conclude  that  indeed,  in  the  Network  G  the  activity  follows  the
predicted incline according to experimental data, with dbGCs being the less active followed by the
more active mature and immature abGCs.

Figure 52:  Common histogram for activity of GC populations in Network G. In the same plot we can observe that the incline of
activity levels of GC populations in Network G follows the pattern activitydbGCs < activitymature abGCs < activityimmature abGCs.

3.9 Activity and sparsity of GC populations at different developmental
stages for various network compositions
To put in a nutshell, we summarize the statistics (mean ± std) for activity of GC populations at three
different developmental stages; as old GCs (dbGCs), mature abGCs and immature abGCs.
For dbGCs we do not observe significant differences for their activity levels for various network
compositions. 
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 dbGC Network A Network B Network C Network D Network E Network F Network G

Activity
1.16 土 

0.37
1.13  土 0.35

1.13 土 
0.40

1.044 土 
0.39

1.19  土 0.34 1.04 ± 0.27 1.15 ± 0.29

Table 27:  Activity of dbGC population for the different network compositions.  In the table are indicated the mean ± standard
deviation.

Figure 53: Bar-plots with error bars for activity of dbGC populations in different networks. Activity of dbGC population in different
network simulations.

 

The following table summarizes the mean and standard deviation for the activity levels of mature
abGCs in different DG network compositions.

 Mature abGC Network A Network B Network C Network D Network E Network F Network G

Activity 2.76  土 2.29 2.34  土 1.40 2.24  土 0.59 2.34  土 0.77 --- 16.52 ± 5.98 2.14 ± 1.31

Table 28: Activity of mature abGC population for the different network compositions. In the table are indicated the mean ± standard
deviation.
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Figure 54:  Bar-plots  with error  bars  for  activity  of  mature  abGC populations in  different  networks.  Activity  of  mature  abGC
population in different network simulations.

In the following table are summarized the mean and standard deviation for immature abGCs for
different DG network compositions.

Immature
abGC 

Network A Network B Network C Network D Network E Network F Network G

Activity 8.4  土 4.03 8.74  土 3.18 6.79  土 1.63 7.48  土 1.85 --- 68.0 ± 12.78 7.04 ± 2.79

Table 29:  Activity of immature abGC population for the different network compositions. In the table are indicated the mean ±
standard deviation.

Figure 55: Bar-plots with error bars for activity of immature abGC populations in different networks. Activity of immature abGC
population in different network simulations. 

Conclusively,  the  results  that  we  derived  for  activity  levels  of  the  total  GC  population  after
completing the above network simulations are summarized in the following table:

GC Population Network A Network B Network C Network D Network E Network F Network G

Activity 1.38  土 0.31 1.57  土 0.38 3.39  土 0.67 2.97  土 0.61 1.19  土 0.34 3.10 ± 0.55 1.15 ± 0.29

Table 30: Activity of GC population in different Network simulations. In the table are indicated the mean ± standard deviation. 

80



Figure 56:  Bar-plots with error bars for activity of total GC population in different networks. Activity of total GC population in
different network simulations. 

In order to investigate if the differences in the activity of total GC population across different DG
network compositions are statistically significant, we performed the Kolmogorov-Smirnov statistic
test.  The  derived  results  of  KS test  are  D-statistic  and p-value.  The D-statistic  is  the  absolute
maximum distance (known as supremum) between the cumulative distribution functions of the two
samples, where in our case the samples are the control network (A or B) and the remaining DG
networks (C, D, E, F or G). Our null hypothesis is that there is no statistically significant difference
between activity levels of network A and network C. The selected level of significance is a = 0.05.

Networks A-C GCs dbGCs Mature abGCs Immature abGCs

D-statistic 0.98 0.14 0.34 0.41

p-value 1.75 x 10-22 0.67 0.004 0.001

Table 31: Derived statistics after Kolmogorov-Smirnov test examining the activity levels between control network A and network C.
We examine the statistics of KS test for the total GC population, as well as for each developmental stage of GC population separately.

As the KS statistic test proves, the difference of activity levels between control network A and
network C are statistically significant for the total GC population (D-statistic = 0.98, p-value = 1.75
x 10-22), mature abGCs (D-statistic = 0.34, p-value = 0.004) and immature abGCs (D-statistic =
0.41, p-value = 0.001). For the dbGC population the difference in activity levels are not statistically
significant.

Networks B-C GCs dbGCs Mature abGCs Immature abGCs

D-statistic 0.98 0.20 0.30 0.45

p-value 1.75 x 10-22 0.24 0.01 2.76 x 10-5

Table 32: Derived statistics after Kolmogorov-Smirnov test examining the activity levels between control network B and network C.
We examine the statistics of KS test for the total GC population, as well as for each developmental stage of GC population separately.

Considering the Network B as control, we deduce that the difference of activity levels between
control  network  B  and  network  C  are  statistically  significant  for  the  total  GC population  (D-
statistic=0.98, p-value = 1.75 x 10-22),  mature abGCs (D-statistic  = 0.34,  p-value = 0.004)  and
immature abGCs (D-statistic = 0.36, p-value = 0.002). Again, for the dbGC population we do not
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observe statistical significant difference in activity levels between control network B and network
C.

Networks A-D GCs dbGCs Mature abGCs Immature abGCs

D-statistic 0.20 0.20 0.34 0.36

p-value 0.24 0.24 0.004 0.002

Table 32: Derived statistics after Kolmogorov-Smirnov test examining the activity levels between control network A and network D.
We examine the statistics of KS test for the total GC population, as well as for each developmental stage of GC population separately.

Investigating the difference in activity levels between control network A and network D, we observe
statistically significant difference for mature abGC population (D-statistic = 0.34, p-value = 0.004)
and immature abGC population (D-statistic = 0.34, p-value = 0.002). Nevertheless, the difference in
activity levels for dbGC population and the total GC population is not statistically significant. 

Networks B-D GCs dbGCs Mature abGCs Immature abGCs

D-statistic 0.94 0.24 0.27 0.32

p-value 1.01 x 10-20 0.09 0.03 0.008

Table 33: Derived statistics after Kolmogorov-Smirnov test examining the activity levels between control network B and network D.
We examine the statistics of KS test for the total GC population, as well as for each developmental stage of GC population separately.

Studying the difference in activity levels between control network B and network D we observe
statistically significant difference in activity levels for GC population in total (D-statistic = 0.94, p-
value = 1.01 x 10-20), mature abGCs (D-statistic = 0.27, p-value = 0.03) as well as for the immature
abGC population (D-statistic = 0.32, p-value = 0.008). However, for the dbGC population we do not
observe statistical significant differences in activity levels between network B and network D.

Networks A-E GCs dbGCs Mature abGCs Immature abGCs

D-statistic 0.24 0.24 --- ---

p-value 0.09 0.09 --- ---

Table 34: Derived statistics after Kolmogorov-Smirnov test examining the activity levels between control network A and network E.
We examine the statistics of KS test for the total GC population, as well as for the dbGC population which in this case is the same as
the total GC population.

Testing the difference in activity levels of GC population (here the same as dbGCs) between control
network  A and  network  E  where  adult  neurogenesis  is  absent,  we  do  not  notice  remarkable
difference that could be characterized as statistically significant.

Network B-Network E GCs dbGCs Mature abGCs Immature abGCs

D-statistic 0.52 0.52 --- ---

p-value 1.23 x 10-6 1.23 x 10-6 --- ---

Table 35: Derived statistics after Kolmogorov-Smirnov test examining the activity levels between control network B and network E.
We examine the statistics of KS test for the total GC population, as well as for the dbGC population which in this case is the same as
the total GC population.
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Nevertheless, for the activity levels between control network B (10% abGCs) and network E, we
pinpoint  statistical  significant  difference  for  the  total  GC population  (in  this  case  the  same as
dbGCs) as it is clear from the derived statistics (D-statistic = 0.52 ,p-value = 1.23 x 10-23).

Networks A-F GCs dbGCs Mature abGCs Immature abGCs

D-statistic 0.98 0.98 0.94 0.98

p-value 1.75 x 10-22 1.75 x 10-22 1.01 x 10-20 1.75 x 10-22

Table 36: Derived statistics after Kolmogorov-Smirnov test examining the activity levels between control network A and network F.
We examine the statistics of KS test for the total GC population, as well as for the dbGC population which in this case is the same as
the total GC population.

From the KS-test we deduce that the difference in activity levels of all GC populations between
control  network  A and  network  F  are  statistically  significant.  Thus,  the  absence  of  abGC-BC
synapses has got a serious impact in activity levels of all GC populations as well as in the total GC
population. 

Networks B-F GCs dbGCs Mature abGCs Immature abGCs

D-statistic 0.98 0.98 0.98 0.98

p-value 1.75 x 10-22 1.75 x 10-22 1.75 x 10-22 1.75 x 10-22

Table 37: Derived statistics after Kolmogorov-Smirnov test examining the activity levels between control network B and network F.
We examine the statistics of KS test for the total GC population, as well as for the dbGC population which in this case is the same as
the total GC population.

Using network B as control network, we came up with the same conclusions, that activity levels of
all GCs populations between control network B and network F are statistically significant.

Networks A-G GCs dbGCs Mature abGCs Immature abGCs

D-statistic 0.28 0.44 0.16 0.21

p-value 0.03 7.15 x 10-5 0.50 0.15

Table 38: Derived statistics after Kolmogorov-Smirnov test examining the activity levels between control network A and network G.
We examine the statistics of KS test for the total GC population, as well as for the dbGC population which in this case is the same as
the total GC population.

The absence  of  abGC-MC synapses  does  not  seem to  affect  the  activity  levels  of  mature  and
immature abGCs in a statistically significant way, as the comparison of activity levels between
control  network A and network G proves.  Nevertheless,  the activity levels of GCs in total  (D-
statistic = 0.28, p-value = 0.03) as well as of dbGCs (D-statistic = 0.44, p-value = 7.15 x 10 -5) are
affected in a statistically significant way.

Networks B-G GCs dbGCs Mature abGCs Immature abGCS

D-statistic 0.21 0.21 0.08 0.30

p-value 0.15 0.15 0.99 0.01

Table 39: Derived statistics after Kolmogorov-Smirnov test examining the activity levels between control network B and network G.
We examine the statistics of KS test for the total GC population, as well as for the dbGC population which in this case is the same as
the total GC population.
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Using as control network for our simulations the network B, is remarkable that only the activity
levels  of  immature  abGCs are  statistically  significant  different  compared with  network  B with
network G (D-statistic = 0.30, p-value = 0.01). All the other GCs populations does not seem to have
statistically significant different levels of activity compared with control network B. 

3.10 Pattern separation in the DG Network
Having succeeding the validation of intrinsic properties for each neuronal type in the DG network,
we tested the ability of the DG network to perform pattern separation, a function that is mainly
attributed to the DG. In the interest of testing how the pattern separation activity of the DG network
is affected by different compositions in dbGCs-abGCs – while keeping the total GC number the
same  (2000  GCs  in  total)  -  we  presented  pairs  of  inputs  characterized  by  various  degrees  of
similarity.  The various  degrees  of  similarity  were modeled as  overlap in  the  two activated  EC
populations. As we already mentioned, the ability of pattern separation is attributed to DG network
each time that the population distance metric f1 is substantially larger in the DG output (GC activity)
compared to its input (EC cell activity). Pattern separation is estimated considering the differences
in the populations of neurons  that encode each input (‘population distance f1’). Thus, each trial was
composed of two simulations using two input patterns within each group. The external inputs from
EC Layer II cells were simulated as independent Poisson spike trains, with frequency of 40 Hz,
coming in line with experimental data (Hafting et al., 2005). In the following table are represented
the corresponding Hamming Distance (HD) and the calculated f1 score for the different cases of
external inputs from EC in the DG network. 

Overlap (%) Hamming Distance (HD) f1 score

90 8 0.1

80 16 0.2

70 24 0.3

60 32 0.4

Table 40: Hamming distance and f1 score for the different cases of the pairs of external EC incoming inputs to the DG network.

With the histograms below we attempt to  get  insights  about  the activity  of  GC population for
outputs that share different degree of similarity with the corresponding inputs from the EC Layer II.

The experimental protocol that we applied, included the presentation of control inputs to the DG
Network (400 EC Layer II inputs with 10% input density) as well as a second input with a degree of
similarity (60%, 70%, 80% or 90%) with the control inputs and with the same input density (40
active neurons). After running an adequate number of simulations in the DG network for each case,
we derived some outputs. In order to conclude that the network performs pattern separation, it needs
to be valid the following relationship:

f1(input) < f1(output)

For all network compositions and for each case (60,70,80 or 90% overlap of incoming inputs from
EC Layer II) the above relationship was valid as we can easily observe from the below diagrams. 
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Figure 57: Input/output population distances (f1) for different DG network compositions (Experiment 1). A) Input/output population
distances (f1) for the control network A (orange) estimated using input patterns with increased similarity. Control Network A performs
pattern separation efficiency for all input patterns tested. B) Input/output population distances (f1) for the control network B (orange)
estimated using input patterns with increased similarity.  Control Network B performs pattern separation efficiency for all  input
patterns tested. C) Input/output population distances (f1) for network C with 700 dbGCs, 700 mature abGCs, 700 immature abGCs
(orange) estimated using input patterns with increased similarity. Control Network C performs pattern separation efficiency for all
input patterns tested. D) Input/output population distances (f1) for network D with 1000 dbGCs, 500 mature abGCs and 500 immature
abGCs (orange) estimated using input patterns with increased similarity. Control Network D performs pattern separation efficiency
for all input patterns tested. E) Input/output population distances (f1) for network E with 2000 dbGCs (orange) estimated using input
patterns with increased similarity. Control Network E performs pattern separation efficiency for all input patterns tested. *For all
diagrams the dashed line denotes the limit above which the model performs pattern separation. 

In the table that is posed below, are summarized the mean and standard deviation for the f1 scores
that are derived about the output patterns of DG network after performing an adequate amount of
simulations for each case (60, 70, 80 or 90% overlap of input patterns). 
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Network Inputs

f1 input 0.40 0.30 0.20 0.10

Network Outputs

f1 output (A) 0.80 ± 0.06 0.73 ± 0.04 0.67 ± 0.08 0.50 ± 0.06

f1 output (B) 0.71 ± 0.05 0.67 ± 0.06 0.57 ±0.06 0.50 ± 0.06

f1 output (C) 0.67 ±0.04 0.63 ± 0.04 0.65 ± 0.05 0.53 ± 0.05

f1 output  (D) 0.72 ± 0.06 0.63 ± 0.06 0.60 ± 0.04 0.58 ± 0.05

f1 output (E) 0.78 ± 0.07 0.77 ± 0.06 0.65 ± 0.10 0.55 ± 0.10

f1 output (F) 0.45± 0.04 0.39 ± 0.07 0.37 ± 0.03 0.28 ± 0.05

f1 output (G) 0.54 ± 0.04 0.49 ±  0.04 0.39 ± 0.04 0.27 ± 0.04

 

Table 41: Mean and standard deviation of  f1 scores for output patterns (Experiment 1). The derived statistics are about each network
and for each case with 60,70,80 or 90% overlap of incoming inputs from EC Layer II.

As we can observe from the above table, for all network compositions, as the overlap in EC Layer II
inputs are augmented, the f1 score for output patterns is decreased. On the one hand, the f1 score for
output patterns is greater than the f1 score for the input patterns, thus the pattern separation function
is  performed  by  the  DG  network  independently  from  its  composition  in  dbGCs  and  abGCs.
Nevertheless,  as the task of pattern separation becomes more demanding with higher degree of
similarity for EC Layer II incoming inputs, the f1 score decreases. However, it remains higher than
the corresponding f1 score of input patterns, which means that the pattern separation function does
not seem to be disturbed. 

Networks  A and B are considered as  control  networks  (1900 dbGCs – 50 mature abGCs – 50
immature abGCs for Network A and 1800 dbGCs – 100 mature abGCs – 100 immature abGCs for
Network B respectively). Investigating if the ratio of dbGCs to abGCs has an impact in pattern
separation function,  we implemented the statistic test  Kolmogorov-Smirnov (KS) having as our
target  to  find  out  if  the  differences  of  f1 scores  for  output  patterns  are  statistically  significant
between control networks and networks with the other compositions.

In the following tables we present the derived statistics which are the D statistic and the p-value
after the implementation of KS test. In the KS test, the D-statistic is the absolute maximum distance
(supremum)  between  the  cumulative  distribution  functions  of  the  two  samples,  where  the  two
samples in our case are:

• Network A (Control) outputs f1 scores – Network C outputs f1 scores

• Network  B (Control) outputs f1 scores  – Network C outputs f1 scores 

• Network A (Control) outputs f1 scores  – Network D outputs f1 scores 

• Network B (Control) outputs f1 scores – Network D outputs f1 scores 

• Network A (Control) outputs f1 scores – Network E outputs f1 scores 

• Network B (Control) outputs f1 scores  – Network E outputs f1 scores 

• Network A (Control) outputs f1 scores – Network F outputs f1 scores 

• Network B (Control) outputs f1 scores – Network G outputs f1 scores 
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Networks A–C f1 input 0.40 0.30 0.20 0.10

D-statistic 0.30 0.30 0.30 0.39

p-value 0.67 0.67 0.67 0.31

Table 42: D-statistic and p-value after the implementation of Kolmogorov-Smirnov test examining the f1 scores of output patterns
between network A and network C (Experiment 1). The derived statistics are for each case of 60,70,80 or 90% overlap of incoming
inputs from EC Layer II.

We do not observe statistically significant differences in f1 scores of output patterns between control
network A and network C. 

Networks B–C f1 input 0.40 0.30 0.20 0.10

D-statistic 0.20 0.40 0.40 0.50

p-value 0.97 0.31 0.31 0.11

Table 43: D-statistic and p-value after the implementation of Kolmogorov-Smirnov test examining the f1  scores of output patterns
between network B and network C (Experiment 1). The derived statistics are for each case of 60,70,80 or 90% overlap of incoming
inputs from EC Layer II.

We do not observe statistically significant differences in f1 scores of output patterns between control
network B and network C.

Networks A–D f1 input 0.40 0.30 0.20 0.10

D-statistic 0.30 0.20 0.30 0.49

p-value 0.67 0.97 0.67 0.11

Table 44: D-statistic and p-value after the implementation of Kolmogorov-Smirnov test examining the f1  scores of output patterns
between network A and network D (Experiment 1). The derived statistics are for each case of 60,70,80 or 90% overlap of incoming
inputs from EC Layer II.

We do not observe statistically significant differences in f1 scores of output patterns between control
network A and network D.

Networks B-D f1 input 0.40 0.30 0.20 0.10

D-statistic 0.30 0.50 0.30 0.50

p-value 0.67 0.11 0.67 0.11

Table 45: D-statistic and p-value after the implementation of Kolmogorov-Smirnov test examining the f1  scores of output patterns
between network B and network D (Experiment 1). The derived statistics are for each case of 60,70,80 or 90% overlap of incoming
inputs from EC Layer II.

We do not observe statistically significant differences in f1 scores of output patterns between control
network B and network D.

Networks A-E f1 input 0.40 0.30 0.20 0.10

D-statistic 0.30 0.49 0.29 0.30

p-value 0.67 0.11 0.67 0.67

Table 46: D-statistic and p-value after the implementation of Kolmogorov-Smirnov test examining the f1  scores of output patterns
between network A and network E (Experiment 1). The derived statistics are for each case of 60,70,80 or 90% overlap of incoming
inputs from EC Layer II.
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We do not observe statistically significant differences in f1 scores of output patterns between control
network A and network E.

Networks B-E f1 input 0.40 0.30 0.20 0.10

D-statistic 0.30 0.19 0.50 0.39

p-value 0.67 0.97 0.11 0.31

Table 47: D-statistic and p-value after the implementation of Kolmogorov-Smirnov test examining the f1  scores of output patterns
between network B and network E (Experiment 1). The derived statistics are for each case of 60,70,80 or 90% overlap of incoming
inputs from EC Layer II.

We do not observe statistically significant differences in f1 scores of output patterns between control
network B and network E.

Networks A-F f1 input 0.40 0.30 0.20 0.10

D-statistic 0.80 0.80 0.80 0.80

p-value 1.40 x 10-5 1.40 x 10-5 1.40 x 10-5 1.40 x 10-5

Table 48: D-statistic and p-value after the implementation of Kolmogorov-Smirnov test examining the f1  scores of output patterns
between network A and network F (Experiment 1). The derived statistics are for each case of 60,70,80 or 90% overlap of incoming
inputs from EC Layer II.

We  observe  statistically  significant  differences  in  f1  scores  of  output  patterns  between  control
network A and network F (p-value = 1.40 x 10-5).

Networks B-F f1 input 0.40 0.30 0.20 0.10

D-statistic 0.80 0.80 0.80 0.80

p-value 1.40 x 10-5 1.40 x 10-5 1.40 x 10-5 1.40 x 10-5

Table 49: D-statistic and p-value after the implementation of Kolmogorov-Smirnov test examining the f1  scores of output patterns
between network B and network F (Experiment 1). The derived statistics are for each case of 60,70,80 or 90% overlap of incoming
inputs from EC Layer II.

We  observe  statistically  significant  differences  in  f1  scores  of  output  patterns  between  control
network B and network F (p-value = 1.40 x 10-5).

Networks A-G f1 input 0.40 0.30 0.20 0.10

D-statistic 0.80 0.80 0.80 0.80

p-value 1.40 x 10-5 1.40 x 10-5 1.40 x 10-5 1.40 x 10-5

Table 50: D-statistic and p-value after the implementation of Kolmogorov-Smirnov test examining the f1  scores of output patterns
between network A and network G (Experiment 1). The derived statistics are for each case of 60,70,80 or 90% overlap of incoming
inputs from EC Layer II.

We  observe  statistically  significant  differences  in  f1  scores  of  output  patterns  between  control
network A and network G (p-value = 1.40 x 10-5).

Networks B-G f1 input 0.40 0.30 0.20 0.10

D-statistic 0.80 0.80 0.80 0.80

p-value 1.40 x 10-5 1.40 x 10-5 1.40 x 10-5 1.40 x 10-5
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Table 51: D-statistic and p-value after the implementation of Kolmogorov-Smirnov test examining the f1  scores of output patterns
between network B and network G (Experiment 1). The derived statistics are for each case of 60,70,80 or 90% overlap of incoming
inputs from EC Layer II.

We  observe  statistically  significant  differences  in  f1  scores  of  output  patterns  between  control
network B and network G (p-value = 1.40 x 10-5).

In a second and third round of simulations, we created with randomization a different DG network
connectivity, and we repeated the same experiment as before, implementing simulations of 10 trials
for each case (60,70,80 or 90% overlap in incoming inputs of EC Layer II) and for each network.
These  additional  experiments  serve  our  need  to  validate  our  results  which  in  experimental
conditions is like using more animals (mice, rats) in order to collect measurements from different
animals.  Again,  for all  network compositions and for  each case (60,70,80 or  90% overlap)  the
relationship f1(input) < f1(output) was valid as we can easily observe from the below diagrams. The blue
dashed line sets the limit above which DG networks perform pattern separation and we can easily
find out that all modeled networks are able to discriminate similar incoming inputs into distinct
outputs (memory representations).
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Figure 58: Input/output population distances (f1) for different DG network compositions. A) Input/output population distances (f1) for
the  control  network  A (orange)  estimated  using  input  patterns  with  increasing  similarity.  Control  Network  A performs pattern
separation efficiency for  all  input  patterns  tested.  B)  Input/output  population distances (f 1)  for  the control  network B (orange)
estimated using input patterns with increasing similarity. Control Network B performs pattern separation efficiency for all input
patterns tested. C) Input/output population distances (f1) for network C with 700 dbGCs, 700 mature abGCs, 700 immature abGCs
(orange) estimated using input patterns with increasing similarity. Control Network C performs pattern separation efficiency for all
input patterns tested. D) Input/output population distances (f1) for network D with 1000 dbGCs, 500 mature abGCs and 500 immature
abGCs (orange) estimated using input patterns with increasing similarity. Control Network D performs pattern separation efficiency
for all input patterns tested. E) Input/output population distances (f1) for network E with 2000 dbGCs (orange) estimated using input
patterns with increasing similarity. Control Network E performs pattern separation efficiency for all input patterns tested. *For all
diagrams the dashed line denotes the limit above which the model performs pattern separation. 

In the plots below, we compare the pattern separation efficiency for networks C,D,E,F and G in
comparison with the control network B. The dashed blue line represents the limit above which our
model performs successfully pattern separation.
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Figure  59:  Input/output  population  distances  (f1)  comparing  control  network  B  with  different  DG network  compositions.  A)
Input/output population distances (f1) for the control network B (orange) and C (green) estimated using input patterns with increasing
similarity. B) Input/output population distances (f1) for the control network B (orange) and D (green) estimated using input patterns
with increasing similarity. C) Input/output population distances (f1) for the control network B (orange) and E (green) estimated using
input patterns with increasing similarity. D) Input/output population distances (f 1) for control network B (orange) and network F
(green) estimated using input patterns with increasing similarity. Control Network D performs pattern separation efficiency for all
input patterns tested. E) Input/output population distances (f1) for the control network B (orange) and network G (green) estimated
using input patterns with increasing similarity.*For all diagrams the dashed line denotes the limit above which the model performs
pattern separation. 

The main conclusion from all the previous plots is that network C, D and E succeed in pattern
separation tasks better compared with the control network B. Nevertheless, we cannot contend the
same for networks F and G where pattern separation ability in present but not in the same efficiency
as in the control network B. Furthermore, the patterns that shared a low degree of similarity were
better  discriminated  from networks  C  and  D,  while  for  inputs  that  shared  a  higher  degree  of
similarity, the pattern separation efficiency dropped in comparable levels with control network B.
However, the network E with the absence of adult neurogenesis, managed to perform better than
control network B for all the cases. 
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4. DISCUSSION

4.1 The DG model and its target
The main target of this study was to unravel how the presence of mature and immature abGCs in the
DG network affect DG network’s ability to perform pattern separation. Moreover, the presence of
dendritic  compartments  for  these  abGCs  was  taken  into  consideration,  so  we  built  up
multicompartmental GCs with morphological features based loosely on anatomical data. In order to
investigate the previous inquiries, we introduced a new computational model for DG which was
inspired from a previous work of our laboratory (Chavlis et al., 2017). The computational model
was comprised of the major excitatory neuronal population of GCs at three different developmental
stages (dbGCs - > 8-weeks old, mature abGCs ~ 6-weeks old and immature abGCs ~4-weeks old).
Furthermore,  in the DG network was also incorporated other neuronal populations, such as the
excitatory population of MCs, as well as the inhibitory interneurons BCs that target the perisomatic
region  of  db  and  ab  GCs  as  well  as  the  HIPP  interneurons  that  target  the  distal  dendritic
compartments of db and ab GCs. The GCs, both db and ab, were modeled as two stage integrators
via  the  addition  of  dendritic  branches  whose  properties  were  loosely  constrained  by
electrophysiological and anatomical data. For the somatic compartment of GCs was used the AdEx
model. For the dendritic compartments was used the simple I&F model without spike mechanism
due to the experimental findings for absence of dendritic spikes in GCs. For the modeling of the rest
of neuronal types in the DG network was used the AdEx model. This model could be considered as
a hybrid model that stands between a simplified point neuron model (Myers and Scharfman, 2009)
and a more detailed biophysical model (Santhakumar et al., 2005) for the DG network. With the
model  that  we constructed,  we were  able  to  examine a  set  of  different  factors  that  may affect
network’s ability to perform pattern separation. We included the dendritic compartments only in the
GCs (dbGCs and abGCs) in  order  to  focus  our  attention  in  the  dendritic  contribution  of  these
neuronal types, while keeping at low levels the total network complexity. 

4.2 Predictions of the model

4.2.1 Insights from the activity levels

The  creation  of  this  particular  DG network,  gave  us  the  opportunity  to  perform a  number  of
different network simulations in which, each time -while keeping the total GC population stable
(2000 GCs)- we adjusted the percentage of abGCs in the network, pursuing to find out how the ratio
of db to ab GCs in the DG network may affect its ability to perform pattern separation. Moreover,
we took into consideration the activity  and sparsity levels of different  GC populations as were
indicated in the previous histograms and bar-plots (see section Results). 

It is known that inhibition controls the activity levels of the DG network by increasing sparsity
(Jung and McNaughton 1993) which in turn means amelioration of the pattern separation function
for the DG network (Aimone et al., 2011). Indeed, in our network, we provided inhibition in two
ways: with the inhibitory INs BCs (targeting perisomatic region of GCs) and HIPP cells (targeting
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distal dendritic compartments of GCs) as well as with the MCs. At this time point we should note
that the inhibition in the DG network through the MC circuitry is indirect, because the MC net
effect at GCs is inhibitory according to the “dormant basket cell” hypothesis (Jinde et al., 2012,
2013).

During our network simulations, for the case of network F with 1800 dbGCs, 100 mature abGCs
and 100 immature abGCs without synapses between abGCs and BCs, we found out that the loss of
BC-abGC synapses had as a result the augmentation of the mean activity of the GC population in
the DG network (mean±std: 3.10±0.55) in comparison with the control networks A,B (1.38±0.41
and 1.57±0.38 respectively). Moreover, the loss of BC-abGC synapses lead to a major increase in
the activity levels of immature abGCs (68.0 ± 12.78) in comparison with control networks A,B (8.4
± 4.03 and 8.74 ± 3.18 respectively). The same observed over-excitation is true for the mature abGC
population, where the activity levels are extremely high (16.52±5.98) in comparison with control
networks A,B (2.76±2.29 and 2.34±1.40 respectively). Interestingly, the difference in activity levels
between control network A (or B) and network F is statistically significant different as the KS-test
statistics revealed. 

For the case of network G, with 1800 dbGCs, 100 mature abGCs and 100 immature abGCs without
synapses between between abGCs and MCs, it was revealed that the loss of MC-abGC synapses
does not seem to alter in a important way the activity levels in comparison with control networks A
and B. After performing the KS-test, the comparison of activity levels between control network A
and network G was characterized as  statistically  significant  for the GC population in  total  (D-
statistic = 0.28 , p-value = 0.03) as well as for the dbGC population (D-statistic = 0.44, p-value =
7.15 x 10-5). When we utilize as control the network B, the difference in activity levels between
control  network  B  and  network  G  was  statistically  significant  only  for  the  immature  abGC
population (D-statistic = 0.30, p-value = 0.01). Moreover, the absence of abGC-MC synapses does
not lead to an over-excitation of the abGC population.

Another pattern that we observe as far as the activity levels are concerned, is the fact that as we
augment  the  percentage  of  abGCs in  the  DG network  while  keeping  the  total  number  of  DG
population stable (2000 GCs), we observe an augmentation in the activity levels of the total GC
population. Indeed, in Network C (33% dbGCs – 66% abGCs), where we have got the highest
percentage of abGCs in the DG network, we have the highest activity level for GC population in
total (3.39±0.67) and follows the Network D (50% dbGCs-50% abGCs) with the second higher
activity level for the GC population in total (2.97±0.61). The lowest activity level of GC population
is  present  in  the  Network  E  (2000  dbGCs)  where  adult  neurogenesis  is  absent  (1.19±0.34).
Interestingly, the KS-test proves that the difference in activity levels of mature and immature abGCs
was statistically significant augmented for networks C and D in comparison with the respective
activity levels in control networks A or B. 

Our model, shows that as we augment the presence of abGCs in the DG network, the activity levels
of  the  GC  population  is  augmented  too,  while  the  implementation  of  KS  statistical  analysis
highlights the statistical significance of the previous ascertainment. This observation is true due to
the  higher  intrinsic  excitability  of  abGC  population  that  seems  to  contribute  in  the  total  GC
population as our simulations prove.
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4.2.2 Insights from  pattern separation efficiency

Having articulated the definition of pattern separation and having defined the formula about the
calculation of the population-distance metric f1 score, we managed to test the pattern separation
efficiency of the DG network. In order to accomplish this, we constructed pair of inputs from the
EC Layer II. These pairs of inputs shared a degree of similarity. More specifically, the one input has
got  input  density  10% (400  EC  inputs  → 40  EC  inputs  active),  while  the  second  input  was
constructed with the exact same way  and the same input density, sharing 60%, 70%, 80% or 90%
similarity with the previous input.

Interestingly,  we  observe  that  the  DG network  is  able  to  perform pattern  separation  while  its
composition in GCs may be adjusted. This conclusion could be derived by the diagrams of f1 scores
for inputs and outputs where we highlight the relationship f1(input) < f1(output) which is valid for cases in
which pattern separation happens.

The results that we collected after performing the aforementioned simulations showed us that for
easier tasks of pattern separation (60%, 70% similarity between inputs with f1(input) scores 0.4 and 0.3
respectively), the presence of more abGCs in the DG network does not seem to augments network’s
capacity to perform pattern separation. While elevating the difficulty of the pattern separation task,
(80%, 90% similarity between incoming input patterns from EC Layer II with f1(input) scores 0.2 and
0.1 respectively), we pinpoint  that the f1(output) scores are decreased compared with the f1(output) scores
for the cases where the inputs patterns to EC Layer II share a smaller degree of similarity.
To put it concisely, we infer that the presence of abGCs does not seem to have a major impact in
pattern separation task. For the cases of more complex tasks, like the introduction of inputs patterns
from EC Layer II that share a high degree of similarity (80%, 90%) into the DG network, does not
seem to contribute significant in the pattern separation function of the DG network. This finding
comes in accordance with a previous computational model of our laboratory (Chavlis et al., 2017)
which  supports  that  the  number  of  GC  dendrites  correlates  positively  with  pattern  separation
efficiency due to the higher sparsity levels provided by having multiple dendrites. In this model,
higher sparsity arises from the requirement of having at least two dendrites simultaneously active in
order  to  fire  a  GC model  neuron.  As  a  result,  abGCs  with  shorter  or  fewer  dendrites  do  not
contribute to sparsity – and consequently to pattern separation-as much as the dbGC population. 

Performing comparisons for pattern separation efficiency between control network B and networks
C,D,E,F or G, we deduce that network C, D and E perform more efficiently pattern separation in
comparison with control network B. Interestingly, the networks C and D with 66% and 50% abGCs
respectively, manage to accomplish the pattern separation task in a more efficient way for more
easily tasks (f1(input) = 0.4, 0.3) compared with control network B. For more challenging tasks (f1(input)

=  0.2,  0.1),  the  pattern  separation  efficiency  for  networks  C,  D  remains  but  drops  in  levels
comparable with control network B.

For the extreme case where adult neurogenesis is absent, we deduce that network E performs better
the pattern separation tasks for all cases if we make the comparison with control network B. This
conclusion is true not only for the easy tasks, but also for the more difficult trials, where incoming
inputs had a greater degree of similarity.

Notably, for the case of network F, where the inhibitory synapses between abGCs and BCs where
absent, the pattern separation ability remains, however it is visibly better performed by the control
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network B. Hence, we can contend that the absence of abGC-BC synapses affect negatively but do
not abolish pattern separation efficiency of this DG network.
After  establishing the  control  networks  A,B ability  to  perform pattern separation,  we tested its
validity  against  experimental  data  taking  into  consideration  the  role  of  inhibition  in  this
phenomenon.  The  control  DG  network  models  A,B  reproduced  successfully  the  experimental
findings (Engin et al., 2015) whereby inhibition exerted by BCs was critical for the sparse firing of
GCs. Interestingly, the removal of abGC-BC synapses resulted in an over-excitation of the GC and
especially  abGC population,  which impaired the pattern separation  ability  of  network F.  These
findings  also  come in  line  with  the  previously  referred  experimental  conclusions  that  pinpoint
increased memory interference under conditions of reduced BC activity (Engin et al., 2015).
What is more, the MCs are thought to control the excitability of GCs in the DG network (Jinde et
al., 2013), so we constructed also the network G in which we abolished the synapses between abGC
and MCs. This handling resulted in a deterioration of the DG network to perform pattern separation
in comparison with control network B. However,  we did not observe an over-excitation in  GC
activity, something that is consistent with experimental data (Ratzliff et al,, 2004). 

To put it more concisely, the simulations tend to articulate that the elevated presence of abGCs in
network C,D aids the pattern separation function for easier tasks but does not seem to affect it better
than the control network B for more challenging cases. The extreme case of network E without
adult neurogenesis seems to ameliorate pattern separation compared with control network B for all
tasks; for easier to more difficult. Last but not least, the absence of BCs or MCs synapses with
abGC population lead to DG networks that perform pattern separation but not better than control
network B, highlighting the importance of inhibition in the proper function of discrimination of
similar incoming inputs into less similar outputs.
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