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Abstract

In the last years biologists’ attention has been drawn in a new area which explores the
behavior of genes. Key elements in this area are microRNAs, short ( 22 nucleotide) RNA
genes. The important property of microRNAs is their ability to regulate other genes. Apart
from this, microRNAs are also included as parts of other genes. These two types of relations
between microRNAS and other genes form a network which is called ”microRNA regulatory
network”. Unfortunately, the experimental verification of such regulations is a hard, time-
consuming and expensive task. Therefore, attention has been shifted to algorithms for the
prediction of such regulations. Since efforts are focused on the development of predictions,
not enough attention has been paid to the discovery of the structure and other properties
of these networks. We attempt to fill this gap with an application for the interactive
visualization of microRNA regulatory networks.

Furthermore, knowledge about genes’ functional annotation is stored and organized
in the Gene Ontology (G.O.). We propose an alternative way of looking at microRNA
regulatory networks, through the G.O. To support this, we also propose an algorithm for
the visualization of the G.O. In our application a browser for the G.O. is also included and
we offer the ability to analyze these two objects concurrently.

This work provides interactive algorithms for the visualization of microRNA regulatory
networks and proposes a different point of view for them, through the Gene Ontology.
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PerÐlhyh

Ta teleutaÐa qrìnia to endiafèron twn biolìgwn èqei estiasteÐ se mÐa nèa perioq  pou
ereun� th sumperifor� twn gonidÐwn. StoiqeÐa kleidi� se aut n thn perioq  eÐnai ta mi-
croRNAs, mikr� (22nt) gonÐdia RNA .H basik  idiìthta twn microRNA eÐnai h ikanìthta
touc na rujmÐzoun �lla gonidÐwn. Ektìc autoÔ, microRNAs perièqontai se tm mata �llwn
gonidÐwn. AutoÐ oi dÔo tÔpoi sqèsewn metaxÔ microRNAs kai �llwn gonidÐwn dhmiourgoÔn
èna dÐktuo, to {microRNA dÐktuo rujmÐsewn}. Dustuq¸c, h peiramatik  pistopoÐhsh tè-
toiwn rujmÐsewn eÐnai mÐa dÔskolh, qronobìra kai akrib  ergasÐa. Gia autì, h prosoq  èqei
metaferjeÐ se algorÐjmouc gia thn prìbleyh tètoiwn rujmÐsewn. Epeid  oi prosp�jeiec è-
qoun estiasteÐ sthn paragwg  tètoiwn problèyewn, aneparkèc endiafèron èqei dojeÐ sthn
exereÔnhsh thc dom c kai �llwn idiìthtwn aut¸n twn diktÔwn. EpiqeiroÔme na kalÔyoume
autì to kenì me mÐa efarmog  gia th diadrastik  (interactive) optikopoÐhsh twn microRNA
diktÔwn rujmÐsewn.

Epiplèon, gn¸sh gia th leitourgÐa-dr�sh diafìrwn gonidÐwn brÐsketai apojhkeumènh kai
organwmènh sth Gonidiak  OntologÐa (G.O.). ProteÐnoume mia enallaktik  optik  gwnÐa
gia ta dÐktua rujmÐsewn microRNA , mèsw thc G.O. Gia na to uposthrÐxoume, proteÐnoume
epÐshc ènan algìrijmo gia thn optikopoÐhsh thc G.O. Sthn efarmog  èqoume sumperil�bei èna
ergaleÐo gia thn di�sqish- exereÔnhsh thc G.O. kai prosfèroume th dunatìthta na analujoÔn
ta dÔo antikeÐmena par�llhla.

Aut  h ergasÐa parèqei diadrastikoÔc algorÐjmouc gia thn optikopoÐhsh microRNA
diktÔwn rujmÐsewn kai proteÐnei mÐa diaforetik  optik  gwnÐa gia aut�, mèsw thc Gonidiak c
OntologÐac.
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Chapter 1

Introduction

In the last years a new area of biology has been discovered, exploring the non-coding
transcriptome. Key elements are the microRNAs, short (∼22 nucleotide ) RNA genes that
regulate the fate of other transcribed RNAs. As knowledge about microRNAs rises and
more data become available, computer aid for understanding this information has become
necessary. While databases can store and manipulate this information, a visual represen-
tation is also required to have a global view of the data and the structural information.
MicroRNAs are related to other RNA genes in two ways: a) they regulate genes and/or b)
they are included in genes as part of their sequences . In addition, knowledge about genes’
functional annotation is stored and organized in the Gene Ontology (G.O.). In this thesis
we present algorithms for the visualization of microRNA regulatory networks and the G.O.
hierarchy. In addition, we propose an alternative way of looking at microRNA regulatory
networks, through the G.O. and offer the ability to analyze these two objects concurrently.

1.1 microRNAs

When microRNAs were first discovered in caenorhabditis elegans (1993, [1]) their role
was unknown. Today, we know that these short RNA sequences play a very important
role. They can silence well defined genes, in other words inhibit protein expression. Fur-
thermore, they seem to be able to regulate different genes in various ways , while other
short interfering RNA (siRNA) sequences can only silence the gene from which they origi-
nate. The importance of microRNAs and the attention paid to them increased vastly when
researchers realized that such sequences exist in most (almost all eukaryotic) organisms, hu-
man included [2]. The challenge is to identify the regulating relations between microRNAs
and genes. Zamore’s words reveal what an enormous impact this could have:
”Changing a single base in a microRNA gene could potentially change its target speci-
ficity, so regulating many of an organism’s developmentally important genes with microR-
NAs would provide a large and rapidly accessible pool of options for evolutionary change”[3].

1.2 microRNA Target Predictors

Unfortunately, up to now not many such regulating pairs have been (experimentally)
verified. But as we keep learning how microRNAs behave, new methods for the prediction
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of microRNA targets are being developed. Based on different algorithms many programs
have been created:

• TargetScanS Lewis et al. MIT,
{ http://genes.mit.edu/targetscan,[4],[5]}

• miRanda Enright et al. Memorial Sloan-Kettering Cancer Center,
{ http://www.microrna.org/miranda.html, [6], [2], [7]}

• DIANA-MicroT Hatzigeorgiou et al. Univ. of Pennsylvania,
{ http://diana.pcbi.upenn.edu/DIANA-microT , [8]}

• rna22 Rigoutsos et al. IBM

• PicTar Rajevsky et al. NYU,
{ http://pictar.bio.nyu.edu/, [9], [10] }

• RNAhybrid Rehmsmeier et al. Univ. of Bielefeld,
{ http://bibiserv.techfak.uni-bielefeld.de/rnahybrid/welcome.html, [11]}

Since all these programs predict microRNA targets, a matter of comparison rises. Which
is the most effective, and more important: do they predict the same target genes? On the
17th of February 2005 in New York, the NYAS competition aimed to answer these questions.
The task was the same for all programs: Given two microRNAs, their targets had to be
predicted. The results varied widely and the overlap was very small. In this work, we have
used results obtained with the miRanda program. In our data (but this holds in general
as well) there are two ways one microRNA can be related to a gene. The first is that the
microRNA sequence is included in the intron of a gene. The second and most important is a
gene being regulated by a microRNA. The aforementioned programs try to predict any such
regulation. In miRanda, for every prediction made, binding energy is also reported. The
higher the value is, the ”stronger” the regulation is. Based on this, a score is assigned to
each regulation. A threshold value of 110 is proposed to be the value under which regulation
should not be considered.

1.3 Gene Ontology

The multitude of standards in gene naming has created problems in the communication
between databases. Different research groups use different gene identifiers, so for interfacing,
a list of synonyms has to be stored for every gene. In addition, genes are involved in
biological functions, whose detailed description increases the difficulty in interconnecting
databases.

The best organized effort to create and use a common set of biological annotation
terms is the Gene Ontology Consortium (www.geneontology.org). Many of the synonyms
for the names of the genes are supported, while a unique G.O. identifier is assigned to
every term. In G.O. three main ontologies for describing a gene’s functionality exist. The
first and larger in size is the ”biological process” branch. Here, information about the
broad biological goal of every gene, such as development or reproduction is stored. In the
second category, ”molecular function” , the tasks performed by individual gene products
are described. Two important categories in this branch are binding and catalytic activity.
The third and smaller branch is the ”cellular component”, where the subcellular location
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each gene product operates in is described. Organelle and extracellular region are two
important terms in this branch. All the terms in the gene ontology are organized in the
three branches in hierarchical order. The hierarchy has two meanings. Either going from
general to specific, with an isA relationship or going from the whole to a part with a partOf
relationship. So every term that appears in the ”biological process” branch is a biological
process. Similarly, cell surface is part of a cell. The terms in the gene ontology are regularly
updated and their number is about 20.000 with more than half of them belonging to the
”biological process” branch. This update does not consist only of insertions of new terms.
It also contains updating or removing some terms. For terms that are no longer in use,
three additional branches exist: Obsolete Biological Process, Obsolete Molecular Function
and Obsolete Cellular Component, where terms that have been removed from the respective
branch are placed.

Another phenomenon in the G.O. is the existence of synonyms. In some occasions
multiple names-definitions are assigned to the same entity. This mainly serves compatibility
with previous versions after the insertion of new information.

In addition to the text description, a unique G.O. identifier is assigned to each term,
allowing for easier manipulation of the hierarchy. In a separate database, every gene is
associated to terms in all three categories based on knowledge about its functionality.

Part of our work aims to identify microRNAs that regulate genes with the same func-
tionality, in other words, genes related to the same G.O. terms. The opposite, genes with
similar functionality that are regulated by one or more common microRNA(s) was also
among our goals.

1.4 From Biology to Graph Theory

The described biological topics, microRNA networks and the G.O. can be mathemat-
ically modelled as graphs. A graph is a structure which is used to represent objects and
relations between them. A graph G(V,E) consists of a set V of vertices, which represent
the objects and a set of edges E ⊆ {V ∗V }, which represents relations. Both the microRNA
networks and the G.O. have many characteristics which place them in special families of
graphs.

1.4.1 microRNA regulatory network: A directed bipartite graph

The microRNA network consists of a set of microRNAs and a set of related genes. There
exist two types of relationships between genes and microRNAs:

1. a microRNA regulates a gene

2. a microRNA is included in the intron of a gene

We construct a graph that represents this information in the following way: First, the
set of vertices V is determined to be the set of microRNAs and the set of genes. In addition,
for every relationship between a microRNA and a gene, we add an edge that joins the two
respective vertices. In order to discriminate between the two different types of relationship,
we direct the edges. So we define that an edge directed from a microRNA-vertex to a
gene-vertex, implies that this microRNA regulates the gene. On the contrary, an edge from
a gene to a microRNA means that the gene includes the microRNA sequence. With this
convention, an edge does not simply show a pair of vertices that are related. It also stores
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information about the type of relationship between them according to its direction. Graphs
whose edges have a direction are called directed. Furthermore, using the definition above
no relationship between two microRNAs or two genes exists. Thus, we can divide the set
of vertices V into two subsets V 1, V 2 such that no edge has both endpoints in V1 or in V2.
The two subsets are:

1. V 1: the set of microRNAs

2. V 2: the set of genes

Graphs with this property are called bipartite. In Figure 1.1 we show how the network is
represented.

microRNAs genes

hsa -mir -224

ENSG00000102287

ENSG00000107758

contains

regulates

Figure 1.1: An example of a microRNA network.

1.4.2 Gene Ontology: A directed acyclic graph (DAG)

The G.O. stores thousands of terms that describe information related to the biological
role of genes; from the activity itself to the exact subcellular location each gene product
operates in. The G.O. is organized in a hierarchial manner, which means that the terms are
placed in levels that go from general to specific. This information can also be represented
by a graph. The set of vertices V is the set of terms in the G.O. This mapping though
is not one to one, due to the existence of synonyms. For the set of synonym terms that
describe the same entity only one vertex is created. An edge is used to declare the isA
or partOf relationship that exists between two terms. Again, the assignment of direction
to edges is required in order to declare the general and the specific term. In this case,
our convention is that the edges are directed from general to specific terms. The G.O.
hierarchical construction guarantees the absence of cycles (sequence of adjacent edges which
starts and ends in the same vertex) in the graph. A cycle would mean that some term is more
specific (and general) than itself. Directed graphs with this property are called Directed
Acyclic Graphs (DAGs) and are a very interesting category in Graph Theory with many
practical applications. Figure 1.2 shows a small portion of the first layers in the G.O.
hierarchy.
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all:all

cellular component

GO:0005575

molecular function

GO:0003674

biological process

GO:0008150

growth

GO:0040007

development

GO:0007275

behavior

GO:0007610

cell

GO:0005623

protein complex

GO:0043234

tripartite ATP -independent

periplasmic  transporter

complex

GO:0031317

isA isAisA

partOf

isAisA

isA

isA
isA isA

Figure 1.2: Part of the first layers of the Gene Ontology.

It is also important to notice that every term appears in only one of the three main
branches (biological process, cellular component, molecular function). Thus, a more detailed
description would be that the G.O. is a set of three DAGs merged under a common, artificial
root. The three obsolete categories ( Section 1.4.1) must also be taken into consideration.
So the overall structure of the G.O. DAG is as illustrated in Figure 1.3

all:all
The artificial root

Biological
Process

DAG

Molecular
Function

DAG

Cellular
Component

DAG

Obsolete
Biological
Process Obsolete

Mollecular
Function

Obsolete
Cellular

Component

Figure 1.3: Structure of the Gene Ontology.

1.4.3 Organization of this Thesis

In Chapter 2 we review graph drawing methods and focus on their application for
the visualization of biological information. We also review how the G.O. and microRNA
regulatory networks are currently displayed. In Chapter 3 we describe our visualization
approach, implementation, and user interface which is based on common interface tools.
Chapter 4 describes how we visualize these networks combining different graph drawing
techniques. Finally, in Chapter 5 we discuss possible extensions for our work.
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Chapter 2

Previous work

2.1 Graph Drawing Techniques

Graph drawing has applications in many different fields such as computer and social net-
works, Entity-Relationship models or any other type of network. Based on the application
field, the attributes to be emphasized and the structure of a network, many different drawing
techniques have been proposed. In [12] a large number of such algorithms is described.

Directed graphs like the G.O. hierarchy are typically drawn using algorithms that try
to display their hierarchical structure. The polyline drawing convention is the basis for
such algorithms, [13, 14] and the main idea is to create hierarchical layers, [15], [16], [17].
Another approach to the visualization of hierarchical information is treemaps [18],[19],[20],
where vertices that are low in the hierarchy are placed over those that are in the first layers
in the hierarchy. This method was initially proposed for trees, but can be expended for
directed acyclic graphs as well.

Bipartite graphs are commonly drawn based on the idea of the placement of each parti-
tion in a column. But general drawing techniques have also been used for their visualization.
The best known technique for drawing graphs is probably the most general as well. Back in
1963 Tutte showed ”How to draw a graph” in his so entitled work [21]. The main idea was
that vertices connected with edges should be placed close enough to make the edge clear,
but not to close. His algorithm was the first in a family of graph drawing techniques called
force-directed [22, 23, 24, 25]. The name ”force directed” is due to the fact that many tech-
niques of this family simulate a natural system, usually using spring and magnetic forces,
and allow the system to reach equilibrium.

Force directed algorithms are also used for the visualization of graphs with clusters.
Cluster oriented methods [26], [27], [28], [29], [30], [31], [32], usually combine two techniques.
First, a supergraph is created, where every cluster is represented by a vertex. Then this
supergraph is drawn usually with a force-directed approach. Finally, every cluster is drawn
individually using some appropriate graph drawing technique and replaces its supervertex.
Appropriate algorithms include orthogonal [33],[34],[35] where every edge is drawn using
successive horizontal and vertical line segments; and circular [36], [37], [38], [39], where all
vertices are placed on the periphery of a cycle in such a way that the number of crossings
remains low.
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2.2 Visualization of Biological Information

Graph drawing in biology

During the past few years, graph drawing techniques have started being used for bi-
ological applications, and the convenience an efficient visualization provides has been re-
vealed. Many biologically important networks exist: metabolic pathways, microarray (gene-
expression-based) networks, microRNA regulatory networks, protein interaction networks,
phylogenetic trees etc. An efficient visualization of such networks can be used to display the
information and eventually reveal hidden or unknown properties. Depending on the nature
and the structure of these networks, many graph drawing algorithms have been applied to
biological data [40],[41],[42],[43],[44],[45]. These algorithms have been included in tools such
as Cytoscape [46], Spotfire [47], Avadis[48], NetAffx from Affymetrics [49] and GenMapp
[50].

Visualization of microRNA networks

The main question about microRNAs is which genes they regulate. Since there are many
different programs that try to answer this question giving different results (as seen earlier),
the web-sites for most of the programs provide a user interface where text-based search is
feasible. However, little attention has been paid in the whole microRNA network. In [2]
the authors report their findings on the distribution of the degrees of vertices, concluding
to a biologically surprising result that the variance is great. This observation shows that
more complex interesting questions can be easily answered if the information is organized
in a graph. Another limitation of text-based searching is that it cannot provide a global
image of the network and it is difficult to include information from other sources, such as
the Gene Ontology. Since the answers provided by the predictors are not guaranteed to be
accurate, research is mainly focused on predicting rather than visualizing regulations. So
information is mainly available in databases as text. In our work, we make an attempt to
fill this gap. We use a prediction as the answer to the basic question, and focus on the other
problems.

Visualization of the Gene Ontology

The G.O. includes important information about genes’ functionality. Microarray exper-
iments, [51],[52], also provide information about genes. There have been many attempts to
combine information from both sources [53],[54]. In most of the available tools, the G.O. is
represented using expanding lists or trees(Fig. 2.1), which are very efficient to manipulate
small hierarchies, but for larger hierarchies only manage to display a small portion of the
graph. Such visualization techniques have been used in tools like GOfish [55], Amigo[56],
CGAP[57] and dagEdit [58].

The structure of the G.O. indicates that some hierarchical graph drawing technique can
be used in order to visualize it. The most important issue is the area required for drawing
G.O. since the size of the graph is very big. Treemaps provide a space-efficient solution
which additionally displays the hierarchy and allows for easy and fast navigation through
the graph. So more recent approaches to the problem compute a portion of the G.O.
hierarchy that is related to a given set of interesting genes and use treemaps to visualize it
(Figure 2.2)[59].
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Figure 2.1: tree representation of the G.O.

In our work, we use both approaches in order to visualize the G.O. The first, list-based
interface is widespread and commonly used and allows for local searching. On the other
hand we have used treemaps to visualize the whole G.O. , and not only a part of it, providing
an efficient way to navigate through it.
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Figure 2.2: The Gene Ontology as a Treemap.
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Chapter 3

A Graphics User Interface for the
microRNA Regulatory Network
and the Gene Ontology

In this Chapter we discuss what information we want to see from the predicted mi-
croRNA regulatory network and the Gene Ontology. We also present Graphics User Inter-
faces for them and show how these two interfaces can be used in parallel to analyze the
microRNA network through the G.O.

3.1 microRNA regulatory network

As described in section 1.4.1 the microRNA network is a directed bipartite graph. The
most important piece of information one wants to have access to, is the relations between
genes and microRNAs. To be more precise for every microRNA one wants to see the genes it
regulates and the genes that contain it their interior. Similarly, for every gene it is important
to show the microRNAs that regulate it and also any microRNAs that are included in its
interior.

The name of a gene does not tell much about its biological role by itself. There exist
thousands of genes and it is impossible to remember the functionality of all of them. Thus,
it is also important to show additional information about genes when we have it. And
finally, since for many genes relations to various G.O. terms are available, we also want to
have access to this information.

3.2 Graphics User Interface for predicted microRNA regu-
latory networks

Bipartite graphs are typically drawn with two columns of vertices (as in Figure 1.1),
where each column contains one partition. In our context one partition is the set of genes
and the other the set of microRNAs. The basis for this part of our work is the vertical
placement of the two lists in a window in a clear manner (Figure 3.1). The first question
that rises is how to display these two lists.

Two options are provided for ordering the genes in their list:

• alphabetic, for easy searching or
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• in the same order they appear in our data, which is a set of spreadsheets provided as
supporting material for [2]

We also support two options for ordering the microRNAs in the respective list.

• alphabetic, for easy searching or

• in decreasing number of regulating genes. This way, better regulators appear higher
in the list

For the microRNAs, in both cases, the number of regulating genes is displayed in brackets
next to the name.

The next problems to address were how to show all information we have about genes
and microRNAs. As described, in the context of our work every gene has four attributes of
interest:

• The set of microRNA sequences that are included in its intronic region, which is
usually empty and rarely contains more than one microRNA

• The set of microRNA sequences that regulate it, whose cardinality varies from zero
to 11. This number is also subject to the threshold used for the target predictor(see
Section 1.2)

• Its annotation, which is a small description of the gene and is sometimes unknown in
our data

• The set of G.O. terms that are related to it, extracted from the G.O.

In order to display these four attributes for some selected gene, four more components
have to be added in the window of Figure 3.1. The three first attributes (included microR-
NAs, regulating microRNAs and annotation) appear in three boxes next to the genes’ list.
In Figure 3.1 they are labeled 1,2,3 respectively. The G.O. terms that are related to some
selected gene are displayed in a box in the middle of the window (labeled 4 in the Figure).
Whenever some gene is chosen by clicking on it, the four mentioned boxes are updated to
contain information about the selected gene.

Similarly, for every microRNA we want to know the set of genes it regulates and if
there exists some gene that contains it in its intron. This information appears for some
selected microRNA next to the main list of microRNAs in two smaller list-boxes (5, 6 in
the Figure). The four inner lists with genes and microRNAs are connected to the two main
lists of the window. This allows the user to traverse a path in the microRNA network easily
by repeatedly selecting terms from the four inner lists.
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Figure 3.1: Box 1 shows all microRNA sequences contained in gene ENSG00000144579.
Box 2 contains all microRNAs that regulate the gene. Box 3 contains the annotation of the
gene. Box 4 contains the G.O. terms associated to the gene. Box 5 contains the genes that
include microRNA hsa-mir-26b. Box 6 contains all genes that are regulated by hsa-mir-26b.
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Usually, there is a specific subset of interest, either some GO terms or a set of microRNAs
and genes, so a number of options are available to the user.

• Filter microRNAs/unfilter microRNAs The set of genes that appears in the
main list, can be modified based on user actions as will be described in the following
section. In such a case, many microRNAs do not have any relationship with the genes
of interest. Selecting ”filter” will remove these microRNAs, while by ”unfiltering”
they can be restored. Furthermore, some microRNAs are not related to any gene for
high values of the predictor’s threshold. Even for the proposed value of 110, a small
number of microRNAs is isolated. Filtering removes these microRNAs.

• Regulation/Inclusion As already mentioned there are two types of relationship
between genes and microRNAs: inclusion and regulation. While they are both of
interest the user can select to explore only one of them. This is achieved by shrinking
the list of microRNAs to only those that have at least one edge of the required type. All
microRNAs that appear in the inner lists (next to the genes) but are unavailable, are
printed using light gray color. The same happens every time some gene or microRNA
appears in any of the inner lists, but has been for some reason filtered out

• Human/rat/mouse MicroRNAs in our data come from various experiments and
include sequences found in humans, mice and rats. The option to exclude one or two
types of them is available with three checkboxes.

• BP/CC/MF The G.O. consists of three totally different branches ( Section 1.3).
With these three checkboxes the user can filter out any of them.

• Select microRNA’s regulating genes When a microRNA is selected, the main
genes’ list can be updated to include only the genes that are regulated by it.

• Show all genes With the above option only a small subset of the genes are shown
in the main gene’s list. In the next Section we show that the list can be also modified
through the G.O. The user can use this option to place all genes back in the list.

These options make searching for different properties in the network easier. For example,
if the ”Inclusion” option is enabled and the ”Regulation” option is discarded, the user is left
with a small number of microRNAs which appear in the introns of some gene(s). Selecting
these microRNAs one-by-one one can easily check if the genes that contain a microRNA
are regulated by this microRNA as well. While intuitively one would expect this to happen
for many pairs, only one such pair exists: microRNA hsa-mir-181a is included in gene
ENSG00000148200 and is also predicted to regulate it. This observation becomes more
interesting with the fact that even if no threshold is used and all predictions are considered
(even the ”weakest”) no additional pairs appear. The actual existence of this relation is an
open question but two of the other predictors we have checked (TargetScan and PicTar)
also predict the same regulation.

The only functional part not discussed yet is the list of G.O. terms that are associated to
a gene. This is strongly related to the G.O. browser which is discussed in the next section.

3.3 Gene Ontology

The G.O. is a hierarchy of terms that are used to describe various concepts of genes’
functionality. It is important to be able to browse this hierarchy since it is updated often
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and new terms are inserted in branches that can be of interest. Furthermore the use of
a small name and an id do not provide enough information. So for most terms a small
description is also available, and it must also be displayed.

Since the G.O. provides a widely accepted naming scheme, many browsers for the G.O.
have been developed. Most of them are based on the commonly used expanding tree, like
the ones that are used for browsing folders in computer systems. The G.O. team itself
in their web-site (www.geneontology.org) provides such a mechanism, developed by Amigo
([56]). The main advantages of this technique are (a) the hierarchy is clear and (b) the user
can select to hide branches that are not of interest. Figure 3.2 shows an instance during
the graph exploration. Since this user interface is very simple and most people interested
in the G.O. are used to it, most of the tools that work on G.O. use this method as well. For
the same reason, we have adopted a similar technique. The technique has been properly
enriched so that communication with the previously described microRNA network user
interface is feasible. One important goal is to provide the ability to limit the working sets of
genes and microRNAs only to those related to some interesting G.O. terms. A stand alone
version of this tool has been built to serve as an application for navigating the G.O.

Figure 3.2: Screenshot from www.geneontology.org: How the GO graph is explored.

3.3.1 Converting a DAG into a tree

As indicated by their name, expanding trees are used for displaying hierarchies with tree
structure. So the first step towards using such a method is to create a tree ”equivalent” to
the G.O. dag. The term ”equivalent” is used to declare that all information in the dag is
still present in the tree. The process to obtain such a tree is a two step procedure where
all that is required is to copy every vertex with incoming-degree deg ≥ 2, deg times. Each
such copy is then assigned a unique parent, one of the deg incoming neighbors. Figure 3.3
shows an example.

The idea behind the algorithm is the following: Initially the root of the tree is placed.
It is the same as the first vertex (with incoming degree 0) of the dag. Then for every vertex
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(b) the ”equivalent” tree

Figure 3.3: DAG to tree conversion.

v in the dag, a recursive method insertNode is called. This method inserts the necessary
copies of a vertex in the tree after ensuring that all the ancestors have been inserted. So
if v has been inserted insertNode immediately returns, otherwise it adds all the incoming
neighbors of v in the tree (recursive calls for the parents) one by one. Once a recursive call
for an incoming neighbor u terminates all ancestors of v in the respective subgraph have
been inserted into the tree and multiple copies have been created if necessary. Now we can
insert copies of v to be children of u as many times as the copies of u are. Repeating this
for every parent of v in the dag results in the necessary insertions of copies in the tree.

Since many copies of a vertex can exist and we have to perform the same action on all
of them, we keep a hashtable where the key is a vertex and the value is a list with all of its
copies. If the list is empty the vertex has not been inserted in the tree.

dag2tree( Directed acyclic graph G)
1 Hashtable vertexCopies //the hashtable with a list of copies for every inserted vertex
2 treeRoot = G.vertexWithInDegree0
3 vertexCopies.put(treeRoot, treeRoot)
4 for each vertex v in G
5 do insertNode(v)

insertNode(v)
1 if not vertexCopies.get(v).isEmpty() //if it has been inserted
2 then
3 return
4
5 for each incoming neighbor w of v //Otherwise work for the parents
6 do
7 insertNode(w)
8 for each copy w−copy in vertexCopies.get(w)
9 do

10 make a new copy v−copy of v
11 put v−copy in the tree as child of w−copy
12 append v−copy in vertexCopies.get(v)
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This conversion of the G.O. dag produces a tree with a very large number of vertices,
but it is the only way that allows us to visualize this hierarchy efficiently. The careful man-
agement of synonyms which was discussed in Section 1.4.2 is important since it prevents
further, useless increase of the tree. If all synonyms are represented with different vertices,
the resulting tree has ∼ 150.000 nodes. On the other hand, if all synonyms of a term are
collapsed to one vertex, the number of nodes decreases to ∼ 100.000. The number is still
very large (but is 33% lower than before). The size is not a severe problem for this browser
since the user can hide all irrelevant branches and focus on a small area of interest. On
the other hand, for the drawing technique which is analyzed later, this reduction is very
important and leads to considerably improved results.

3.3.2 User Interface for navigating the Gene Ontology & communication
with the microRNA network interface

The tree is computed when the application starts, but does not become visible until
some G.O. term is clicked (box 4, Figure 3.1). When some term is selected the tree appears
and all paths that lead to copies of the selected term are expanded. The copies themselves
are highlighted for easier identification. The result of selecting the G.O. term ”cell growth
and/or maintenance” appears in Figure 3.4.

In the figure, apart from the tree itself one can see the set of options available. The tree
expands and shrinks based on a user’s request by clicking on the plus/minus boxes. When
some term is right clicked, information about it appears in the bottom component of the
window. Namely the information consists of:

1. Accession: the unique G.O. identifier that has been assigned to the term

2. Instance: The number of copies this term has in the G.O. tree. This is additional
information, extracted during the dag-to-tree transformation

3. name: the name with which the term is stored in the G.O.

4. definition: some more detailed description of the selected term

On left click however, while most applications expand the term, in this tool some set of
genes related to the clicked term replaces the set of genes in the main list of the microRNA
network panel. The set is determined by the two groups of checkboxes in the middle of
the window, which provide four combinations in total. One group determines the genes to
associate with the term. They can be either the set of genes that are directly related to
the selected term, or the set of genes that are related to at least one of the G.O. terms in
its subtree. For example if the user chooses to display all terms directly related to the root
of the tree, no gene will be selected since the root is artificial, with no biological meaning
and thus no gene is directly related to it. On the other hand, almost all genes are related
to at least one G.O. term so in case of asking for all terms related to some descendant of
the root almost all genes will be selected. Information about the cardinality of these sets
is available next to the name of each term with two numbers. The first is the number of
genes directly related to the term and the second the number of genes related to some term
in the subtree.
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Figure 3.4: The Gene Ontology tree after enabling term ”cell growth and/or maintenance”.

Multiple selection of terms is also supported, through the second group of checkboxes.
According to a user’s wish again, the set of genes can be either the union of the terms’
respective sets, if information about all terms is required or the intersection of them, if one
wishes to find the genes that are related to all the selected sets of terms. The set of genes
that is associated to every term is computed initially and stored for every term. Storing
in efficient structures (HashSets, Java built-in data structures which are based on hashing)
allows for the fast computation of the intersection and union of these sets.

The already mentioned ”Filter microRNAs” option in the microRNA user interface is
also useful in this context since it allows the user to limit only to the microRNAs that are
related to the set of genes under examination at the time.
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3.4 Summary

In this section a graphics user interface for navigating through the microRNA’s network
and the Gene Ontology was presented. Using this tool, a number of interesting queries can
be answered for various sets of genes, microRNAs and/or G.O. terms. This application can
also be used for simply traversing through the G.O. hierarchy or the microRNA network.
The main limitation in this case is that the whole network cannot be visible at a time, but
only small areas can be efficiently displayed. This is useful for local searching, but becomes
inefficient if a large part has to be viewed. In the next Chapter, graph drawing techniques
which deal with this problem are discussed.
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Chapter 4

Graph Drawing Methods for the
Visualization of the microRNA
Regulatory Network and the Gene
Ontology

In the previous Chapter a user interface that allows one to have access to all informa-
tion is described. Only the links between one microRNA and the associated genes (and vice
versa) are visible at a time. Similarly, only a small part of the G.O. DAG can be efficiently
explored, since the expanding tree grows very fast. In this Chapter, graph drawing algo-
rithms that allow for a more global view of the microRNA network and the G.O. DAG on
user’s demand are described.

4.1 Drawing the microRNA network

4.1.1 Properties and needs

MicroRNAs are expected to be a small portion of the number of genes(predicted to be
somewhere between 1-10%). Following this, only some hundreds of microRNAs are predicted
to be regulating some of the thousands of genes that are available. Thus, the two partitions
have a very considerable size difference and this makes drawing the network difficult. In
our datasets for example, there exist 4369 genes and 207 microRNAs. The first attempt
towards solving this problem is to remove from our data all genes with no relation to any
G.O. term and all genes that are not regulated by any microRNA (recall that this is based
on the threshold value). Even after this removal, the problem remains since we have 1073
genes and the same 207 microRNAs. The second step towards simplifying the structure is
to remove the edges that show the ”gene contains in introns microRNA” relation. They
are only a few dozens and can be easily and efficiently explored with the application that
was described in the previous section. In addition, this removal leads to only one type of
edges so we do not need a way to distinguish between them. After this pre-process we come
to the question of what do we need to see for this network. The main requirement is that
the bipartite structure must be clear. Also since a prediction- score is assigned to each
regulation we also want to see this information.

Small bipartite graphs are typically drawn using two columns as in Figure 1.1, and this
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was our first approach. The difference in the cardinalities of the two partitions was the
reason we decided to divide the genes’ set into two smaller sets. This lead to three smaller
columns. The column with the microRNAs can be placed in the center and on both sides we
can put the two sets with genes. The placement of roughly 500 genes and 200 microRNAs in
columns is still inefficient as shown in Figure 4.1. since the objects can not be distinguished.

Figure 4.1: Draw the microRNA network with three columns.

The figure reveals an additional problem: due to the large degree of the microRNA-
vertices, there are many edge crossings and the result is practically unreadable. But this is
not the only difficulty. As discussed later, most of the available drawing area is occupied
by the G.O. , thus the space that is available for the microRNA regulatory network is
limited. This is a significant constraint. Furthermore, general graph drawing techniques
(force directed, orthogonal, etc.) cannot reveal the bipartite structure of the network.

While ideally one would like to have a visualization of the whole regulatory network
where the bipartite structure and other properties are clear, due to the aforementioned
problems this can not be achieved. However, we can overcome these difficulties with an
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interactive visualization technique, where the user specifies what he wants to see. Towards
this direction we provide two visualization methods, one microRNA and one gene-oriented.

4.1.2 microRNA oriented drawing

In order to draw the microRNA regulatory network interactively two lists are used. One
contains the genes and the other the microRNAs. If some microRNA is selected it is drawn
using a small circle, and all genes that are regulated by it are placed on the periphery of
a circle whose center is the microRNA. This way, we avoid drawing lines for many edges
and obtain a much clearer result. An edge is drawn only if some gene has already been
drawn. This happens when the user selects to display some microRNA which regulates a
gene that is also regulated by some other previously selected microRNA (and is drawn on its
periphery). In addition, once some microRNA m is selected a list of ”similar” microRNAs
appears and the user can select to display any of them. We define a microRNA m′ to be
similar to m if more than 50% percent of the genes regulated by m are also regulated by
m′. The microRNAs are placed in two columns, in the order they are selected. The first
microRNA in the left column, the second in the right, the third in the left under the first
and so on. The names of the microRNAs are printed in the interior, while genes names are
shown when the mouse is over them. A screenshot appears in Figure 4.2.

Figure 4.2: The visible part of the microRNA network, after selecting hsa-let-7c, hsa-let-7i,
hsa-mir-107, hsa-mir-125a, hsa-mir-125b, hsa-mir-106a, hsa-mir-196.

The user can also select some gene from the respective list. If the gene, has already been
drawn on the periphery of a cycle, all microRNAs that regulate it and have not been yet
drawn are placed in the lists and the respective lines are drawn to indicate the relationship.
On the other hand, if the gene has not been already drawn, all regulating microRNAs are
drawn and the gene is placed on the periphery of the first of them. The newly added
microRNAs are not expanded (no genes are placed on their periphery and no additional
lines are drawn) in order to keep the image as clear as possible. The list with the names of
the genes, is also the way to identify some specific gene fast. If the gene has been already
drawn, it will be highlighted. Extending the network of Figure 4.2 by selecting the gene
ENSG00000048740 leads to the drawing in Figure 4.3.

For genes with many related microRNAs a large number of new cycles can be produced.
Thus, after a right click on a microRNA, an option to remove it from the network appears.
The next microRNA to draw will be placed in the space that has been released.
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Figure 4.3: Expand the network of Figure 4.2 by selecting gene ENSG00000048740.

The last selected term (either gene or microRNA) is colored with green, while all other
terms are in red. Drawing the network this way offers many advantages. First of all, the
user sees only the portion of the network that interests him. Secondly, since this image is
being created in a step-by-step interactive process, it is easy to remember where each term
is and thus, maintain a mental map of the network. The bipartite structure of the network
is obvious: microRNAs appear in the middle of the cycles and are a bit larger, while genes
appear on the periphery. Due to the convention that genes on the periphery are regulated
by the microRNA in the center, many edges are implied and do not have to be drawn.
This leads to a much clearer image. With some other drawing technique which displays all
edges for the part of the network in Figure 4.2, 82 more edges would have to be drawn. In
addition this method is fast since all that is required is to determine if some term has been
already displayed or it has to be placed due to a user’s selection. Storing all drawn terms in
a hashtable solves this problem and since the number of visible elements is relatively small,
updating and repainting are performed in real time, which is of major importance. Finally,
storing and restoring the image can be performed efficiently. We do not have to save the
coordinates for the painted vertices. It suffices to store the sequence of selections made by
the user, since the placement is predetermined. This allows us to save the produced image
in a mall text file when the user exits the application. When the application restarts, the
last-used image is restored and the user can continue from the point he left. Of course an
option to clear everything and start from scratch is also supported.

4.1.3 Gene oriented drawing

A similar approach has been adopted to create a gene-based image. Only this time genes
are placed in the center of cycles and regulating microRNAs are placed on the periphery.
This leads to less compact results. While 207 circles (one for every microRNA) are enough
to display the whole network using the microRNA-oriented approach, with this approach
1073 circles (as the number of genes) have to be used. On the other hand, for the same
number of cycles we expect far fewer edges, since most genes have only a few regulating
microRNAs (rarely more than 5, maximum 11). A typical embedding appears in Fig. 4.4.

Respectively, if some microRNA is selected, all genes that are regulated by it become
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Figure 4.4: The network, after choosing genes with id 3756, 6576, 8300, 15171, 34713, 40341,
51341, 11566.

visible. Since the average degree of a microRNA is much larger(maximum 49, average 11)
we expect relatively more new cycles with genes to appear. This is illustrated in Figure 4.5

Figure 4.5: Expansion of the network in Figure 4.4 with microRNA hsa-let-7f.
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4.1.4 Weighted edges

As discussed in Section 1.2 every prediction has an associated score, which represent its
”strength”. For the edges in the network, it is important to show this information. The
median value of the scores for the edges is computed. All edges that have score below the
median are colored in red and the brightness reflects the value. The lower the score, the
brighter the color. For edges that have score equal to the median black is used, while edges
with higher score are colored using green. Again, the brightness reflects the value. Since
viewing edges is important, we have added some features to help the user. By clicking on
some vertex, all the associated edges which are initially visible are hidden. So even if a
complex image has been created, the user has the ability to unclutter it. By clicking again,
the edges are revealed. For the edges that are implied by the placement of vertices on the
periphery of a cycle, a similar feature is available. By right-clicking on the vertex in the
center of the cycle, an option to show all these edges becomes available. In Figure 4.6 this
is depicted for the already shown networks.

(a) for Figure 4.2 (b) for Figure 4.4

Figure 4.6: include in-cycle edges.

4.2 Drawing the Gene Ontology DAG

4.2.1 properties and needs

In order to display the G.O. dag efficiently one has to satisfy three main goals:

• Display the whole graph

• Maintain the hierarchy

• traverse through the graph easily

The G.O. dag contains about 20000 terms and is regularly updated. Any traditional graph
drawing technique would fail to draw such a large graph in a comprehensive manner within
the limited size of a typical computer monitor. In Chapter 3 a method to obtain a tree
equivalent to the G.O. dag was presented. This process creates a tree with a much higher
number of vertices (∼ 100.000) but enables us to use treemaps which is among the most
space-efficient techniques to draw large trees.
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4.2.2 Treemaps

Treemaps were originally proposed by Johnson and Shneiderman in 1991 [18],[19]. Every
node of the tree is represented by some rectangular area. The main idea is to place each
vertex inside its parent’s rectangle starting from the root and proceeding in a depth-first-
search way. The area of one vertex is distributed to its children. During this process, layers
of hierarchy are created. On the upper, visible layer only the leaves appear. The description
of the main treemap algorithm is the following:
Treemap(r,area)
1 r.area=area;
2 divide area to the children of r
3 for each child c of r
4 do Treemap(c,c′s computed area )

callTreemap(treeRoot,drawingArea)
1 Treemap(treeRoot,drawingArea)

An example of drawing a simple tree using treemaps appears in Figure 4.7.
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Figure 4.7: Draw a tree with treemaps.

If instead of the root some other vertex is used for calling the algorithm, the subtree
rooted under this vertex is shown. This means that the algorithm itself can be used for
zooming-in and out. Depending on the way the space division in step 2 is accomplished,
many variants have been proposed. The original idea [18],[19], also known as ”slice and dice”
was to cut the area and divide it to slices with size proportional to some metric defined for
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every vertex. This metric typically is the weight in case of weighted trees and the number of
leaves in the subtree for non-weighted trees. For better visualization results the orientation
of the slices alters from horizontal to vertical between subsequent layers. Slice and dice tends
to create long, thin rectangles for vertices with many children. In an attempt to avoid this,
Bruls, Huizing and Wijk [20] introduced squarified treemaps. They divide the area using a
heuristic which aims to create rectangles with aspect ratio=length/width as close to 1.0 as
possible. In Figure 4.8 an example of how 6 leaves with weights {6,6,4,3,2,2,1} are placed
over their common parent appears.
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Figure 4.8: (a) horizontal slicing (b) vertical slicing (c) squarified.

In [18] the authors propose nesting in order to show internal vertices. An Additional
advantage of nesting is that the hierarchy is revealed and some space is left unoccupied,
so that labels can be placed. Nesting, is accomplished in the following manner. Whenever
some area is assigned to a vertex, a small border is placed on its boundary and only its
interior is given as drawing area for the children (Figure 4.9). With nesting, the treemap
for the tree of Figure 4.7 is as in Figure 4.10.

border size

border size
border size

area available for the children

border size

Figure 4.9: Addition of a border: The gray area can be used to place a label for the vertex.
Only the interior of the border is made available for the children.
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Figure 4.10: The treemap for the tree of Figure 4.7.
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4.2.3 Features available for the Gene Ontology treemap

The squarified treemaps algorithm has been implemented. The slice and dice variant
could have also been used but for such large trees (where the number of children varies
widely) it has practical disadvantages (placement of labels), which are discussed here.

Borders are supported according to user’s request, and their size can be adjusted by the
user. Borders are only placed if the available interior area is non zero, in other words if
there is enough space to place all the descendants of a node. For borders with sufficient size
(9 pixels or more), large enough letters can be placed in the upper side, so the names of the
terms are also displayed. The need to use borders for displaying names, was the main reason
to discard the ” slice and dice” algorithm, since long and thin rectangles would appear and
the use of horizontal borders would become impossible. An additional obstacle towards the
placement of labels is the vertical slicing, which gives almost zero-width rectangles.

Zooming in and out on specific subtrees is supported and works in the manner already
described. If some vertex is clicked, the treemap algorithm runs using this as root, and the
subtree under the vertex is displayed in the whole drawing area.

Due to its large size, displaying the whole G.O. at once assigns very small rectangles to
vertices that are deep in the tree even if small borders are used (Fig. 4.11). The result is
that these vertices can not be easily found , even if their location is known. What is clear
though in this case, is the hierarchal structure of the G.O. The first layers are also clearly
visible, so the build up of a a mental map about the backbone of the G.O. is possible.

Figure 4.11: The whole G.O.: It is difficult to select vertices that are deep in the hierarchy.

To overcome the difficulty of excessive detail, the user can set the number of visible
layers. While this depends on the size of the drawing area, displaying 6 or 7 layers at a time
seems to provide reasonable browsability. Vertices that are below this depth can be revealed
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with zooming. In Figure 4.12 the first 6 layers are visible. After clicking on ”metabolism”,
vertices which are deeper in this subtree become visible (Fig. 4.13).

Figure 4.12: The first 6 layers of the Gene Ontology.
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Figure 4.13: After zooming on metabolism: 6 first layers.
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During zooming-in and -out the position of vertices alters, and following some specific
term can become difficult(Figure 4.14). The slice and dice layout maintains the ordering
and overcomes this difficulty, but the discussed problems, make it inefficient for trees of
large size.

(a) ”ligase activity” in the ” molecular function ” branch

(b) ”ligase activity” in the ” catalytic activity ” branch

Figure 4.14: The position of a term can alter while zooming.
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An alternative solution to the problem of locating some term is highlighting. By right
clicking on some vertex of the treemap, a number of options becomes available. ”Highlight
term” causes the path from the root to the specific vertex to be colored in red. The term
of interest can be easily identified at any level(Figure 4.15).

(a) ”ligase activity” in the ”molecular function” branch

(b) ”ligase activity” in the ”catalytic activity” branch

Figure 4.15: Using highlight, terms are easily identified at any layer.
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Exploration of deeper layers of the tree is straightforward and is supported by clicking
on terms, as described. Returning to upper layers though cannot be performed in the
same way since all vertices that are higher in the hierarchy are not visible. This action is
supported through three options, which become available by right-clicking anywhere in the
treemap region.

• go to parent. The visible subtree alters to the subtree rooted under the current
root’s parent.

• go two levels up. Similar to the previous but goes two layers up. Useful for faster
traversing.

• go to root. Return to the original root of the tree and display the whole G.O.

So with treemaps, we can provide an efficient way for the visualization of very big trees,
like the G.O. Additionally, as described, the image can be adjusted (size of treemap, size
of borders and number of visible layers) to better match the user’s needs. With drawing
techniques for the microRNA regulatory networks and the G.O. available, the next step is
to combine these drawing and give answers to more important biological questions.

4.2.4 Integrated visualization of the microRNA regulatory network and
the Gene Ontology

Up to now we have discussed how the user interacts with the microRNA regulatory
network and can obtain information about it. We have also described how one traverses
the G.O. with treemaps. The most interesting and important part of this work though,
is the ability to explore the two graphs concurrently. This can be performed either based
on specific G.O. terms that are of interest or some genes and microRNAs the user focuses
on. The first direction is important when the biological concept (related to the G.O.) is set
and we search for genes and microRNAs that are related to it. On the other hand, we may
want to search for the G.O. terms that are related to some gene or microRNA. MicroRNAs
are not related directly to the G.O. , only through the genes they regulate. But since they
control genes, it is essential to take this indirect relation also into consideration.

Gene Ontology based analysis of the microRNA regulatory network

Every gene in the network is related to at least one term in the G.O. Genes that do
not have this property have been removed (4.1.1). On the other side, for many G.O. terms
there is a number of genes that are related to them. The most obvious requirement is that
the user can ask to see these genes. For every term, a list of genes that are related to it has
been created initially in order to ensure a fast response to this very common question. In
order to ask this question, the user has to right click on some term and select the ”Show
Genes” option. All genes that are related to the selected G.O. term and belong to the
visible portion of the network are highlighted (colored in green) in the left pane of the user
interface. An instance is illustrated in Fig. 4.16.
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Figure 4.16: Highlighted genes on the cycles on the left(87470, 68383, 101384) are related
to ”cell communication”.

With the drawing method used for the microRNA regulatory network, only a portion
of the regulatory network is visible in the left pane. This way the user has the ability to
see only the part of interest and not the whole complex network. This means that it is
possible that some genes related to a selected G.O. term are hidden. Since it can also be
the case that the user wants to see the sub-network that is related to some term in the
G.O., an option to ”Expand & show Genes” that are related to it before highlighting is also
available(Fig. 4.17).

Figure 4.17: The gene with id 112577, not visible in Fig. 4.16 is drawn.

While microRNAs that regulate highlighted genes can be easily spotted if genes are on
the periphery of the circle surrounding it, for microRNAs that are connected to genes with
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lines this can be difficult, especially if the user has selected to hide some edges. Thus, we
provide an additional option called ”Show Genes and microRNAs” to highlight all microR-
NAs that regulate genes associated to a given G.O. term as well (Fig.4.18).

Figure 4.18: Highlight visible genes and microRNAs related to ”cellular communication”.

As in the previous case, some genes or microRNAs may not be present in the currently
visible part of the network. Using the same option (”Expand & show Genes”) as before,
the user can expand all genes and make visible all microRNAs that are related to the
term (”cellular communication” for example) before highlighting with the ”Show Genes
and microRNAs” option and finally obtain a result similar to that of Figure 4.19.

Figure 4.19: All genes and microRNAs that are related to ”cellular communication”.
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In order to store as much information as possible for the behavior of a gene, the set of
terms that are related to it are as specific (and thus in the lower layers of the G.O. hierarchy)
as possible. Thus, almost no gene is related to any G.O. term that belongs to the first 3 or
4 for layers of the hierarchy. These layers are mainly used to create the various categories
where more specific terms are placed. In a typical scenario the user would be interested in
terms in the first layers of such a category, rather than some very specific term. Thus, there
is also an option to see not only genes (and microRNAs) that are related to some term, but
genes (and microRNAs) that are related to any G.O. term in a specific branch. In Figure
4.20 for example, all genes (in the existing portion of the network) that are related to some
term in the branch of ”biological process” are highlighted. While no gene is directly related
to the very general term ”biological process”, the vast majority of the genes have something
to do with a term in the branch under it.

Figure 4.20: All visible genes that are related to some term in the branch of ”biological
process”.

Again, similar options to ”Expand & show genes under the term” and ”Show Genes and
microRNAs under the term” are also available.

Search for G.O. related properties of the microRNA regulatory network

While we can see the genes and microRNAs that are related to some G.O. terms, this is
not the only way to combine these objects. The opposite direction which relates one gene
or microRNA to many G.O. terms, is also important. We want to answer the question:
which G.O. terms are related to some given gene/microRNA. If some gene is selected it
is expanded (if not already) and highlighted, as described earlier. In addition to this, the
set of G.O. terms that are related to it are highlighted using bright green. Because of the
option to show only some layers or because of very small size, some terms may not be visible
. In this case, the closest visible ancestor is highlighted using dark green (Fig. 4.21). This
allows the user to know that some term in the highlighted subtree is related to the clicked
gene and if the branch appears to be interesting the user can zoom in to identify the exact
term, which has been assigned bright green color(Fig. 4.22).
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Figure 4.21: All terms related to gene ENSG00000157087. Note that ”cell” is in dark green.

Figure 4.22: All terms that were not visible and caused ”cell” to be colored in dark green
in Fig 4.21, are clearly shown after zooming-in ”cell”.

In the same sense, for some microRNA one can be interested to see the G.O. terms
that are related to the genes it regulates. Similarly, if some microRNA is selected it is
expanded(if not already), highlighted and the set of G.O. terms that are related to at least
one of the genes it regulates are colored. The coloring is the same as in the previous case.
For hsa-mir-17 5p, the microRNA with the maximum number of predicted regulating genes,
the related part of the G.O. appears in Figure 4.23.

For microRNAs with many regulating genes, a large portion of the G.O. is highlighted.
This feature allows the user to see the terms that are related to the genes, but doesn’t
give any quantitative idea about the number of genes that are related to any term. This
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Figure 4.23: All G.O. terms that are related to microRNA hsa-mir-17 5p.

is important since the microRNA regulatory network is based on predictions, thus a false
prediction gives false G.O. relations. In the analysis of their predictions [2], [6], [7], the
authors point out that genes being predicted to be targeted several times by microRNAs
are significantly less likely false positive predicted. Hence, if there are more than one
regulating genes that are related to some term, we can be more confident that this term is
really related to the microRNA of interest. So the user is provided with an option to iterate
through the genes that are regulated by some microRNA and for each of them display the
related G.O. terms with some animated highlighting. Now, the user can see how often some
term is highlighted and obtain the additional information. Using this feature for example it
has been found that 17 out of the 21 genes that are regulated by hsa-mir-98 are related to
”binding” - or some more specific term in its branch. This observation makes the hypothesis
that hsa-mir-98 is important for binding more trustworthy.

4.3 microRNA co-regulation network: a new graph

An interesting, indirect relationship that exists between microRNAs comes through the
genes they regulate. It is biologically useful to know the common gene targets (if any) two
microRNAs have. Apart from giving some information, this could potentially define some
metric of similarity between microRNAs. In order to obtain and store this information, we
create a new graph, which we call microRNA co-regulation network :

• Vertices: the set of microRNAs

• Edges: for every pair of microRNAs with common targets, an edge is inserted. All
edges have as attribute, the set of common gene targets between the two end points

4.3.1 Structure of the graph

The graph consists of 207 vertices, the microRNAs, and 893 edges. There exist 27
microRNA-vertices with no neighbors, which can be divided in two classes.
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• Isolated: the set of microRNAs that regulate no gene at all:
{hsa-mir-147, rno-mir-129*, hsa-mir-223, hsa-mir-366, hsa-mir-364, hsa-mir-126,
hsa-mir-99b, hsa-mir-99a, hsa-mir-208, hsa-mir-187, hsa-mir-299 }

• Unique regulators of genes: The set of microRNAs that are the unique regulators
of the genes they regulate ( so no edge is added). This is a much more interesting
branch. While the straightforward comment that these genes can only be regulated
by the specific microRNAs is not expected to be true, we can conclude that at least
for the genes whose predicted regulators are the following microRNAs, the prediction
is probably incomplete:
{rno-mir-329, rno-mir-347, hsa-mir-362, hsa-mir-137, hsa-mir- 142-5p, hsa-mir-212,
hsa-mir-215, hsa-mir-216, hsa-mir-341, hsa-mir-127, hsa-mir-138, hsa-mir-126*, hsa-
mir-193, hsa-mir-218, hsa-mir-344, hsa-mir-139}

For the remaining 180 microRNAs we have the 893 edges, each of which represents at
least one and at most 11 common genes. The remaining subgraph is very dense, and thus
an efficient visualization is hard to be obtained. We have adopted a number of different
graph drawing techniques which accompanied by user interaction can give good results.

4.3.2 A supergraph based on vertex- disjoint cliques

A graph with such density probably contains a number of smaller cliques. Since the
simplification of the structure is important to visualize this graph we identified all vertex
disjoint cliques and constructed a supergraph in the following manner:

• Vertices: For every microRNA that does not belong to any identified clique, a vertex
is inserted. For every clique, a superVertex that represents the clique is also inserted.

• Edges: For every pair of microRNAs that regulate one or more common genes an
edge is inserted between them. Similarly for every two cliques Ca and Cb with vertices
v1 ∈ Ca and v2 ∈ Cb such that v1 and v2 regulate common genes an edge in inserted.
Finally, an edge is also inserted between a vertex v and a superVertex sV if v shares
a common gene with some vertex in sV .

We simplify the discrimination by coloring simple vertices using red and superVertices
using black. This supergraph consists of 133 vertices 21 of which are cliques and 431 edges.
The sizes of the cliques vary from 3 to 11. The subgraph that contains all simple vertices
and no superVertex is very sparse. There are only 52 edges between the 112 vertices and
the structure is that of a forest. In order to display this portion of the graph clearly we
place all vertices on the periphery of a cycle. The order they appear on the cycle is based on
a depth first traversal which guarantees the absence of edge crossings. With this ordering,
we also manage to place the edges close to the periphery and leave the interior empty. The
result appears in Figure 4.24

In the interior, we place a second, co-centric cycle with all the superVertices-cliques on
its periphery. This subgraph is very dense and almost any ordering of the vertices gives a
very cluttered image. We try to improve the quality of the result by reducing the number
of edge crossings. We do this by applying the circular drawing algorithm that has been
proposed in [36]. The main idea of this algorithm is to find an ordering for the vertices
by removing edges that will belong in the interior of the cycle. After this we are left with
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Figure 4.24: The subgraph which contains only microRNAs and no cliques is a forest.

a sparser graph and the vertices are placed using a longest path heuristic (like a depth
first search traverse). The most important property of this algorithm (which was actually
the inspiration for designing it) is that, in case of a biconnected outerplanar graph, the
subgraph obtained after the edge removal phase is a hamilton path and the placement of
the vertices in this order gives a cross-free result. The algorithm in pseydocode is presented
here.
Circular( Graph G(V, E))

1 bucket sort the vertices of G by ascending degree into a table T
2 while G has more than three vertices
3 do
4 find a lowest degree vertex u, prefer a neighbor of an as recently removed vertex as possible
5 visit u’s adjacent nodes consecutively
6 for every pair of nodes
7 do if an edge between them exists
8 then place the edge in the removalList
9 else place an edge between the pair and also in the removalList

10 remove u from G
11 update T
12 restore G to its original topology
13 remove from G all edges in the removalList
14 perform a dfs on G
15 place the longest path on the embedding cycle
16 place the remaining vertices next to as many neighbors as possible

Table T is used to accomplish step 4 faster. The time complexity of the algorithm is
linear to the number of edges in the graph. While the algorithm runs for all graphs, in [36]
the authors suggest its use for biconnected graphs only. They also provide a framework for
the visualization of non-biconnected graphs which makes use of the described algorithm for
the biconnected components and gives better results. Details and complexity analysis can
also be found in [36]. In Appendix A we present experimental evaluation of the algorithm.
We also discuss two variants we have developed for the execution time reduction.
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The fact that the graph of interest is very dense, means that the graph after the removal
phase will be also relatively dense. So the ordering that is aimed by the edge removal phase is
quite possible to be missed by the longest path heuristic. Thus, we have attempted to repeat
the edge removal phase for as long as edges are actually removed, hoping to better guide the
longest path. This has the risk that different orderings can be targeted by various iterations
of the removal phase. But it is also possible that the new ordering which has information
about a good ordering from the removal of edges in previous iterations will be a good one as
well. During the implementation we have constructed the graph in two different ways and
obtained two different adjacency lists. For the original Circular algorithm the numbers of
edge crossings were 2014 and 1898 while for the recursive-edge-removal variant the results
were 1890 and 1948. The resulting images have obvious differences. For different datasets
it can also be the case that one of the two methods gives considerably better results, so we
allow the user to choose among them.

A third method for obtaining a circular embedding for the superGraph is to place the
vertices on the periphery using a heuristic that tries to spread the degrees. This approach
aims to create a visualization where the density does not vary for different regions of the
embedding. The results for all three methods appear in Figure 4.25

(a) Circular (b) Recursive Circular

(c) Spread degrees

Figure 4.25: The three circular methods.
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It is obvious that we have three sets of edges.

• between microRNAs, which are colored using blue

• between superVertices-cliques, which we draw using black colour

• between a microRNA and a superVertex, which are painted in green

The user can select to see only one of these sets or any of their combinations. For the
first set, a dfs based ordering of the vertices gives a clear visualization. For the second set,
the circular drawing algorithm that was described earlier manages to give an as clear as
possible result. For the third set, the user has the option to move either the microRNAs or
the supervertices to the mean value of the angles that are created by their neighbors and
the horizontal line that passes from the (common) center of the cycles. This appears in
Figure 4.26

(a) Initially (b) vertices-microRNAs in mean angles

(c) superVertices-cliques in mean angles

Figure 4.26: Place vertices or superVertices in mean angles.

If some combination of sets of edges is required, then the user can select any of the
algorithms for the cycles, but -most important- he has the ability to interact and move any

43



vertex to some position that he finds more appropriate.

4.3.3 The full co-regulation graph

Moving the mouse over a superVertex one can see the microRNAs it consists of. A
more detailed view can be obtained if the user selects to ”Change Mode” and expand all
superVertices. Then the microRNAs contained in every superVertex are placed on the
periphery of a circle in the position the superVertex was. As already said the density of
this network is very high, and creates a very complex image. Thus, we have chosen to hide
all edges initially, and allow the user to expand the edges that are related to microRNAs
of interest. A small rectangle is drawn in the middle of every edge. If the user moves
the mouse over some rectangle, the genes that are co-regulated by the two microRNAs-end
points are shown (Fig. 4.27).

Figure 4.27: The common genes of two microRNAs.

A click on the rectangle, causes the terms in the G.O. treemap that are related to these
genes to be highlighted. In case more than one common gene exist, we iterate through these
genes and use animated highlighting as described earlier.

Again the user can interact with the system and alter the positions of the vertices. He
can also place the vertices on a grid, based on their current positions. This method makes
use of the whole drawing area and guarantees that no two vertices are placed annoyingly
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close. For every vertex we also add a small random displacement from the center of its cell.
We do this to avoid overlapping edges between vertices in the same row or column of the
grid (Fig. 4.28).

Figure 4.28: Use a grid for the placement of vertices.

4.3.4 Summary

In this Chapter we have presented graph drawing techniques that draw the Gene On-
tology hierarchy and the microRNA regulatory network. Some methods have been chosen
and others designed based on the structure of the graphs and the properties we want to
emphasize. We also allow the user to interact with the system and modify the embeddings
so that he obtains a result closer to his needs and aesthetic criteria. Finally, we have in-
troduced a new graph, which is constructed based on correlations between microRNAs and
suggested various algorithms for its visualization.
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Chapter 5

Conclusions and Future Work

We present a tool for the analysis and the visualization of a new, promising concept in the
field of biology: predicted microRNA regulatory networks. The structures and properties
of these networks have not been analyzed. With this work we aim to provide a tool that
allows researchers to search for such properties. Since microRNAs regulate genes, more
information about the biological role of microRNAs can be extracted through the G.O.
With knowledge about the functionality of genes stored in the G.O., we want to search
for unknown properties of microRNA regulatory networks based on it. We have designed
and implemented two different tools for these goals. The first makes use of common G.U.I.
elements such as lists and expanding trees. With this tool, the user can easily apply a
number of filters on the data set and get genes and microRNAs of interest. For these, the
answers to a number of questions about the relations with the G.O. and other related genes
and microRNAs are available on request. The second tool draws the G.O. hierarchy and
the regulatory network based on graph drawing techniques in a manner that can be easily
modified by the user to match his needs. Advantages of this tool are: a) the ability to
interactively select and draw the desired part of the microRNA network in full detail and
hide all other information, b)the ability to visualize functional properties of multiple sets
of genes in a standardized and understandable way, c) the efficient browsing of the G.O.
hierarchy, d) the use of animation to show indirect relations between microRNAs and G.O.
terms and finally, e)the fact that the user has rather than text, a visual representation,
which is helpful in understanding the overall structure and much easier to remember.

For both techniques, we have tried to produce self-explanatory, user friendly environ-
ments which allow the user to easily obtain the information of interest and search for new
properties. Responding to any action in real time was another important goal we managed
to achieve.

We also introduce as a new proposal the construction of the co-regulation network for
the microRNAs. This graph is much smaller in size and stores information about the genes
that are simultaneously regulated by pairs of microRNAs. This can be interpreted as some
kind of similarity in the functionality of microRNAs.

The most useful test with this tool is to see if the network that is created by the known
predictions actually is in some way related to the G.O. Importing this information in the
tool can be used for answering the question and this would transfer the contribution of this
work from predicted networks to reality.

Currently we support data in the format presented by John et. al. in [2]. Supporting
other formats which are used by other predictors and probably include other organisms
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would be a useful addition. After this, it would be interesting to define some metric for the
comparison of different predicted networks.

Some graph-theoretic metric for the comparison could be a function of the percentage of
common edges, the size of the maximum common subgraph and others. Such a procedure
could lead to useful results. For common subgraphs between different prediction algorithms
for example, the belief that the predicted regulations actually exist becomes stronger. Notice
that since all vertices are labelled with the respective genes/microRNA names a 1-1 mapping
for vertices between different networks exists. This means that we avoid difficult problems
like that of graph isomorphism.

Another interesting approach to this comparison would be to define some G.O.-based
metric. The basis for such a metric could be the number of G.O. terms that are common
for all genes that are regulated by a single microRNA or, more general, the multiplicity
of appearances of G.O. terms in the genes related to some microRNA. Working with such
a metric on the microRNA co-regulation network which was introduced and analyzed in
Section 4.3 can give interesting results . These results could be used in addition to those
obtained by the predicted microRNA regulatory network and could help us reach useful
conclusions. Even if it is unlikely that this metric can be helpful as an evaluator of the
predictions (which would not be the goal) it could give useful clues about the existence of
relationship between the microRNA regulatory networks and the G.O. hierarchy.

In terms of visualization, it would be useful to adopt other graph drawing techniques for
the microRNA regulatory network and compare the results. A different approach towards
the visualization of the network can be based on families of microRNAs, i.e. groups of
microRNAs that are defined based on similarities in the sequences of the mature microRNAs.

Another set of regulations that can be used in parallel with those predicted, is the
regulations that have been experimentally verified. Even if for the time being their number
is very limited, an option to show only these in the G.U.I. would be useful in the future as
an evaluator of the predictor’s accuracy.

An important property of microRNAs is their tissue specific expression, [60]. The data
available from the related gene expression measurements could be collected and the visual-
ization of this feature should be realized.

Finally, it is challenging to discover new graph drawing techniques that will be able to
visualize hierarchies with the size of the G.O. Dag or tree.
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[34] U. Fǒssmeier and M. Kaufmann. Drawing high degree graphs with low bend numbers.
In F. J. Brandenburg, editor, Proc. of GD’95, LNCS, volume 1027, pages 254–266.
Springer Verlag, 1996.

[35] J.S. Vitter R. Tamassia, I. G. Tollis. Lower bounds and parallel algorithms for pla-
nar orthogonal grid drawings. In Proc. IEEE Symposium on Parallel and Distributed
Proceedings, pages 386–393, 1991.

[36] Janet M.Six and Ioannis G. Tollis. A framework and algorithms for circular drawing
of graphs. Journal of Discrete Algorithms, page to appear, 2005.

[37] J. M. Six and I. G. Tollis. Circular drawings of biconnected graphs. In Proc. of
ALENEX’99, LNCS, volume 1619, pages 57–73. Springer verlag, 1999.
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[53] Ramón Díaz-Uriarte, Fátima Al-Shahrour, and Joaquin Dopazo. Use of go terms to
understand the biological significance of microarray differential gene expression data.
In K. F. Johnson and S. M. Lin, editors, Methods of Microarray Data Analysis III,
papers from Camda ’02, pages 233–247. Kluwer, 2003.

[54] Paul Pavlidis et al. Using the gene ontology for microarray data mining: A comparison
of methods and application to age effects in human prefrontal cortex. Neurochemical
Research, 29(6):1213–1222, 2003.

[55] "http://llama.med.harvard.edu/~berriz/GoFishWelcome.html.

[56] http://www.godatabase.org/cgi-bin/amigo/go.cgi.

[57] http://cgap.nci.nih.gov/Genes/GOBrowser.

[58] http://sourceforge.net/project/showfiles.php?group_id=36855.

[59] Eric H Baehrecke, Niem Dang, Ketan Babaria, and Ben Shneiderman. Visualization
and analysis of microarray and gene ontology data with treemaps. BMC Bioinformat-
ics, 5, 2004. Available on-line: http://www.biomedcentral.com/1471-2105/5/84.

[60] Tomas Babak et. al. Probing micrornas with microarrays: Tissue specificity and func-
tional inference. RNA, 10:1813–1819, 2004.

[61] Sandra L. Mitchell. Linear algorithms to recognize outerplanar and maximal outerpla-
nar graphs. Inf. Process. Lett., 9(5):229–232, 1979.

52



Appendix A

Circular Drawings of Graphs

During this work, a graph drawing problem that we were concentrated on was the
placement of the vertices of a graph on the periphery of an embedding cycle in such a way
that a small number of edge crossings appears. The starting point for our research was the
Circular algorithm proposed by Six and Tollis in [36].

A.1 The original Algorithm

Six and Tollis presented in [36] an algorithm for drawing biconnected graphs based
on Mitchell’s algorithm [61] for the recognition of outerplanar graphs. By definition,
outerplanar are these graphs that can be drawn on the plane with all vertices on a common
face in such a way that no two edges cross. Equivalently, outerplanar are the graphs whose
vertices can be placed on the periphery of a cycle in such a way that no edge-crossings
appear. Mitchell’s Theorem for the recognition of outerplanar graphs is based on the itera-
tive removal of vertices, which decomposes an outerplanar graph, until it becomes a triangle:

Theorem A.1 ([61])
A graph G with n nodes is outerplanar if and only if either G is a triangle or

1. G has at most 2n− 3 edges

2. G has at least two degree two nodes

3. no edge of G lies on more than two triangles, and

4. For any degree two node u which is adjacent to nodes v and w, the graph G minus
node u plus the edge (v,w) if not already in G, is also outerplanar 2

Biconnected outerplanar graphs contain exactly one hamilton circuit. The placement
of this circuit on the periphery of a cycle is the only way to put all vertices on the periphery
with no edge crossings. They can not contain more than one since if that was the case
one of the two hamilton circuits would have to be placed partially in the interior of the
cycle thus no cross-free embedding could be obtained. But this contradicts the definition of
outerplanarity. So at most one hamilton circuit exists. On the other hand, one hamilton
circuit must always exist since the only way to draw a biconnected outerplanar graph in

53



a circular manner with no crossings is to have an edge between every pair of successively
placed vertices - this is the hamilton circuit. In Figure A.1 an optimal (zero-edge cross)
embedding is drawn and vertices u, v do not have an edge between them. If we traverse
the neighbors of u in a clockwise manner we will stop at some vertex w. Similarly for the
neighbors of v in a counter- clockwise traversal the last vertex is some vertex z which can not
belong in the counterclockwise-arc (û, w), otherwise we would have two edges crossing. In
the worst case z is the same as w. Then the two arcs are disconnected (due to outerplanarity
edges (u,w) and (v, z) act as frontiers for the two arcs), with the only possible exception of
w. But the removal of w definitely disconnects the graph, thus it can not be biconnected,
which contradicts the hypothesis. Concluding, every biconnected outerplanar graph has
exactly one hamilton circuit whose placement on the periphery on an embedding cycle
gives the only zero-edge crossings result.

Figure A.1: If for a pair of successive vertices (u, v) in an optimal embedding an edge does
not exist, then there exists a vertex w whose removal disconnects the graph.

One can find this unique hamilton circuit graphs by marking the edges that do not
belong to it during a decomposition similar to Mitchell’s. The removal of these edges leaves
only the hamilton circuit, whose placement on the periphery of an embedding cycle gives
a drawing where no two edges cross. This is the idea for the Circular algorithm. If G
is not outerplanar, instead of a hamilton circuit, a sparser graph is obtained and some
longest path heuristic is adopted to place vertices on the cycle. Vertices not included in
the longest path are finally placed next to as many neighbors as possible. The main goal
is to place edges towards the periphery of the embedding cycle. With the longest path,
we ensure that many edges are placed on the periphery and the heuristic approach for the
remaining vertices places even more edges towards the periphery. The pseydocode for the
algorithm has been presented in Section 4.3.2. The algorithm works for all graphs, but as
stated in [36] it is better to use only for biconnected graphs. For non− biconnected graphs,
better results can be obtained if the algorithm is applied on their biconnected components
and the results are merged using other techniques.

A.2 Two variants

Here, we present two variants of the original algorithm. The goal is to reduce the
execution time of the algorithm, without affecting the quality of the drawings in terms of
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edge crossings. We are concentrated in the edge addition phase. The algorithm presented in
[36] places triangulation edges if they do not exist for pairs of vertices that are adjacent to
the selected, lowest-degree vertex. We modify this policy in such a way that fewer edges are
added. Since this addition is crucial for the optimal result in case of outerplanar graphs, we
do not want to destroy this. So we modify the algorithm only if we realize that the graph
is not outerplanar. By Mitchell’s Theorem we know that a graph is not outerplanar if at
some step during the decomposition the lowest degree vertex has more than two neighbors.

A.2.1 Variant 1

The first approach is to stop adding edges as soon as we find that the lowest degree
vertex has degree more than 2, which means that the graph is not outerplanar. We have
chosen to do this aiming to minimize the insertion of edges whose contribution is doubtful.
While edges that are required to guide the algorithm for outerplanar graphs are always
inserted, if this is not the case no more edges are inserted. The edges that have been
inserted in the meanwhile, serve as a guide for a good embedding for -at least- the subgraph
that has been removed before determining non-outerplanarity.

A.2.2 Variant 2

A second policy we suggest for the edge addition phase, which is a bit more conservative,
is the following: As already stated, in order to guarantee an optimal result for outerplanar
graphs as long as the lowest degree vertex that is selected has degree 2, edges have to be
inserted. Since for degree 2 vertices the edge addition seems to provide a good guidance we
propose to insert an edge every time the selected vertex has degree 2. This is a different
approach since for relatively sparse graphs, during the decomposition a degree 3-vertex can
be selected during the decomposition, in which case no edge is added, but due to the removal
of vertices, in some subsequent iteration a degree-2 vertex can appear again. While the first
variant would not add a new edge, this variant does. As a result, it inserts more edges than
the previous variant, but still significantly less than the original algorithm. On the other
hand, for degree-2 vertices where the edge insertion seems useful, an edge is always inserted.

The complexity of the original algorithm is linear to the number |E| of edges, O(|E|).
This is due to the number of additional edges and the longest path heuristic. In [36] the
authors prove that during the decomposition, at most 2 ∗ |E| edges are inserted. For the
variants, at most one edge is inserted per iteration. Since for each iteration one vertex is
removed and the algorithm stops when the remaining graph is a triangle, we have n − 3
iterations thus, at most n − 3 edges are inserted. Still though, we cannot guarantee that
the decomposition phase will require less than O(|E|) due to the number of existing edges
that are marked for removal. So, the complexity remains O(|E|) due to the total cost of
the decomposition phase and the longest path heuristic. But decreasing the number of edge
insertions reduces the running time.

Note that for very dense graphs the variants insert almost no edges, since no degree-2
vertex is expected to be found, so the longest path heuristic is not well-guided. This is the
reason we do not use these variants for the very dense graph we presented in Section 4.3.2.

A.2.3 Outerplanar Graphs

The two variants behave identically to the original algorithm for outerplanar graphs.
This can be justified using Mitchell’s theorem(A.1). The decomposition phase in Circular
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is identical to that of Theorem A.1. The difference is that the edge between the neighbors of
the degree-2 vertex (existing or inserted) is also marked so that it is removed later. During
the decomposition phase, after the removal of a vertex, which is followed by a potential
edge addition- the same edge the Circular algorithm adds- the graph remains outerplanar.
So always at least two degree-2 vertices exist. This means that the lowest degree vertex
always has exactly two neighbors, thus always an edge is inserted. So, the behavior of the
variants is identical to that of the original algorithm if the input graph is outerplanar. An
example of the execution of the algorithm (or any of the variants) for an outerplanar graph
is illustrated in Figure A.1.
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Figure A.2: (a) Select 1. Check 2,10. It exists. Mark it. Remove 1. (b) Select 2. Check
3,10. It exists. Mark it. Remove 2. (c) Select 3. Check 4,10. It does not exist. Add it.
Mark it. Remove 3. (d) Select 10. Check 4,9. It does not exist. Add it. Mark it. Remove
10. (e) Select 9. Check 4,8. It exists. Mark it. Remove 9. (f) Select 8. Check 4,7. It does
not exist. Add it. Mark it. Remove 8. (g) Select 4. Check 5,7. It exists. Mark it. Remove
4. (h) There are three vertices left. Stop (i) Restore graph. Remove all marked edges. A
hamilton circuit is left. (j) Place all vertices in the order they appear in the hamilton circle.
No two edges cross.
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A.3 Experimental Results

We have implemented the original algorithm of [36] and the two discussed variants using
Java 2,version 1.4. The experiments were conducted on a computer running windowsXP ,
with a Pentium 4 at 2.8 GHz and 1 GB of RAM. For all the experiments we recorded the
real time requirement, the number of edge crossings and the number of added edges. We
tested the algorithms on randomly generated biconnected graphs with n= 30, 50, 80, 100,
150, 200 vertices and density d = m

n =1.5, 1.75, 2, 2.25, 2.5, 2.75, 3, 3.25, 3.5, 3.75, 4. 500
biconnected graphs of each category were produced and the three algorithms were executed
on all graphs. For measurements closer to the CPU time, each graph was given as input 300
times, and the lowest time response was recorded. The mean value for time, added edges
and edge crossings over the 500 graphs of each category were calculated and are presented
here.

In order to randomly generate a biconnected graph with n vertices and density d the
following procedure was followed: First we construct n vertices, select randomly two of
them and add an edge between them. These two vertices now form a tree, which is grown
by iteratively picking an isolated vertex and a vertex from the tree arbitrarily and adding
an edge between them. When no isolated vertices are left, we have a tree with n vertices.
Next we randomly order the leaves, and add edges between successive leaves. Now, we have
a biconnected graph. The last step is to randomly add edges until we reach the required
density.

As already discussed, the two variants aim to reduce the time requirement by not insert-
ing as many edges as the original algorithm does. Comparing the two variants, the first can
never add more edges than the second, while the opposite can be true as already described.
This means that we expect the two variants to be much faster than the original algorithm
and we also expect to see that the first variant is a bit faster than the second. Since for
graphs with high density almost no edges are inserted by the variants, we can also reach
conclusions about the portion of overall time that is required for them.

The behavior of the number of inserted edges is easily predicted. For the original
algorithm we expect this number to increase as the density increases. On the other hand,
for the variants since fewer degree-2 vertices can be found the number decreases. One
important point is to see which is the density that makes both variants behave almost
identically, in terms of additional edges.

The most important parameter though, is the number of edge crossings. Even if the time
reduction is significant, considerably poorer results in terms of edge crossings would make
the two variants practically useless and their only contribution would be theoretic. Since
the two variants modify parts of the original algorithm, the comparison of the numbers of
edge crossings can reveal the most important parts of the algorithm. We can determine
for example if the insertion of edges in all cases affects the quality of the result or if these
insertions are useful only for degree-2 vertices.
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Here we present the time versus density behavior of the three algorithms. In Figure
A.3 we see the respective plots for 30, 50, 80, 100, 150 and 200 vertices. As expected, the
two variants are much faster than the original. For low densities, one can observe that the
second variant is slightly slower than the first. For densities ≥ 3, almost no edges are added,
so the time is practically the same, and increases linearly to the size of the graph. What
is important to notice is the relatively high cost of the edge addition. It leads to a larger
number of neighbors to search in subsequent iterations and a larger number of edges to
remove later. The considerable difference between the original algorithm and our variants
shows this. Moreover, observe the second variant for n ≥ 80. While for denser graphs we
would expect that more time is required, the time remains almost constant until d = 3,
which is due to the fact that fewer edges are added.
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Figure A.3: Time vs density plots.

58



Now we discuss the number of additional edges inserted in each of the three algorithms,
as a function of density. The results appear in Figure A.4. The most important observation
is that as density increases, the number of edges added by the original algorithm increases
as well. On the contrary, our variants add fewer edges. As more edges exist, a chosen vertex
has more neighbors. The original algorithm adds more edges, since more neighbors exist,
but our variants do not. As density increases fewer degree-2 vertices can be found during
the decomposition, and non-outerplanarity can be determined earlier. This explains why
we add fewer edges. In addition, we can observe that if the density exceeds some value
(close to 3,5) both variants add very few edges. That is why the execution time for both
variants is practically the same, as stated in the previous paragraph.
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Figure A.4: Edges vs density plot.
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Finally, we compare the two variants and the original algorithm in terms of crossings.
Table A.1 shows the numbers of crossings in our experiments. One can see that the number
of crossings is quite similar in all cases, while in some of them the result in the variants is
lower than that of the original algorithm.

n d original var1 var2
30 1,5 51,44 50,016 51,268
30 1,75 98,328 98,728 100,188
30 2 167,5 168,996 170,472
30 2,25 249,044 250,992 248,878
30 2,5 359,276 358,208 357,214
30 2,75 470,33 472,692 472,77
30 3 615,77 620,228 618,14
30 3,25 761,948 769,948 770,882
30 3,5 949,524 959,89 960,448
30 3,75 1132,434 1144,136 1143,712
30 4 1362,634 1375,254 1376,2
50 1,5 142,798 149.01 141,466
50 1,75 272,602 277,478 271,486
50 2 464,936 473,882 469,056
50 2,25 689,52 702,9 700,38
50 2,5 991,278 995,666 998,242
50 2,75 1315,484 1325,228 1315,632
50 3 1713,468 1722,97 1726,212
50 3,25 2145,196 2148,884 2149,604
50 3,5 2626,212 2652,54 2656,916
50 3,75 3178,28 3192,85 3205,53
50 4 3819,65 3818,764 3810,77
80 1,5 341,98 344,028 337,612
80 1,75 682,884 684,42 684,188
80 2 1150,424 1153,184 1159,716
80 2,25 1763,26 1771,088 1762,076
80 2,5 2504,864 2504,876 2502,842
80 2,75 3366,244 3384,958 3390,902
80 3 4376,138 4366,39 4383,21
80 3,25 5506,476 5529,596 5538,896
80 3,5 6764,588 6772,768 6764,49
80 3,75 8161,74 8209,9 8201,276
80 4 9674,624 9698,608 9715,602

n d original var1 var2
100 1,5 522,502 511,864 504,322
100 1,75 1053,87 1055,046 1055,252
100 2 1798,684 1806,116 1796,002
100 2,25 2776,526 2763,964 2771,506
100 2,5 3908,418 3914,41 3906,94
100 2,75 5286,564 5293,054 5307,042
100 3 6874,398 6885,434 6871,92
100 3,25 8647,648 8685,948 8706,068
100 3,5 10690,654 10671,948 10678,94
100 3,75 12775,222 12904,668 12858,642
100 4 15209,846 15254,63 15264,01
150 1,5 1163,444 1172,124 1134,572
150 1,75 2338,672 2335,024 2324,098
150 2 4030,312 4026,76 4028,704
150 2,25 6090,706 6120,21 6122,884
150 2,5 8714,342 8715,076 8729,962
150 2,75 11787,514 11790,346 11797,076
150 3 15346,128 15326,148 15299,664
150 3,25 19324,106 19316,576 19334,348
150 3,5 23906,758 23854,25 23841,854
150 3,75 28696,464 28666,616 28630,45
150 4 34218,774 34279,532 34272,294
200 1,5 1996,15 2084,338 2034,604
200 1,75 4116,95 4101,88 4121,742
200 2 7012,814 7037,284 7048,016
200 2,25 10829,744 10904,418 10831,07
200 2,5 15427,068 15545,176 15608,032
200 2,75 20725,938 21119,75 20996,27
200 3 27264,7 27336,696 27252,882
200 3,25 34434,028 34506,24 34421,012
200 3,5 42258,122 42734,466 42469,648
200 3,75 51151,458 51324,516 51275,662
200 4 60891,504 60811,47 60779,344

Table A.1: Numbers of edge crossings for the three methods.
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A.4 Conclusion

The fact that the two variants produce very similar numbers of edge crossings indicates
that adding triangulation edges between neighbors of vertices with degree larger than 2 does
not help much. Furthermore, from dense graphs we observe that the important action is the
removal of pair edges, since the results are similar for all algorithms, even if in the variants
almost no edges are added. Thus, we conclude that the key point of the algorithm is the
removal of pair edges and not the addition of triangulation edges when they do not exist.
The first action, removes possible shortcuts that could make the longest path heuristic (dfs)
give a poor result. The addition of edges in the first iterations is useful because it guides the
decomposition. The respective subgraph that will be obtained after the removal of edges
will be a tree. Thus the longest path heuristic will definitely find the ”correct” ordering.
After a degree 3 vertex has been found, the reduced subgraph will not necessarily be a tree,
so the guidance will not be clear. This means that the edges that are added for degree 3 or
more vertices does not contribute. Concluding the most important parts of the algorithm
are the insertion of edges until (if) the graph is found to be non-outerplanar and the removal
of existing pair edges which can confuse the depth first search.
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