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Service Composition and Service−level Agreements
in Open Distributed Systems

Manolis Marazakis

PhD Thesis

Department of Computer Science
University of Crete

ABSTRACT

The Internet’s explosive growth motivates a shift from standalone single−purpose applications to
network−centric software systems that consist of independent and widely distributed components. Such
systems use open protocols to combine the services of components in the context of workflow processes,
with multiple participants utilizing diverse resources to perform tasks with data and temporal dependencies.

Workflow process support is the application domain of workflow management systems, which however,
due to their rigid client/server structure and their implicit assumption that they are the sole governing
authority in charge of operations, fail to provide the flexibility required in order to support processes
involving autonomous participants with a severely limited degree of control over each other’s internal state
and procedures. In open systems, explicit agreements are required in order to establish communication
channels and other necessary arrangements for co−operation. Such agreements should also cover service−
level aspects, such as access control policies, exception handling behavior, and performance−related
attributes.

This thesis presents the Aurora infrastructure, a step towards integrating service−level agreements in
a framework that represents resources, tasks and work sessions among autonomous service−provisioning
authorities. By shifting the focus frommanaging component state transitions, as in most previous systems, to
managing asynchronous requests for performing services, theAurora infrastructure preserves the autonomy
of service providers and facilitates the composition of services without requiring tight coupling of the
systems that need to be integrated for composing a service. The Aurora infrastructure supports service−
level agreements that describe attributes of components related to access restrictions, exception handling
capabilities, and expected performance. Service−level agreements are explicitly represented as run−time
objects that encapsulate references to components that implement services. Service−level agreement objects
mediate all interactions between service providers and their customers, allowing reliable tracking of the
interaction state, monitoring of conformance to commitments on service−level attributes, and automated
reaction upon detecting deviations from the expected behavior. Support for service−level management in
an open distributed run−time environment is the main contribution of this thesis.

The OMG CORBA platform for distributed applications was used as the implementation basis. This
platform was extended with a CORBA−based component model, a container execution framework, event
notification services, an access control framework, and a logging/monitoring service. A directory service
was developed to maintain metadata that describe components made available by independent providers
and their service−level attributes. This directory service complements the functionality of the OMG
CORBA Interface Repository. A scripting language, HERMES, was developed as an extension of the
popular scripting language Tcl. The HERMES interpreter is a tool to assist in component configuration
and interconnection, offering primitives for obtaining and managing references to CORBA objects and
components, invoking statemonitoring and control operations, issuing and tracking asynchronous requests,
and managing asycnhronous event notifications. These extensions to the OMG CORBA platform for
distributed applications are a requisite step towards an open distributed platform for service composition.

Service−level agreements and the component/container framework are utilized in the development
of a work session framework. Work sessions are managed collections of resources made available by
autonomous providers, and enforce an access control policy specified by the collection owner. Thus, work
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sessions provide a resource sharing context that respects the autonomy of providers. Session resources
encapsulate references either to components that directly implement services, or to service−level agreement
objects that mediate the sequencing of service performance under the terms promised by autonomous
service providers. In this framework, work is carried out by issuing asynchronous requests for service
performance. Composite tasks that require several resources can be explicitly represented in this framework,
allowing for explicit representation of the producer/consumer dependencies between session resources. This
work session framework, in conjunction with the component/container framework and the service−level
agreement framework, demonstrates a viable alternative to the currently predominant architecture of
workflow management systems.

Two case studies demonstrate the functionality offered by the Aurora infrastructure. A WWW Link
Recommendation service was developed by composition of two popular WWW services, to highlight the
requirements of network−centric applications, and pinpoint missing functionality in existing distributed
object infrastructures. A case study from the domain of electronic commerce was developed so as to
demonstrate the proposed approach in supporting interactions between service providers and customers
based on service−level agreements. This case study also provided the basis for a qualitative comparison
with the OMG jointFlow framework for workflow based on distributed objects.
Keywords: Service−level Agreements, Open Distributed Systems, Network−centric Applications, Workflow
Management.

Supervisor : Christos Nikolaou, Professor
Department of Computer Science
University of Crete
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B?9FHNS]: K\N] KD9> VM=?SN[9> SMDBGD:]:[9> KS FG: `?HNF=, = B9F9P?9ZH F=> F?\`GVN9>
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SZ9?KGPQ: 9M; MGDB[<9 MSE[9, ;M]> FG =<SBF?G:DB; SKM;?DG B9D = VMGNFH?DW= NV:S?P9N[9> NF9
M<9[ND9 \?P]:. bVF\> GD KG?Z\> SZ9?KGPQ: NV:HY]> MS?D<9KIA:GV: EDS?P9N[S> ?GH> S?P9N[9>
(workflow processes) MGV SBFS[:G:F9D M\?9 9M; F9 EDGDB=FDBA ;?D9 S:;> G?P9:DNKGX, B9D 9M9DFGX: \:9
KG:F\<G SBF\<SN=> MGV :9 SMDF?\MSD 9VFG:GK[9 F]: NVKKSFS`;:F]: ]> M?G> FG MQ> 9MGE\`G:F9D B9D
SWVM=?SFGX: 9DFHNSD> PD9 F=: SBF\<SN= S?P9NDQ:.

I#)4!#+70:,7, 7G! &',(E4/$*! ;(4$#..5$#G!

U VMGNFH?DW= EDS?P9NDQ: (process support) S[:9D FG MSE[G SZ9?KGPH> F]: NVNF=KAF]: ED9`S[?DN=>
?GH> S?P9N[9> (workflow management systems), F9 GMG[9 VMGNF=?[@GV: SMD`SD?=K9FDB\> EDS?P9N[S>
V<GMGD;:F9> FD> B9FA<<=<S> ?G\> ESEGK\:]: B9D SDEGMGDHNS]: PD9 NVKIA:F9 KSF9WX F]: NVKKSFS−
`;:F]: [GHS95]. 8D9 SMD`SD?=K9FDBH EDS?P9N[9 G?[@SD IHK9F9 E?9NF=?D;F=F9> PD9 F=: SM[FSVW=
S:;> SMD`SD?=K9FDBGX NF;`GV B9D B9:;:S> PD9 FG: B9YG?DNK; F=> NSD?A> 9VFQ: F]: I=KAF]:. aD
E?9NF=?D;F=FS> (activities) KMG?S[ :9 MS?D<9KIA:GV: M?AWSD> MA:] NS ESEGK\:9 MGV SWAPG:F9D 9M;
SMD`SD?=ND9BA NVNFHK9F9, ;M]> NVNFHK9F9 SMSWS?P9N[9> EGNG<=cDQ:, IANSD> ESEGK\:]: B9D NV−
NFHK9F9 <GPDNFDBH> B9D M9?9BG<GXY=N=> F=> F?\`GVN9> B9FANF9N=>, B9YQ> B9D 9<<=<SMDE?ANSD>
KS NFS<\`= MGV VMGNF=?[@G:F9D 9M; EDAZG?9 S?P9<S[9 <GPDNKDBGX. eD9 M9?AESDPK9, = SMSWS?P9N[9
KD9> M9?9PPS<[9> NF9 M<9[ND9 KD9> EDS?P9N[9> M?GK=YSDQ: KMG?S[ :9 MS?D<9KIA:SD F=: SMSWS?P9N[9
SPP?AZ]: (;M]> N=KSDQK9F9 B9D Z;?KS>) 9M; KD9 9<VN[E9 EDGDB=FDBGX M?GN]MDBGX, 9<<=<SM[E?9N= KS
K=`9:DNKGX> ED9B[:=N=> K=:VKAF]: (;M]> \:9 NXNF=K9 ED9`S[?DN=> GV?Q: K=:VKAF]:) KS NBGM; F=:
M?;NI9N= B9D S:=K\?]N= M<=?GZG?DQ: FD> GMG[S> ED9F=?S[ B9D ED9`SD?[@SF9D \:9 VMA?`G: M<=?GZG−
?D9B; NXNF=K9, KD9 VMGEDS?P9N[9 VM; FG: \<SP`G S:;> NVNFHK9FG> ED9`S[?DN=> B9D M?GP?9KK9FDNKGX
`?HN=> SMD`SD?=ND9BQ: M;?]: (enterprise resource planning system) PD9 F=: M9?9BG<GXY=N= F=> M9−
?9PPS<[9>, B9D SWSDEDBSVK\:S> VMGEDS?P9N[S> MGV EDSBMS?9DQ:G:F9D 9M; SW]FS?DBGX> M?GK=YSVF\> B9D
VMS?S?PG<AIGV> (subcontractors).

CD9B?DFDBA P:]?[NK9F9 F]: SZ9?KGPQ: ED9`S[?DN=> ?GH> S?P9N[9> S[:9D [Sch99] = S: P\:SD K9B?A
EDA?BSD9, GD NV`:\> 9<<9P\> (<;P] SMD`SD?=K9FDQ: 9MGZANS]: ;M]> 9:9EDG?P9:QNSD>, IS<FDNFG−
MGDHNSD> EDS?P9NDQ:, B9D 9:AYSN= S?P9NDQ: NS SW]FS?DBGX> NV:S?PAFS>), = SWA?F=N= NS VMA?`G:FS>
SMD`SD?=ND9BGX> M;?GV> (MGV MS?D<9KIA:GV: B9D 9:Y?QMGV> B9D NVNFHK9F9 <GPDNKDBGX), GD DN`V?\>
9M9DFHNSD> PD9 M9?9BG<GXY=N= F=> SBF\<SN=> IANSD FGV KG:F\<GV F=> EDS?P9N[9>, B9F9:GKH M;?]:

v



B9D9 S?P9N[9> MGV KMG?S[ :9 ED9MS?:A F9 EDGDB=FDBA ;?D9 S:;> G?P9:DNKGX, B9D = 9<<=<SM[E?9N=
KS M<=YQ?9 `?=NFQ: MGV BA:SD F=: 9:AYSN= M;?]: NS S?P9N[S> B?[NDKG M?;I<=K9. L: P\:SD, F9
NVNFHK9F9 ED9`S[?DN=> ?GH> S?P9N[9> M9?\`GV: BAMGDG K=`9:DNK; KG:FS<GMG[N=> B9D M9?ANF9−
N=> EDS?P9NDQ:, MGV \`SD NV:HY]> F=: KG?ZH S:;> P?9ZHK9FG> E?9NF=?DGFHF]: MGV 9:9M9?DNFA FD>
SW9?FHNSD> KSF9WX E?9NF=?DGFHF]:, B9D \:9 MS?DIA<<G: SBF\<SN=> K\N9 NFG GMG[G GD EDS?P9N[S>
S:S?PGMGDGX:F9D B9D EDSBMS?9DQ:G:F9D KS FG :9 S:S?PGMGDGX:F9D E?9NF=?D;F=FS>, :9 M9?\`G:F9D NS
9VF\> F9 9M9DFGXKS:9 ESEGK\:9 SDN;EGV, B9D F9 M9?9P;KS:9 ESEGK\:9 SW;EGV :9 M?G]YGX:F9D M?G> FD>
E?9NF=?D;F=FS> MGV \MG:F9D 9VFQ: NFG P?AZ=K9 SW9?FHNS]: E?9NF=?DGFHF]:.

8D9 YSKS<DQE=>, B9D NV`:A ;`D N9ZQ> B9F9PSP?9KK\:=, VM;YSN= NF=: 9?`DFSBFG:DBH FXMGV
MS<AF=/SWVM=?\F= (client/server) MGV `9?9BF=?[@SD F=: F?\`GVN9 PS:[9 NVNF=KAF]: ED9`S[?DN=> ?GH>
S?P9N[9>, ;M]> G?[@SF9D 9M; FD> M?GED9P?9Z\> MGV E=KGNDSXSD G G?P9:DNK;> Workflow Management
Coalition (WfMC) [Hol95], S[:9D ;FD = K=`9:H SBF\<SN=> F=> ?GH> S?P9N[9> (workflow execution engine)
S[:9D G BX?DG> B9D B9FSWG`H: SWGVNDGEGF=K\:G> NV:FG:DNFH> F=> SBF\<SN=> EDS?P9NDQ:. aD EDS?P9N[S>
YS]?S[F9D ;FD S[FS MS?DB<S[G:F9D SW’G<GB<H?GV NF=: NZ9[?9 S<\P`GV F=> K=`9:H> SBF\<SN=> F=> ?GH>
S?P9N[9>, S[FS SBFS<GX:F9D VM; FG: \<SP`G K=`9:Q: SBF\<SN=> F=> ?GH> S?P9N[9> MGV NV:S?PA@G:F9D
K\N] B9FA<<=<=> SM9ZH> `?HN=> MGV VMGNF=?[@SD ED9<SDFGV?PDB;F=F9 (interoperability). gV:SMQ>,
S[:9D 9M9?9[F=FG :9 M9?9NF9YS[ <SMFGKS?Q> FG G?P9:]FDB; KG:F\<G S:;> G?P9:DNKGX BA:G:F9>
`?HN= FGV K=`9:DNKGX KG:FS<GMG[N=> B9D M9?ANF9N=> EDS?P9NDQ: MGV VMGNF=?[@SF9D 9M; FG NXNF=K9
ED9`S[?DN=> ?GH> S?P9N[9>, B9D ;<S> GD SZ9?KGP\> MGV KMG?S[ :9 `?=NDKGMGD=YGX:NS KD9 ?GH S?P9N[9>
M?\MSD :9 F?GMGMGD=YGX:QNFS :9 SMDF?\MGV: S:S?PGMG[=N=B9D \<SP`G 9M; F=: K=`9:H SBF\<SN=> F=>
?GH> S?P9N[9>. gV:SMQ>, 9<<9P\> B9D S: P\:SD SW\<DW= F]: EDS?P9NDQ:NV:SMAPG:F9D N=K9:FDB; B;NFG>
9:AMFVW=>, SEDBA SA: GD EDS?P9N[S> 9M9DFGX: F=: G<GB<H?]N= M;?]: 9M; SW]FS?DBGX> G?P9:DNKGX>.
8S FG :9 NF=?[@G:F9D NS \:9 ‘‘KG:G<DYDB;’’ SWVM=?\F= MGV S[:9D VMSXYV:G> PD9 FG: NV:FG:DNK; F=> ?GH>
S?P9N[9> 9<<A B9D PD9 F=: SBF\<SN= F]: E?9NF=?DGFHF]:, F9 VMA?`G:F9 NVNFHK9F9 ED9`S[?DN=> ?GH>
S?P9N[9> (;M]> MS?DP?AZG:F9D 9M; FD> M?GED9P?9Z\> F=> WfMC) MAN`GV: 9M; NGI9?GX> MS?DG?DNKGX>
NF=: SVS<DW[9 (flexibility) B9D F=: EV:9F;F=F9 B<DKAB]N=> (scalability). U 9:9ZG?A [PPC97a] SBY\FSD FD>
NV:\MSDS> F=> AB9KMF=> EGKH> F]: VM9?`;:F]:NVNF=KAF]: ED9`S[?DN=>?GH> S?P9N[9>. L:9N=K9:FDB;
M?;I<=K9 S[:9D ;FD ES: S[:9D EV:9F; :9 KGD?A@G:F9D GD <[NFS> S?P9NDQ: (work lists) KSF9WX SFS?GPS:Q:
K=`9:Q: SBF\<SN=> F=> ?GH> S?P9N[9>, ED;FD GD <[NFS> S?P9NDQ: ES: S[:9D M?GNMS<ANDKS> \W] 9M; F=:
K=`9:H SBF\<SN=> F=> ?GH> S?P9N[9>. gV:SMQ>, PD9 :9 KMG?S[ BAMGDG> :9 NVKKSF\`SD NS EDS?P9N[S>
MGV SKM<\BGV: ED9ZG?SFDBGX> SWVM=?\FS>, M?\MSD G BAYS SWVM=?\F=> :9 ED9F=?S[ WS`]?DNFH <[NF9
S?P9NDQ:, B9D, SMDM<\G:, M?\MSD GD SZ9?KGP\>−MS<AFS> :9 ED9F=?GX: F9VF;`?G:9 MS?DNN;FS?S> 9M;
KD9 NV:E\NSD> KS SWVM=?\FS>. L:9 9B;K9 NGI9?; M?;I<=K9 S[:9D ;FD GD M?GED9P?9Z\> F=> WfMC
G?[@GV: F?SD> ED9ZG?G?SFDB\> SM9Z\> `?HN=> PD9 F=: 9:AYSN= S?P9N[9> NS 9:Y?QMGV>, SZ9?KGP\>, B9D
EDS?P9N[S> MGV SBSFS<GX:F9D NS A<<GV> SWVM=?\FS>, 9:F[NFGD`9. bVFH = \<<SDc= ED9ZA:SD9> NFG MQ>
FS<DBA V<GMGDGX:F9D GD E?9NF=?D;F=FS> NF9 M<9[ND9 KD9> EDS?P9N[9> EVN`S?9[:SD F=: SM9:9:AYSN=
S?P9N[9> (delegation), B9YQ> = SZ9?KGPH ?GH> S?P9N[9> SMDIA<<SD GVND9NFDBA NVPBS?DK\:G F?;MG PD9
F=: V<GMG[=N= F=> BAYS E?9NF=?D;F=F9>.

bVFA F9 KSDG:SBFHK9F9 SMDFS[:G:F9D NS 9:GDBFA MS?DIA<<G:F9NVNF=KAF]: ;M]> FG CD9E[BFVG, ;MGV
ED9NV:ES;KS:9 B9D 9<<=<SW9?FQKS:9 NVNF9FDBA 9:9K\:SF9D :9 S[:9D NS Y\N= :9 `SD?DNFGX: 9<<=<S−
MDE?ANSD> MGV ES: 9BG<GVYGX: M?GED9PSP?9KK\:GV> MS?DG?DNKGX> `?G:GM?GP?9KK9FDNKGX (scheduling
constraints). aD 9M9DFHNSD>NSI9NKGX F=> 9VFG:GK[9> F]: ED9Z;?]:ZG?\]:NV:SMAPG:F9D;FD ES: KMG?S[
B9:S[> :9 YS]?HNSD ESEGK\:S> IG<DB\> VMGY\NSD> B9D ?VYK[NSD> PD9 F9 B9:A<D9 SMDBGD:]:[9>, F=: SW]−
FS?DBA M?GNMS<ANDK= <SDFGV?PDB;F=F9, FD> MG<DFDB\> S<\P`GV M?;NI9N=>, F=: 9:9KS:;KS:= SM[EGN=,
B9D F=: NVKMS?DZG?A B9FA FG: `SD?DNK; SW9D?\NS]:. b:F[YSF9, F\FGDS> VMGY\NSD> B9D ?VYK[NSD> M?\MSD
:9 FSBK=?D]YGX: N9ZQ>, 9:A MS?[MF]N= B9D WS`]?DNFA PD9 BAYS ED9Y\NDKG M;?G. 8S ESEGK\:GV>
FGV> NGI9?GX> MS?DG?DNKGX> NF=: M?;NI9N= NS SN]FS?DBH M<=?GZG?[9 B9FANF9N=> B9D K=`9:DNKGX>
S<\P`GV F]: M;?]: MGV ED9`SD?[@G:F9D 9:SWA?F=FGD ZG?S[> M9?G`H> VM=?SNDQ:, GD SZ9?KGP\> ?GH>
S?P9N[9> M?\MSD :9 P[:GV: 9?BSFA SV\<DBFS> QNFS :9 KMG?GX: :9 `SD?DNFGX: NVKZ]:[S> SMDM\EGV
VM=?SN[9> (service−level agreements), GD GMG[S> G?[@GV: FGV> 9KGDI9[9 9MGESBFGX> ;?GV> B9D NV:YHBS>
MGV ED\MGV: F=: 9<<=<SM[E?9N= 9:AKSN9 NS \:9 MS<AF= B9D KD9 VM=?SN[9, K\N9 NS N9ZQ> G?DNK\:9
;?D9 S<\P`GV MGV N\IG:F9D F=: SWGVN[9 B9D 9VFG:GK[9 F]: 9:SWA?F=F]: ZG?\]: MGV NVKKSF\`GV: NS
EDS?P9N[S>.

U SDN9P]PH NVKZ]:DQ: SMDM\EGV VM=?SN[9> SMDIA<<SD F=: 9:9YSQ?=N= F=> NV:G<DBH> G?PA:]N=>
B9D FGV KG:F\<GV SBF\<SN=> F]: SZ9?KGPQ: ?GH> S?P9N[9>, <;P] F=> 9VFG:GK[9> F]: ZG?\]: M9?G`H>
VM=?SNDQ: BD9 F=> 9M9[F=N=> PD9 N9ZH MS?DP?9ZH, M9?9BG<GXY=N=, B9D \<SP`G/SW9NZA<DN= DEDGFHF]:

vi



SMDM\EGV VM=?SN[9>. aD VMGEGK\> B9F9:SK=K\:]: SZ9?KGPQ: GZ\[<GV: :9 SNFDANGV: MS?DNN;FS?G
NF=: ED9`S[?DN= 9DFHNS]: SWVM=?\F=N=> B9D F=: 9WD;MDNF= B9F9P?9ZH F=> M?G;EGV FGV>, 9:F[ PD9 F=:
B9F9P?9ZH F]: KSF9IG<Q: B9FANF9N=> E?9NF=?DGFHF]:. U SW\<DW= 9VFH B?[:SF9D 9:9PB9[9 <;P] FGV
ED9<<SBFDBGX `9?9BFH?9 F]: E?9NF=?DGFHF]: MGV SKM<\BGV: 9VF;:GKGV> ZG?S[> M9?G`H> VM=?SNDQ:.
aD E?9NF=?D;F=FS> ED9<<SBFDBGX `9?9BFH?9 ES: VMGNF=?[@G:F9D SM9?BQ> 9M; F9 VMA?`G:F9 KG:F\<9
EDS?P9NDQ: MGV VMGY\FGV: ;FD GD E?9NF=?D;F=FS> S:S?PGMGDGX:F9D���1, WSBD:GX: FG: BXB<G SBF\<SNH>
FGV>, B9D ES: M9?APGV: 9MGFS<\NK9F9 M9?A K;:G ;F9: 9VF;> FS?K9FDNFS[ S[FS SMDFV`Q> S[FS 9:QK9<9
<;P] SW9D?\NS]: H I<9IQ:. aD VMA?`GVNS> M?GNSPP[NSD> [GHS95, Hol95] ES: VMGNF=?[@GV: AKSN9
F=: 9BX?]N= KD9> 9[F=N=> SWVM=?\F=N=> MGV I?[NBSF9D NS SW\<DW= H F=: SM9:;?Y]N=/9MGB9FANF9N=
(compensation) F]: NV:SMSDQ: F=>. 8D9 B9D GD VMA?`GVNS> M?GNSPP[NSD> ES: M9?NDFA:GV: AKSN9 FD>
9DFHNSD> SWVM=?\F=N=> B9D FD> NVKZ]:[S> SMDM\EGV VM=?SN[9> ]> 9:FDBS[KS:9 M?QF=> FAWS]>, FG
M?;I<=K9 F=> VMGNFH?DW=> NX:YSF]: ED9<<SBFDBQ: M?]FGB;<<]: 9:AKSN9 NS MS<AFS> B9D ZG?S[>
M9?G`H> VM=?SNDQ: S[:9D \W] 9M; FD> M?GED9P?9Z\> F]: VM9?`;:F]: M?GNSPP[NS]:. LMDM<\G:,
GD VMA?`GVNS> M?GNSPP[NSD> ES: VMGNF=?[@GV: SM9?BQ> F=: M9?9BG<GXY=N= B9D FG: \<SP`G NS
M?9PK9FDB; `?;:G F]: 9DFHNS]: SWVM=?\F=N=>. aD S<<S[cSD> 9VF\> SMDIA<<GV:N=K9:FDB\> SMSBFANSD>
NFD> VMA?`GVNS> M<9FZ;?KS> B9F9:SK=K\:]: SZ9?KGPQ:.

A#E!)+21 ;(4+D0$#)1

U NX:YSN= VM=?SNDQ: 9M; PS]P?9ZDBQ> B9F9:SK=K\:GV> 9:SWA?F=FGV> ZG?S[> 9MGFS<S[ SDEDBH MS?[−
MF]N= FGV M?GI<HK9FG> F=> ED9<SDFGV?PDB;F=F9> NS B9YG<DBH B<[K9B9 (global−scale interoperability),
B9D Y\FSD EXNBG<S> FS`:DB\> M?GB<HNSD>:

� (#�������: JG CD9E[BFVG S[:9D \:9 9:GDBF;, B9F9:SK=K\:G NS SV?S[9 B<[K9B9 NXNF=K9 MGV ES:
9:HBSD B9D ES: S<\P`SF9D 9M; KD9 B9D K;:G 9?`H. aD 9:SWA?F=FGD ZG?S[> M9?G`H> VM=?SNDQ: ES:
SBY\FGV: <SMFGK\?SDS> F]: SN]FS?DBQ: FGV> EDS?P9NDQ:, B9YQ> = P:QN= 9VFH Y9 KMG?GXNS :9
9MGB9<XcSD F9 KG:9EDBA FGV> M<SG:SBFHK9F9 B9D KSDG:SBFHK9F9 NS 9:F9P]:DNF\>. L[:9D ED9FS−
YSDK\:GD :9 SBY\NGV: K;:G 9Z9D?SFDB\> MS?DP?9Z\> F]: VM=?SNDQ: MGV M9?\`GV:, S:ES`GK\:]>
SM9VW=K\:S> KS M<=?GZG?[S> BD9 K=`9:DNKGX> S<\P`GV DEDGFHF]: FGV SMDM\EGV VM=?SN[9>. U
9VFG:GK[9 NV:SMAPSF9D SM[N=> F=: SFS?GP\:SD9, KS A<<9 <;PD9 F=: XM9?W= ED9ZG?SFDBQ: S::GDG−
<GPDBQ: KG:F\<]:, KG:F\<]: EDS?P9NDQ: B9D SBF\<SN=> PD9 FGV> 9:SWA?F=FGV> ZG?S[> M9?G`H>
VM=?SNDQ:. eD9 FG: NSI9NK; F=> 9VFG:GK[9> F]: ZG?\]: M9?G`H> VM=?SNDQ:, S[:9D 9M9?9[F=FG
= VMGEGKH VMGNFH?DW=> SZ9?KGPQ: :9 SW9NZ9<[@SD ;FD GD NVKKSF\`G:FS> NS EDS?P9N[S> ES:
`?SDA@SF9D :9 \`GV: AKSN= P:QN= F]: KG:F\<]: EDS?P9NDQ: B9D YSKAF]: V<GMG[=N=> PD9 A<<GV>
NVKKSF\`G:FS>. n9 M?\MSD :9 NF=?[@G:F9D K;:G NS 9Z9D?SFDB\> MS?DP?9Z\> F]: ED9Y\NDK]:
VM=?SNDQ:, ;M]> GD SM9Z\> `?HN=> F]: VM=?SNDQ:, B9D NS KD9 PS:DBH> SZ9?KGPH> VMGEGKH PD9
S<SP`;KS:= 9<<=<SM[E?9N= KSF9WX MS<9FQ: B9D ZG?\]: M9?G`H> VM=?SNDQ:.

� )������ �#����� �
������: U SV?S[9> B<[K9B9> B9F9:GKH F]: M;?]: B9D F]: NVNF9FDBQ:
FK=KAF]: <GPDNKDBGX MGV V<GMGDGX: FD> VM=?SN[S> SDNAPSD KSF9I<=F\> (S:ES`GK\:]> KSPA−
<S>) B9YVNFS?HNSD>, 9VW=K\:= MDY9:;F=F9 PD9 KS?DB\> I<AIS> B9D SW9D?\NSD>, B9D F=: 9:APB=
VMGNFH?DW=> S:;> KSPA<GV 9?DYKGX VMG<GPDNFDBQ: B;KI]: KS ED9ZG?SFDB\> EV:9F;F=FS> B9D
SMDE;NSD>, ED9NV:ES;KS:]: K\N] NV:E\NK]: SMDBGD:]:[9> KS MGDB[<S> `]?=FDB;F=FS>. bVFA F9
`9?9BF=?DNFDBA F]: 9:GDBFQ: B9F9:SK=K\:]: NVNF=KAF]: FG:[@GV: F=: N=K9N[9 F]: 9M9DFH−
NS]: PD9 9WD;MDNF= M9?9BG<GXY=N= F=> M?G;EGV F]: 9DFHNS]: SWVM=?\F=N=>, B9D SMDIA<<GV:
\:9 KG:F\<G SBF\<SN=> NF=?D@;KS:GV NF=: ED9`S[?DN= 9NXP`?G:]: 9DFHNS]: SWVM=?\F=N=>.

� (#���*����� �


����� ���� �����% �#�������: T9YQ> = SMSWS?P9N[9 9DFHNS]: SWVM=?\−
F=N=> KMG?S[ :9 SKM<\BSD M;?GV> VM; F]: \<SP`G MS?DNNGF\?]: F=> KD9> 9?`Q:, GD NX:YSFS>
VM=?SN[S> SDNAPGV: SW9?FHNSD> KS MG<XM<GBS> EGK\> KSF9WX F]: ZG?\]: M9?G`H> VM=?SNDQ:.
TAYS ZG?\9> M9?G`H> VM=?SNDQ: S<\P`SD, B9D NV:SMQ> KMG?S[ :9 YS]?=YS[ AKSN9 VMSXYV:G>
PD9, F9 FKHK9F9 SBS[:9 NF=: SMSWS?P9N[9 KD9> 9[F=N=> SWVM=?\F=N=> MGV M?9PK9FGMGDGX:F9D
K\N9 NF9 ;?D9 F=> MS?DG`H> S<\P`GV FGV. 8S FG :9 NF=?[@SF9D, NV`:A \KKSN9, B9D NS A<<GV>
ZG?S[> M9?G`H> VM=?SNDQ:, FG Y\K9 F=> 9WD;MDNF=> M9?9BG<GXY=N=> F=> M?G;EGV F]: 9DFHNS]:
SWVM=?\F=N=> B9D F]: 9KGDI9[]: ESNKSXNS]: KSF9WX NV:S?P9@;KS:]: ZG?\]: 9MGBFA DED9[FS?=
I9?XF=F9. U SM9:9:AYSN= S?P9N[9> NS SDEDBSVK\:GV> ZG?S[> M9?G`H> VM=?SNDQ: P[:SF9D =
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U M9?GXN9 ED9F?DIH M9?GVNDA@SD F=: VMGEGKH Aurora, KD9 B9F9:SK=K\:= M<9FZ;?K9 VMGNFH?DW=>
SZ9?KGPQ: MGV NV:EDA@GV: NVNF9FDBA FKHK9F9 <GPDNKDBGX MGV ED9F[YS:F9D 9M; 9VF;:GKGV> ZG?S[>
M9?G`H> VM=?SNDQ:. U M<9FZ;?K9 9VFH N`SEDANF=BS B9D 9:9MFX`Y=BS ]> SM\BF9N= F=> M<9FZ;?K9>
B9F9:SK=K\:]: 9:FDBSDK\:]:OMGCORBA [COR94]. L:9 `9?9BF=?DNFDB; P:Q?DNK9 9VFH> F=> M<9F−
Z;?K9>, MGV F=: ED9ZG?GMGDS[ 9M; M?G=PGXKS:S> S?P9N[S>, S[:9D = N9ZH> B9F9P?9ZH F]: ESNKSXNS]:
9M; 9:SWA?F=FGV> ZG?S[> M9?G`H> VM=?SNDQ: PD9 DED;F=FS> FGV SMDM\EGV VM=?SN[9>. U B9F9P?9ZH
SMDFVP`A:SF9D KS F=: SZ9?KGPH S:;> M<9DN[GV PD9 NVKZ]:[S> SMDM\EGV VM=?SN[9>, GD GMG[S> FSBK=?DQ−
:GV: F=: 9:9KS:;KS:= NVKMS?DZG?A F]: VM=?SNDQ:, ;NG: 9ZG?A FGV> MS?DG?DNKGX> M?;NI9N=>, FG:
`SD?DNK; SW9D?\NS]:, F=: 9VF;K9F= 9:F[E?9N= NS NVKIA:F9 ;M]> 9MGB<[NSD> 9M; FGV> NVKZ]:=Y\:FS>
;?GV>, B9D F=: 9:9KS:;KS:= SM[EGN=.

JG g`HK9 0.1 ES[`:SD FG: ?;<G F=> VMGEGKH> Aurora ]> BGD:H> IAN=> PD9 MGDB[<S> SZ9?KGP\>
KS B9F9:GKH SV?S[9> B<[K9B9>. JG g`HK9 0.2 ES[`:SD F=: Y\N= F=> VMGEGKH> Aurora NF=: NFG[I9
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Figure 0.1: R?G> KD9 TGD:H OMGEGKH PD9 CDBFVGBS:F?DB\> LZ9?KGP\>.

M?]FGB;<<]:. R?;BSDF9D PD9 FS`:G<GP[9 FXMGV middleware [Ber96], I9NDNK\:= NF=: P<QNN9 M?G−
P?9KK9FDNKGX Java [GJS96] B9D F=: M<9FZ;?K9 B9F9:SK=K\:]: 9:FDBSDK\:]: OMG CORBA [COR94].
R?GNZ\?SD 9:FDBSDKS:GNF?9ZH M<9[ND9 B9D VM=?SN[S> VMGNFH?DW=> PD9 :9 IG=YHNSD NF=: 9:AMFVW=
EDBFVGBS:F?DBQ: SZ9?KGPQ:, VMGNF=?[@G:F9> F=: ED9`S[?DN= F=> ?GH> 9DFHNS]: SWVM=?\F=N=>, ES−
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Figure 0.2: U n\N= F=> OMGEGKH> Aurora NF=: gFG[I9 R?]FGB;<<]:.

EGK\:]:, BD9 SDEGMGDHNS]: PD9 NVKIA:F9 9:AKSN9 NS B9F9:SK=K\:9 NVNF9FDBA FKHK9F9 <GPDNKDBGX
MGV ED9F[YS:F9D 9M; 9:SWA?F=FGV> ZG?S[> M9?G`H> VM=?SNDQ:. aM]> MS?DP?AZSF9D <SMFGKS?Q> NF=:
ED9F?DIH, = VMGEGKH Aurora N\ISF9D F=: 9VFG:GK[9 F]: ZG?\]: M9?G`H> VM=?SNDQ:, B9D SMDM<\G:
VMGNF=?[@SD F=: N9ZH M9?ANF9N= NVKZ]:DQ: SMDM\EGV VM=?SN[9>, B9D F=: SW\F9N= B9D FG: \<SP`;
FGV> NS M?9PK9FDB; `?;:G.

� !4K% -(#/!%7)+*! �/!#)$L4(*!

bBG<GVYQ:F9> F=: 9:9ZG?A [MMWFF92], FG M<9[NDG ED9`S[?DN=> NVKZ]:DQ: SMDM\EGV VM=?SN[9>
MGV M9?GVNDA@SF9D NF=: ED9F?DIH 9VFH 9MGE[ESD KSP9<XFS?= I9?XF=F9 NF=: 9:FDKSFQMDN= F=> ?GH>
S?P9N[9>]> ED9EDB9N[9>PD9 F=: DB9:GMG[=N=NF;`]: B9D ESNKSXNS]: (satisfaction−centered perspective),
9:F[ ]> ED9EDB9N[9 PD9 F=: M9?9P]PH M?Gd;:F]: M<=?GZG?[9> (production−centrered perspective). OM;
FG M?[NK9 9VF;, GD ESNKSXNSD>, GD NV:YHBS> DB9:GMG[=N=> B9D = \PB9D?= MS?AF]N= S[:9D GD I9NDB\>
B9FSVYV:FH?DS> P?9KK\>. 8D9 SMDM<\G: ED9ZG?GMG[=N= 9M; F=: NX:=Y= 9:F[<=c= PD9 F=: ?GH
S?P9N[9> MGV SNFDA@SD NF9 ESEGK\:9 B9D FG: `SD?DNK; FGV> (data−centric perspective) [BDS+93] S[:9D
;FD = M9?GXN9 ED9F?DIH SNFDA@SD NF=: ED9`S[?DN= 9NXP`?G:]: 9DFHNS]: SWVM=?\F=N=>. U ED9F?DIH
MS?DP?AZSD \:9 B9F9:SK=K\:G MS?DIA<<G: SBF\<SN=> (I9NDNK\:G NF=: M<9FZ;?K9 OMG CORBA)
PD9 NVNF9FDBA FKHK9F9 <GPDNKDBGX MGV 9:9M9?DNFGX: EDSBMS?9D]F\> S?P9NDQ:, GD GMG[GD M9?\`GV:
VM=?SN[S> NS MS<AFS>. bVF; FG MS?DIA<<G: SBF\<SN=> NV:EDA@SD NVNF9FDBA FKHK9F9 <GPDNKDBGX, MGV
V<GMGDGX:F9D NV:9?KG<GPQ:F9> B9F9:SK=K\:9 9:FDBS[KS:9, KS KD9 NSD?A 9M; VM=?SN[S> VMGNFH?DW=>,
SDEDBA KS \:9 MS?DIA<<G: SBF\<SN=> MGV <SDFGV?PS[ ]> B\<VZG> PD9 NVNF9FDBA FKHK9F9 <GPDNKDBGX
B9D `SD?[@SF9D FD> `9K=<GX SMDM\EGV <SMFGK\?SDS> F=> VMGIG<H> B9D M9?9BG<GXY=N=> F=> M?G;EGV
9DFHNS]: SWVM=?\F=N=>. bVF; FG MS?DIA<<G:−B\<VZG> (container run−time environment) M9?\`SD
F=: IAN= PD9 \:9 M<9[NDG MGV 9:9M9?DNFA M;?GV> B9D S?P9N[S>, SMDF?\MG:F9> FG: NV:ED9NK; FGV>
NS 9VY9[?SFS> ED9KG?ZQNSD> KS F=: `?HN= K=`9:DNKQ: NX:ESN=> NVNF9FDBQ: FK=KAF]: <GPDNKDBGX.
bVF; FG M<9[NDG PD9 B9F9:SK=K\:S> NV:SE?[S> S?P9N[9> (distributed work sessions) V<GMGDS[F9D MA:]
9M; F=: I9NDNK\:= NF=: M<9FZ;?K9 OMG CORBA VMGEGKH PD9 NVNF9FDBA FKHK9F9 <GPDNKDBGX MGV
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Chapter 1

Introduction

The Internet’s explosive growth motivates a shift from stand−alone applications
towards software systems consisting of independent and widely distributed computational
components. Such network−centric systems use open protocols to combine the services
offered by individual components in configurations that may not have been foreseen
by their developers, in the context of processes involving multiple participants that
utilize a variety of resources to perform tasks with interdependencies related to temporal
sequencing and data flow.

1.1 The Problem of Providing New Services Over the Internet

There is a tremendous demand for new applications, and this demand is expected to
increase as the number of people with Internet access continues to grow. Most current
Internet applications provide access to existing back−end applications and information
content. However, there is a growing interest in applications that combine several
information processing services. The following examples are representative of this
increasingly popular class of applications:

� Integrated travel packages: The aim is to provide information about available
airlines, hotels, car rental agencies, and other specialized service providers. An
important issue is to handle all the required reservations through a single front−end
service, andprovide tracking informationand support foron−demandcustomization.
Although each service provider remains autonomous, it is required to allow controlled
access to certain of their resources, in the context of the process that combines the
available services. Moreover, for making such services attractive to customers it is
essential to allow them a high degree of customization and support for last−minute
changes, through a single interface and taking into account the specific terms for
each reservation (including the terms for handling cancellations and changes). Thus,
the flow of request processing is event−driven, rather than sequential.

� Location−specific information services: The aim is to take the customer’s location
into account in recommending services and products that the customer can use at
the specified location. For example, a tourist information service can use location
information to recommend nearby restaurants and amusement parks. It is important
to note that while available products and services may be accessible through multiple
catalogues from independent providers, the composite service organizes and filters
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the available information using location−related criteria, although such functionality
may not be directly supported by the individual catalogues.

� Information correlation services: The aim is to combine information from multiple
sources so as to provide customers with new insight regarding a large volume of
information. For example, an information correlation service could locate WWW
pages related to a specified topic, rank them using some criteria, and generate
recommendations to customers who are interested in obtaining information on the
specified topic. It is important that the information sources may be beyond the scope
of control of the service provider that performs the ranking. Moreover, the service
providers involved in the correlation process need not be aware that their resources
are being used for realizing a composite service. An example of an information
correlation service is presented in detail in Section 2.

� Multi−organization experiment management: The aim is to utilize the data sets
and computational infrastructure of multiple organizations in performing complex
processing of data sets. Such processing may involve performing data format
translations, and feeding the output of simulation programs to other computations
in pipeline. An example is a global climate study, that combines data and numerical
models from multiple organizations, at various geographic locations. An important
issue is that computations may be of long duration. Furthermore, it is essential
to be able to monitor the progress of ongoing computations, as well as to be able
to manipulate model parameters. The composite result is more valuable than the
intermediary results of the steps involved. The underlying infrastructure should
facilitate experimentation with alternative configurations of data processing and
numerical simulation software systems.

� Multi−organization business processes: The aim is to integrate the core business
processes of enterprises that co−operate in the context of a coalition. The overall
business objective is to offer to customers services and products that rely on the
combined resources and business processes of multiple enterprises participating in
the coalition. It is necessary to support both long−term collaborations, taking
the form of strategic alliances, and short−term, opportunistic collaboration for the
duration of a single project or transaction. Multi−organization business processes are
usually conversational, in other words allow or require interaction where customers
issue multiple service invocations and receive intermediate results that may be used in
further interactions. The execution time−line of a composite service includes one or
more service requests, as well as feedback and control operations during the ongoing
service performance and the delivery of service results.

A crucial characteristic of such applications is that, while co−operation is required
for providing customers with a composite service, the autonomy of service providers
severely restricts the degree of control that can be exercised on individual services.
Autonomous service providers cannot be readily coupled in a common framework, and,
more importantly, cannot be assumed to expose internal state information for allowing
tight coupling in a coherent distributed system. Rather, it is more likely to expect that
autonomous service providers will be willing to expose only interfaces for customers, or
other service providers, to submit requests and possibly to track their progress. Instead of
a single integration platform, it is more realistic to assume a federation of services that can
be combined on a case−by−case basis. Although special business deals could allow service



providers to arrange for their internal systems to co−operate for the purposes of providing
new composite services, such an approach has the disadvantage of relying on an implicit
understanding on the terms of co−operation. Moreover, it is not clear what customers
can expect from a composite service, especially in the event of performance problems and
exceptions (both system−level and semantic). In particular, for new services to become
attractive for customers it is essential to be able to monitor conformance to terms and
conditions for the qualities of services, in particular commitments about service−level
attributes such as access restrictions, exception handling, and performance.

1.2 Problem Significance

Since service composition adds value to existing systems, by using their capabilities in
new contexts, the design and development of platforms for service composition can be
seen as a requisite step for protecting the tremendous investments that have been made
in developing existing single−purpose software systems. Moreover, the wide acceptance
and rapid growth of the World Wide Web motivate service composition, since the Web
becomes the pervasive service access medium. As more and more traditional service
providers are forced (due to competition pressures) to establish a presence on the Web,
there is a strong potential for their internal systems to be used in serving transactions from
external entities, such as customers and business partners.

Composition of services adds value to existing services by utilizing them in contexts
that have not been fully prescribed or even anticipated. This is the essence of network−
centric approach to constructing software systems, whichmakes it attractive for a growing
number of applications from diverse domains, such as electronic commerce and support
for collaborative work. This type of applications typically involves workflow processes
that span administrative boundaries, and necessitate an execution model that allows for
the autonomy of participants in how they accept and perform requests for work.

1.3 Shortcomings of Existing Approaches

Process support is the application domain of workflow management systems that support
business processes by realizing appropriate flows of data and event notifications among
participants [GHS95]. A business process defines activity steps for achieving a business
goal and rules for determining the sequence of these steps. Activities may involve
manipulations of operational data extracted from line−of−business systems, such as
transaction processing systems, databases and accounting/tracking systems, as well as
interactions with human workers that are assisted by various tools. For example, order
processing in a procurement process may involve processing of documents (such as memos
and forms) by a chain of administration personnel, interaction with message brokering
facilities such as a queuing system in order to access and update information managed by
a legacy information system, a sub−process managed by an enterprise resource planning
system for tracking the order, and specialized sub−processes executed by external suppliers
and subcontractors.

Distinctive characteristics of workflow applications include [Sch99] long duration,
frequent changes (due to business−level decisions such as reorganizations, process
optimization and outsourcing), reliance on existing business assets (both human workers
and software systems), strong requirements for monitoring execution in terms of the



underlying process model, distribution that may span administrative domains, and
interaction with several end−users that makes assignment of work to resources a crucial
issue. Typically, workflow management systems provide some type of process modeling
mechanism, most commonly a form of activity network that represents the dependencies
between activities using an activity graph model, coupled with an execution environment
within which processes can be enacted by initiating activities, passing them their required
input data, and forwarding their output data to their successors in the activity graph.

A fundamental, and often implicit, assumption underlying the client/server architecture
of current−generation workflow management systems, as outlined in the specifications
published by theWorkflowManagement Coalition (WfMC) [Hol95], is that the workflow
execution engine is the principal and authoritative co−ordinator of processes, which are
either completely contained within its sphere of control or execute under the control of
another workflow engine that supports interoperation by implementing an appropriate
interoperability interface. Therefore, an enterprise’s organizational model needs to be
represented indetail using the system’smodeling functionality andall applications involved
in the workflow need to be adapted to allow invocation and control by the workflow
engine. Changes and evolution of processes can therefore entail major development
efforts, especially if they involve the integration of resources from external organizations.
By relying on a monolithic server that is responsible for both workflow coordination
and activity execution, current workflow management systems as defined by the WfMC
impose severe limitations on flexibility and scalability. [PPC97a] outlines the consequences
of the current systems’ rigid structure. Amajor problem is that work lists cannot be shared
by heterogeneous workflow engines, since they are not externally accessible. Thus, in
order for a participant to take part in multiple workflows on different workflow servers,
a separate work list needs to be maintained at each server and client applications need
to maintain multiple dedicated connections. Moreover, three different interfaces are used
for assigning work to human participants, invoked applications, and sub−workflows on
other servers. This lack of transparency in how the activities are implemented makes
delegation of work difficult, as the workflow application mandates the actual activity
implementation.

Such shortcomings are exacerbated in open systems such as the Internet where
interconnected and interdependent components are expected to be able to handle
interactions that do not adhere to predefined scheduling constraints. Autonomy
considerations imply that assumptions and convenient arrangements about communication
channels, exported functionality, access policies, performance, and exception handling
behavior cannot be taken for granted, but rather have to explicitly established, in a case−
by−case fashion for each resource of interest. With severely limited access to the internal
state and operational procedures of independent service providers, workflow applications
need to become flexible enough so as to accommodate service−level agreements that
define the mutually accepted terms and conditions for interaction, within well−defined
boundaries of control that respect the authority of independent participants.

The introduction of service−level agreements necessitates rethinking the overall
organization and execution model of workflow applications, due to the autonomy
of service providers and the requirement for explicit specification, monitoring, and
enforcement of service−level qualities. The distributed application infrastructure needs
to focus more on the management of requests and reliable tracking of their progress,
rather than tracking the state transitions of activities. This is necessary in order to
capture the conversational nature of activities that involve autonomous service providers.



Conversational activities cannot be adequately supported by existing process models
which assume that activities are invoked once, begin execution, and produce no results
until they are completed successfully or stopped due to exceptions or failures. In particular,
existing approaches [GHS95, Hol95] do not directly support the cancellation of a service
request in progress, or compensation for its effects. Since current approaches typically
do not explicitly represent requests and service−level agreements as first−class objects,
the problem of supporting a complex conversational protocol between a customer and
a service provider is beyond the scope of existing approaches. What is more, existing
approaches do not adequately support on−line monitoring and control of service requests.
Such shortcomings necessitate major extensions to existing application platforms.

1.4 Technical Challenges

The composition of services from geographically distributed independent providers,
a special case of the problem of global−scale interoperability, poses hard technical
challenges:

� Autonomy: The Internet is an open, large−scale distributed system that is not owned
and controlled by any single authority. Independent service providers do not expose
details of their internal processes, since such knowledge could reveal their unique
strengths and weaknesses to competitors. They are only willing to expose functional
abstractions of their available services, possibly augmented with information and
controls on service−level qualities. Autonomy also implies heterogeneity, in other
words different conceptual, process, and/or execution models for the independent
service providers. In order to respect the autonomy of service providers, the
application infrastructure should ensure that process participants require no direct
knowledge of the process models and implementations used by other participants.
Instead, they can rely only on functional abstractions such as published interfaces
for available services, and generic infrastructure support for controlled interaction
between customers and providers of services.

� Large−scale distribution: The large−scale distribution of the resources and software
components that implement services introduces variable (possibly long) delays, an
increased likelihood of partial failures, and the need to accommodate a large number
of hosts with varying capabilities, over communication links with various capacities.
These characteristics of open distributed system environments stress the requirements
for reliable tracking of requests, and necessitate an execution model that facilitates
asynchronous request management.

� Increasing interdependencies among systems: Since the processing of service
requests may involve resources under the control of multiple authorities, composite
services introduce complex dependency structures among service providers. Each
service provider can control, and be held directly responsible for, segments of service
processing that take place within its domain of control. By relying, often indirectly,
on other service providers, it becomes essential to be able to perform reliable tracking
of the progress of requests, and the mutual commitments between collaborating
service providers. Delegation of work to specialized providers is becoming standard
practice, further complicating dependency tracking. It is often the case that different
participants in the process of providing a composite service have differing views of the



boundaries of interaction, since providers do not necessarily reveal their dependencies
or delegation relationships with other providers.

1.5 Thesis Statement

In order to facilitate reuse and combination of services from independent authorities, it is
essential to support automatic sequencing of service−level agreements, and reliable tracking
of interaction state. An appropriate platform needs to be in place to enable service−level
agreements.

This dissertation describes theAurora infrastructure, a distributed component platform
for applications that combine components made available by autonomous service
providers. This platform has been designed and implemented as an extension of the
OMG CORBA distributed objects platform [COR94]. A distinguishing aspect of this
infrastructure is the explicit representation of the commitments made by independent
service providers. This is achieved by a framework for service−level agreements that
document the expected behavior of services, in terms of access restrictions, exception
handling, automated reaction to events such as deviations from agreed−upon terms, and
performance.

Figure 1.1 illustrates the role of theAurora infrastructure as a common infrastructure for
diverse large−scale distributed applications. Figure 1.2 places theAurora infrastructure in
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Emerging Network-Centric Applications
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- distributed object management

Figure 1.1: Towards a Common Infrastructure for Network−Centric Applications.

the protocol stack. It is a middleware technology [Ber96], based on the Java programming
language [GJS96] and the OMG CORBA platform for distributed objects [COR94], that
offers object frameworks and support services for assisting developers in the construction
of network−centric applications by managing the flow of requests, data, and event
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Figure 1.2: The Aurora Infrastructure in the Protocol Stack.

notifications among distributed software components from independent service providers.
As described in detail in later chapters, the Aurora infrastructure respects the autonomy
of service providers, but still enables the explicit representation, and on−line inspection
and control, of service−level agreements.

1.6 Summary of Contributions

Following [MMWFF92], the service−level management framework presented in this
dissertation shifts the emphasis from a production−centered view of workflow towards
a satisfaction−centered perspective, where commitments, conditions of satisfaction and
timely completion are the guiding concerns. As a further departure from a data−centric
perspective on workflow [BDS+93], we focus on the management of asynchronous work
requests, and describe a CORBA−based distributed run−time environment for hosting
components that represent performers of work providing services to customers. This run−
time environment combines components, implemented as assemblies of distributed objects,
with a range of support services and in particular a container execution environment that
handles the low−level details of issuing and monitoring the progress of requests. This
provides the basis for a framework that represents resources and tasks, allowing for their
combination in arbitrary configurations using component linking facilities provided by
the underlying component model. This framework for distributed work sessions is built on
top of a CORBA−based platform for components that implement services, owned and
managed exclusively by their respective service providers.

The contributions of the research presented in this dissertation are as follows:

1. A framework for service−level agreements in open distributed systems: Service−



level agreements are represented as first−class objects in the run−time environment,
to mediate the interaction between a service provider and a customer, monitor
conformance to commitments on service−level attributes, reliably log the actions of
customer and service provider, and automatically invoke compensating actions in
the event of deviations from the expected behavior.

2. A CORBA−based platform for components that implement services owned and
managed exclusively by their respective service providers: This platform includes a
directory service that maintains metadata describing the functional interfaces as well
as the service−level agreements supported by software components, a container run−
time environment for hosting components and supporting asynchronous requests,
event notification services, logging/monitoring services, an access control framework,
and a scripting language interpreter for facilitating component configuration and
asynchronous request management.

3. A work session framework for controlled resource sharing: Work sessions are
introduced as a resource sharing context that enables the enforcement of access
restrictions in using resources from independent providers. Session participants
sequence work assignments by issuing requests to be served by using resources.
Composite tasks are represented as resources with producer/consumer dependencies
with other resources.

4. Two demonstrator systems:

� A WWW link recommendation service that combines services from the Yahoo
directory and the Altavista search engine

� An electronic commerce environment that supports service−level agreements in
the processing of orders placed by customers.

1.7 Organization of Dissertation

In this dissertation we present a framework and infrastructure services for managing
service−level agreements for workflow in open distributed systems. Chapter 2 presents a
WWW link recommendation service that was developed as a demonstrator to highlight
important aspects of workflow management in an open distributed environment with
autonomous service providers. This demonstrator system serves to motivate the
development of the Aurora infrastructure presented in later chapters of this dissertation.
Chapter 3 presents a review of related work, in order to highlight the distinguishing
aspects of the work presented in this dissertation. The service−level management
framework relies on a container/component framework, presented in Chapter 4, that was
developed as an extension of the OMG CORBA platform for distributed applications
[COR94], along with a number of services added to this platform in order to support
access control restrictions and event−driven interactions between autonomous partners.
These extensions and additional services serve to provide the implementation basis for
work sessions, which represent a workspace for controlled access to shared resources by
autonomous participants in dynamic workflows. Chapter 5 presents the service−level
management framework. Chapter 6 presents the work session framework, which allows
service providers to publish their resources and specify appropriate access restrictions for
customers that submit work requests and initiate tasks that may involve interdependent



steps. This framework supports the notion of a shared workspace that allows controlled
sharing of resources from autonomous providers, offering a workflow paradigm that is
appropriate for open distributed environments.

A case study in Chapter 7 serves to demonstrate the proposed approach in supporting
interactions between service providers and customers based on service−level agreements.
This case study also provided the basis for a qualitative comparison with the OMG
jointFlow framework [jFl98, Sch99], an adaptation of the WfMC run−time reference
model to a business objects execution environment. Chapter 8 concludes this dissertation
with a brief summary of the research results presented in this dissertation, and suggestions
for further research. Appendices A−F present the interface specifications for the
component/container framework, the service−level agreement framework, and the work
session framework that comprise theAurora infrastructure. These specifications, expressed
using the OMG IDL language, supplement the functional descriptions of the Aurora
infrastructure presented in Chapters 4−6.





Chapter 2

Motivation and Outline of Approach

As an example of the effects of autonomy on composition, consider the following
scenario, inspired from [Ude]. The Yahoo directory 1 provides links to WWW sites
organized in a hierarchy of categories 2. The AltaVista search engine 3 can provide the
number of references to a specifiedWWWlink as recorded in its database of links (through
the link: directive). For a collection of WWW links on similar topics, such as those
listed under the same Yahoo category, the number of references can be interpreted as a
measure of the relative popularity of the correspondingWWWsites, assuming thatWWW
sites with a higher number of references are recognized as more authoritative references
for material that falls under the specified category.

Based on this intuition, we have implemented a simple workflow (see Figure 2.1) where
the two services are combined to provide a ranking of WWW sites in a given category
based on their respective number of references, after discarding links whose reference
count is below a given threshold. Thus a simple−minded but useful recommendation
service is built, by presenting the user with a top−N list of WWW links according to the
ranking, and optionally fetching the HTML pages referenced by these links, to generate
a briefing page by simply concatenating the contents of the original pages. This simple
example illustrates several important aspects of workflow in an open environment, and in
particular the impact of autonomy in the realization of a workflow.

2.1 Adding Value to Existing Services by Composition

First of all, the example illustrates that composition of components in a distributed
system adds value to existing services by utilizing them in contexts that have not
been fully prescribed or even anticipated. This is the essense of the network−centric
approach to constructing software systems, which makes it attractive for a growing
number of applications from diverse domains, such as electronic commerce and support
for collaborative work. This type of applications typically involves workflows that
span administrative boundaries, and necessitate an execution model that allows for the
autonomy of participants in how they accept and perform requests for work. In this simple
example, the workflow involves two participants, other than the end−user, which are fully
autonomous service providers that independently maintain their services and make them
available for use under their own terms, through interfaces of their own choosing.

1http://dir.yahoo.com
2An example of a Yahoo category is =Science=Astronomy=, which contained 3248 links, on August 16, 1999
3http://www.altavista.com
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Figure 2.1: Composition of two popular WWW services.

2.2 Importance of Having a Common Request Protocol

In this example the request protocol for both service providers is HTTP, allowing the
end−user to combine their services despite the fact that they do not expose their internal
state and procedures. Complications would arise if their request protocols were different.
In such a case "proxy" objects could insulate the end−user from the differences in the
protocols, and expose a uniform request protocol, independent of the underlying services.
A common request protocol to be implemented by all process participants allows a
clean separation between workflow coordination actions and actual work performance.
Such an explicit distinction has important consequences for workflow management in an
open environment. Different participants can share heterogenous and autonomous service
providers while imposingminimal requirements on the providers, namely that they publish
a description of their services, and support the common request protocol either natively
or though proxy objects. Moreover, delegation of tasks is enabled without requiring
the client to become aware of this arrangement between service providers. This can be
achieved by allowing a service provider to forward requests, possibly after decomposition
and some pre−processing, to other co−operating providers. Optionally, the provider
can inform the client that a request has been forwarded through a callback invocation
mechanism. Using callbacks, a provider can explicitly accept or deny to process a request



under the terms specified by the client, or initiate a negotiation process over the terms
specified by the client.

2.3 Implications of Autonomy on Perceived Service Levels

In this example access is unrestricted due to the nature of the services involved, and
absolutely no guarantees are promised by the providers regarding performance, reliability,
and other service−level qualities of their services (such as accuracy of the results produced).
In business process settings it is expected that the terms and conditions of access to services
provided by partners will be subject to explicit agreements regarding access restrictions
as well as service−level attributes. Workflows act as service requesters and participants
(humans, apps, organizations) act as service providers to workflows. A workflow has
a−priori no authority over service providers invoked during the course of its execution.
Service−level agreements define a service provider’s degree of exposure of internal state
and procedures and the specific control and monitoring actions offered to service users.
This view necessitates making service−level agreements first−class objects in the system.

2.4 Effects of Large−Scale Distribution

Another aspect of composing the services of wide−area distributed components is that
the workflow is subject to variable (possibly long) delays and higher chances of partial
failures introduced by large−scale distribution. This aspect of open environments makes
the commonly used blocking requests unattractive. In this example, extracting the
reference counts from AltaVista for all the links in a Yahoo category may take several
minutes, during which the end−user has no control over the progress of the ongoing
(aggregate) request. Such long−duration interaction necessitate asynchronous request
management, where, instead of issuing a single blocking request and waiting for results
or an failure/exception signal, the client carries out a sequence of steps to initiate a
request (such as binding to the service provider, setting parameters, and indicating the
method to be executed) and arranges with the service provider to receive results and status
information in an asynchronous manner, whenever such information becomes available.
This is a shift from a state−based view of the workflow towards a transaction−oriented
view, as requests are treated as first−class objects rather than being simple messages
exchanged between workflow participants. A consequence of long process duration is
that requests need to have persistent unique identifiers whose lifetime exceeds that of the
application programs that generated them, so as to minimize the coupling between a work
performer and its customers.

2.5 Service Level Management through Explicit Agreements

It is important to note that current transaction processing techniques [GR93] cannot be
directly applied, since there may be multiple related interactions between any two partners
over a time interval of unpredictable duration, introducing a much greater variability in
response time than commonly assumed in transaction processing applications, thereby
making locking protocols for data consistency unattractive. Furthermore, the autonomy
of participants and the heterogenity of their internal processes complicate consistency



management. In the context of a process, all messages (requests, responses, asynchronous
event notifications) are semantically meaningful and therefore cannot be simply discarded
or rolled−back in the event of deviation from the desired course. An alternative to classic
transaction processing is needed to provide guarantees of some form, allow monitoring
of conformance to agreed terms and conditions, and handle deviations in a meaningful
manner, without imposing restrictions on the autonomy of participants.

Such requirements fall within the domain of contract law, which governs common
business practices such as cancellations, modifications, and compensation for requests
that have been issued. In our work we attempt to reify a form of service−level contracts
in a framework supporting configurations of resources, process participants, and tasks in
flexible combinations.

2.6 Infrastructure

This dissertation presents a distributed software component infrastructure thta serves
as the basis for implementing work sessions combining services made available from
autonomous service providers. This infrastructure, Aurora, provides a CORBA−based
componentmodel, a set of componentmanagement services, and support for autonomous
services to export explicit contracts on the terms and conditions for usage by clients. In
particular, the component framework supports dynamic management of dependencies
among components, on−line monitoring and control of ensembles of interconnected
components, run−time inspection and manipulation of configuration properties and
component interconnections, and enforcement of access restrictions and constraints on
acceptable performance and exception handling. The work session and service level
agreement frameworks that we propose are built on top of this component model to
provide a controlled run−time environment for workflow management applications that
can cope with the large−scale distribution and autonomy of service providers. Figure 2.2
illustrates the basic components of the Aurora infrastructure. The Aurora infrastructure
was first presented in [NMP+97, MPN97].
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2.7 Composition via Scripting

In Aurora, the developer’s task is to identify appropriate components and ‘‘plug’’ them
together, via a form of scripting. A script is a set of software components with compatible
input and output ports connected together to allow interoperation. The scripting model
consists of the types of ports defined and the rules that determine plug−compatibility
[NTdS91]. In the Aurora infrastructure, a connection between an input port and and
an output port represent service availability, in the sense that it binds a client to a
service provider. The executionmodel supports peer−to−peer interactions between loosely
coupled participants, covering both coordination and collaboration. InAurora, we achieve
plug−compatibility by encapsulating services offered by resources in software component
containers which export a uniform management interface. We synthesize on−demand
composite services by linking the appropriate input and output communication ports,
and thus implement a composite service as a network of cooperating components, in a
run−time environment provided by a session manager and supervised by a monitor. A
container is an extensible shell combining application−specific code that implements a step
in a work session with an application−independent management interface, which enables
external control of containers in a manner that is independent of the work session context.

Work sessions are implemented by establishing a network of active components, hosted
by containers. Containers export a uniform interface for task=component management,
which enables them to participate in work sessions supervised by a session manager. While
a task (encapsulated in a container) remains active, it can retrieve data from its input port
and forward data to its output port. Input and output are in the form of streams, which
represent a flow of data as well as operation (action) invocations from a producer task
to one or more consumer tasks. Each component is also expected to provide some form
of instrumentation for monitoring and control purposes. The Aurora execution model
assumes that application components encapsulated in containers export for these purposes
part of their state, in the form of a list of attribute−value pairs. The uniform management
interface provides methods for initializing, enabling, and disabling the instrumentation
within an application component encapsulated in a container, and methods for retrieving
and modifying the values of state variables exposed by the application component.

We have designed a scripting language, HERMES [MPN98c], to express scripts for
work sessions, assuming that the resources of autonomous distributed service providers
are accessible through software components that export certain uniform interfaces. The
interpreter for the scripting language acts as a mediator between components. Such
components are reusable because they are relatively context−free, in the sense that
they have only a limited and well−documented set of dependencies on the run−time
environment that hosts themandmake noparticular assumptions about other components
that may invoke their services and interact with them. These aspects of components are
discussed in Section 4.1. The application−specific configuration of components and
in particular their interconnection in an ensemble is achieved by submitting scripts for
execution to the work session manager provided by the Aurora infrastructure. An
important aspect is that scripts themselves can be encapsulated in components, allowing
the development of more complex scripts that combine components and scripts in higher−
level software abstractions that appropriate for applications. Since the scripting model
does not depend fundamentally on the programming language used for implementing
components, script developers do not need to be fully aware of the details of the
component infrastructure, as long as they understand the scripting model and select



appropriate components for compositions. Visual development tools are well−suited for
supporting this type of programming tasks.

Control and data flow are driven by events that are a combination of service request
messages, state transition signals associated with tasks, as well as system−generated
or application−specific notifications. Event−Condition−Action (ECA) rules [DHL90]
specify the events and conditions that activate a task. The course of a workflow may
change dynamically, as the next actions to execute are determined by rule triggering.
Data and operation invocations flow among components through streams which are
established as a result of rule triggering. Optionally, a component can provide additional
state information by producing application−specific events. Thus, the results of automated
tasks as well as the actions of humans may affect the workflow.

The Aurora infrastructure supports a service flow paradigm, where composite services
are realized in the context ofwork sessions as flows of asynchronous service requests among
components. Scripts describe the desired configuration of components for realizing a
work process; however, this configuration can be inspected and manipulated at run−time.
Dynamic configuration is achieved by invoking state inspection and control operations
exported by the components encapsulated in containers. By allowing manipulation of
components and their interconnections at run−time, workflow becomes more adaptive to
the dynamics of the execution environment.

Each component that implements a task is required to notify its run−time environment
when a significant state transition is to take place, particularly when the task begins
execution (START), and when it terminates, either with success (DONE) or with failure
(FAIL). Task execution may generate events for itself, as well as cause other tasks in a
service flow to generate events. Optionally, a task can provide notification of the beginning
and end of phases during its execution. Phases represent application−specific activity states
and state transitions. Notification about the beginning and end of phases may be taken
into account in the specification of work sessions. The Aurora run−time environment
allows a task to be instructed to reset its original communication channels settings, and,
furthermore, load dynamically a new application component. Thus, phase transitions
allow run−time adaptation, which is essential for supporting dynamic and adaptive work
sessions. Moreover, phase transitions allow the developer of an application component
to expose task structure and state in detail, thus enabling monitoring of the task. An
important aspect is that the instrumentation emebedded in components is separated
from the definitions of rules that determine transaction boundaries, allowing external
correlation of the events exposed by components. The developers of components only need
to identify significant internal states and transitions, without having to embed transaction
definitions in the instrumentation code. System administrators can independently define
the transactions of interest and combine the notifications generated by the instrumentation
emebedded in components to extract relevant measurements or to maintain audit trails.

2.8 A Note on Transactional Properties

Since we are considering open environments with multiple autonomous service providers,
we cannot assume that all the providers involved in a session are able or even willing to
participate in a distributed transaction under the supervision of a single (mutually trusted)
transaction coordinator. Therefore, it is not possible to guarantee fully transactional
semantics for the execution of HERMES scripts, as we cannot enforce desired semantics



on work session participants. We only require that service providers provide notifications
about significant state transactions for the requests that they execute. Such events can
be combined using Boolean operators to express activation conditions for actions that
need to be taken in order to handle partial failures. Provided that service providers
export compensating actions to handle failures, it is possible to specify rules that
emulate transaction commitment protocols (such as two−phase commit) or to handle
partial failures in an application−specific manner. Therefore, rather than focusing on
global consistency requirements, we provide mechanisms enabling compensation and event
tracking via the Aurora monitor service.





Chapter 3

Related Work

In this chapter, we review related research and compare it with the Aurora approach
presented in this dissertation in terms of objectives, approach, and scope. Section 3.1
focuses on related research on interoperability. Section 3.2 reviews research on distributed
workflow enactment. Section 3.3 reviews research related to contract management, an
area that has started to receive considerable attention. Finally, Section 3.4 focuses on
research related to service−level management.

3.1 Interoperability

The InfoBus testbed, developed in the context of the Stanford IntegratedLibraries Projects
[PCGM+96] (a project that was part of the DLI initiative), provided a comprehensive
solution to the problem of interoperability in the domain of digital library services.
The InfoBus testbed applies the OMG CORBA distributed object technology [COR94]
by using wrapper objects to present a unified interface of digital library services, and
a metadata architecture [BCGP97] to maintain metadata needed for interoperation of
services. The component/container framework of the Aurora infrastructure serves as
similar purpose, with specific provisions for interoperation of components that have been
published in a directory service. The work session framework provides coordination
support for general−purpose applications that fit the service flow paradigm, rather than
more customized coordination for automating specific types of transactions.

An example of such a specific solution is given in [KGMP97] which presents event−
driven models for different modes of consumer−to−merchant interaction, and an API
to facilitate commerce transactions. Shopping models encapsulate the rules for specific
types of commerce transactions and instruct the participants what to do next in the
way of ordering, payment, and delivery. Another example is given in [RW97] which
addresses the issue of rights management and discusses the automation of certain aspects
of contract negotiation and enforcement. In comparison, the Aurora framework also
offers a generic service−level agreement framework that can subsume the functionality
described in [RW97].

The Infospheres project [CCD+96] is concerned with theories for reasoning about
concurrent composition of agents, and methods and tools for implementing sessions
over the Web. [CCD+96] describes a Java−based system that supports peer−to−peer
communication among distributed processes. Each process is implemented as a multi−
threaded object with a set of queues for incoming and outgoing messages. Such objects
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can be composed into sessions, by binding output queues to to one or more input
queues. The focus of this project is on identifying and specifying software components
that can be composed to create distributed applications, layered on top of standard
network technologies such as the WWW. The proposed system model is similar to
Aurora, as both approaches focus on applications requiring dynamic composition of
services. There are however important differences in the overall aims and technical
approach, as Aurora provides a run−time environment that can be monitored in
detail for composing components that encapsulate services from autonomous providers,
and, moreover, supports dynamic configuration and control of components and their
interconnections. The Infospheres infrastructure does not include support services
comparable in functionality with the Aurora container run−time environment, and does
not support a service−level agreement abstraction.

WIDL [All97] is a metadata syntax, implemented in the XMLmeta−language [Bos97],
that defines programmatic interfaces to Web content and services, so as to enable
automated and structured access by client programs. WIDL definitions include the
location (URL) of each service, input parameters to be submitted (via the GET and
POST methods of the HTTP protocol), and output parameters to be returned by each
service (as regions of returned documents). It is also possible to specify conditions
for successful completion of a service and error indications to be returned to clients.
Conditions further enable chaining of services, so that a client can issue requests that
incorporate multiple services. Similar work is described in [Fuc96], which presents an
approach in which domain−specific markup languages are used to handle interactions
in a peer−to−peer system. These languages are understood both by software agents and
the humans who interact with them. The objective is to dynamically integrate tools into
distributed collaborative applications. SGML [Gol90] is used as the metagrammar system
for specifying domain−specific markup languages.

[All97, Fuc96] address mostly the problem of describing and invoking a single service.
In the Aurora infrastructure, descriptions of services (both CORBA−based and WWW−
accessible) allow invocation of services with minimal knowledge of the implementation
details of services. Clients can browse or search a directory service to identify target
services, and then issue synchronous or asynchronous requests for obtaining results from
these services. Moreover, services can be combined using theHERMES scripting language
described in Section 4.5, either in a short−term basis for serving a particular request or in
a long−term basis in the resource sharing context of a work session. Finally, the Aurora
infrastructure explicitly addresses the issues of status tracking and on−line monitoring
of services without compromising the autonomy of the service providers (as described in
Section 4.1).

A compiler−assisted approach is taken in [BTJW98] that presents the CHAIMS
language for compositionof autonomously operated andmaintaineddistributed components.
This language provides primitives for preparing and issuing asynchronous service requests,
checking their status, and extracting results. Wrappers hide the details of interaction with
remote components, which may be complete computation and data servers. The language
compiler generates client−side code for invoking the services exported by different
components. By relying on statically−generated stubs at both the client− and the service−
side, this system implicitly assumes that the participants in a workflow are willing to
distribute and install stubs, which need to be kept up−to−date as the workflow evolves in
time. The CHAIMS language does not support monitoring of service−level attributes.

The Programmer’s Playground [GSM+95] is a software library and run−time system



that supports I/O abstraction, a high−level approach to interprocess communication.
Relationships among distributed modules are established via connections among their
publisheddata structures, wherebyupdates of publisheddata result in implicit communication
according to the configuration of logical connections. Input is observed passively, or
handled by reactive control within a module. This system targets mainly the requirements
of collaborative multimedia applications, where autonomy and service−level management
are not the essential concerns.

The HADAS system [BSCHL97] explicitly addresses autonomy issues. It provides
an integration framework that hosts components, configuration support for establishing
connections between components, and a scripting language (based on Scheme) for
explicitly programmingdistributed computation involving these components. Connections
effectively represent explicit agreements among autonomous providers for interaction of
their components. Explicit links need to be established between sites in order to allow
the use of remote components. The run−time system supports a protocol for automatic
installation of component packages. The HADAS system does not support service−
level agreements, and does not provide asynchronous request management and event
notification services.

3.2 Distributed Workflow Enactment

Workflow management systems provided an automation framework for managing
business processes, within and across organizations. Application domains whereworkflow
technology is currently in use include telecommunications, health−care, manufacturing,
finance and banking, and office automation. Workflow management systems provide
support for the definition of business processes by composition of predefined tasks
(processing steps). Workflow execution is based on the interpretation of process models.
Representations of business models aremaintained persistently in a database, andmultiple
instances of them can be instantiated at any given time. Workflow management systems
allow organizations to re−engineer, streamline, automate, and track processes that involve
both humans and information systems [SGJ+96, KS95, GHS95]. Rather than having
control and data flow embedded in application logic, steps in a workflow are performed
according to the process model, with the workflow management system handling all
issues of step invocation and data passing. Process models can be expressed in terms of
work assignments for certain roles, rather than individual workers or resources, and a
workflow management system can apply a role resolution policy to determine, from a pool
of available and eligible workers or resources, the actual allocation at process execution
time.

The view presented in this dissertation is that long−running processes spanning
multiple organizations necessitate an infrastructure that supports asynchronous request
management and reliable tracking of the actions of business partners, so as to support
each partner in taking steps to handle failures and exceptions independently of all others
while allowing co−operation under well−defined rules. In the Aurora infrastructure co−
operation takes place in the context of work sessions that represent shared workspaces, i.e.
dynamic collections of resources that can be utilized under the access restrictions imposed
by their respective owners. The component/container run−time environment presented
in this dissertation serves to minimize the dependencies among the co−operating parties,
while providing mechanisms for issuing and tracking asynchronous requests for service



performance.
Workflow technology is a broad research area that is concerned with modeling

and automating processes that involve multiple tasks [GHS95, KS95]. However, most
implementations so far have been centralized, with a single component responsible for
sequencing process execution. There are few exceptions, and in the remainder of this
section we proceed to examine them and compare them to our approach. A major
aspect of our approach is that the Aurora application model assumes autonomous service
providers, in contrast to implicitly assuming tight integration and a single authority in
charge of management and administration.

Exotica=FMQM [AAA+95] and WIDE [CGS97] present distributed architectures for
workflow enactment based on middleware technologies. The design of Exotica=FMQM
is layered on top of a persistent queue system that supports transactional semantics
for its queue access API calls. A process model definition is divided into parts by a
compiler and each part is distributed to the appropriate node. Each node synchronizes
with other nodes by communication over the network of persistent queues. WIDE is
distributed CORBA−based architecture for workflow management, based on a database
management system with active rule support. Each workflow engine maintains an event
database, and includes a scheduler component that matches events to rules. Selected rules
are recorded in a ‘‘to−execute’’ list, which is polled by a rule interpreter component. Both
approaches appear to be more appropriate for the private networks of enterprises, since
the dependence on specific middleware components imposes restrictions on the autonomy
of service providers.

The INCA (Information Carriers) model is presented in [BMR96]. Work is carried
out as interactions between an INCA, encapsulating an activity, and processing stations,
which are assumed to be autonomous and may be only partially automated. The locus
of computation migrates with the INCA, which includes the relevant execution context
for the workflow, from one processing station to another. The INCA contains private
data for the activity, which define the context shared by activity steps, a log of all actions
(together their parameters) executed so far, and a set of rules defining the control and data
flow among activity steps. Each processing station, upon receiving an INCA, performs
the service requested and routes the INCA to the next destination(s). Rules encode control
and data flow, as well as failure atomicity requirements. It is possible for a processing
station to modify, add, or delete the rules and the data in an INCA. This agent−based
approach provides considerable flexibility and autonomy, but seems more suitable for
workflow involving mostly human workers. The set of rules embedded in an INCA could
in principle encapsulate a service−level agreement, that would be fulfilled by executing
actions at each processing station.

In the approach presented in this dissertation, a workflow may involve multiple
service−level agreements, since agreements are are associated with specific services and
made available by the service providers themselves. Aurora work sessions are established
by creating networks of related components that co−operate to implement composite
services. Co−operation is achieved by streams of operation invocations and data that flow
between components, which are encapsulated in containers offering uniform interfaces for
management purposes. This container framework, which enables detailed monitoring and
control of active tasks and long−running compositions of tasks, is a major distinguishing
feature of the approach presented in this dissertation.

The METEOR2 project [SKM+96] has developed two prototypes, ORBWork based
on CORBA and WebWork based purely on Web technologies, that support distributed



workflow scheduling. The workflow specification is stored in a format which includes
all the predecessor−successor dependencies of tasks and the definitions of data objects
passed between tasks, as well as task invocation information. A code generator produces
task management components and ‘‘wrappers’’, both for human and automated tasks.
Each wrapper includes a hard−wired specification of the immediate predecessors and
successors of the task that it manages, as well as code for evaluating the task’s activation
condition, invoking the task, and handling error recovery. After these components are
installed manually at each site, users can instantiate processes. A centralized monitor
provides limited support for tracking and monitoring. When activated, the task wrapper
code gets the task input, by unpacking the data objects passed by the predecessors tasks,
invokes the task code on the assigned processing entity, and, upon completion, determines
the final state of the task, packs its output data objects, and signals the successors tasks.

In contrast, a task encapsulated in anAurora container can relay operation invocations
and data values to other tasks without restrictions, once the session manager has
determined the component interconnections for the desired service flow. The run−time
environment is more dynamic, as the specification of the component configuration for
the session is interpreted, rather than pre−compiled and the network of components
(hosted within containers) is dynamically established and can be modified at run−time.
Furthermore, the actual resources to be used for each service step are dynamically
determined, via the directory service.

PLEGMA [KZLO98] is an agent−based architecture for developing network−centric
information processing systems. Originally derived from an environment of distributed
image processing [Zik97], PLEGMAapplies an auction−basedmechanism for determining
which processing node is to perform a particular task. Software agents represent
the resources available in the run−time environment. Statistical profiles for service
costs, including run−time estimates of data transfer time and execution time, are used
in the selection process. Moreover, metadata describing the execution parameters of
algorithms, or processing tasks in general, are maintained for use in the selection process,
and in supporting sequences of task executions. PLEGMA has also been applied for
managing workflow in the health−care domain. Overall, the PLEGMA architecture
closely follows the WfMC reference model, but also provides functionality for dynamic
resource allocation. It does not explicitly support asynchronous request management,
and does not support service−level agreements as first−class objects. Quality of service
requirements can be taken into account in the process of selecting a resource for executing
a task, but there is no support for reliable tracking of conformance to agreed−upon terms.

[GSBC99] presents the Collaboration Management Infrastructure (CMI) project, which
addresses the management of processes involving the integration of processes under the
control of autonomous partners. The CMI project targets the requirements of applications
such as crisis mitigation, command and control, logistics, and service provisioning in
virtual enterprises. These applications are characterized by collaboration processes that
require combined process and situation awareness, and cannot be effectively supported
by existing workflow and groupware technologies. This aspect of the CMI project makes
it particularly relevant to the research presented in this dissertation.

The service model of CMI enables the definition of abstract service interfaces that
specify the application−specific semantics of services by describing their input/outpout
parameters and state transition diagrams with application−specific states and operations.
Such state transition diagrams capture the conversational interaction protocol between
service providers and their customers. Conversational service coordination is solely



conducted on the basis of the service interfaces. The CMI project investigates service
brokering, the process of selecting among providers of services that conform to a given
interface specification. The selection takes into account quality−of−service attributes.

In comparison, theAurora infrastructure allows service providers tomake commitments
on service−level attributes of their services, and provides reliable means for such
commitments to be monitored and enforced at run−time. This is a major distinguishing
aspect of the Aurora infrastructure. Moreover, service providers can expose important
state transitions of their published components, and thus allow any authorized external
entity to monitor event notifications about these transitions. Moreover, the asynchronous
request management primitives supported by the container run−time environment
allow control of conversational services. It is important to note that service−level
management, asynchronous request management, event notifications, and selective
exposure of component state are offered as generic services for applications, as part of
a component/container framework that builts upon the well−established OMG CORBA
platform for distributed objects. Therefore, these services are generic, rather than being
available only within the confines of a specific application run−time environment.

3.3 Service Contracts

The framework for service−level agreements presented in this dissertation allows the
interactions between service providers and their customers to take the form of contract
fulfillment, by providing to all the parties involved an explicit and durable means of
documenting themutually accepted terms of service, the steps taken towards implementing
these terms, and the notification and compensation actions to be taken in the event of
deviations from the expected behavior. Contracts provide a powerful framework for
expressing and managing complex relationships between transaction participants. This
has been illustrated in the context of rights management and access control [SL97, RW97],
which are key issues as the interest in electronic commerce is growing [Sza97]. Contacts
provide a powerful framework for expressing and managing complex relationships
between transaction participants. The research presented in this dissertation extends the
scope of such contracts to include terms related to expected performance and exception
handling behavior. This extension is deemed necessary for enabling more predictable and
manageable services in dynamic open environments.

[Lud98, FFH+98] point out, using examples from the insurance service industry, the
issues of customization and on−line control of the fulfillment processes for long−running
complex services, through invocations of control operations and feedback loops. In a
similar vein, [LW99] outlines an approach to cross−organization workflow that relies
on dedicated gateways between the independent workflow systems that encapsulate the
details of agreements for co−operation. [Lud99] discusses the problem of assigning
the costs due to deviations from the expected process flow in an interorganizational
settings. This functionality, falling under the more general category of on−line control of
a long−running fulfillment process, is covered by the service−level agreement framework
presented in this dissertation.

The Coyote system [DP97a, DP97b] supports the specification and enforcement of
business deals among providers, based on code generation tools that generate server−side
and client−side code for enforcing the terms of service contracts. The Coyote system
supports the service transactions model, which includes service actions that implement



activity steps, persistent conversations built from actions, scheduling rules that determine
the ‘‘next’’ action in response to events, and a compensation paradigm to maintain
integrity. The Coyote system assumes that user actions control the flow of execution
between blocks of transaction code that implements steps in a complex service.

By relying on statically−generated stubs at both the client− and the service−side, this
system implicitly assumes that the participants in a workflow are willing to distribute
and install stubs, which need to be kept up−to−date as the workflow evolves in time.
This is a fundamental limitation of approaches that rely on statically−generated stubs.
In contrast, the approach taken in this dissertation is to provide a platform for hosting
proxies to services and an asynchronous request management protocol to allow clients to
issue, monitor, and control requests without having access to stubs specific to the target
services. The platform relies exclusively on metadata published by the providers about
their services, and the dynamic interface invocation mechanism of CORBA [COR94].

An IETF Internet Draft [Swe98] describes the Simple Workflow Access Protocol,
that allows a client to initiate, control and monitor asynchronous long−duration service
execution at remote sites. Related work is also reported in [PPC97b] that presents an
architecture for supporting workflows involving autonomous participants and service
providers, based on asynchronous requests among workflow participants and standard
interfaces for sources and performers of work items. In our approach, we share the
emphasis on defining a generic asynchronous request management infrastructure, and
complement that with a flexible work session framework and service−level agreements as
first−class objects.

Extended and flexible transaction models [Elm92] place particular emphasis on the
specification of tasks and their outcomes. However, by focusing on the low−level of detail
of individual data manipulation operations, transactions are classified only as successful
or failed, thus restricting the ability to reason about transactions from a contractual point
of view that can capture failure and exception handling as part of handling contract
violations.

The APRICOTS prototype [Sch93] implements the ConTract extended transaction
model [WR92]. This approach supports long−lived transactions by allowing the developer
to commit results as early as possible in the course of a transaction, while having the
option to define compensating actions that will be executed in the event of failures to
restore an acceptable global system state.

[VP98] presents an object framework that uses interacting, possibly nested transactions
in implementing the fulfillment phase of contracts that describe obligations related to the
delivery of business services. In this framework, contracts are explicitly represented as
objects that mediate the execution of transactions.

3.4 Service Level Management

Monitoring is an essential issue in managing interactions that combine the services of
autonomous service providers. This dissertation shares the view expressed in [Wei95],
which argues that ‘‘workflow monitoring is an important link between the computer−
science and the business−science perspective of workflow management’’. The logging
and monitoring infrastructure presented in this dissertation corresponds to the audit trail
approach of [Wei95] for providing an application−level log, with a facility for correlations
and aggregations.



Service level management for workflow in open systems has not been investigated
in−depth, although it provides a link between issues related to workflow infrastructure
and actual business goals. As argued in [KTL+92] (in the context of software process
management), establishing performance baselines, setting improvement goals, explicitly
defining processes, and measuring progress toward goals are essential aspects of process
management.

Service Level Management is an activity that has long been practiced in enterprise
data processing centers, typically on mainframe computing systems, which provide
comprehensive monitoring and resource control facilities. IBM’s Workload Manager
(WLM) for theMVS=ESA [BE95] allows an installation to group units of work in ‘‘service
classes’’ and define performance goals for them. Thus, installation managers explicitly
state to the operating system the service performance goals towards which the units of
work should be managed. The relative priorities of classes of units of work are reflected in
the allocation of available resources to units of work, using dynamic resource allocation
policies [NFC92, FNGD92, FNGD93] to dynamically adjust access to processor and
storage resources.

This is not yet the case with open systems, primarily due to the lack of a standard
way to monitor management metrics and enforce resource access controls; however,
there are some recent developments towards service level management for client=server
business systems [McB96]. An important development towards this direction has
been the introduction of the Universal Measurement Architecture [UMA97] and the
Application ResponseMeasurement (ARM)API [CC96]. UMAprovides services focused
on controlling the acquisition, delivery, and management of performance−related data
and events in distributed multi−vendor client=server systems. Transactions in distributed
computing environments are not fully contained in a single system, as in the case of
centralized systems. Therefore, they are difficult to track across systems. Tracking
requires both tagging of performance−related data about the components of a unit of
work and a mechanism for gathering and correlating this data from multiple sources.
Both of these requirements are outside the scope of UMA. The ARM API is designed
to cover the first of these requirements, enabling instrumentation of applications so as
to delimit ‘‘transactions’’ of interest, by inserting start, update, stop indicators
around sections of application code. The design of the Aurora monitoring infrastructure
subsumes the functionality of the ARM API, since application components can produce
log records delimiting transactions of interest, and, furthermore, supports correlation and
other types of navigational queries over the interaction history of complex units of work,
as a generic service for applications.

[Kic96] argues that it is beneficial from a performance point of view for software
module developers to expose implementation details to clients. This is a form of
computational reflection, supported by offering two interfaces. The primary interface
provides the module’s functionality, while the meta−interface allows clients to adjust
certain implementation options that underlie the primary interface. The proposed SLA
abstraction allows service providers to selectively expose implementation details to clients,
thus enabling monitoring performance metrics and control of operational parameters.
The actual implementation of monitoring and control is by instrumentation provided
by service component developers. The SLA abstraction hides such details, providing a
uniform interface for clients.

[Gun95b, Gun95a] propose extending the methodology of benchmarking beyond the
current paradigm of treating the system under test as a ‘‘black box’’ to which a predefined



‘‘stimulus’’ (such a SPEC or TPC benchmark workload) is applied and performance
statistics are collected and aggregated into the external performance metrics specified
by the benchmark standard definition. The drawback of such benchmarking is it is not
straightforward to explain how the reportedmetrics were attained. Analysts can onlymake
conjectures based on metrics. A ‘‘flight recorder’’ paradigm is proposed, that involves
performing internal measurements as well, allowing performance analysts to track the
‘‘flight’’ of a unit of work through the system under test, as the unit of work consumes
resources by passing through a chain of components. This requires installingmeasurement
probes in the components involved, which may span several client and server systems in
the case of complex units of work, and it is argued that UMA can provide a standardized
infrastructure for the capture and transport of distributed performance data. In this
paradigm, a benchmark specification includes the definition of the instrumentation points
that must be measured and reported. The approach proposed in this paper not only
adopts the performance measurement paradigm of [Gun95b, Gun95a] but, additionally,
addresses the issue of multiple autonomous service providers. Each provider publishes
a SLA for its clients, but there is no single authority for supervising all the providers
involved in a complex unit of work in order to maintain the integrity, performance, or
security constraints promised by SLAs. Therefore, each service provider can only enforce
pair−wise SLAs with its clients, and has its own partial view of the interactions involved
in a complex unit of work.

[CD97] presents a simple language that allows the expression of common strategies
for handling failure and slow communication when fetching content on the Web. In this
context, a service is an HTTP−accessible content provider wrapped in error detection
and handling code. The language provides service combinators, which are operators for
composing services taking into account both their output and their failures. The semantics
of the language are defined in terms of the effects of these operators on the state of
services. The service−level agreement abstraction presented in this dissertation provides
the basis for automated interactions, including handling failure and slow communication,
as it captures the expected behavior of service providers and can trigger the execution of
automated actions.

Interactive steering is the ‘‘on−line configuration of a program by algorithms or
human users, where the purpose of such configuration is to affect the program’s execution
behavior’’ [SES+97]. Falcon [GEK+94] is a set of tools and libraries supporting on−line
monitoring of application−level events. Falcon provides a sensor specification language, a
compiler for generating application sensors, and uses one or more local agents for on−line
information capture, collection, filtering, and analysis. Monitoring=steering middleware
is provided to disseminate monitoring events to the clients that wish to inspect and interact
with the running application. The proposed SLA abstraction can provide the basis for
on−line monitoring and steering. Futhermore, theAuroramonitor supports correlation of
log records related to a complex unit of work, that may involve multiple service providers
and participants.





Chapter 4

Component/Container Framework

In our approach, in the context of the Aurora project, we take the view that dynamic
workflow is best supported by a distributed component infrastructure providing standard
services for locating potential workflow participants and managing service requests. By
standardizing these aspects of workflow execution, service providers can participate
in distributed workflow processes without having to agree upon a common workflow
specification language or to maintain accounts and work−lists on multiple workflow
management systems (see also [PPC97b]). Participants remain autonomous, and can
be held responsible only for work that is performed within their own scope of control.
Workflow, involving scheduling and coordinating work amongmultiple service providers,
management of control/data flow and exception handling, is reduced to issuing requests
to service providers, as no global authority has overall control over the service providers.

4.1 Component Model

We have implemented a CORBA−based component model as the basis of our work
session infrastructure. Aspects of this run−time infrastructure have been previously
presented in [MPN98b, MPN98c, MPP98, MPN99]. Table 4.1 summarizes the structure
of a component according to the Aurora model. The following subsections describe the
functionality offered through these interfaces. The component model was first presented
in [MPN99].

Management Interface Functionality
Exporter dynamic collection of exported service object references
Importer dynamic collection of imported service object references
Reactor receiver of event notifications
Notifier notifier of events to registered subscribers

Configurator collection of configuration properties
ComponentControl collection of exposed state variables and control operations

ComponentBase ‘‘front−end’’ for component

Table 4.1: Management Interfaces Exported by Aurora Components.
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4.1.1 Basic Concepts of the Component Model

A component provides one or more functional interfaces and may use interfaces provided
by other components or infrastructure−provided services. A component may also
emit notifications for events related to its internal operation, and monitor event
notifications generated by other components. By defining interface connections and
event propagation/consumption relationships among components, developers establish
communication channels among components. The Aurora run−time environment allows
inspection and manipulation of a component’s channel settings at run−time. Moreover,
each component has configurable properties, some of which can only be set at instantiation
time while others can be manipulated at run−time as well. Configuration and other
monitoring and control operations, such as retrieving the values of certain state variables
and settingparameters that affect performance, are enabled throughaComponentControl
object to be implemented (optionally) by the component developer.

The instantiation of a component in the run−time environment of a service provider
requires references to the CORBA objects that implement its exported service interfaces,
and references to any external services that they depend upon. The former are maintained
by the Exporter object, while the latter are maintained by the Importer object.
Instantiation of a component may also require that the component subscribes to event
notifications from various sources, including other components. Subscription entails
that the component’s Reactor object is instructed to receive notification from the
appropriate sources, and a corresponding callback object is specified for each source.
This arrangement allows the component to react upon asynchronous notifications of
events that affect its operation. Finally, component instantiation requires that the
component’s configuration properties must be set accordingly, via the Configurator
interface. Examples of configuration properties include settings for connecting to database
systems and other data sources, and threshold values for various performance tuning
parameters that affect the internal operation of the component. By invoking a method
finalize configuration()on the Configurator object, the component becomes
ready to accept and service customer requests.

4.1.2 Management of Exported Interface References

A component provides one or more services, through its Exporter object that maintains
a dynamic collection of CORBA references to objects that implement the services. A
customer can browse through this collection or select a service by name. Once a selection is
made, the customer can issue a request to the selected service using the standard invocation
mechanisms of CORBA. A service provider is free to add or remove object references to
this collection, thus being able to introduce, withdraw or upgrade services without having
to shutdown and restart the component.

4.1.3 Management of Required Interface References

The object references maintained by the Importer object represent services required for
implementing the component’s functionality, and may include services offered by other
components as well as support services offered by the container run−time environment.
It is possible for a component to maintain multiple (redundant) references for the same
service, allowing fail−over in the event of failure to contact a service.



4.1.4 Management of Event Notifications

When activated a component may generate events, such as significant internal state
transitions or advisory notifications, that may be needed by other components. The
Notifier object of a component maintains dynamic collections of the components that
have registered to receive notifications of events from this component, and allow the
source component’s implementation to forward notifications when appropriate.

4.1.5 Component Metadata

Components are describedbymetadata,maintainedbyadirectory service that complements
the functionality of CORBA’s Interface Repository by describing the interfaces provided
and required by a component, the events that it can emit and monitor, its access control
restrictions and supported service−level attributes, its exposed state variables and control
operations, and its configuration options. Component descriptors are expressed in the
form of sets of attribute/value pairs, which can be nested and thus form a tree that can be
navigated to extract portions of interest to a customer. The directory service also allows
providers of components to define trading properties encoded as lists of name/value pairs,
to support clients in selecting among similar components.

4.1.6 Component Installation and Support Services

A component ultimately takes the form of a package consisting of files that contain
the component’s implementation as well as metadata describing the component (such as
an access control list, estimates of expected performance, and supported compensating
actions for exceptions). A component is deployed by installing a package in the run−time
environment provided by a container, which provides components with access to several
support services and maps method invocation requests to threads from a shared pool. A
component package can be pre−installed in the run−time environment of a container, or
can be obtained via a service of type ComponentClassProvider that operates under
the control of a service provider or a trusted third−party.

The support services offered by the container consist of a CORBA run−time
environment including an Object Request broker and instances of the OMG COS
Name Service and the OMG Interface Repository, a directory of component descriptors,
a generic component loader and factory service, services for volatile and persistent data
storage, and several variants of services for asynchronous notifications. The container
also offers a scheduling service for automatic execution of action sequences when a
condition, specified as a boolean condition over monitored event notifications, becomes
true (ECA scheduler), as well as a time−based action scheduling service (TIME scheduler)
that supports the execution of actions at a specific point in time, or periodically. The TIME
scheduler also supports periodic invocations of probe operations on objects that implement
the ProbeMonitor interface. This interface allows periodic checks on the current state
of running services. As a specific example, a ProbeMonitor implementation has been
developed to measure the response time for fetching the first page of WWW services,
such as the Yahoo directory and the Altavista search engine, and characterizing the
current state of the service as one of responsive, slow, or inaccessible, based on
configurable thresholds.

Finally, a specialized class of containers, of type WorkRequestManager, offers
an asynchronous request management service, described in detail in Section 4.2, and



a persistent logging system that provides a request monitor service with support for
aggregation and correlation of request−related log records, described in Section 5.2.

4.1.7 The ComponentProxy Interface

For a container to be able to mediate accesses to services provided by a component, the
componentdevelopermust provide a softwaremodule that implements theComponentProxy
interface. This interface merely provides an identification of the component package,
and one or more object references to instances of the component’s ComponentBase
management interface, which in turn provides references to the component’s standard
management interfaces as well as its functional interfaces. This reference is not exposed
by the container to customers, thus prohibiting direct interaction with the service and
preserving the autonomy of the provider. In this way, the container mediates all
interactions of customers with the service implementation, after performing access control
checks and logging, and allows the customer to interact with the target service only
within the constraints defined by the service provider, which makes available the package
containing the ComponentProxy object.

A componentdevelopermayprovide an implementationof theUpdatableComponentProxy,
a specialization of ComponentProxy that allows a service provider, or a third−party
service that monitors the implementation of the service represented by the proxy object, to
maintain the reference encapsulated in the proxy up−to−date. When there is a change on
theCORBAobject reference for the corresponding service, orwhen a reference has become
invalid, or even when alternative references for a given service have become available,
the service provider that owns the service notifies all containers that are known to host
instances of proxy objects for the specific service. The container, in turn, invokes call−back
operations exposed by the UpdatableComponentProxy interface to reflect the changes
signaled by the service provider, with minimal impact on its customers. Customers are to
a large extend shielded from such changes, since they do not directly use object references
for services, but rather rely on the container to mediate their requests. Customers need
only to preserve the persistent request identifiers returned by the container in response to
their requests (for example by using the persistent logging service provided by the Aurora
infrastructure). Notifications of changes regarding the actual object references for service
implementations provide a crucial building block for robust and scalable operation in
the face of long−duration workflow processes. Support for alternative references for a
service allow the container to coordinate load sharing and fail−over without the explicit
cooperation of customers. Such functionality can be requested by setting appropriate
attributes in the service−level specifications that accompany requests issued by customers.

An additional measure towards scalability is that a container can ‘‘swap−out’’ a
component instance, provided that it supports the PoolObject interface, which is a
specialization of theUpdatableComponentProxy interface. This interface standardizes
the methods that the container must invoke in order to inform the component instance
that it has been selected for eviction from the space of active component instances, and
give it a chance to preserve its state, as well as the methods for restoring previously
stored state. The current prototype uses a simple least−recently−used (LRU) policy for
selecting the component instance to be evicted when a container−specific threshold on the
number of active component instances has been exceeded. Thus, there is an upper bound
on the number of concurrently active proxy objects that are hosted by the container,
and, moreover, reuse of proxy objects is possible. When a customer invokes a request



management operation with an evicted component instance as the target, the container
uses the PoolInterface to restore the original state. This functionality relies on the
persistent storage service provided by the Aurora infrastructure.

4.1.8 Support for On−line Monitoring and Control of Components

Optionally, a ComponentProxy can provide a reference to a ComponentControl

object, that is part of the actual service implementation at the service provider’s site and
exports state variables and control operations. This functionality requires instrumentation
embedded within the service implementation. The reference for the ComponentControl
object is not directly exposed to the customer; rather, the container delegates monitoring
and control operations to the ComponentControl object upon request by customers.
The UpdatableComponentProxy provides operations for keeping the reference to
ComponentControl objects up−to−date. Table 4.1.8 summarizes the methods of the

Method Functionality
Start (re)start with given parameters
Stop shutdown execution

Suspend temporarily suspend execution
ListStateVars metadata describing exposed state variables
ListControlOps metadata describing supported controls
RetrieveState retrieval of specified state variables

SetState update of specified state variables
InitInstrumentation initialize internal instrumentation

EnableInstrumentation enable (selective) inspection/updates
DisableInstrumentation disable (selective) state inspection/updates

StopInstrumentation cancel internal instrumentation

Table 4.2: Methods of the ComponentControl interface.

ComponentControl interface that allow a customer to perform on−line monitoring
and control operations on a component, provided that the component’s implementation,
which is the responsibility of the component’s owner service provider, supports these
operations. If not supported, a method invocation on the ComponentControl interface
should raise an exception of type UnsupportedControlOperation so as to notify
the caller that the requested method is not implemented. This design convention
allows the ComponentControl interface to remain uniform across components that
contain instrumentation code of widely varying sophistication. The uniformity of the
ComponentControl interface is essential for managing ensembles of components that
have been configured to co−operate in the context of work sessions.

4.2 Management of Asynchronous Requests

Figure 4.1 illustrates the structure of a container. The container exports a standard
interface for asynchronous request management, and handles the low−level details of
monitoring their progress and taking prescribed actions upon their completion or upon
exceptions. These actions include callback invocations on customers, initiation of
alternative actions, and fork/join primitives for concurrent request scheduling. This
request management interface is used in the implementation of work sessions and service
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Figure 4.1: Structure of a container hosting ComponentProxy objects.

level agreements. Figure 4.2 presents an state transition diagram describing the life−cycle
of a request.
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Figure 4.2: States in the processing of a work request.

4.2.1 Asynchronous Requests in CORBA

Applications that perform a series of tasks that must be done sequentially cannot benefit
from asynchronous communication. Applications that make only short duration remote
operations have little need for asynchronous communication.

Asynchronous communication can allow an application to perform additional tasks
instead of waiting for tasks to complete. Applications that have a number of tasks
that can be performed in any order can often benefit from distributed asynchronous



communication. This becomes more important for applications that call lengthy remote
operations. In order to benefit from asynchronous communication, an applicationmust be
able to perform some task after the request is issued but before the response is available.
Tasks might include prompting for additional user input, displaying information, or
making additional remote operation requests. Typical asynchronous communication
candidates include applications that need to perform several lengthy database queries or
complex calculations.

At the lowest level CORBA supports two modes of communication:

� synchronous request/response: allows an application to make a request to some
CORBA object and then wait for a response.

� deferred synchronous request/response: allows an application to make a request
to some CORBA object. An empty result will be returned immediately to the
application. It can then perform other operations and later poll the CORBA Object
Request Broker to check if the result has been made available.

At the lowest level, the CORBA deferred synchronous communication does allow a
certain degree of asynchronous communication. Polling for responses represents only
one form of asynchronous communication. Other more sophisticated asynchronous
communication can only be achieved by developing mechanisms on top of the lowest
levels of CORBA. TheAurora component platform presented in this dissertation provides
such mechanisms, as described in Section 4.2.2.

Moreover, while CORBA does support a deferred synchronous request/response,
it does not directly support distributed requests with a callback−driven response. A
callback−driven response allows an application to perform an operation on a distributed
object, associate a callback with the response, continue with other processing. When
the server responds, the associated callback is automatically executed within the original
caller’s application. Callback invocation also enables a client or a third−party monitoring
service to track the current status of a request, and receive up−to−date information about
the request’s progress (including partial results). Section 4.2.3 describes the callback−
driven response mechanisms provided by the Aurora component platform.

4.2.2 Primitives for Asynchronous Request Management

Table 4.2.2 presents the primitives provided by the Aurora container for managing
asynchronous requests. Requests are represented by persistent identifiers, assigned by the
container, of the following form:

request : == < cref > = < cK > = < iK > = < seq# >? < pspec > :

A request identifier includes a reference cref to the container that handles the request
on behalf of the client, an identifier cK specifying the class of the target component,
an identifier (key) iK for the specific component class instance, a container−generated
sequence number for the request, and a specification of parameters pspec. The parameters
specification is of the form

c =< caller >: i =< interface >: m =< mX >: sla =< slaID >;

thereby providing an identification for the client that issued the request and specifying the
target component’s interface to be used for performing the requested service (as specified



by the method parameter). The sla parameter specifies which of the service−level
agreements supported by the component is to be applied in processing the request. The
actual request parameters are recorded in the persistent log maintained by the container
when the request is issued. Similarly the results (including partial results that a service may
provide to the client as they become available) are logged by the container, thus providing
a complete audit trail for the execution of the request and assisting the implementation
of compensating actions to handle exceptions. The asynchronous request management

Method Effect
request init prepare request for submission to service
request start submit a prepared request
request issue combination of request init and request start

request cancel attempt to cancel a submitted request
request results retrieve (partial) results of request

request wait block until (final) results of request become available
request fork submit concurrently a set of prepared requests
request join block until at least the specified

number of requests from a set complete
request with compensation submit prepared request and specify

compensation request
request with time limit submit prepared request and specify

maximum acceptable delay
list pending requests limit identifiers of requests that have not yet been processed

Table 4.3: Asynchronous request management primitives.

primitives were first presented in [MPP98].
It is important to note that the request management primitives are exported by the

container, rather than by the components hosted in the run−time environment provided
by the container. The container handles all the details of supporting asynchronous request
management for services that do not necessarily support asynchronous interaction.
Moreover, the container does not expose the actual references to the components that
implement services. This design decision introduces a level of indirection in the interaction
of customers with service providers, a necessary step for enforcing access controls and
reliable tracking of requests in the context of service−level agreements.

The container supports asynchronous requests by using multiple threads of execution
to handle concurrent requests. Multi−threading supports concurrent processing within
a particular server that hosts the container. An application that needs to perform
concurrent distributed requests can issue requests in different threads, without having
to handle the details of thread synchronization and management, by using the request
management primitives exported by the container. The container incorporates a pool of
re−usable threads that can be assigned to perform the processing for a particular request.
Upon successful termination of processing the request, or upon detection of a run−time
exception or system failure during the processing of the request, the container returns the
thread that handled the request to the pool of available threads. By maintaining a pool
of threads, rather than creating a new thread for each request, the container reduces the
overhead cost of processing an asynchronous request.

The actual processing of a request is performed by having a thread issue a request via
the Dynamic Invocation Interface (DII) supported by CORBA [COR94]. This method
of issuing requests has the advantage that the container does not need to have stub code
for the target service. The ComponentProxy object that is hosted in the run−time
environment provided by the container only needs to offer a reference to the target



service, and this reference is not exposed to the clients of the service. This reference
may be an Interoperable Object Reference (IOR) [COR94] for a CORBA object that
directly implements the target service, or an IOR for an Aurora component that exports
the specified interface. In the latter case, the container must obtain a reference to the
component’s Exporter interface, and use that interface to obtain a reference (IOR) for
the specified service.

The metadata published by the service provider in the directory service offered by
the Aurora component platform allows the container to issue a request without having
access to stub code generated by an IDL compiler. The parameters of the primitives
request init and request issue suffice for the container to extract from the target
service’s metadata the method name and the identifier of the interface of the target service,
as declared in the Interface Repository service (IFR) specified by the OMG CORBA
standards [COR94]. An IFR service is part of the run−time environment provided by
a container. The IFR identifier allows the container to obtain a machine−readable
description of the target service’s interface. This description is used by the container
to perform marshaling of the supplied request parameters, and to extract the results of
the method invocation. These tasks would be conventionally handled by stub code as
generated by an IDL compiler; however, by relying on stubs an implicit coupling between
the service provider and the container (and in turn its customers) would be enforced, as the
service provider would have to handle the task of distributing appropriate stubs to all its
clients. By using the DII invocation mechanism, the service provider only has to publish
(and maintain up−to−date) the metadata describing its services. This arrangement allows
for fully autonomous service providers, by minimizing the degree of coupling between
service providers and their clients.

4.2.3 Callbacks for Notifications about Asynchronous Requests

CORBA communication is inherently asymmetric: Request messages originate from
clients and responses originate from servers. It is important to realize that a CORBA
server is a CORBA object, while a CORBA client is really a CORBA stub. A client
application may use object references to request remote service, but it may also instantiate
CORBA objects and thus be capable of servicing incoming requests. Along the same lines,
a server process that implements CORBA objects may have several object references that
it uses to make requests to other CORBA objects. Those CORBA objects may reside in
client applications. By implementing a CORBA object within an client application, any
process that obtains its object reference can notify it by performing an operation on the
client−located object. This approach is applied in the design of a callback mechanism for
asynchronous requests in the Aurora component platform.

Table 4.2.3 presents the callbacks that a container can invoke on an object of type
CallerCB provided by a client that prepares a request and issues it to a target service
using the container’s request management primitives (presented in Table 4.2.2). Figure 4.3
illustrates how a customer interacts with services provided by a component that is hosted
within a container.



Method Effect
request ready to start notification after request init

that the processing of a request can be started
request accepted confirmation that a submitted request

can be processed
request refused explicit declaration that a submitted request

cannot be processed
request in progress heartbeat from target service, with partial results
request completed notification of successful completion,

with final results
request aborted service failure notification

request delegated notification of request delegation

Table 4.4: Asynchronous request management callbacks.

4.3 Access Control Framework

Access control in the Aurora architecture is based on the notions of actions, actors, roles,
and access controllers.

Actions include using an interface exported by a component, invoking a specific method
on a target component that represents a service, and monitoring event notifications
emitted by a target component. Actions are initiated through method invocations, which
are intercepted by the container. Actions related to using interfaces and monitoring
event notifications are used for establish a network of cooperating components. Such
component assemblies implement distributed multi−party work sessions.

Actors are entities that initiate actions in the course of a work session, identified by
security credentials. An actor may have a set of descriptive properties, such as contact
information for a human involved in the work project represented by the session and
machine−readable specifications of the capabilities of a computational service. Unique
security credentials are associated with each session participant, through directories made
available by certification authorities, and are passed along with each request, as part of
the request context. Credentials include security−related information about an actor,
including its identity, public−key certificate, and certification authority.

Roles represent sets of actions that an actor may initiate. A Role object may be
shared by multiple components. Access controllers define the permissions=restrictions for
actors participating in a work session to assume given roles, thus determining whether a
particular requester can initiate the actions associated with a role, on components that
support this role. Session participants wishing to execute an action on a component
have to be explicitly allowed to assume one of the roles specified by the authority that is
responsible for the component. The object interaction diagram in Figure 4.4 illustrates the
flow of method invocations for establishing whether a requester can initiate an action in
the context of a work session that involves components hosted in containers that intercept
all incoming requests.

It is possible to have multiple access controllers associated with the same component,
depending on the application scenario. Multiple roles may share the same access controller
object, thus sharing the same access control policy. Actions, roles, and access controllers
are expected to be defined independently by the developers and managers of autonomous
services. Whereas actions are tied to specific target objects, roles as well as access
controllers may be developed by independent authorities other than the service provider,



for the purposes of enforcing a customized access policy for a composite service as enabled
by the collection of resources available in the sharing context of a work session (see
Chapter 6).

4.4 Support for Event−Driven Execution

The Aurora infrastructure provides several services for asynchronous notifications.
References to these services are made available through the container to components.
This allows for example developers of Task components (described in the Section 6.1) to
publish notifications about state transitions and significant events during their operation
to registered subscribers. Subscribers receive a Channel object that allows them to poll
for pending notifications, block until a notification is received, or register a callback to be
executed automatically upon arrival of a notification. All variants of the publish/subscribe
services offered by the Aurora infrastructure provide their customers with Channel

objects, thus simplifying theworkof component developers. The variants are differentiated
by the level of detail that they allow in the specification of events of interest. What is more,
Channel objects are returned also by the ECA and TIME scheduler services provided
by the infrastructure. This uniformity allows for composition of the mechanisms for
event−driven execution, thus enabling the implementation of complex sequencing rules.
This functionality is utilized by the scripting languageHERMES.

The basic publish/subscribe service provides SubjectGroup objects for allowing
components to handle the details of keeping track of subscribers that receive notifications
for all events published by the component on the subject represented by the SubjectGroup
object. Event notifications are objects that provide a string tag identifying the event and a
list of attribute/value pairs for carrying component−specific state. The receivers of event
notifications are expected to be able to extract this state information, which is opaque to
the infrastructure services.

SubjectGroupFilter is a specialization of SubjectGroup that allows a customer
to request notifications only for events published on a subject that satisfy a boolean
predicate expressed over the state included in the event. The predicate is encapsulated in an
object of typeFilter that is providedby the customer to theSubjectGroupFilter.Filter
objects are constructed using a factory service, which is provided by the infrastructure,
based on textual specification of the predicate. When an event source publish an event on
a SubjectGroupFilter, the Filter objects of the subscribers are invoked to determine
whether the event should be relayed. Although the infrastructure does not comprehend
the semantics of this state information, which is application context−specific, it can
mechanically invoke the predicate test method of Filter objects.

Another specialization of SubjectGroup allows for notifications based on a finite
state machine model. An object of type SubjectGroupFSM encapsulates a definition
of a finite state machine, in the form of a graph where nodes represent states and arcs
represent state transitions that take place when specified events have been signaled. The
specification allows the distinction between final and non−final states. A customer can
subscribe to receive notifications when either a specific state is reached or when a specific
transition takes place. For example, for a simple workflow specification that can be
described by a finite state machine specification, a customer can register a callback to
be invoked when the workflow reaches one of its final states for monitoring purposes or
to enable initiation of a subsequent activity that relies on the results of the completed



workflow. As a further example, a customer can use the TIME scheduler to periodically
probe the state of a remote service and install a callback that will update the state of a
finite state machine representing the possible states of the remote services. By registering
a callback on the transition from a nominal state to a state corresponding to a failure,
the customer can automatically react to this event, without having to explicitly poll the
current state of the remote service. This example demonstrates the flexibility offered by
composition of primitives.

A ComSubjectGroup object is a specialization of SubjectGroup that allows a
customer to define a boolean condition over events emanating fromotherSubjectGroup
objects and receive notifications only when this condition has become true. The evaluation
of the condition is incremental, which requires that the condition evaluator embedded in
ComSubjectGroup objects distinguishes between three truth values: TRUE, FALSE,

UNKNOWN. Since the condition only involves subject names, rather than state variables
associated with events as in the case of the SubjectGroupFilter, the evaluator does
not require the customer to specify any custom evaluator object. A ComSubjectGroup

can, by virtue of composition, evaluate conditions that involve events from other
SubjectGroup objects.

Finally, the Aurora infrastructure offers an EventLoop service that allows customers
to subscribe to notifications for composite hierarchical events. Customers specify a
composite event using the following event path expression notation:

ev1 : p1:ev2 : p2 : : : : : evK : pK;

where evi; i = 1; : : : ; K are event name tags, and pi; i = 1; : : : ; K are optional predicates
over the name/value pairs associated with the corresponding events. Assuming that the
common case is for event notifications to be hierarchical in nature, with events encountered
earlier in a path expression being of broader interest than following events which provide
fine−grained detail, a customer can specify in detail when it should receive a notification.
Path expressions (without predicates over name/value pairs) are also used by customers
that announce events to this service. When an event is announced, only the customers that
have subscribed with a path expression that includes the announcer’s path expression as a
prefix will be notified, provided that all their data−related predicates along the event path
expression are satisfied. Subscribers to this service receive Channel objects, as in the case
of the SubjectGroup family of services. The implementation of the service combines
SubjectGroupFilter objects in a data structure that has the form of a collection of
trees. Trees are formedwhen there are subscriptions with event path expressions that share
a common prefix. Announcers of events to this service can be callbacks activated by any
of the previously described variants of SubjectGroup, thus allowing for composition of
all the event management services provided by the Aurora infrastructure. For example, an
instance of SubjectGroupFSMmay notify its clients when specific states are reached in
the finite−state machine encapsulated in the SubjectGroupFSM object, where the state
changes are signaled asynchronously by callbacks that have been registered with other
event notification sources. Specific examples would be callbacks registered with time−
related events (generated by the TIME scheduling service), callbacks registered with an
instance of a SubjectGroupFilter service (that applies a filter to the data associated
with event notifications), and callbacks registered for a path expression supported by an
EventLoop service. Figure 4.5 illustrates this capability for composition.

The Aurora infrastructure also provides a service for persistent logging of event
notifications in a relational database management system. This service allows a client



to request that event notifications generated from an object of type SubjectGroup are
monitored during a specified time interval, which may be open−ended. For each such
event source, the persistent event monitor service maintains a table of all notifications
received that includes the state data associated with the notifications. Clients can later
retrieve series of records corresponding to notifications that occurred during a specified
time interval, and have the option to filter such record series by applying a selection
predicate over the name/value data associated with notifications. This service is part of the
persistent logging and monitor service provided by the Aurora infrastructure, and aims to
support applications that require a persistent audit trail for management purposes.

It is important to note that the event notification services of the Aurora infrastructure
support multiple independent event domains. The goal is to avoid imposing a shared
naming scheme on all potential workflow participants by allowing them to select the
names of their published event notifications independently of all others. This functionality
is required for being able to distinguish the event notifications generated within each
domain, while maintaining the autonomy of the domain. An event domain is supported
by a SubjectGroup factory service, and corresponds to a set of services offered by an
independent service provider.

4.5 The HERMES Scripting Language

TheAurora run−time environment includes support for theHERMES language (described
in Section 2.7) for configuring components into ensembles in order to construct the
infrastructure for work sessions. We have developed an embedding of HERMES in the
popular scripting language Tcl [Ous94], taking advantage of the extensibility features of
the Tcl interpreter. We used Jacl, a Java−based implementation of Tcl, and added to this
interpreter commands for enabling use of CORBA objects and commands for interacting
with components and containers, including support for managing asynchronous requests.
Furthermore, we added the commands listed in Table 4.5 for implementing event−driven
flow of control, including support for ECA rules. This embedding of HERMES in Tcl

command main parameters return value
rule variable name, required flag, prompt handler ��

whenever trigger variables, action procedure rule handle
when trigger variables, condition evaluation procedure,

action procedure rule handle
cancel rule rule handle ��

Table 4.5: HERMES=Tcl Commands for ECA rules and their Parameters.

allows a developer to combine procedural and event−driven control flow constructs, and
supports component configuration as well as programming tasks that access distributed
components and monitor/control asynchronous work requests.

The embedding allows direct interaction with CORBA objects using the OMG
Name service to discover interoperable object references (IORs) and the OMG Interface
Repository (IFR) to discover their interface for the purposes of invoking their exported
operations via the Dynamic Invocation Interface (DII). Interactions with these two basic
infrastructure services can be time−consuming, therefore the embedding supports caching
of IORs and results of IFR lookup operations as a performance optimization. Moreover,



the embedding supports interaction with components as presented in Section 4.1, event
management services as presented in Section 4.4, and component containers that support
asynchronous requests over components as presented in Section 4.2.

Script variables can be set or updated by callbacks invoked as a consequence of event
notifications. The commands when and whenever shown in Table 4.5 can be used in a
script to declare that certain processing steps, grouped as a procedure, are to be invoked
when a certain condition becomes true. Condition evaluation is triggered when a variable
that has been declared to be a rule−related variable, using the rule variable command,
is set or updated by a callback or by direct assignment. The rule variable command
does not actually define the designated variable; rather, it informs the interpreter that
upon executing commands that set or update the value of the designated variable there
may be rules that need to be checked to determine if their associated actions are to be
executed.

Using the whenever command, a script developer can specify that a procedure is to
be activated upon a value change of a rule−related variable. Using the when command, a
value change of a rule−related variable triggers the execution of a procedure that evaluates
a condition and returns a value that can be either +1, 0, or �1, corresponding to truth
values TRUE, FALSE, UNKNOWN. If the result of the condition evaluation procedure is
TRUE, then the associated action procedure is executed. The TIME scheduling service
can augment the rule constructs by triggering condition evaluation and=or actions based
on time−related events, while the ECA scheduler and the other event−related services
presented in Section 4.4 facilitate the use of complex evaluation conditions that involve
correlation of events from distributed sources.

The flow of events in a distributed system consisting of loosely coupled autonomous
components is inherently asynchronous, thus necessitating support for event−driven
control flow constructs such as rules of the form when and whenever supported by
the HERMES=Tcl combination that we have developed. However, there is a limitation
in this model of execution with respect to the handling of missing values for variables
required for the evaluation of activation conditions. Specifically, condition evaluation
assumes that the variables referenced have been defined and their truth values are readily
available for testing. This means that the distributed objects corresponding to the rule
variables have been instantiated and activated. This approach is intuitive for applications
where there is a flow of requests, each carrying its associated information elements, being
routed among several services or processing components, but does not work as well for
applications where information is not readily available and needs to be explicitly extracted
from sources such as users, database systems or external services. In such cases, the rule
processing infrastructure needs to be augmented with support for obtaining information
from external sources, so that this information can then be used for condition evaluation.

In the Aurora infrastructure, a rule−related variable can be designated as required, so
that, whenever its value is referenced in a condition a and its truth value is found to be
UNKNOWN, a special action is triggered to obtain a value for it. Examples of such actions
include prompting the user to enter a value, database queries, and computations that
combine values obtained from several external services. The infrastructure assumes that
components that can provide a value for a variable referenced in a rule export a uniform
interface called PromptInterface, which offers the get value for variable()

method for requesting the (latest) value for a specified variable. This interface can be
implemented by user interface components that directly interact with human workers,
by wrapper services that encapsulate the details of interacting with a data source, or



by components that combine data from several other sources to compute the requested
value. Designating a rule−related variable as required requires that the script developer
also specifies a component that exports this interface. When the evaluation of a condition
needs the value of a required variable, the get value for variable()method will be
automatically invoked to obtain a value for this variable.

4.6 A Note on Performance Issues

To the best of our knowledge, there are no published data on the performance,
availability, and scalability of commercially available workflow management systems.
There are no standardized benchmarks such as the TPC suite for transaction processing
applications [Gra91]. Concerns have been raised in the literature about the lack of
adequate performance and scalability, and this can be expected to become amore pressing
problem with the increasing deployment of workflow management systems in the context
of Internet applications. There is still limited support for comprehensive workflow
run−time environment monitoring, statistical data collection and reporting.

We believe that the design and adoption of meaningful performance benchmarks is
a critical step towards building more scalable workflow management systems to sustain
increasing demands in dynamic business environments, where interoperation is the norm
rather than an exceptional case. Without widely accepted benchmarks, it is difficult
to compare quantitatively a system’s performance with that of another with a different
architecture. We consider this a major stumbling block in the evolution of workflow
management systems.

An important complication for workflow management benchmarks is that the time
scale is different than that of other workloads [Den94]. In particular, the process of
estimating performance metrics is complicated by the need to correlate the individual
steps in units of work that involve both application programs and human participation
in complex configurations. A consequence of this complexity is that it is hard to perform
quantitative comparisons of the performance potential of alternative system architectures.
So far, the predominant architecture is the client/server architecture outlined by the
WfMC standards [Hol95]. However, the wide acceptance of Web−related technologies
and distributed component frameworks provide opportunities for alternative designs. It is
our view that by focusing on request management, rather than state transformations and
transitions as in the WfMC reference model, it may be possible to obtain simplified but
relevant performance models for evaluating alternative system architectures for workflow
management in a distributed setting. Moreover, we advocate shifting the emphasis from
a production−centered view of workflow, which implies low−level performance metrics
such as average response times and throughput, toward a satisfaction−centered view,
which focuses on commitments and conditions of satisfaction [MMWFF92]. This shift
makes it possible to concentrate on metrics that are at the same level of abstraction
as the business−level performance goals of workflow management. The service−level
management approach presented in this dissertation provides an important link between
the system and business aspects of workflow. It is our view that service−level management
should be considered as the driving concern in the evaluation of system architectures for
workflow management.
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Chapter 5

Service level Agreements

All process participants must voluntarily agree to co−operate with each other, perhaps
on a restricted and temporary basis, and clearly define their commitments in a co−
operative workflow. A service−level agreement documents the expected behavior of a
service provider, in terms of functionality, performance and failure/exception handling
behavior, for a particular client or class of clients. The material presented in this Chapter
was first presented in [MPN98b].

5.1 Definition of Relationship Boundaries

The mechanics of controlling a service provider’s interaction with a client is encapsulated
in a first−class relationship object. Rather than attaching control information directly
to the controlled service for interpretation in a service−specific manner, the service level
agreement object enumerates the components that it controls, and encapsulates the state
and code needed for monitoring and controlling interactions between the service provider
and a customer. While it can be co−located with the service it controls, it is possible for
the service level agreement to reside at a trusted third−party (such as a clearing house).

A service level agreement provides a reification of relationship boundary conditions
for a service provider and its clients, together with a set of generic operations applicable
to them. In effect, it represents a "contract" involving two or more parties and a set of
"promises" that become effective once the contract has been accepted and all prerequisites
have been fulfilled [RW97]. It provides the basis for monitoring and control of long−
duration multi−step interactions, by authorizing actions, enforcing prerequisites and
enforcing the execution of subsequent actions. It enables ongoing proof of conformance to
agreed−upon service−level attributes, and enforces accountability as all actions covered by
the service−level agreement can be persistently logged and later used in resolving disputes.

Figure 5.1 shows the basic service−level agreement interface providedbyour framework.
This interface, and its corresponding "factory" interface, are intended to serve as the
inheritance base for specific process implementations, such as in the case of an electronic
commerce scenario. It is important to note that the actual actions for implementing
a service−level agreement are generic in the sense that the details of implementing an
agreement are contained exclusively in the service provider’s domain. The service−level
agreement interface provides operations to inspect the current state in the performance
of a service on behalf of a customer, and provides hooks for monitoring relevant event
notifications. Introspection is supported by the get supported actions method,
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Service-Level Agreement

- get_service_descriptor
- get_supported_actions
- get_service_handle

- get_contract_spec

- get_history
- sla_event

- declare_exception
- declare_fulfilled

/* provider-side */

- declare_complaint
- declare_satisfied
- request_fulfillment

- get/set_status
- get/set_sla_state

/* customer-side */

- start/terminate/complete

Figure 5.1: Elements of the service−level agreement interface.

which provides handles for Action objects that represent the basic capabilities provided
by components implementing a service; namely, the right to use an exported interface,
the right to register to receive notifications of an event, and the right to invoke a
method. Moreover, the interface provides both human−readable and machine−readable
descriptions of the terms and conditions governing the use of the service, as plain text
and structured name/value pair list respectively. The get service handle operation
provides a handle that allows the customer to invoke methods offered by the service
through a container.

The actual sequencing of service performance is achieved by invocations of the
methods set status, set sla state, and request fulfillment. The specific
implementation defines the rules for determining when to permit updates of the state
associated with this agreement. The method request fulfillment allows a customer
to issue a request for the service provider to perform the "promised" actions. This method
returns a persistent request identifier computed by the container that will handle the
request.

The method declare fulfilled is to be called by the provider as a statement that
all promised actions have been carried out successfully, whereas declare exception



covers the case when the provider declares that an exception occurred and needs to be
handled according to the specific terms and conditions defined in the agreement. Similarly,
the customer is expected to invoke declare satisfied to explicitly acknowledge that
a service request has been carried out with acceptable quality, or declare complaint

otherwise. Depending on the specifics of the agreement, declare exception and
declare complaint may trigger compensating actions, programmed explicitly for
each supported action. All events of relevance to an agreement are persistently logged,
and can be reviewed for auditing purposes. Events of particular significance include the
instantiation of the agreement, its termination (either successfully or unsuccessfully), the
state/status changes during its life−cycle, and the declarations made by the independent
participants.

5.2 Logging and Monitor Infrastructure

The termworkflow denotes [Moh97] all operational aspects of a business process, including
the sequence of tasks and who performs them, the information flow to support tasks,
and tracking and reporting mechanisms that measure and control tasks. Workflow
management aims not necessarily to automate all tasks of a process, but rather to
automate the tracking of states of tasks and to allow specification of preconditions to
decide when tasks are ready to be executed and of information flow between tasks.
Current state−of−the−art workflow systems [AAAM97, GHS95] are mainly concerned
with the routing and assignment of tasks, providing little support for administration
and management tasks, such as workflow monitoring and reporting, management of
resources, tracking the status of ongoing processes, and exception handling. Support
for such tasks is essential for establishing a robust and manageable work environment,
and providing quality guarantees. Overall business planning and operations control
require comprehensive mechanisms for performance monitoring and policy enforcement.
Such mechanisms improve accountability, which entails that the availability and level of
performance of all entities involved in workflow processing be tracked and maintained
according to predetermined levels.

The need for management support is exacerbated in dynamic open environments,
where services provided and managed by multiple autonomous authorities need to be
integrated. Such environments significantly stretch the assumptions underlying current
workflow system designs, especially in the areas of autonomy and dynamic control
flow. The World Wide Web (WWW) [T. 94] is rapidly becoming a universal information
and communication resource, thus creating a pressing need for workflow management
technology to address the requirements of conducting business processes on the WWW.
It is necessary to extend workflow execution models, and their underlying infrastructures,
beyond the current state−of−the−art to support more dynamic and adaptive processes,
and provide more effective support for human−intensive work. As argued in [She97],
this can be achieved by integrating coordination and collaboration technologies with
information management. We consider this integration as the basis for realizing a shared
workspace, enabling collaboration among participants in a work session by allowing
participants to invoke services and publish results.

This dissertation proposes service level management as a framework for addressing
all managerial issues in an integrated manner, in the context of a workflow execution
model that supports dynamic configuration of work sessions in a dynamic run−time



environment. The information contained in the SLA is required for providing guidance
to clients of a service as to what is the service’s expected behavior, and can be retrieved
from the Aurora repository. It can be used during the binding phase to select among
alternative service offers, based on the client’s requirements on attributes of the service.
Dynamic open environments such as the Internet are inherently unreliable and exhibit
widely varying responsiveness. However, provided that a service implementation supports
cancellation of the effects of service actions, it is possible to modify or cancel the effects
produced by a work session, by executing compensating actions. Clients are allowed to use
each service only through the SLA exported by the service provider, which enforces the
access policies specified by the provider and implements the functionality and behavior
‘‘promised’’ by the service interface. As containers are instantiated at run−time, a run−
time representation of the SLA to be enforced for a client is instantiated at run−time, to
monitor and control action requests.

Information about expected performance and supported compensation actions guides
clients in planning a strategy for obtaining service despite failures and unpredictable
performance. For example, a client can use the information exported by the SLA to set
timeouts and to schedule retries and compensating actions in case of failure. Moreover, a
client can abort=cancel its requests when the measured service−level parameters (such as
transfer rate and response time) becomeworse than specified thresholds. These capabilities
contribute to making services in a dynamic open environment more predictable, and, in
this sense, more manageable. Furthermore, service providers can modify SLAs at run−
time, by updating their service offer entries in the repository, to reflect their updated
access policies and current performance level.

By informing clients about how to obtain information on the supported guarantees
for transactional execution and expected performance, this specification contributes to
making services in a dynamic open environment more predictable, and, in this sense, more
manageable. It is important that the autonomy of service providers is not compromised,
as a service provider is the only authority responsible for exporting an interface for use
by clients and for establishing and enforcing service attributes such as transactional and
performance guarantees. Another important point is that a service provider may combine
multiple services, made available by other autonomous providers, in order to provide
a composite service to a client. A client does not need to be aware of this complexity.
Moreover, other service providers may not be aware that their services are being used
in the context of a composite service request. The SLA exported by a service provider
hides such implementation aspects, exporting only aspects related to the service level that
a client can expect, together with information about available ‘‘emergency’’ actions to
compensate for actions that were not completed successfully or that the client wishes to
revoke. This paradigm, therefore, takes into account the characteristics of dynamic open
environments.

Service level management has long been practiced in enterprise data processing centers
[Noo89], typically on mainframe computing systems, and has recently begun to draw
attention in the context of client=server business systems. However, there is yet no such
support for open environments such as the Internet and the WWW. Apart from the
difficulties of monitoring management metrics from multiple heterogeneous systems, in
open environments there is no single authority responsible for all available services. In
particular, there is no single authority responsible for maintaining integrity as in the case
of traditional transaction processing systems. Multiple authorities (service providers) need
to interact to implement all the steps in a session. Each service provider is responsible for



its own services and may have no knowledge of the interactions among authorities that
take place in a session. As argued in [DP97b], different participants may have differing
views of the boundaries of a session, as it is possible for a provider to hide from its clients
whether services from other providers are utilized in the course of a session.

Service level management requires a comprehensive monitoring infrastructure. Aurora
provides an infrastructure for building such environments, and, through its monitoring
mechanisms that allows each service provider to log information about its own state
and its interactions with others, supports monitoring of pair−wise interactions between
parties. A session may span multiple distributed resources, owned by autonomous
providers. Keeping track of the activities of tasks is achieved by requiring each container
to register with the logging system that is part of its run−time environment. Thus,
the logging systems of session managers constitute the basis of a distributed monitoring
infrastructure. TheAuroramonitor enables a client (for example a workflow administrator
using a management application) to collect all log records about events of interest to the
execution of a workflow. This infrastructure enables tracking the progress and current
state of service flows, as well as maintaining the interaction history for each participant.
A basic function of this infrastructure is support for correlation of event records. Thus,
it is possible to examine the entire interaction history for a session, the records related
to the actions of a particular participant, or the records related to a particular service
provider. Another important function is to support aggregation queries, especially based
on temporal information (such the completion time of tasks). This is important for
benchmarking the performance of the workflow infrastructure, and producing concise
performance reports.

Log records can simply define the start and end of steps in a work session, or provide
more detailed information that can later be used for compensating for certain actions.
Such information is expressed as a list of attribute−value pairs, and may include, for each
task (processing step) in a session, the name of the resource used, the start and ending
time, the persistent identifier for the work session within which the task is executed, and
various performance metrics of relevance for the task and session (such task completion
time). A basic function of the monitor service is support for correlation of log records.
Methods are provided to examine the entire interaction history for a work session, retrieve
the records related to a particular task within a session, and select the records that satisfy
a client−specified predicate over the attribute−value pairs associated with log records.
Queries to the monitor service can be further qualified by specifying a time interval,
as log records include a timestamp. Figure 5.2 illustrates the structure of the Aurora
monitor. As multiple groups within IT are responsible for different parts of the IT
infrastructure (such as applications, databases, networks, desktop and server machines),
it is difficult to maintain a single−system image for management purposes, resulting in
multiple, overlapping views, each focusing on specific infrastructure components without
fully considering inter−component dependencies. A user request may span multiple
management views, as it may involve multiple components. The query and correlation
engine of the Aurora monitor (currently under development) enables grouping of log
records, gathered from multiple session managers, according to several criteria. Examples
include grouping of all records related to a given session participant, grouping of all
records related to a given work session, and grouping of all records related to a given
service provider.

Monitoring requires applications and resource managers to provide notification of
events, as well as mechanisms for accessing application state variables. Service offers



published through the repository service allows service providers to specify themetrics that
can be requested from an application component, and the events (with their associated
attributes) that a component can generate. The entry for a resource in the repository
includes all the essential information that enablemonitoring and control of the component.

Management applications, acting as clients of the monitor service, may invoke the
GetRecs, GetRecsByConstraint, GetAllRecsmethods in order to correlate log
records, produced bymultiple tasks in the context of a work session and stored in multiple
logging systems. This is essential for keeping audit trails of critical business processes,
collecting performance−related data to identify bottlenecks, as well as for enabling flexible
recovery and compensation in the event of failures that cause exceptions. Recovery and
compensation are possible since the producers of log records can provide sufficient state
information to enable a management application to cancel or modify the effects of an
action, by including in their log records the name and arguments of each action method
that they invoke. This information can later be used by compensating actions invoked
through the SLA.

The specification of the measurements and events that a component can generate
complements the specification of the component’s functional interface. This allows service
providers to selectively expose implementation details and run−time state to clients, thus
enabling monitoring performance metrics and control of operational parameters. The
actual implementation of monitoring and control is by instrumentation provided by
component developers. The SLA hides such details, providing a uniform interface for
clients. The uniform container provided by the Aurora architecture encapsulates, apart
from application components (which incorporate instrumentation for monitoring and
control), a run−time representation of the supported SLA, which includes, the name of
the service, the specification of the service interface (in the form of attributes and action
methods), the access control restrictions for each actions, information about how to
cancel, or compensate for, the effects of each action (if this is possible), and information
about expected performance (such as the expected average and standard deviation of
response times). Management applications can discover at run−time (via the operations
ListStateVars, ListControlOps supported by the uniformmanagement interface
of Table 4.1.8) what state variables are exposed and what control operations are provided
by each of the components, including state variables that record performance−related
information. Performance−related information provides a more predictable view of
services to clients, as it can provide guidance in setting time−outs at the client−side, and
assist in planning an ‘‘access strategy’’. The latter is important for fully automated sessions
involving coordinated access to multiple services.

The SLA documents the expected behavior of service providers, for a given client or
client class. SLA enforcement requires on−line monitoring of the delivered service levels
and the actual resource=service demands, and the ability to invoke configuration and
control actions to affect the behavior of active tasks. Ongoing proof of conformance to a
SLA requires the ability to produce on−line reports on the delivered service levels, thus
achieving accountability. This aspect is particularly important for business processes that
span organization boundaries.



5.3 Integration with the Component/Container Framework

An important aspect is that the service−level agreement framework readily integrates with
the component/container framework, so as to allow interactions between customers and
services from autonomous providers to take the form of contract fulfillment processes.
Such contracts are specified in the cases where it is important to be explicit about
the mutual obligations of interacting transactions and the handling of violations of
agreements on access terms and level of service. In such cases, the service−level
agreement object encapsulates a semantic agreement between the customer and the
service provider, sequencing their interaction and maintaining a persistent log of the
actions invoked and their outcomes. Figure 5.3 shows how a service−level agreement
object mediates a customer’s interaction with a component that implements a service
offered by a provider. The service−level agreement object encapsulates a reference to the
component implementing the service, which is not directly available to the customer.
The customer interacts with the service only through the service−level agreement
object, by invoking the request fulfillment method. In turn, the service−level
agreement object interacts with the container that hosts the component, using the uniform
request management interface exported by the container. All steps in the interaction
are persistently logged by the service−level agreement object, which can also receive
notifications from the service provider’s component about the progress of a request. An
interaction is considered to have been completed successfully only when the provider has
invoked the declare fulfilled method and the customer responds by invoking the
declare satisfiedmethod.

The service−level agreement implementation, as instantiated by the corresponding
run−time object, dictates the specific semantics of interaction between a service provider
and a customer. Specific examples are given in the case study presented in Chapter 7.
Provided that a domain model of the specific application area is available, it is possible to
develop comprehensive service−level agreement objects. The generic framework presented
in this dissertation handles low−level details of reliable state tracking, and of automatic
response to deviations from the expected run−time behavior. It is also important to note
that a service−level agreement object may be hosted either directly by a service provider
or by a third−party authority that acts as auditor of the interactions between providers
and their customers.
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Chapter 6

Work Session Framework

Service−level agreements are explicitly instantiated in the run−time environment as
objects. Such objects control the sequencing of interactions between the customer and
the provider, maintain persistent state for the current status of requests, and allow both
the provider and the customer to declare explicitly what they see (independent of each
other) as satisfactory outcomes or as deviations from the agreed−upon execution pattern.
Service−level agreements can be used directly, or in the context of work sessions, which are
collections of distributed resources that can be accessed under the restrictions of an access
policy that is enforced by an access controller object specified by the authority owning the
collection.

The Aurora component platform provides a framework that adopts the satisfaction−
oriented viewofworkflow presented in [MMWFF92] (see Figure 6.1), where commitments,
conditions of satisfaction and timely completion are the guiding concerns. This is
different from the focus of current workflow management systems on managing state
transformations and transitions, and flow of information products (such as business
documents) between workflow participants, which are usually human workers that
perform tasks by using assistant tools. It is our view that a satisfaction−oriented
perspective on workflow is more appropriate for generic services, made available by
autonomousproviders, as it does not require full exposure of internal state transformations
and transitions, and also does not assume that the results from steps in a workflow are
discrete units, such as information products. Moreover, this view of workflow is more
appropriate for open environments as no globally consistent state needs to be maintained.

Instead of focusing on the flow of data objects and their life−cycle within a closed
system, the thesis presented in this dissertation is to adopt a satisfaction−oriented
approach, focusing on managing and tracking requests by customers to service providers.
Requests are essentially tokens by which customers demand that providers perform the
steps necessary for realizing their service−level commitments, as documented in service−
level agreements. The combination of service−level agreements with a generic resource
sharing environment is a major contribution of the research effort presented in this
dissertation. The work session framework was first presented in [MPN98a].

Figure 6.3 illustrates the basic objects defined in the Aurora work session framework.
This frameworkmodelsworkflows thatmay spanadministrative domains as configurations
of participants in shared workspaces that group together the resources used in the
workflow. Shared workspaces, also termed work sessions, define the boundaries of
a process by encapsulating the resources, participants, tasks with dependencies, work
requests and related events that occur during its life−cycle. The Aurora work session
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framework allows participants to browse through the resources in a shared workspace,
select the resources that they consider of value, and interact with them, through their
exported proxy objects that are hosted in containers and can be used through the
asynchronous request management interface described in Section 4.2.

Figure 6.2 outlines the overall model of process control in the Aurora run−time
environment. Three types of actions, corresponding to roles, are clearly distinguished
and may be fulfilled at run−time by independent authorities. A process definition
comprises specifications of the set of resources, essentially components that export
service interfaces, that need to be instantiated and appropriately interconnected in
order to fulfill a certain goal (such as offering a composite service to customers). A
process instance exists in a (distributed) run−time environment that hosts the components
specified by a process definition, and realizes inter−component communication paths and
sequencing constraints. The Aurora infrastructure described in this dissertation provides
such a distributed run−time environment. The task of configuring and interconnecting
components, as well as the task of controlling the sequence of service invocations and
handling asynchronous event notifications, are supported by the HERMES scripting
language that is part of the Aurora infrastructure. The HERMES scripting language
can also be used for monitoring and control of process instances, by accessing and
manipulating the state variables exposed by components, and by requesting notifications
of asynchronous events related to significant state transitions. Alternatively, application
developers can directly use the unform management interfaces exported by Aurora
containers to monitor and control the components that they host.

6.1 Resources, Tasks and Work Sessions

A session resource is a wrapper for the container−generated reference to a component
that implements one or more services. This component can be accessed through the
container’s uniform management interfaces (described in Chapter 4). A session resource
has descriptive properties and unique security credentials. It can potentially be used in
performing a task, in the context of a session, but it is important to note that it exists
independently of any task or session and operates autonomously under the authority of
its owner. An access control policy, represented by an access controller object of type
ACL (see Section 4.3), specifies the access restrictions for the resource. This policy is
interpreted by the container upon attempts to invoke actions exported by the resource’s
underlying component. A resource can belong to one or more sessions, which take the
form of resource collections maintained by independent participants. A work session,
which is a resource in itself, can contain sub−collections of resources, in a hierarchical
configuration, and may enforce access restrictions of its own.

A specialization of the session resource interface represents a session participant, which
can create sessions, initiate tasks, and accept work requests. A task is a specialization
of the session resource type that has a designated owner and dependencies on resources,
which can be either predecessors or successors. In other words, a task relies on a set of
resources (which can be tasks in their own right), and is used by another set of resources
(which may be the results of executing the task). Predecessor resources are expected to
provide required input for further processing, while successor resources receive the results
of such processing.

Tasks may be short−lived, to support a specific short−term request by a participant,



or open−ended, providing a service that combines a number of (predecessor) resources.
Open−ended tasks exist independently of their owners. A participant can create a task, by
interconnecting resources, and then other participants can use this assembly of resources
for their own purposes, subject to the access restrictions enforced by the task object and
the work session that contains the task.

Tasks, sessions, and participants are capable of receiving resource−related event
notifications. Such notifications allow the participants of a work session to keep track
of changes in the availability of resources in the shared workspace of a session. The
addition and removal of resources in a work session triggers notification via callback
invocations. The Aurora session manager service allows potential session participants to
browse through the currently available resources in a work session, and also make their
own resources available for sharing by registering them in the session. A work session
is essentially a dynamic collection of shared resources, which are managed exclusively
by their owners. The Aurora work session framework only requires that the owners
of resources add their resources to the collection of the session. Access to resources
(specifically, the right to use an interface exported by the component whose reference is
encapsulated in a SessionResource) is restricted by the access controller associated
with the session. Session participants can create sub−collections of resources, with their
custom access controllers, and register them with an existing session, under their own
terms as encapsulated by their access controllers.

Figure 6.4 shows a schematic of a work session that can be modeled using this
framework. This example shows that a work session may involve both humans and
software systems, and requests issued to a certain service provider may be decomposed
into subrequests, which in turn can be processed either by the provider or delegated to
other providers, in a manner transparent to the customer that issued the original request.
Different participants in a workflow may thus have differing views of the boundaries of
interactions, without compromising the overall integrity of the process or the integrity
of individual participants. This allows a recursive, scalable construction of complex
workflows, without compromising the autonomy of service providers.

6.2 Differences from Other Approaches

Initiatives such as SWAP [Swe98] and OMG jointFlow [jFl98, Sch99] mainly address
the submission of tasks to distributed enactment services, but do not address issues
such as the hierarchical decomposition and coordination required for workflow among
autonomous workflow engines, and service−level management. Figure 6.5 illustrates
the structure of the reference model defined by the Workflow Management Coalition
(WfMC), which comprises the vast majority of workflow system vendors. This model
corresponds closely to the predominant architecture of current−generation workflow
systems. Examples of widely−deployed commercial systems conforming to this reference
model include FlowMark [LR94, Flo96] and InConcert [MS93]. As shown in Figure
6.5, the reference model relies on a monolithic server that is responsible for the major
workflow management functions, including process enactment, management of the staff
directory, binding of activities to participants, distribution of work items to the work−lists
of workflow participants, work−list management, and invocation of application tools
for use by participants. An implicit assumption in this reference model is that the
workflow execution engine is the principal and authoritative co−ordinator of processes,



which are either completely contained within its sphere of control or execute under the
control of another workflow engine that supports interoperation by implementing an
appropriate interoperability interface. Therefore, an enterprise’s organizational model
needs to be represented in detail using the system’s modeling functionality and all
applications involved in the workflow need to be adapted to allow invocation and control
by the workflow engine. Changes and evolution of processes can therefore entail major
development efforts, especially if they involve the integration of resources from external
organizations. By relying on a monolithic server that is responsible for both workflow
coordination and activity execution, current workflow management systems as defined
by the WfMC impose severe limitations on flexibility and scalability. [PPC97a] criticizes
the consequences of the current systems’ rigid structure. A major problem is that work
lists cannot be shared by heterogeneous workflow engines, since they are not externally
accessible. Thus, in order for a participant to take part in multiple workflows on different
workflow servers, a separate work list needs to be maintained at each server and client
applications need to maintain multiple dedicated connections. Moreover, three different
interfaces are used for assigning work to human participants, invoked applications, and
sub−workflows on other servers. This lack of transparency in how the activities are
implemented makes delegation of work difficult, as the workflow application is inherently
dependent on the choice of the actual implementation of each activity.

Such shortcomings are exacerbated in open systems such as the Internet where
interconnected and interdependent components are expected to be able to handle
interactions that do not adhere to predefined scheduling constraints. Autonomy
considerations imply that assumptions and convenient arrangements about communication
channels, exported functionality, access policies, performance, and exception handling
behavior cannot be taken for granted, but rather have to explicitly established, in a case−
by−case fashion for each resource of interest. With severely limited access to the internal
state and operational procedures of independent service providers, workflow applications
need to become flexible enough so as to accommodate service−level agreements that
define the mutually accepted terms and conditions for interaction, within well−defined
boundaries of authority that respect the authority of independent participants.

In our approach, we shift the emphasis on defining a generic asynchronous request
management infrastructure, and complement that with a flexible work session framework
and service−level agreements as first−class objects. Under the severe restrictions imposed
by the autonomyof resource owners, theAurora infrastructure canbynecessity only handle
aspects of distributed workflow related to request management and data interchange (in
the form of request parameters and responses). Support is provided for asynchronous
event notification, and persistent logging of steps in the processing of requests, allowing
the participants of work sessions to monitor their interactions and perform audit checks,
independently of each other. By having service−level agreements explicitly represented in
the run−time environment, the relationship between service providers and their customers
can be explicitly monitored and managed on−line. This approach is a departure from
current practices, which do not represent the terms of interaction so explicitly. Moreover,
by providing several workflow support services for general use (such as the access control
framework and asynchronous event notification services), rather than centralizing such
services in a workflow server, our approach contributes to a more open infrastructure for
large−scale distributed workflow applications, without requiring multiple accounts and
work lists to be maintained. Finally, by focusing on asynchronous request management,
rather than the low−level details of interoperability interfaces for specific types of



work performers, our approach allows a generic treatment of service providers and
their interactions with customers that does not comprise the autonomy of workflow
participants. What is more, this approach to workflow allows the integration of service−
level agreements in workflow processing by simply encapsulating references to service−
level agreement objects within session resource objects.

The focus on asynchronous request management is also characteristic of the Simple
Workflow Access Protocol (SWAP), described in an IETF Internet Draft [Swe98]. SWAP
allows a client to initiate, control and monitor asynchronous long−duration service
execution at remote sites. SWAP provided the basis for the Interoperability Wf−XML
Binding that was issued by the Workflow Management Coalition in January 2000
[WfX00]. This specification defines an XML−based language for modeling the data
transfer requirements of interoperable workflow systems. Related work is also reported in
[PPC97b] that presents an architecture for supporting workflows involving autonomous
participants and service providers, based on asynchronous requests among workflow
participants and standard interfaces for sources and performers of work items. The work
presented in this dissertation extends this previous work by introducing a framework for
service−level agreements, that represent explicit commitments by providers to customers
on service−levels.

The OMG jointFlow specification [jFl98, Sch99] adapts the WfMC runtime standards
to a business objects execution environment. The jointFlow specification distinguishes
between requesters, that implement the WfRequester interface to allow a process
to propagate status updates, and work performers, that implement the WfActivity
interface to allow observation and control of the state of an activity in the context of
a workflow. Objects that implement the WfProcess interface represent entities that
perform work requests, often by delegating them to other entities, providing operations
to control the execution of the work request and to observe its state. The specification
also includes the WfEventAudit interface for describing the contents of status−change
events produced by WfActivity and WfProcess objects.

A workflow−process model can be translated into the jointFlow metamodel in two
ways: One option is to use the framework as an object veneer on top of an existing
workflow engine; in this case the implementation of the jointFlow interfaces would
delegate most of their operations to the back−end WFMS. Alternatively, the process
definition could also be coded into a WfProcess object and and a set of WfActivity
objects that are hosted by a business object server.

The jointFlow specification is a major evolutionary step for WfMC−compliant
workflow management systems. However, the specification does not address the
hierarchical scaling and coordination required for a flexible, distributed co−operation
among autonomous workflow engines. It is assumed that all the parties involved in the
overall workflow are integrated through the jointFlow metamodel, with WfActivity

objects acting either as adapters for existing business objects or as bridges for interaction
between a main workflow and another workflow application. In the latter case, the
WfActivity implementation is expected to also implement the WfRequester interface,
so as to allow the workflow activity to receive status updates from the sub−workflow.
There is no support for cases where the workflow systems may not be able to communicate
status information to one another. More importantly, there is no support for monitoring
service levels, and in particular monitoring of exceptions and deviations from the expected
behavior of service providers. Another subtle limitation on the autonomy of providers
is that the life−time of WfActivity objects is tightly coupled with that of WfProcess



objects. In effect, a WfActivity object cannot exist outside the context of a WfProcess
object. In contrast, in the Aurora work session framework SessionResource objects
exist independently ofwork sessions, under the control of their respective service providers.
SessionResource objects can thus be discovered at run−time by potential customers,
whereas in the OMG jointFlow framework it is assumed that in order to initiate a
WfProcess all the required resources have been resolved (in a manner that is not covered
by the specification, which only provides the WfAssignment interface representing the
association of a resource with an activity) and appropriate WfActivity objects can
be instantiated. By placing no restrictions on the life−cycle of session resources, the
Aurora work session framework respects the autonomy of service providers and provides
mechanisms for managing asynchronous requests and reliable tracking of interaction
state through service−level agreements. Requests are not explicitly represented in the
OMG jointFlow framework, and therefore cannot be monitored and managed in detail.
Moreover, service−level management issues are not addressed, although they become
crucial in the case of inter−organizational workflow which presumes the existence of
contracts among the different participating organizations. A main theme in this thesis
is that such contracts should be explicitly represented at run−time in order to improve
accountability and monitor conformance to the terms of co−operation agreed upon by
the participating organizations.



PerformerConditions of SatisfactionCustomer 

Satisfaction Performance

Proposal Agreement

Figure 6.1: A Satisfaction−Oriented View of Workflow.

Process Instance

Process Definition

Monitor/Control

state change
notifications

create instance

data/parameters
get/change

Figure 6.2: Instantiation and Control of Process Instances in the Aurora run−time environment.



Session Resource

Session Participant
Work Request

Resource Event

Work Session Manager

Task

Work Session (workspace)

- component reference
- descriptor
- credentials

- collection of participants
- access control

- request queue

- task factory

- dependencies:
- producers
- consumers

- context

- RID + opaque block

- type tag + opaque block

- session factory/directory

- participant registry

- "folder" factory

Figure 6.3: Elements of the Aurora session framework.



task (B1)

task (C1)

task (E1)

task (A1)

task (A4)

task (A3)

task (D2)

task (D1)

task (D2b)

task (D2c)

task (D2a)

task (A2)

task (D1a)

task (F1)

task (F2)

task (D1b)

- automated business
information process

- human worker
assisted by interaction tool

- service provider
with outsourcing
relationships

participant (C)

participant (B)

participant (F)

participant (E)

participant (A)

participant (D)

- service provider

- service provider

Figure 6.4: Example of a work session involving autonomous participants.

administration &

client applications i/f invoked applications i/f

interoperability i/f

process definition i/f

monitoring i/f

Workflow API & Interchange Formats

:  Interface

Workflow Enactment Service
Other Workflow 

Enactment Service(s)

Monitoring  Tools
Administration  &

Process Definition Tools

Engine
Workflow

- process control
- work list

Workflow Client
Applications Invoked Applications

Workflow
Engine

Figure 6.5: The Workflow Management Coalition Reference Model.





Chapter 7

Case Study

This chapter describes a prototype implementation of an electronic commerce system
that was developed for the purposes of demonstrating the integration of service−level
agreements in the run−time environment. The prototype also provides the basis for a
qualitative comparison of the work session framework presented in Chapter 6 to the
approach taken by current−generation workflow management systems, as reflected by
the jointFlow specification by the OMG Business Object Domain Task Force [jFl98].

The electronic commerce system consists of components, as described in Chapter 4,
that provide a number of commerce−related services. The components are combined to
build a distributed electronic commerce environment, assuming that these services are
offered by independent authorities and therefore mandate as loose a coupling as possible.
These components were used in the two alternative implementations, the one based on
the Aurora infrastructure and the one based on the OMG jointFlow framework. The two
alternative implementations highlight the limitations of the OMG jointFlow framework,
as discussed in Section 6.2.

7.1 Description of Components

The suite of components developed for this case study offer the following services:

� ProductsCatalogue: a database of product descriptions

� Inventory: extension of ProductsCatalogue that keeps track of the available quantity
for each product and generates alerts when the inventory level for a specified product
becomes lower/higher than a threshold

� ShoppingBasket: service for combining products fromone ormoreProductsCatalogue
services into a single order

� PaymentProcessor: front−end for electronic payment processor

� OrderTracking: order management and tracking service capable of handling orders
that include multiple products from independent providers

� FeedbackLog: service for logging client feedback and problem reports so that
providers can inspect them and take appropriate actions to handle them

The implementations of these components rely on a number of support services provided
by the Aurora infrastructure, such as the persistent data storage service, the volatile data
storage service, and the logging service.
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7.2 Order Processing Workflow

We focus on order processing and tracking in an electronic commerce environment, built
using the components described in Section 7.1. This workflow is described by the state
transition diagram of Figure 7.1, which defines the life−cycle of an order. The VOID state

CONFIRMED

CREDIT_OK

NO_CREDIT

VOID

INIT

SHIPPED RETURNED

REFUNDED

Figure 7.1: Order life−cycle in the e−commerce case study

represents an order that has been cancelled for some reason, either by the customer or
by a provider. After an order has been submitted (INIT state), the order management
and tracking service performs validity checks on the product and shipping information
submitted by the customer to determine if the order can be marked as CONFIRMED.
This step is followed by checks of the payment−related information submitted by the
customer to determine if order−processing can proceed (CREDIT OK state) or should
stop (NO CREDIT state). The order management and tracking service marks an order
as SHIPPED after all the products selected by the customer have been shipped to the
specified address, provided that this action takes place within a specified deadline. Until
this deadline expires, the order may be modified or cancelled either by the customer or by
the providers, with no consequence. After the products have been shipped, the customer
is given the option to return the products (RETURNED state), in which case the order has
to be marked as REFUNDED within a specified deadline.

The order processing and tracking workflow described by Figure 7.1 is inherently
event−driven. The prototype uses the SubjectGroupFSM service and the EventLoop
service, described in Section 4.4, to register callbacks to be invoked when an order reaches



each of the states shown in Figure 7.1.

7.3 Integration using the Aurora Framework

We developed ComponentProxy objects (see Section 4.1) for the components presented
in Section 7.1, so as to allow them to be combined while remaining independent, under the
control of autonomous service providers. A work session was established, comprising of
SessionResource objects that provided persistent handles for the ComponentProxy
objects, which in turn were hosted by containers. The order processing workflow was
implemented by executing a configuration script, expressed using the scripting language
presented in Section 4.5, that established callback actions to be executed upon notifications
on order state changes.

The resulting component configuration had minimal coupling among components,
since the component model, in particular the standard interfaces Importer, Exporter,
and Notifier facilitated composition for the purposes of combining the functions
supported by the components, without implicit embedding of object references in the
component implementation code. For example, the order tracking service can retrieve
a reference for the PaymentProcessor service by querying its Importer interface,
allowing flexibility in the selection of the service. Moreover, by providing implementations
of the ComponentControl interface for each of the components, it is possible for system
administrators to monitor the components at run−time, by inspecting the state variables
that they expose. In the prototype implementation, components exposed measurements
of the average and maximum response times for requests. Additional measurements could
easily be accommodated in the framework, provided that the component implementation
exposed these measurements to the corresponding ComponentControl objects.

An important point is that the implementation based on the Aurora work session
framework benefits from the service−level agreement framework. This framework allows
the providers of services such as the order tracking system and the payment processor to
explicitly declare their terms of service, and track the course of fulfillment transactions
jointly with their customers. This functionality covers an aspect of workflow management
that is outside the scope of the OMG jointFlow specification. Section 7.5 describes
examples of interaction sequencing through a service−level agreement object.

A further characteristic of the implementation based on the Aurora work session
framework is the loose coupling and dynamic binding of resources/tasks, which is
facilitated by the uniform management interfaces exported by components in the Aurora
run−time environment, and the directory service that allows service providers to publish
the interfaces and their associated non−functional properties (access control restrictions,
compensation support, expected performance). Service providersmay register orwithdraw
their resources at any time, while potential customers that express their work requests in
terms of abstract specifications using the resource type definitions in the service directory
need not be aware of such decisions by the service providers. Customers and service
providers remain autonomous, provided that a facility such as the service−level agreement
framework explicitly delimits their interactions.

The implementation based on theAurorawork session framework represents tasks and
work requests as first−order entities, existing outside the scope of specific work sessions.
Task are modeled as entities that can consume and produce resources, so as to explicitly
model dependencies among services. Work requests are submitted to session participants,



which are also explicitly represented in the context of work sessions. Session participants,
being resources themeselves, can process work requests by issuing further requests to other
participants and by utilizing resources available in the current work session context.

7.4 Integration using the OMG jointFlow Framework

For the purposes of experimentation with alternative designs for the work session
framework, we developed an integration framework based on the system based on
the OMG jointFlow specification [jFl98], and used it as an integration platform for the
components presented in Section 7.1 to implement the order processing workflow scenario.
This specification [Sch99] adapts the WfMC run−time standards to a business objects
execution environment, defining a framework for implementing distributed workflow
applications. It defines standard interfaces for enabling interoperation of process
components, monitoring of process execution, and associating workflow components
with resources.

In short, the OMG jointFlow framework mainly addresses the submission of tasks
to distributed workflow enactment services, but does not address issues such as the
hierarchical decomposition and coordination required for workflow among autonomous
workflow engines, and service−level management. As discussed in detail in Section 6.2,
there is no support for cases where the workflow systems may not be able to communicate
status information to one another; it assumed that objects of type WfActivity represent
tasks in the overall workflow process

7.5 A Demonstration of Service−level Agreements

In Sections 7.3 and 7.4, two implementations of the same workflow management
application were described, using the Aurora work session framework and a framework
based on the OMG jointFlow specification, respectively. This section describes how a
service−level agreement has been integrated in the prototype electronic commerce system.
Specifically, the prototype supports monitoring of the delay in shipping an order once it
has been confirmed, and automatic invocation of compensating actions in case of deadline
expiration. This functionality relies on the TIME scheduling service, described in Section
4.1.6.

The service−level agreement object implemented for this demonstration uses the
SubjectGroupFSM service to keep track of state transitions in the processing of an
order. Completing an order involves submitting a shopping basket, containing products
from one or more product catalogues, to an order tracking service. The service−
level agreement object encapsulates a reference to a container−hosted component that
implements the order management and tracking service. The customer does not directly
access the order management and tracking service, but rather interacts with the service
via the service−level agreement object that supervises order processing. The actual steps
in processing an order are carried out by a service of type OrderTracking that is hosted
in the provider’s run−time environment. The service−level agreement object interacts
with a container to relay asynchronous requests for order processing. The parameters of
these asynchronous requests include the deadline for completing order processing, and
the compensating actions, encapsulated in an object that exports the compensation
method, to be automatically triggered in the event ofmissing the deadline. In the prototype,



the compensating actions are merely to notify both the customer and the provider. More
elaborate actions could easily be accommodated, provided that they are coded as part of
the compensationmethod.
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Figure 7.2: Service−level agreement for shipping an order: Normal case.

Figure 7.2 illustrates the flow of requests and events in the case of an order that is
shipped within the specified deadline.

1. Customer invokes request fulfillmentmethod on the service−level agreement
object, which invokes the submit ordermethod of the ShoppingBasket service,
through an asynchronous request. The parameters of the request fulfillment

method include the security credentials of the customer. The return value of this
method is the persistent identifier for the request for executing the submit order

method. All parameters and return values of methods invoked on the service−
level agreement object are persistently logged, and are associated with the security
credentials of the invoking entity.

2. The service−level agreement object invokes the schedule action method on the
TIME scheduling service, to arrange for receiving a notification when the deadline
for shipping the order expires.

3. The methods set ctx and start are invoked by the service provider, to mark that
the execution of the service has begun, and to initialize the persistent state maintained
by the service−level agreement object.



4. While processing the order, the service provider can emit asynchronous event
notifications, using the sla event method. These notifications, mostly progress
indications, are persistently logged.

5. The customer can view the event history for an ongoing request, by invoking the
get history method on the service−level agreement object. It is important to
note that the service−level agreement object is not necessarily hosted by the service
provider, which may keep his own log of events and actions. The log maintained
by the service−level agreement object is the externally visible record of the ongoing
interaction, and serves as proof of conformance or deviations from the behavior
promised by the provider.

6. The service provider performs, at his site, the steps necessary for handling the order.
Assuming that the deadline for shipping the order is not exceeded, the service provider
at some point in time invokes the declare fulfilledmethod. This invocation is
an explicit declaration that the service provider claims to have completed his part of
the agreement.

7. The interaction is completed successfully when the customer, independently of the
provider, confirms that the service was indeed completed in an acceptable manner.
This is achieved by invoking the declare satisfied method on service−level
agreement object.

Figure 7.3 illustrates the flow of requests and events in case the deadline for shipping a
confirmed order expires. The first five steps are the same as in the case of normal execution
flow.

1. Customer invokes request fulfillmentmethod on the service−level agreement
object.

2. The service−level agreement object invokes the schedule action on the TIME
scheduling service, to arrange for notification in case the deadline is missed.

3. The methods set ctx and start are invoked by the service provider.

4. While processing the order, the service provider can emit asycnhronous event
notifications, using the sla eventmethod.

5. The customer can inspect the event history by invoking the get historymethod.

6. Assuming that the deadline expires without the provider having completed order
processing, the TIME scheduling service notifies the service−level agreement object.
This is achieved by an invocation of the callback method timed event cb. This
method persistently logs the fact that the deadline has expired.

7. After logging the deviation from the promised execution behavior, the service−
level agreement object invokes the compensation callback method on the service
provider.

8. Optionally, the service provider may acknowledge the deviation, by emitting an
event to be logged by the service−level agreement object. It should be noted that the
service−level agreement object does not directly affect the internal state of the service
provider’s order processing system.
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Figure 7.3: Service−level agreement for shipping an order: Exception handling.

9. The customer may opt to log a formal complaint, using the declare complaint

method. This action would be useful for auditing purposes and handling disputes.
Depending on the specific terms of the service−level agreement, the provider may
continue processing to ship the order, at a reduced cost, or the ordermay be cancelled.

It should be noted that, in both examples, the service−level agreement object keeps
track of the current state in the prcoessing of the order. This is achieved by having
registered a callback to be activated when the provider’s SubjectGroupFSM service
emits notifications. Since notifications are generated when each state is reached, as well as
when specific state transitions take place, the implementor of the service−level agreement
can program specific reactions for specific events of relevance to the order processing
workflow.





Chapter 8

Conclusions and Perspective

8.1 Summary of Results

This dissertation presented a model for network−centric applications that rely on the
cooperation of autonomous services in an open distributed environment. Extensions
to the CORBA object framework were presented in Chapter 4 to facilitate composition
of new services by combining existing ones, with support for on−line monitoring and
control. Service−level agreements were introduced into the distributed component
infrastructure in Chapter 5 to allow interactions while preserving autonomy and
guaranteeing accountability. By constraining both the service provider and the service
customer to interact through service−level agreements, which are first−class objects in
our infrastructure, the run−time properties of services become more predictable and in
this sense more manageable. An infrastructure that utilizes components and service−level
agreements to model configurations of resources and tasks in the context of work sessions
provides a framework for dynamic and adaptive workflow, presented in Chapter 6. In our
perspective, work sessions are defined primarily by the (dynamic) collection of resources
made available by autonomous service providers, the requests issued by the partners
involved, and the mutual commitments between service providers and their customers
implied by these requests through explicit agreements on service−level aspects. Thus,
the Aurora infrastructure not only provides support for implementing the actions taken
by individual service providers to satisfy their commitments, but also explicitly supports
co−ordination and tracking of requests for performing actions. A case study from the
domain of electronic commerce, presented in Chapter 7, demonstrates the integration of
service−level agreements in the run−time environment. The case study also provides the
basis for a qualitative comparison of the work session framework presented in Chapter 6
to the approach taken by current−generation workflow management systems, as reflected
by the jointFlow specification by the OMG Business Object Domain Task Force [jFl98].

Thework session abstraction, thatmodels aWebof resources utilized by interdependent
tasks, contributes to realizing a shared workspace within which diverse applications and
tools can be shared by a community of end−users in dynamic configurations. This
workspace enables interoperation of components that implement services, while respecting
the autonomy of the service providers, in a sense enabling dynamic trading in the context
of a virtual marketplace [Der97]. In such a setting, composition capabilities are essential
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for service providers to gain market advantage, by allowing more rapid creation of new
services. Moreover, such a setting requires a comprehensive infrastructure for allowing
independent providers to express terms and conditions for usage of their services, including
access restrictions and performance−related indicators and controls, and support for both
providers and customers to monitor the conformance of ongoing interactions to mutually
agreed terms. The research presented in this dissertation is a step towards realizing such a
vision.

8.2 Directions for Further Research

All in all, we consider system−level infrastructure support for service−level agreements to
be a major direction for research, as well as an essential requirement for advancing the
scope and quality of processes in a dynamic open environment, especially in the context
of electronic commerce applications. We are particularly interested in applying our work
in enterprise portals that combine infrastructure, business models and organizational
structures to enable network−centric business processes. Such systems provide the
means for connecting customers, partners, suppliers and employees, by integrating the
business processes of individual participants and building business communities. Portals
encompass applications to support functions such as discovery of information andbusiness
opportunities, collaboration, business transaction execution, customer support, and
supply chain management. Many of these applications may share software components,
and require an infrastructure that readily supports on−demand combination of available
service offerings to create customized packages for customers. This infrastructure needs
to support dynamic deployment of new components and services, dynamic configuration,
and service−level monitoring, despite the challenges raised by the large−scale distribution
and autonomy of process participants. It is our view that these requirements can be
addressed through the development of a service−level monitor that, in analogy with a
transaction processing monitor [GR93], provides a controlled run−time environment and
support services for dynamic workflow involving distributed, independently developed
and managed components. The Aurora infrastructure is a step towards this direction.

An important development is the increasing popularity of thin−client devices, such
as personal digital assistants (PDAs) and third−generation mobile phones with Internet
access capabilities. Use of such devices is becoming pervasive, and there is growing interest
in using them as generic service access terminals. Their inherent limitations, namely limited
CPU and memory capacity, limited bandwidth, and intermittent bandwidth, pose hard
challenges for application development. It is our view that the service−level agreement
and work session frameworks presented in this dissertation could be used in this context
as well. However, the infrastructure services presented in this dissertation rely on
CORBA and Java technologies that are too heavy−weight for thin−client devices. A
direction for further research is the design and development of light−weight mechanisms
for allowing thin−client devices to access services from independent and autonomous
providers. It is our view that the Wireless Application Protocol [Ltd99] by the WAP
Forum, an international industry consortium, offers a major enabling technology for
allowing generic service access from thin−client devices. A direction for research is to
design and develop a service access gateway for services hosted by the Aurora run−time
infrastructure that will allow WAP−compliant thin−client devices to access services.

Another major direction for research is to investigate how to handle changes in



the service−level agreements exported by service providers, especially in the case of
interdependent providers. For example, assume that service provider A relies on the
services of providersB andC, and that each of the providers exports its own service−level
agreement, sla(A), sla(B), and sla(C), respectively. If service provider B changes its
service−level agreement, for example by promising shorter response times or by offering
more elaborate compensating actions, service provider A needs to be notified, since its
service−level agreement must take into account the changes made by service provider
B. In the case of changes related to expected response times, it may be possible to
automatically update the parameters of the service−level agreement exported by service
provider A. In the case of compensating actions and access restrictions, changes may be
much more difficult to handle. Due to the increasing interdependencies between service
providers, the problem of propagating changes in service−level agreements needs to be
investigated in−depth.

Moreover, we are interested in applying the service−level agreement framework in
cases where an ontology models the specific application domain. In this setting, service−
level agreements can encapsulate application domain−specific semantics, allowing for
more detailed handling of the interaction between service providers and their customers.
By giving an explicit link between the systems−level and business−level aspects of the
application infrastructure, service−level agreements provide a flexible framework for
explicitly representing and managing complex relationships between service providers
and their customers, and allow for reliable tracking of the interaction party by all sides
involved, without comprising autonomy. It is for this reason that we believe service−
level agreements should become an integral part of large−scale distributed application
platforms.
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Appendix A: IDL Specifications for the
Aurora Component Framework

This appendix presents the main interfaces of the Aurora component framework,
expressed in the OMG Interface Definition Language (IDL). The specifications rely
on basic support services, such as the Query Collection, Property Set, and Messaging
Framework services, the specifications of which which are omitted in the interests of
brevity (along with the definitions of auxilliary data types and exception types).

Source code of the Aurora is available at http://atlas.csd.uoc.gr/aurora

/*
* Component.idl −− IDL specification of a ’component’, i.e. a named managed
* object that represents a set of ’features’ (in the form of functional
* interfaces) supported by encapsulated arbitrarily complex software.
*/

module AuroraComponentModel f

/* interface navigation−related data type definitions */
struct ProvidedInterface f
InterfaceName ifName; /* distinguishing name of interface */
RepositoryID ifID; /* allows lookup in descriptor repository */
CORBA::Object ifRef; /* could reference ComponentBase (DSI) */

g;
struct ProvidedInterface f
SourceName srcN;
MessagingFramework::SubjectGroup notification grp;
CosQueryCollection::NamedCollection cb collection;

g;

/* connection management−related data type definitions */
struct ConnectedTarget f
ConnectionLabel label;
RepositoryID ifID;
CORBA::Object ref;

g;

/* Configurator −− interface for setting configuration properties */
interface Configurator f
CosPropertyService::PropertySet get configuration properties();
void set config property(in CosPropertyService::Property cfgval)
raises(ConfiguratorException);

void set config properties(in CosPropertyService::Properties cfgvals)
raises(ConfiguratorException);

boolean is configuration complete();
void configuration complete();

g;
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/* Exporter −− navigation among the (functional) interfaces
* provided by a component. A component’s implementations is the
* ‘aggregation’ of the implementation of all the interfaces it exports.
*/
interface Exporter f
ProvidedInterface get provided interface(in InterfaceName ifn)
raises(ExporterException);

ProvidedInterfaces get provided interfaces(in InterfaceNames ifns)
raises(ExporterException);

ProvidedInterfaces get all provided interfaces()
raises(ExporterException);

InterfaceNameList get provided interface names()
raises(ExporterException);

ProvidedInterface provide interface(in InterfaceName ifn,
in RepositoryID ifID, in CORBA::Object ifRef)

raises(ExporterException);
ProvidedInterfaces provide interfaces(in InterfaceNames ifns,
in RepositoryIDs ifIDs, in ObjectRefs ifRefs)

raises(ExporterException);
void revoke provided interface(in InterfaceName ifn)
raises(ExporterException);

void revoke provided interfaces(in InterfaceNames ifns)
raises(ExporterException);

void revoke all provided interfaces()
raises(ExporterException);

g;

/* Importer −− management of ’connections’ between component
* interfaces. Each link associates a distinctive ’label’ to a target
* object that implements a named interface. Such links enable a
* component to ’use’ external services (provides via interfaces of
* other components). For each named interface that a component uses,
* there can be one or more ’connected’ target objects, each with its own label.
*/
interface Importer f
void connect(in InterfaceName ifn, in ConnectionLabel lbl,
in CORBA::Object ref)

raises(ImporterException);
void disconnect(in InterfaceName ifn, in ConnectionLabel lbl)
raises(ImporterException);

void disconnect all(in InterfaceName ifn)
raises(ImporterException);

ConnectedTarget get connected(in InterfaceName ifn, in ConnectionLabel lbl)
raises(ImporterException);

ConnectionLabelList get all connection labels(in InterfaceName ifn)
raises(ImporterException);

ConnectionTargetDescription get all connection targets( in InterfaceName ifn)
raises(ImporterException);

g;

/* Reactor −− interface allowing reception of event notifications
* This interface must be provided by the implementation of components.
*/
interface Reactor: MessagingFramework::CallbackObject f

/* represents a ‘subscriber’ that exports a method with the following
* signature: oneway void notify(in MessagingFramework::MsgReceived evM);
*/
readonly attribute SourceName source name;
readonly attribute SinkName sink name;
readonly attribute MessagingFramework::Channel comm channel;
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attribute MessagingFramework::CallbackHandle cb handle;
g;

/* Notifier −− management of event sources and sinks. For each
* event type, components interested in receiving notifications
* are expected to register a Reactor object. Each component can
* retrieve its ’listener’ object for each specific event type (as
* identified by the ’sink’ name). Each component can provide multiple
* event sources, each with multiple ’listeners’.
*/
interface Notifier f

/* add sink: subscribe to an event type (subject) */
void add sink(in SourceName src, in SinkName sn, in Reactor sink)
raises(NotifierException);

/* get sink: returns the Reactor object for a named sink */
Reactor get sink(in SourceName src, in SinkName sn)
raises(NotifierException);

/* remove sink: remove a sink from source’s subscriber list */
void remove sink(in SourceName src, in SinkName sn)
raises(NotifierException);

/* remove all sinks: remove all sinks from subscriber list */
void remove all sinks(in SourceName src)
raises(NotifierException);

/* get all source names(): returns list of available ’subjects’ */
SourceNameList get all source names()
raises(NotifierException);

/* get sinks: returns all subscribers to event type */
EventListenerList get sinks(in SourceName src)
raises(NotifierException);

/* push event: disseminate event data (name/value pairs) to subscribers */
void push event(in SourceName src, in Event ev)
raises(NotifierException);

g;

/* ComponentBase −− basic attributes and properties of component, plus
* accessors for Home, ConfigurationBase, Control, RequestManagement,
* EventManagement, ConnectionManagement, InterfaceNavigation objects
* associated with the component.
*/
interface ComponentBase f

/* component name, type tag, key, and short description */
readonly attribute string componentName;
readonly attribute string componentKey;
readonly attribute string componentTypeTag;
readonly attribute string componentDescription;

/* properties manipulated at deployment−time, including IOR’s of used
* interfaces and IOR’s of event emmiters
*/
attribute CosPropertyService::PropertySet configProps;

/* properties manipulated at run−time, including IOR’s of used
* interfaces and IOR’s of event emmiters
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*/
attribute CosPropertyService::PropertySet runtimeProps;

/* get descriptor() −− component descriptor object */
AuroraComponentDescriptor::DescriptorStruct get descriptor();

/* get configurator() −− configuration management object */
Configurator get configurator();

/* get control() −− monitoring/control object */
ContainerFramework::ComponentControl get control();

/* get request manager() −− request management object */
ContainerFramework::WorkRequestManager get request management interface();

/* get connection manager() −− connection management object */
Importer get connection management interface();

/* get interface navigator() −− interface directory object */
Exporter get interface navigator();

/* get event manager() −− event dissemination management object */
Notifier get event manager();

g;
g;
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Appendix B: IDL Specifications for the
Aurora Container Framework

This appendix presents the main interfaces of the Aurora container framework,
expressed in the OMG Interface Definition Language (IDL). The specifications rely
on basic support services, such as the Query Collection, Property Set, Binary Data, and
Security Framework services, the specifications of which which are omitted in the interests
of brevity (along with the definitions of auxilliary data types and exception types).

/*
* Container.idl −− IDL specification for the Aurora container framework
* that allows clients to load, activate and monitor software components
* within a controlled run−time environment.
*
*/

module ContainerFramework f
typedef sequence<octet> OctetString;
typedef OctetString Identity;
typedef OctetString Authority;
struct Name f
Identity identity;
Authority authority;

g;
typedef sequence<name> NameList;
struct ClassName f /* OMGMASIF−style definition of class identity */
string name; /* fully qualified class name */
OctetString secID; /* class binary ID − may be used for security */

g;
interface ComponentClassProvider f
readonly attribute string provider name;
readonly attribute OctetString provider authority;
AuroraComponentDescriptor::ByteArrayHolder fetch class(in ClassName classN)
raises(ClassUnknown, ComponentClassProviderException);

AuroraComponentDescriptor::ByteArrayHolder fetch classes(in ClassNameList classNL)
raises(MultipleClassesUnknown, ComponentClassProviderException);

g;
struct MetadataDescriptorf
string name;
boolean is op;
string signature;
string description;

g;
typedef string ComponentStatus;
typedef sequence<MetadataDescriptor> MetadataDescriptors;
typedef CosPropertyService::PropertySet ComponentState;

/* ComponentControl: uniform monitoring and control. This interface must be
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* implemented by the component’s developer so as to support uniform
* monitoring and control. This allows containers to export a generic
* interface for monitoring and control, by delegating requests for
* state/metadata inspection and manipulation, component−specific
* instrumentation control and communication channel manipulation to
* a ComponentControl object provided by the component’s developer.
*/
interface ComponentControl f

/* operations to start/stop/suspend/resume component execution */
void Start(in ComponentState ctx)
raises(ComponentControlException, UnsupportedControlOperation);

void Stop()
raises(ComponentControlException, UnsupportedControlOperation);

void Suspend()
raises(ComponentControlException, UnsupportedControlOperation);

void Resume(in ComponentState ctx)
raises(ComponentControlException, UnsupportedControlOperation);

/* operation to inspect ‘status’ of component (active, suspended, etc) */
ComponentStatus QueryStatus()
raises(ComponentControlException, UnsupportedControlOperation);

/* operations for controlling component instrumentation */
void InitInstrumentation(in ComponentState ctx)
raises(ComponentControlException, UnsupportedControlOperation);

void EnableInstrumentation(in ComponentState ctx)
raises(ComponentControlException, UnsupportedControlOperation);

void DisableInstrumentation()
raises(ComponentControlException, UnsupportedControlOperation);

void StopInstrumentation()
raises(ComponentControlException, UnsupportedControlOperation);

/* operations for listing and manipulating component−related metadata */
MetadataDescriptors QueryMetadata()
raises(ComponentControlException, UnsupportedControlOperation);

void SetMetadata(in MetadataDescriptors attrs)
raises(ComponentControlException, UnsupportedControlOperation);

MetadataDescriptors ListStateVars()
raises(ComponentControlException, UnsupportedControlOperation);

MetadataDescriptors ListControlOps()
raises(ComponentControlException, UnsupportedControlOperation);

/* operations for retrieving and (re)setting component state */
ComponentState RetrieveState(in MetadataDescriptors attrs)
raises(ComponentControlException, UnsupportedControlOperation);

void SetState(in MetadataDescriptors attrs, in ComponentState state)
raises(ComponentControlException, UnsupportedControlOperation);

/* operations to establish/destroy communication channels */
ChannelID EstablishChannel(in SubjectID subject, in ComponentInstanceKey target)
raises(ComponentControlException, UnsupportedControlOperation);

ChannelID DestroyChannel(in ChannelID chid)
raises(ComponentControlException, UnsupportedControlOperation);

g;

/* ComponentProxy: i/f that must be implemented by components
* hosted within a Container’s run−time environment
*/
interface ComponentProxy f
string server name();
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ContainerID container key();
ComponentPackageKey component package key();
CORBA::Object component main ref();
ComponentControl component control();

g;

/* UpdatableComponentProxy: i/f that must be implemented by ComponentProxy
* objects that insulate customers from changes of the references to
* the actual implementations of services and their corresponding control
* objects. The callbacks specified by this i/f allow a service provider
* (or an independent third−party, such as the authority that manages the
* container run−time environment) to update or invalidate an exported
* reference, or to export alternative references that may be used by
* customers via the container’s request management API. Such
* notifications allow the container to keep its map of component
* instances up−to−date, and provide a crucial building block for robust
* and scalable operation of the infrastructure in the face of
* long−duration workflow processes. Support for alternative references
* for a service allows the container to coordinate load sharing and
* fail−over without the explicit cooperation of customers, who can
* request such functionality by setting appropriate attributes in the
* service−level specifications that accompany their requests.
*/
interface UpdatableComponentProxy: ComponentProxy f
void reset component main ref(in CORBA::Object newRef);
void alternative component main ref(in CORBA::Object altRef);
void invalidate component main ref(in CORBA::Object ref);
void invalidate ll component main refs();
void reset component control(in ComponentControl newRef);
void invalidate component control();

g;

/* PoolObject: i/f that must be implemented by ComponentProxy objects
* that can be pooled in a LRU pool maintained by the container
*/
interface PoolObject: UpdatableComponentProxy f
AuroraComponentDescriptor::ByteArrayHolder object to bytes()
raises(PoolObjectException);

void bytes to object(in OctetString bdata)
raises(PoolObjectException);

void object init(in BinaryDataServiceModule::bdataID persistentRef)
raises(PoolObjectException);

void objectIn(in BinaryDataServiceModule::bdataID persistentRef)
raises(PoolObjectException);

void objectOut(in BinaryDataServiceModule::bdataID persistentRef)
raises(PoolObjectException);

void object released( in BinaryDataServiceModule::bdataID persistentRef)
raises(PoolObjectException);

string to string()
raises(PoolObjectException);

g;

/* Container: run−time environment for components (loader + support services)
* A container allows clients to load ’component packages’, and then
* instantiate them. A client can invoke inspection and control methods
* on a component instance, as well as invoke services (possibly remote).
* It is possible to interconnect component instances, by having a
* component subscribe as listener to a subject provided by a source
* component. Publishing on a subject results in invocations of callback
* methods on all listener objects.
*/
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struct ComponentPackageDescriptor f
Name package name;
unsigned long access type;
ComponentPackageKey package key;
ClassNameList class names;
CosPropertyService::PropertySet package properties;

g;
struct ComponentInstanceDescriptor f
ComponentPackageKey package key;
ComponentInstanceKey instance key;
Container containerRef;
CORBA::Object component main objRef;
ComponentControl component control;
CosPropertyService::PropertySet instance properties;

g;
interface Container f
readonly attribute string server name;
readonly attribute ContainerID container key;
readonly attribute SecurityFramework::SecurityCredentials container credentials;
readonly attribute boolean supports workflow;
readonly attribute CosPropertyService::PropertySet serviceRefs;
ComponentPackageKey load component package drep(

in SecurityFramework::SecurityCredentials sc,
in string pkg name, in string drepK, in unsigned long access type,
in CosPropertyService::PropertySet props)

raises(ComponentPackageException);
ComponentPackageKey load component package( in SecurityFramework::SecurityCredentials sc,

in unsigned long access type, in Name packageN, in ClassNameList cnames,
in CosPropertyService::PropertySet props)

raises(ComponentPackageException);
void unload component package( in SecurityFramework::SecurityCredentials sc,

in ComponentPackagekey pkgK)
raises(ComponentPackageException);

ComponentPackageKeys list component packages( in SecurityFramework::SecurityCredentials sc)
raises(ComponentPackageException);

ComponentPackageDescriptor component package descriptor(
in SecurityFramework::SecurityCredentials sc, in ComponentPackageKey pkgK)

raises(ComponentPackageException);
ComponentInstanceKey init component instance( in SecurityFramework::SecurityCredentials sc,

in ComponentPackagekey pK, in CosPropertyService::PropertySet props)
raises(ComponentInstanceException);

void destroy component instance( in SecurityFramework::SecurityCredentials sc,
in ComponentInstanceKey cK)

raises(ComponentInstanceException);
ComponentInstanceKeys list component instances( in SecurityFramework::SecurityCredentials sc)
raises(ComponentInstanceException);

void reset component main ref(
in SecurityFramework::SecurityCredentials sc, in ComponentInstanceKey cK,
in CORBA::Object newRef)

raises(ComponentInstanceException);
void alternative component main ref(

in SecurityFramework::SecurityCredentials sc, in ComponentInstanceKey cK,
in CORBA::Object newRef)

raises(ComponentInstanceException);
void invalidate component main ref(

in SecurityFramework::SecurityCredentials sc, in ComponentInstanceKey cK,
in CORBA::Object newRef)

raises(ComponentInstanceException);
void invalidate all component main refs(

in SecurityFramework::SecurityCredentials sc, in ComponentInstanceKey cK)
raises(ComponentInstanceException);
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void reset component control(
in SecurityFramework::SecurityCredentials sc, in ComponentInstanceKey cK,
in ComponentControl cRef)

raises(ComponentInstanceException);
void invalidate component control(

in SecurityFramework::SecurityCredentials sc, in ComponentInstanceKey cK)
raises(ComponentInstanceException);

void init instrumentation(
in SecurityFramework::SecurityCredentials sc, in ComponentInstanceKey cK,
in CosPropertyService::PropertySet props)

raises(ComponentInstanceException);
void enable instrumentation(

in SecurityFramework::SecurityCredentials sc, in ComponentInstanceKey cK,
in CosPropertyService::PropertySet props)

raises(ComponentInstanceException);
void disable instrumentation(

in SecurityFramework::SecurityCredentials sc, in ComponentInstanceKey cK)
raises(ComponentInstanceException);

void stop instrumentation(
in SecurityFramework::SecurityCredentials sc, in ComponentInstanceKey cK)

raises(ComponentInstanceException);
ComponentStatus get status(

in SecurityFramework::SecurityCredentials sc, in ComponentInstanceKey cK)
raises(ComponentInstanceException);

stringList list control variables(
in SecurityFramework::SecurityCredentials sc, in ComponentInstanceKey cK)

raises(ComponentInstanceException);
stringList list control operations(

in SecurityFramework::SecurityCredentials sc, in ComponentInstanceKey cK)
raises(ComponentInstanceException);

stringList get component instance metadata(
in SecurityFramework::SecurityCredentials sc, in ComponentInstanceKey cK)

raises(ComponentInstanceException);
void set component instance metadata(

in SecurityFramework::SecurityCredentials sc, in ComponentInstanceKey cK, in stringList attrs)
raises(ComponentInstanceException);

CosPropertyService::PropertySet retrieve state(
in SecurityFramework::SecurityCredentials sc, in ComponentInstanceKey cK,
in stringList state vars, in CosPropertyService::PropertySet s)

raises(ComponentInstanceException);
void set state(in SecurityFramework::SecurityCredentials sc,

in ComponentInstanceKey cK, in stringList state vars,
in ComponentState s)

raises(ComponentInstanceException);
void start component instance(

in SecurityFramework::SecurityCredentials sc, in ComponentInstance cK,
in ComponentState ctx)

raises(ComponentInstanceException);
void suspend component instance(

in SecurityFramework::SecurityCredentials sc, in ComponentInstance cK)
raises(ComponentInstanceException);

void resume component instance(
in SecurityFramework::SecurityCredentials sc, in ComponentInstance cK,
in ComponentState ctx)

raises(ComponentInstanceException);
void stop component instance(

in SecurityFramework::SecurityCredentials sc, in ComponentInstance cK)
raises(ComponentInstanceException);

ChannelID establish channel(
in SecurityFramework::SecurityCredentials sc, in ComponentInstanceKey fromK,
in SubjectID subject, in ComponentInstanceKey toK)
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raises(ComponentInstanceException);
void destroy channel(in SecurityFramework::SecurityCredentials sc,

in ComponentInstance cK, in ChannelID chid)
raises(ComponentInstanceException);

anyList execute method(in ComponentInstanceKey cK,
in CallerID caller, in string if name, in SLAspec sla,
in string method name, in anyList args)

raises(ComponentInstanceException);
g;

/* CallerCB: callback i/f allowing a client to receive notifications about
* whether a request that he issued has been accepted or refused, and
* also to receive the results (complete or partial) or abort notification
* about a request. All callback methods provide the RequestID of the
* request in question, since a caller may have multiple outstanding
* requests on different component instances, hosted by the same or by
* different containers.
*/
interface CallerCB f
void request ready to start(in RequestID rid, in CosPropertyService::PropertySet ctx)
raises(WorkRequestManagerException);

void request refused(in RequestID rid, in CosPropertyService::PropertySet ctx)
raises(WorkRequestManagerException);

void request accepted(in RequestID rid, in CosPropertyService::PropertySet ctx)
raises(WorkRequestManagerException);

void request in progress(in RequestID rid, in CosPropertyService::PropertySet ctx)
raises(WorkRequestManagerException);

void request completed(in RequestID rid, in CosPropertyService::PropertySet ctx)
raises(WorkRequestManagerException);

void request aborted(in RequestID rid, in CosPropertyService::PropertySet ctx)
raises(WorkRequestManagerException);

void request delagated(in RequestID rid, in RequestID new rid, in Container nc)
raises(WorkRequestManagerException);

g;

/* WorkRequestManager: specialization of Container that supports
* asynchronous request management (basis for dynamic workflow)
*
* generic interface for request management: allows application servers to
* maintain a pool of pending requests for each component, while allowing
* each component to implement its own admission control policy.
* Alternatively, a container may enforce its own policy for ’work item’
* allocation, as ’legacy’ components may not be ’workflow−enabled’.
*/
interface WorkRequestManager: Container, CallerCB f
RequestID request init(in SecurityFramework::SecurityCredentials sc,

in CallerID caller, in CallerCBSpec cb spec, in ComponentInstancekey ck,
in string ifN, in SLAspec sla, in string method, in anyList args)

raises(WorkRequestManagerException);
void request start(in SecurityFramework::SecurityCredentials sc,

in RequestID rid)
raises(WorkRequestManagerException);

RequestID request issue(in SecurityFramework::SecurityCredentials sc,
in CallerID caller, in CallerCBSpec cb spec, in ComponentInstancekey ck,
in string ifN, in SLAspec sla, in string method, in anyList args)

raises(WorkRequestManagerException);
void request cancel(in SecurityFramework::SecurityCredentials sc,

in RequestID rid)
raises(WorkRequestManagerException);

anyList request wait(in SecurityFramework::SecurityCredentials sc,
in RequestID rid)
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raises(WorkRequestManagerException);
anyList request results(in SecurityFramework::SecurityCredentials sc,

in RequestID rid)
raises(WorkRequestManagerException);

RequestID request fork(in SecurityFramework::SecurityCredentials sc,
in RequestIDs rids)

raises(WorkRequestManagerException);
RequestID request join(in SecurityFramework::SecurityCredentials sc,

in RequestIDs rids, in unsigned long min cnt)
raises(WorkRequestManagerException);

void request with compensation(
in SecurityFramework::SecurityCredentials sc, in RequestID rid,
in RequestID compensation rid)

raises(WorkRequestManagerException);
void request with time limit(

in SecurityFramework::SecurityCredentials sc, in RequestID rid,
in TimeSpec timeLimit)

raises(WorkRequestManagerException);
void set request with time limit(

in SecurityFramework::SecurityCredentials sc, in RequestID rid,
in TimeSpec timeLimit)

raises(WorkRequestManagerException);
RequestIDs list pending requests( in SecurityFramework::SecurityCredentials sc)
raises(WorkRequestManagerException);

g;

/* ContainerServer: factory/directory for Container objects
*/
interface ContainerServer f
readonly attribute string server name;
readonly attribute SecurityFramework::SecurityCredentials server sc;
ContainerID create container( in SecurityFramework::SecurityCredentials sc, in string name,
in boolean supports workflow, in unsigned long max active instances,
in unsigned long long expiration timeout)

raises(ContainerServerException);
void shutdown container( in SecurityFramework::SecurityCredentials sc, in ContainerID cid)
raises(ContainerServerException);

ContainerIDs list containers( in SecurityFramework::SecurityCredentials sc)
raises(ContainerServerException);

Container get container(in ContainerID cid)
raises(ContainerServerException);

g;
g;
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Appendix C: IDL Specifications for the
Aurora Service−Level Agreement
Framework

This appendix presents the main interfaces of the Aurora service−level agreement
framework, expressed in theOMGInterfaceDefinitionLanguage (IDL).The specifications
rely on basic support services, such as the Query Collection, Property Set, Binary Data,
Security Framework, and Logging/Monitoring services, the specifications of which which
are omitted in the interests of brevity (along with the definitions of auxilliary data types
and exception types).

/*
* SLA.idl −− IDL specification for a service−level agreement framework
*
* − Service−level agreements encapsulate the context of an interaction
* between a service provider and a client. As an example, a SLA can
* coordinate the interaction between a merchant and a customer in the
* case of an electronic commerce transaction. The SLA is executed either
* by the service provider or by a mutually trusted thrid−party, in order
* to coordinate the actions of the participants. In the e−commerce example,
* the SLA could specify what the participants (merchant, customer, banks,
* etc) should do next in the way of ordering, payment, and delivery.
*
* − All participants in an interaction, including the SLA object, respond to
* incoming requests by taking local actions (eg: authorize a payment,
* initiate a delivery process) and issuing requests to other participants
* so as to advance the state of the ongoing interaction.
*
* − The event handlers in each of the participants can be ’proxies’ to
* autonomous systems, thus insulating the SLA as well as the participants
* from the implementation details for particular actions.
*
* − SLA objects are ’generic’ in the sense that the details of implementing
* a specific ’contract’ are contained exclusively within the provider’s
* event handlers.
*
* − The interface declarations in this specification are intended to serve
* as ’inheritance base’ for specific process implementations (eg: an
* e−commerce transaction scenario).
*
*/

module SLAframework f

/* auxilliary data types */
typedef CospropertyService::PropertySet SLAstate;

97



struct SLAevent f
TimeSpec ts;
StatusTag status;
SLAstate data;g;

typedef AuroraComponentDescriptor::Resourcekey ServiceDescriptor;
typedef ContainerFramework::ComponentInstanceKey ServiceHandle;
typedef CosQueryCollection::Collection ActionCollection;
typedef CosQueryCollection::Iterator ActionIterator;
typedef CosQueryCollection::Iterator HistoryIterator;
typedef any TermsAndConditions;
typedef string StatusTag;

/* SLA */
interface SLA: SecurityFramework::Actor f
readonly attribute string description;
readonly attribute SecurityFramework::SecurityCredentials authority;
SLAid sla id();
LoggingServiceModule::SessionID session id();
LoggingServiceModule::TaskID task id();
void set status(in SecurityFramework::SecurityDCredentials sc,

in StatusTag status)
raises(SLAexception);

StatusTag get status(in SecurityFramework::SecurityCredentials sc)
raises(SLAexception);

void set sla state(in SecurityFramework::SecurityCredentials sc,
in SLAstate state)

raises(SLAexception);
SLastate get sla state(in SecurityFramework::SecurityCredentials sc)
raises(SLAexception);

void start(in SecurityFramework::SecurityCredentials sc,
in StatusTag status, in SLAstate state)

raises(SLAexception);
void terminate(in SecurityFramework::SecurityCredentials sc,

in StatusTag status)
raises(SLAexception);

void complete(in SecurityFramework::SecurityCredentials sc)
raises(SLAexception);

void passivate(in SecurityFramework::SecurityCredentials sc)
raises(SLAexception);

void reactivate(in SecurityFramework::SecurityCredentials sc,
in StatusTag status, in SLAstate state)

raises(SLAexception);
HistoryIterator get history(in SecurityFramework::SecurityCredentials sc)
raises(SLAexception);

void sla event(in SecurityFramework::SecurityCredentials sc,
in SLAevent ev)

raises(SLAexception);
TermsAndConditions get contract specification(

in SecurityFramework::SecurityCredentials sc)
raises(SLAexception);

ServiceHandle get service handle( in SecurityFramework::SecurityCredentials sc)
raises(SLAexception);

ActionIterator get supported actions( in SecurityFramework::SecurityCredentials sc)
raises(SLAexception);

ServiceDescriptor get service descriptor(
in SecurityFramework::SecurityCredentials sc)

raises(SLAexception);
ContainerFramework::RequestID request fulfillment(

in SecurityFramework::SecurityCredentials sc, in SLAspec spec,
in SecurityFramework::Action action, in SLAstate params)

raises(SLAexception);
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void declare fulfilled(in SecurityFramework::SecurityCredentials sc,
in ContainerFramework::RequestID rid, in SLAstate state)

raises(SLAexception);
void declare exception(in SecurityFramework::SecurityCredentials sc,

in ContainerFramework::RequestID rid, in SLAstate state)
raises(SLAexception);

void declare satisfied(in SecurityFramework::SecurityCredentials sc,
in ContainerFramework::RequestID rid)

raises(SLAexception);
void declare complaint(in SecurityFramework::SecurityCredentials sc,

in ContainerFramework::RequestID rid, in SLAstate state)
raises(SLAexception);

g;

/* SLA factory */
interface SLAfactory f
SLA create sla(in SecurityFramework::SecurityCredentials sc,

in string description, in TermsAndConditions contract,
in ActionCollection actions, in ServiceHandle serviceH,
in ServiceDescriptor descriptor key, in LoggingServiceModule::SessionID sid,

in LoggingServiceModule:TaskID tid,
in CosPropertyService:;PropertySet exportedProps,
in string slaName, in string slaClassName)

raises(SLAfactoryException);
SLA get sla(in SecurityFramework::SecurityCredentials sc,

in SLAid sla id)
raises(SLAfactoryException);

void terminate(in SecurityFramework::SecurityCredentials sc,
in SLAid sla id, in StatusTag status)

raises(SLAfactoryException);
void complete(in SecurityFramework::SecurityCredentials sc,

in SLAid sla id)
raises(SLAfactoryException);

void passivate(in SecurityFramework::SecurityCredentials sc,
in SLAid sla id)

raises(SLAfactoryException);
void reactivate(in SecurityFramework::SecurityCredentials sc,

in SLAid sla id, in StatusTag status, in SLAstate state)
raises(SLAfactoryException);

SLAids list slas(in SecurityFramework::SecurityCredentials sc)
raises(SLAfactoryException);

g;
g;
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Appendix D: IDL Specification of the
Aurora Work Session Framework

This appendix presents the main interfaces of the Aurora container framework,
expressed in the OMG Interface Definition Language (IDL). The specifications rely
on basic support services, such as the Query Collection, Property Set, Binary Data, and
Security Framework services, the specifications of which which are omitted in the interests
of brevity (along with the definitions of auxilliary data types and exception types).

/*
* Session.idl −− IDL specification of the Aurora work session framework
*
* − This specification defines a model that represents basic objects and
* their relationships in the end−user view of a distributed system. The
* objective is to provide a consistent and common description of fundamental
* concepts such as users, resources, tasks so as to enable applications to
* significantly raise the level of collaboration and resource sharing within
* projects and enterprises, while also raising the level of abstraction for
* the end−users that directly interact with the distributed system, in the
* context of ’work sessions’, which are defiend as configurations of
* participants in shared workspaces using resources in processes.
*/

module SessionFramework f
typedef ResourceEvent f
string event type;
any event data;

g;
typedef SharedWorkspace Session;

typedef sequence<string> EventTypeTags;

* ResourceEventReceiver: i/f for receiving notifications of type

ResourceEvent (string tag (event type) + ‘any’ value that contains a

MessagingFramework::ConditionNotification)

/
interface ResourceEventReceiver f
EventTypeTags get supported event types();
oneway void resource event(in ResourceEvent ev);
ResourceEventIterator get history()
raises(SessionFrameworkException);

g;

/* SessionEventCallback: i/f for receiving notifications of session−related
* events: added/removed in workspace, produced/consumed by task
*/
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interface SessionEventCallback f
void resource added in workspace(in Session wpsace);
void resource removed from workspace(in Session wpsace);
void resource produced by task(in Task ptask);
void resource consumed by task(in Task ptask);

g;

/* SessionResource:
* − inherits the following methods from the Actor interface:
* name(), get credentials(), get exported properties(),
* set exported properties()
*/
interface SessionResource: SecurityFramework::Actor, SessionEventCallback f
string rname();
string rkey();
string rtype();
string rdescription();
void set ctx(in CosPropertyService::PropertySet ctx)
raises(SessionFrameworkException);

CosPropertyService::PropertySet get ctx();
WorkspaceIterator get iterator on workspaces();
TaskIterator get iterator on producers();
TaskIterator get iterator on consumers();
ContainerFramework::ComponentInstanceKey component ref();
void release(in StatusCode status)
raises(SessionFrameworkException);

g;

/* Session Participant */
interface SessionParticipant: SessionResource f
void submit request(in WorkRequest req)
raises(SessionFrameworkException);

void remove request(in WorkRequest req)
raises(SessionFrameworkException);

WorkRequestIterator get request iterator()
raises(SessionFrameworkException);

Task create task(in string name, in TaskID key,
in SharedWorkspace work session, in SessionResource data)

raises(SessionFrameworkException);
TaskIterator get task iterator()
raises(SessionFrameworkException);

SharedWorkspace workspace();
SharedWorkspace create workspace(in string name, in SessionID key,

in SecurityFramework::ACL acl, in string ws class name)
raises(SessionFrameworkException);

g;

/* WorkRequest:
* − inherits the following methods from the Action interface:
* target(), callerRolesRequired()
*/
interface WorkRequest f
ContainerFramework::RequestID request id();
any request body();

g;

/* Shared Workspace */
interface SharedWorkspace: SessionResource, ResourceEventReceiver f
SecurityFramework::ACL get acl();
SharedWorkspace create subworkspace(in string name, in WorkspaceID key,

in string description, in SecurityFramework::ACL acl, in string ws class name)
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raises(SessionFrameworkException);
void add resource(in SessionResource r)
raises(SessionFrameworkException);

void remove resource(in SessionResource r)
raises(SessionFrameworkException);

ResourceIterator get resource iterator(in string resourceType)
raises(SessionFrameworkException);

g;

/* Task */
interface Task: SessionResource, ResourceEventReceiver f
string state();
SessionParticipant owner();
void set owner(in SessionParticipant owner)
raises(SessionFrameworkException);

void add consumed(in SessionResource r)
raises(SessionFrameworkException);

void remove consumed(in SessionResource r)
raises(SessionFrameworkException);

ResourceIterator get consumed resource()
raises(SessionFrameworkException);

void add produced(in SessionResource r)
raises(SessionFrameworkException);

void remove produced(in SessionResource r)
raises(SessionFrameworkException);

ResourceIterator get produced resource()
raises(SessionFrameworkException);

void start()
raises(SessionFrameworkException);

void stop()
raises(SessionFrameworkException);

void suspend()
raises(SessionFrameworkException);

void resume()
raises(SessionFrameworkException);

g;

/* Session Manager */
interface SessionManager f
SessionID open session(in SecurityFramework::SecurityCredentials sc,

in string name, in string skey, in string descr,
in SecurityFramework::ACL acl, in CosPropertyService::PropertySet ctx)

raises(SessionFrameworkException);
void close session(in SecurityFramework::SecurityCredentials sc,

in SessionID sid, in StatusCode status)
raises(SessionFrameworkException);

void join session(in SecurityFramework::SecurityCredentials sc,
in SessionID sid, in SessionResource r)

raises(SessionFrameworkException);
void leave session(in SecurityFramework::SecurityCredentials sc,

in SessionID sid, in SessionResource r)
raises(SessionFrameworkException);

CosPropertyService::PropertySet get session state(
in SecurityFramework::SecurityCredentials sc, in SessionID sid)

raises(SessionFrameworkException);
Session get session(in SecurityFramework::SecurityCredentials sc,

in SessionID sid)
raises(SessionFrameworkException);

SessionIDs list sessions(in SecurityFramework::SecurityCredentials sc)
raises(SessionFrameworkException);

SessionID get session byName( in SecurityFramework::SecurityCredentials sc,
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in string name)
raises(SessionFrameworkException);

SessionID get session byAttributes( in SecurityFramework::SecurityCredentials sc,
in CosPropertyService::Properties attrs)

raises(SessionFrameworkException);
g;

g;
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Appendix E: IDL Specification of a
Workflow Facility based on the OMG
jointFlow Standard

This appendix presents the main interfaces of the workflow facility described in the
case study of Chapter 7. This workflow facility is modeled after the OMG jointFlow
specification [jFl98], with minor adjustmentments to re−use some of the basic support
services of the Aurora run−time ennvironment.

/*
* jFlow.idl −− IDL specification for a workflow execution and monitoring
* infrastructure that is similar in spirit to the OMG jointFlow standard
* as described in OMGDocument Number bom/98−06−07
*/

module jFlowFramework f
typedef string StatusCode;
typedef string StateID;
typedef CosQueryCollection::Iterator AssignmentMemberIterator;
typedef CosQueryCollection::Iterator ActivityIterator;
typedef CosQueryCollection::Iterator ProcessIterator;
typedef CosQueryCollection::Iterator HistoryIterator;
typedef CosPropertyService::PropertySet Data;
typedef DataSignatureStruct f
string attribute name; /* name of argument/parameter */
string type name; /* IFR id for type of argument/parameter */

g;
typedef sequence<DataSignatureStruct> DataSignature;

/* Resource */
interface Resource f
string name();
string key();
string description();
AssignmentMemberIterator get iterator on assignments()
raises(ProcessException);

boolean is member of assignment(in Assignment assignment)
raises(ProcessException);

void release(in Assignment assignment, in StatusCode status)
raises(ProcessException);

g;

/* Requester */
interface Requester f
ProcessIterator get iterator on performers()
raises(ProcessException);

boolean is associated with process(in WorkflowProcess process)
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raises(ProcessException);
void notification(in EventNotification ev)
raises(ProcessException);

g;

/* Perfomer */
interface Performer f
string name();
string key();
string description();
StateID state();
void set state(in StateID state)
raises(ProcessException);

Data context data();
void set context data(in Data ctx data)
raises(ProcessException);

unsigned long priority();
void set priority(in unsigned long prio)
raises(ProcessException);

void suspend()
raises(ProcessException);

void resume()
raises(ProcessException);

void abort()
raises(ProcessException);

void terminate()
raises(ProcessException);

HistoryIterator get history iterator()
raises(ProcessException);

g;

/* Activity */
interface Activity: Requester, Performer f
Data result();
raises(ProcessException);

void set result(in Data res)
raises(ProcessException);

WorkflowProcess parent process();
boolean is member of assignment(in Assignment assignment)
raises(ProcessException);

AssignmentMemberIterator get iterator on assignments()
raises(ProcessException);

void complete()
raises(ProcessException);

g;

/* Workflow Process */
interface WorkflowProcess: Performer f
Requester process requester();
PrcoessManager process mgr();
ActivityIterator get iterator on activities()
raises(ProcessException);

boolean is parent of activity(in Activity activity)
raises(ProcessException);

Dataa result()
raises(ProcessException);

void start()
raises(ProcessException);

g;

/* Process Manager */
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interface ProcessManager f
string name();
string key();
string description();
ProcessIterator get iterator on processes()
raises(ProcessException);

boolean is creator of process(in WorkflowProcess process)
raises(ProcessException);

DataSignature context data signature();
DataSignature result data signature();
WorkflowProcess create process(in Requester requester)
raises(ProcessException);

g;

/* Assignment
* − allowed values for ‘state’: pending approval, approved
*/
enum assignment state f
no assignment, pending approval, approved

g;
interface Assignment f
string assignment name();
string assignment key();
string assignment description();
Activity assigned to activity();
Resource assigned resource()
raises(ProcessException);

void set resource(in Resource r)
raises(ProcessException);

assignment state state();
void set state(in assignment state s)
raises(ProcessException);

g;

/* EventNotification:
* − allowed values for ‘event type’: create process, process state change,
* activity state change, activity ctx update, activity result update,
* assignment state change, process ctx change
*/
enum event notification type f
create process, process state change, activity state change, activity ctx change,
activity result update, activity ctx change, activity result update,
assignment state change, process ctx change

g;
interface EventNotification f
Performer source();
string event type();
TimeSpec ts();
string process name();
string process key();
string activity name();
string activity key();
string proces mgr name();
string prev state();
string new state();
string prev assignment state();
string new assignment state();

g;
g;
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Appendix F: IDL Specification for the
Electronic Commerce Case Study

This appendix presents the main interfaces of the electronic commerce framework
described in the case study of Chapter 7. Only the definitions of auxilliary data types and
exception types have been omitted in the interests of brevity.

/*
* ecommerce.idl −− IDL specification for services supporting electronic
* commerce: products catalogue, order tracking, shopping basket,
* payment processor, problem log
*
* − The implementation of these support services uses the LogMonitor service.
*/

module EcommerceModule f

/* ProductsCatalogue: i/f of products database
* − distinction between ’soft’ and ’hard’ goods: Soft goods can be
* obtained immediately, whereas hard goods require a fulfillment
* process before the order can be marked for shipping.
* − Product entries cannot be deleted, since a product may have been
* ordered thus creating an entry in the order tracking system.
*/
struct ProductStruct f
ProductID product id;
string product name;
string product description;
double price;
string currency;
boolean soft good p;
boolean for sale p;
string terms and conditions;
Quantity quantity; /* defined in the context of the Inventory service */

g;
typedef sequence<ProductStruct> ProductStructList;

interface ProductsCatalogue: ContainerFramework::StatisticsSource f
AuroraComponentDescriptor::ByteArrayHolder get product info(

in SecurityFramework::SecurityCredentials sc, in ProductID product id)
raises(ProductsCatalogueException);

AuroraComponentDescriptor::ByteArrayHolder get current products(
in SecurityFramework::SecurityCredentials sc)

raises(ProductsCatalogueException);
AuroraComponentDescriptor::ByteArrayHolder get discontinued products(

in SecurityFramework::SecurityCredentials sc)
raises(ProductsCatalogueException);

ProductID add product entry( in SecurityFramework::SecurityCredentials sc,
in string name, in string descr, in boolean soft good p,
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in double price, in string currency, in string terms)
raises(ProductsCatalogueException);

void modify product entry( in SecurityFramework::SecurityCredentials sc,
in ProductID product id, in string name, in string descr, in boolean soft good p,
in boolean for sale p, in double price, in string currency, in string terms)

raises(ProductsCatalogueException);
ProductIDs list product ids( in SecurityFramework::SecurityCredentials sc)
raises(ProductsCatalogueException);

g;

/* Inventory: specialization of ProductsCatalogue i/f to keep track of
* the available quantity for each product and to support automatic
* alerts when the inventory level for a product becomes higher/lower
* than a specified threshold. It is assumed that when a product is
* ’discontinued’ an alert is signalled to all clients that have
* registered an interest in monitoring this product’s ’quantity’.
*/

enum InventoryAlertType f
LT THRESHOLD, EQ THRESHOLD, GT THRESHOLD

g;
struct InventoryLevelNotificationStruct f
ProductID product id;
boolean discontinued;
Quantity prev quantity;
Quantity delta;

g;
interface Inventory: ProductsCatalogue, ContainerFramework::StatisticsSource f
void update quantity(in SecurityFramework::SecurityCredentials sc,

in ProductID product id, in Quantity delta)
raises(InventoryException);

Quantity get quantity(in SecurityFramework::SecurityCredentials sc,
in ProductID product id)

raises(InventoryException);
InventoryAlertID request alter( in SecurityFramework::SecurityCredentials sc,

in ProductID product id, in Quantity threshold, in InventoryAlertType alter type,
in MessagingFramework::CallbackObject cb)

raises(InventoryException);
void cancel alert(in SecurityFramework::SecurityCredentials sc,

in InventoryAlertID alter id)
raises(InventoryException);

g;

/* OrderTracking: i/f of order management/tracking system
* − supports queries over particular orders. queries over the
* time series of orders so far (history view), as well as grouping
* orders by product, date, and/or customer name.
*/

struct OrderStruct f
OrderID order id;
ProductIDs product ids;
Quantities quantities;
double tot amount;
PaymentMethodSpecification payment details;
LoggingServiceModule::SessionID sid;
LoggingServiceModule::TaskID tid;
LoggingServiceModule::SourceIdentity srcID;
TimeSpec confirmed date;
TimeSpec expiration date;
TimeSpec shipped date;
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TimeSpec last change date;
CustomerName cust name;
CustomerAddress cust addr;
CustomerPhone cust phone;
CustomerEmail cust email;
ShippingAddress shipping addr;
OrderState order state;
/* Possible order states: INIT, void, confirmed, failed authorization,
* authorized, shipped, returned, refunded, expired
*/

g;
typedef sequence<OrderStruct> OrderStructList;
interface OrderTracking: ContainerFramework::StatisticsSource f
OrderID add order(in SecurityFramework::SecurityCredentials sc,

in ProductsIDs product ids, in Quantities quantities, in double tot amount,
in LoggingServiceModule::SessionID sid, in LoggingServiceModule::TaskID tid,
TimeSpec confirmed date, in TimeSpec expiration date, in TimeSpec shipped date,
in CustomerName cust name, in CustomerAddress cust addr, in CustomerPhone cust phone,
in CustomerEmail cust email, in PaymentMethodSpecification payment details,
in ShippingAddress shipping addr, in BankAuthorizationCode bcode)

raises(OrderTrackingException);
void set order state(in SecurityFramework::SecurityCredentials sc,

in OrderID order id, in OrderState order state)
raises(OrderTrackingException);

OrderState get order state( in SecurityFramework::SecurityCredentials sc,
in OrderID order id)

raises(OrderTrackingException);
void set shipped date(in SecurityFramework::SecurityCredentials sc,

in OrderID order id, in TimeSpec shipped date)
raises(OrderTrackingException);

AuroraComponentDescriptor::ByteArrayHolder get order info(
in SecurityFramework::SecurityCredentials sc, in OrderID order id)

raises(OrderTrackingException);
AuroraComponentDescriptor::ByteArrayHolder get orders(

in SecurityFramework::SecurityCredentials sc, in ProductID product id, in OrderState order state,
in CustomerName cust name, in TimeSpec startTS, in TimeSpec endTS)

raises(OrderTrackingException);
g;

/* ShoppingBasket: i/f for combining products from one or more
* ProductsCatalogue services into a single order.
*
* − submit order() results in issuing orders for products listed in one or
* more ProductsCatalogue’s, via a specified OrderTracking service.
*/

typedef SB State f
INITIALIZED, SUBMITTED, EXPIRED

g;
struct ShoppingBasketStruct f
ShoppingBasketID sb id;
SB State sb state;
LoggingServiceModule::SessionID sid;
LoggingServiceModule::TaskID tid;
LoggingServiceModule::SourceIdentity srcID;
TimeSpec init change;
TimeSpec last change date;
TimeSpec expiration date;
TimeSpec submit date;
ProductIDs product ids;
Quantities quantities;
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OrderTrackingSvcCosName order tracking svc;
g;
typedef sequence<ShoppingBasketStruct> ShoppingBasketStructList;
struct SB Item f
ProductID product id;
Quantity quantity;

g;
typedef sequence<SB Item> SB ItemList;
interface ShoppingBasket: ContainerFramework::StatisticsSource f
ShoppingBasketID init sb(in SecurityFramework::SecurityCredentials sc,

in TimeSpec expiration date, in LoggingServiceModule::SessionID sid,
in LoggingServiceModule::TaskID tid)

raises(ShoppingBasketException);
void add item(in SecurityFramework::SecurityCredentials sc,

in ShoppingBasketID sb id, in ProductID product id, in Quantity quantity delta)
raises(ShoppingBasketException);

void remove item(in SecurityFramework::SecurityCredentials sc,
in ShoppingBasketID sb id, in ProductID product id, in Quantity quantity delta)

raises(ShoppingBasketException);
OrderID submit order(in SecurityFramework::SecurityCredentials sc,

in ShoppingBasketID sb id, in OrderTrackingSvcCosName ot svc cosN,
in PaymentMethodSpecification payment details, in CustomerName cust name,
in CustomerAddress cust addr, in CustomerPhone cust phone,
in CustomerEmail cust email, in ShippingAddress shipping addr,
in BankAuthorizationCode bcode, in TimeSpec expiration date)

raises(ShoppingBasketException);
AuroraComponentDescriptor::ByteArrayHolder list items(

in SecurityFramework::SecurityCredentials sc, in ShoppingBasketID sb id)
raises(ShoppingBasketException);

SB State get sb state(in SecurityFramework::SecurityCredentials sc,
in ShoppingBasketID sb id)

raises(ShoppingBasketException);
AuroraComponentDescriptor::ByteArrayHolder get sb(

in SecurityFramework::SecurityCredentials sc,
in ShoppingBasketID sb id)

raises(ShoppingBasketException);
void drop sb(in SecurityFramework::SecurityCredentials sc,

ShoppingBasketID sb id)
raises(ShoppingBasketException);

ShoppingBasketIDs list shopping basket ids(
in SecurityFramework::SecurityCredentials sc)

raises(ShoppingBasketException);
g;

/* PaymentProcessor: minimal wrapper (front−end) for electronic payment
* − send command to server() allows using the payment processor’s API
* directly (eg: CyberCash: mauth, postauth, mauthcapture, query, etc).
* − do direct payment() is a convenience method, grouping together all
* the steps required for completing a payment transaction.
* − get tx history() returns all log records related to a specified
* task within a session thus providing a history of ’significant’
* events during the course of a payment transaction.
*/

interface PaymentProcessor: ContainerFramework::StatisticsSource f
unsigned long send command( in SecurityFramework::SecurityCredentials sc,

in LoggingServiceModule::SessionID sid, in LoggingServiceModule::TaskID tid,
in CosPropertyService::PropertySet ins, in CosPropertyService::PropertySet outs)

raises(PaymentProcessorException);
unsigned long execute direct payment( in SecurityFramework::SecurityCredentials sc,

in LoggingServiceModule::SessionID sid, in LoggingServiceModule::TaskID tid,
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in CosPropertyService::PropertySet ins, in CosPropertyService::PropertySet outs)
raises(PaymentProcessorException);

AuroraComponentDescriptor::ByteArrayHolder get tx history(
in SecurityFramework::SecurityCredentials sc,
in LoggingServiceModule::SessionID sid, in LoggingServiceModule::TaskID tid)

raises(PaymentProcessorException);
g;

/* ProblemLog: service for logging problem reports so that service providers
* can inspect them and take appropriate action to handle them
*/

struct ProblemStruct f
ProblemID problem id;
OrderID order id;
LoggingServiceModule::SessionID sid;
LoggingServiceModule::TaskID tid;
LoggingServiceModule::SourceIdentity srcID;
TimeSpec problem date;
TxType tx type;
TxStatus tx status;
string err msg;

g;
typedef sequence<ProblemStruct> ProblemStructList;
interface FeedbackLog: ContainerFramework::StatisticsSource f
ProblemID add problem entry( in SecurityFramework::SecurityCredentials sc,

in OrderID order id, in TxType tx type, in TxStatus tx status,
in string err msg, in LoggingServiceModule::SessionID sid,
LoggingServiceModule::taskID tid)

raises(FeedbackLogException);
void remove problem entry( in SecurityFramework::SecurityCredentials sc,

in ProblemID problem id)
raises(FeedbackLogException);

AuroraComponentDescriptor::ByteArrayHolder get problem entry(
in SecurityFramework::SecurityCredentials sc, in ProblemID problem id)

raises(FeedbackLogException);
AuroraComponentDescriptor::ByteArrayHolder get problem entries on order(

in SecurityFramework::SecurityCredentials sc, in OrderID order id)
raises(FeedbackLogException);

AuroraComponentDescriptor::ByteArrayHolder get problem log(
in SecurityFramework::SecurityCredentials sc)

raises(FeedbackLogException);
ProblemIDs list problem ids( in SecurityFramework::SecurityCredentials sc)
raises(FeedbackLogException);

g;
g;
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