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CHAPTER 1. INTRODUCTION

1.1) Observations of Active Galactic Nuclei

In 1908, E. A. Fath at Lick Observatory was the first person to take the optical spectrum of an active gal-
axy and he noted the presence of strong emission lines in NGC1068. Later, V. M. Slipher, at Lowell Obser-
vatory, obtained a higher resolution spectrum and noted that the emission lines are very similar to those ob-
served in planetary nebulae. Active galaxies were first recognized as a separate class of objects by Seyfert,
in 1943. Seyfert found that some galaxies contain bright nuclei, emission lines from highly ionized atoms,
and that some hydrogen emission lines are significantly broadened. The galaxies showing such features
are currently called “Seyfert galaxies”.

Seyferts were first classified as Type 1 and Type 2, depending on the emission lines shown by their spec-
tra. In some cases they are classified as an intermediate type. Type 1 Seyfert galaxies are very bright
sources of ultraviolet light and X-rays with optical spectra that shows broad lines, with widths up to 10* km
s, that include both permitted lines, like H I, He | or He Il and narrower forbidden lines, like O Ill.

Class Sub-Class Features
Tvoe 1 narrow and broad emission lines, X-ray emission, weak
Sevfert yp radio emission, spiral galaxies
y Tvpe 2 |narrow emission lines, weak radio and X-ray emission,
yp spiral galaxies, less variable
Radio-loud [narrow and broad emission lines, strong radio emission,
Quasars (QSR) |polarization, FR Il
Radio-quiet |[narrow and broad emission lines, weak radio emission
(QSO) |and weak polarization
BLRG narrow and broad emission lines, strong radio emission,
Radio weak polarization, elliptical galaxies, FR Il
Galaxies NLRG narrow emission lines, strong radio emission, FR | and
I, elliptical galaxies, not variable
BL Lacs lack of emission lines, strong radio emission and strong
Blazars polarization, elliptical galaxies, rapidly variable
ovv much more luminous BL Lacs with both narrow and
Quasars |board emission lines
similar to Seyfert 2 with low luminosity, low ionization
LINERs emission lines, alternatively: stardust phenomena or Hll
emission region

Table 1.1 A Summary of AGN Classes and Sub-classes ,with their basic features.

The spectra of Type 2 Seyfert galaxies show only permitted and forbidden narrow lines, produced by a low
density ionized gas with widths from 200 to 900 km s™'. Forbidden lines are spectral lines that occur due to
electron transitions not normally allowed by the selection rules of quantum mechanics, but that still have a
small probability of spontaneously occurring. The sub-classes Type 1.2, 1.5, 1.8 and 1.9 have weaker
broad lines relative to the narrow lines as the number of type increases. The difference among types is
probably due to our different point of view.

Seyfert galaxies belong to the general class of galaxies which are called Active Galactic Nuclei, AGN for
short. Active galaxies account for about 10% of all galaxies in the nearby universe. There are other AGN
classes, as shown in Table 1.1. There are several common phenomena that are observed in all AGN, such
as:

* Bright star-like compact nucleus with bolometric luminosity from 10 to 10*° erg s™', powered from
region that with dimension not much larger than our Solar System.



* A wide continuum and non-thermal spectrum, as shown at Fig.1.1, with the energy flux given by the
power law of the form

F,ocv" |
where v is the frequency.
* Variability in all wavelengths, with timescales that range from hours/days to years. The variability
amplitude increases with increasing frequency.
e Strong emission lines in the optical band, usually from hydrogen and sometimes from heavier ele-
ments such as helium, oxygen, iron ect, which can be broadened due to Doppler effect (Fig.1.2).
Although there are also some difference, such as the presence or the absence of broad emission lines, the
strength of radio and X-ray emission, and the existence or not of jets, all AGN are probably powered by the
same engine.
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Figure 1.1 The continuum observed from many
AGNs. (Taken from Caroll & Ostlie “An Introduction
to Modern Astrophysics”)

Figure 1.2 The ultraviolet spectrum of the Seyfert 1
galaxy NGC 5548. The prominent broad emission
lines are labeled. (Taken from Peterson “An
Introduction to Active Galactic Nuclei”)

1.2) The Nature of the Central Engine of AGN

The size of an emitting source can be estimated from the timescale of a significant variation of the emitted
luminosity. For example, let us consider a source, with a radius of r, which varies in flux by a factor of 2, or
more. In this case, due to causality reasons the size of the emission region, should obey the following rela-
tion:

r<c-At

The fastest variations are observed in the X-ray band, At can be less than a few hours. This implies that the
radius of the X-ray source should be less than a few AU. At the same time, as | mentioned above, luminous
AGN have bolometric luminosity from 10*® to 10*° erg s™', while the X-ray luminosity is larger than 10* erg

s!. Therefore, in AGN, we need a source of radiation which must be very efficient, in order to produce large
amount of power in a small region.

Today we believe that the main source of power in AGN is the accretion of matter to a supermassive black
hole at the center of the host galaxy. This process can explain the large luminosity emitted from a small re-
gion. In general we expect the in-falling material to form an accretion disc around the black hole, converting

gravitational energy into thermal energy and radiation. Here is an example of how efficient this process can
be.



Let us assume a particle, with mass m, falling from r., to a distance r;, from a central mass, Mg The
change in potential energy in this case is:

r

mn

For a nonrotating black hole, the smallest stable circular orbit for a particle is at r=3 R; where Rs is the
Schwarzshild radius. This radius determines the size of the system, and is defined as:

GM
RS:Z 2BH
c
Therefore, if r,=3 Ry, the released energy will be:
GM
AE=—""m
3R

N

According to the Virial theorem, half of the potential energy will convert to kinetic energy and the other half
will be available to heat the material and radiate. Therefore, the available energy for radiation will be:

E _AE_1GMgy 1 5 2
=== m=-—mc’=nmc* ,
2 2 3R, 12

where n is the efficiency of the matter accretion to the central BH. The equation above shows that it can
reach a value of ~0.1, which is much larger than the efficiency of thermonuclear reactions (¢~0.008).

1.3) X-ray emission of AGN

AGN are very luminous in X-rays. If the X-ray emission is due to thermal emission from the disk, the disk

temperature should be T~ 10'—10°K . However, the accretion disk in AGN cannot be that hot. It is gen-
erally believed that X-rays in AGN are emitted by inverse Compton scattering of the optical and UV photons
that are emitted from the disk by hot electrons, with temperature of ~100keV . The hot electrons are
probably located at a small region, above the central BH, which is usually called as the “X-ray corona”.

The X-ray emission is quite variable, and can change appreciably on timescales ranging from hours to
days/ months. As an example | present, in Fig. (1.3), the monthly lightcurve of a Seyfert 1 galaxy, namely
NGC 4151, observed by the BAT instrument on board NASAa Swift satellite. Figure (1.3) shows that the
source is variable at all sampled time-scales, from 2 months to years. Actually, the flux can double within a
month (see variation from month 32 to month 33). The lowest and the highest source count rate is shown
with two vertical red dashed lines. Their ratio indicates a variation by a factor ~5.5, over a time period of
4.17 years.

The main object of this project is to study the variability amplitude of the X-ray emission in AGN, using
lightcurves from the BAT instrument. This instrument detects photons in the energy range of 15-150 keV. A
hard X-ray, all-sky survey, with an energy range above 10 keV gives the opportunity to study astrophysical
objects, because energetic hard X-ray photons can pass through large columns of gas and dust at these
energies. That cannot be achieved in lower energy X-rays because they are easily absorbed. Therefore the
Swift-BAT all-sky hard X-ray survey is very important in the study of the X-ray variability of both Seyfert |
and Il galaxies.
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Figure 1.3 The 14-195 keV lightcurve of NGC 4151. The count rate is measured in Crab units. The red line shows zero
count rate.



CHAPTER 2. THE SWIFT BAT SURVEY

2.1) The Neil Gehrels Swift satellite

All the data used for this project were collected by the
NASA's Neil Gehrels Swift Observatory, which was launched
on 20 November 2004. The main objective of the satellite was
to detect gamma-ray bursts (GRBs), and the monitor of their
afterglows in the gamma-ray, X-ray, ultraviolet, and optical
wavebands. Swift rotates at a radius of approximately 550 km
above the surface of Earth, (i.e. it has a low Earth orbit) and
completes a full rotation every 95.74 minutes.

Swift carries three telescopes on board: 1) the X-ray Tele- :
scope (XRT) 2) the Ultraviolet/Optical Telescope (UVOT) and  frjgure 2.1 NASA's Swift Gamma Ray Burst
3) the Burst Alert Telescope (BAT). The XRT is a sensitive X- petecting satellite
ray CCD imaging spectrometer at the focal plane of an X-ray
telescope with a 3.5 m focal length. It covers the energy range of 0.2-10 keV. The XRT can take images
and perform spectral analysis. The UVOT is an optical and ultraviolet (UV) 30 cm aperture telescope. It has
6 broad-band filters operating over the range of 170-650 nm, plus two grisms, one optical and one UV. The
UVOT is used to detect the optical afterglow of GRBs, and is used to provide long-term follow-ups of GRB
afterglow lightcurves. The XRT and UVOT are co-aligned and are pointed near the center of the BAT Field-
Of-View (FOV). The BAT detects GRB events and computes its coordinates in the sky. It can detect pho-
tons in the energy range of 15-150 keV.

2.2) The Swift BAT survey

The Burst Alert Telescope is a highly sensitive, wide FOV (~ 60° x 100°) instrument. The prime objective
of the instrument is the fast detection of a gamma-ray burst. It is a coded aperture imaging instrument with
a 1.4 steradian field-of-view (it can monitor simultaneously 11% of the sky). The BAT uses a two-dimen-
sional coded aperture mask and a large area solid state detector array to detect weak bursts, and has a
large FOV to detect a good fraction of bright bursts.

The BAT runs in two modes: 1) burst mode, which produces burst positions, and 2) scan-survey mode.
Most of BAT's time is spent waiting for a burst to occur. While searching for bursts, BAT performs an all-sky
hard X-ray survey and monitors hard X-ray transients. The Swift-BAT detects sources of primarily extra-
galactic nature, mainly AGN and some clusters. The BAT accumulates detector plane maps every five min-
utes, which are included in the normal spacecraft telemetry stream.

Three catalogs of sources detected during the hard X-ray survey have been published so far. Tueller et al.
(2010) provided a catalog based on the analysis of the first 22 months data. Baumgartner et al. (2013) pub-
lished eight-channel spectra as well as monthly lightcurves from the first 70 months of data with improved
data processing. The latest one is the 105-month Swift-BAT all-sky hard X-ray survey published by Oh et al.
(2018). For this project | used the lightcurves from the latest 105-month Swift-BAT survey (hereafter 705-
SBs), thus | provide further information about this survey in the section below.

2.3) The 105-month Swift-BAT all-sky hard X-ray survey

Oh et al. (2018) published the results from the BAT hard X-ray all-sky survey using the data from the first
105 months of operation, including observations carried out between 2004 December and 2013 August.



Until then, Swift-BAT had observed over 50% of the sky with more than 15.3 Ms of exposure time, while
the 40% of the sky was covered with 11.4 Ms. As a result the 705-SBs reaches a sensitivity of 7.24x107"
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The Swift-BAT 105 month catalog (hereafter 105-SBc) lists 1632 12 Unknown class Ill 38
hard X-ray sources in the 14-195 keV band, which have been 15 Multiple 10
detected above the 4.80 significance level. Table (2.1) lists the Galaciic Center 1
number of sources per each source type. AGN of all types (i.e. o
class 40-80) account for 67% of all sources. In fact, 34% of the o Galaxy Cluster 2
new detections in the 7105-SBs (144 of the 422 new detections) | 40 Seyfert| (Sy 1.0-1.8) 379
are identified as Seyfert AGN in nearby galaxies (z < 0.2). Seyfert | 50 Seyfert I (Sy 1.9-2.0) 448
| and Il are the most popular source types in the 105-SBs. There | g0 LINER 6
are 827 _Seyfert | and Seyfert |l galaxies out of the total 1632 | S -
sources in the 705-SBc. In other words more than 50% of all o )
sources in the 105-SBc are Seyfert AGN. 80 Beamed AGN (BlazarFSRQ) 198
90 Cataclysmic Variable Star (CV) 75
. 100 Symbiotic Star 4
2.4) Seyferts in the BAT survey
10 Other Star 12
120 Open Star Cluster 1
As mentioned above Swift-BAT detects a large number of AGN, 130 Starburst Galaxy ;
primarily Seyfert | and Il AGN. In fact 827 sources out of 1099 N T .
AGN are identified as Seyfert galaxies. There are two subcate- 140 Compact Group of Galaxies .
gories: “Seyfert I”, which includes Sy 1.0 to 1.8 types and 150 Pulsar 25
“Seyfert II", that includes the remaining Sy 1.9 to 2.0 types. Ac- 155 supemova Remnant (SNR) 7
cording to the AGN unification theory, the observational differ- 170 Nova .
ences between Seyfert | and Seyfert Il are due to differences in _ o
the inclination angle. However, | would like to test whether the 180 High Mass X-ray Binary (HMXB) 108
two types of Seyferts have the same variability properties, so in 190 Low Mass X-ray Binary (LMXB) 109
the “Syl” sample | kept only the Seyfert types from 1 up to 1.5, 200 Ginerxray Binary oRB) s
while the “Syll” sample includes all the types from 1.9 to 2. N
210 Globular Cluster (GC) 1
Figure (2.3) shows the histogram of the 14-195 keV flux (Fy. 2?9  MolecularCloud 2
105, hereafter) and redshift, z, of the Seyfert galaxies in the 7105- 20 Gamma-ray Source .
SBc (panel a and b respectively). Black filled bars show the dis- Total 1632

tribution of the Syl data and red open bars show the distribution
of the Syll data. All the data are drawn from Table (A.1) in the

Table 2.1: Catalog of all the source types in
the Swift-BAT all-sky X-ray survey and the
number of objects detected in each one. The
box indicates the various AGN types in the

survey.
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Appendix. By looking at Fig. (2.3), the Syl and Syll distributions of F4.195 appear to be similar. In contrast,
the z distributions seem to be different. It appears that the Syl galaxies have larger z. The Syl galaxies ap-
pear to be more distant, on average, than Syll galaxies.

| calculated the mean, the median and the standard deviation of the two distributions. Table (2.2) lists the
modes of the Fi.195 and z distribution of the Syl and Syll samples (first and second row). The second and
sixth columns list the mean and median (values in parenthesis) of the F;4195 and z distributions, respectively.
Third and seventh columns list the standard deviation, o, of the distributions.

F,.. o _
Type (1072 el1’4g1:’5’ em?) | (102 ei’gFS” cm?) D | Prune z %z D. Pranz
Syl | 24.30 (13.81) 21.38 0.092 (0.056) | 0.206 »
Sy Il [ 24.34 (15.00) 35.4 0081 011 M5 042 (0.03) | o0.047 | 229|254 10

Table 2.2: Columns 2,3 and 6,7 list the mean, median and standard deviation of the distribution
of F,,,.s and z of the Syl and Syll galaxies. Columns 4,5 and 8,9 list the Kolmogorov—Smirnov
statistic D and the probability p,,,, from the comparison of the two distributions.

From these results it appears that the Fi4.195 distributions are similar. The values of mean are almost the
same and the values of median are close. However, the values of standard deviation are different. The ks

appears to be larger than oesy. This happens because there are quite a few Syl galaxies with fluxes larger
than the mean flux. In general, the results about the F4.195 ,listed in Table (2.2), agree with the shape of the

distribution shown in Fig. (2.3)(left panel).

The results presented in Table (2.2) indicate that the z distributions are different. The mean of zsy is larger
than zsyi. This happens because there are three Syl galaxies with z >0.6 (these points do not appear in the
right panel of Fig. (2.3)). That also explains why o.s, is that large. Without these points the results are:

Z g= 0.075(0.054) and o’sy =0.067. However, the mean and median of the two distributions are still
quite different. The Syl mean and median redshifts are larger than the corresponding ones for Syll.
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Figure 2.3: Sample distribution of F, .. and z (panel a and b respectively). Black filled bars correspond to Syl and red

open bars to Syll sources.

| performed the two sample Kolmogorov-Smirnov (K—S) test in order to investigate if F4.195 and z distribu-
tions are the same for the Syl and Syll samples. In statistics, the K-S test is a test of the equality of one-di-



mensional probability distributions that can be used either to compare a sample with a reference probability
distribution (one-sample K-S test), or to compare two sample distributions (two-sample K-S test).The Kol-
mogorov—Smirnov statistic is defined as:

D= max ‘SNI(X>_SN2(X)‘ ; (1)

where Sys and Sy, are the cumulative distribution functions of the two samples and D quantifies the maxi-
mum distance between them. The distribution of this statistic is computed under the null hypothesis that the
samples are drawn from the same distribution. The null hypothesis can be rejected if the probability, pnu, that
D would have the derived value by chance, is below 1%.

| used the Python command “ks_2samp” from the library “scipy.stats” to derive the statistic and the pnu of
the K-S test. The results for the distributions of Fi4.195 are: D = 0.08 and pnuir = 0.11. Since paur= 11%>1%, |
conclude that the Fi.195 distributions of the Syl and Syll samples are consistent with being drawn from the
same distribution. For the distributions of redshift the results are: D, = 0.29 and pnui> = 2.54 10™, which indi-
cates that the two distributions are different. | repeated the K-S test without the three points with z >0.6 and
the results did not change notably. The K-S test results, the difference on the sample mean and median, and
the appearance of the two distributions in the right panel of Fig. (2.3) agree with the fact that the distance of
the Syl sources is systematically larger than the distance of the Syll sources.

2.5) The BAT lightcurves

The 105-SBs released monthly lightcurves for each source in the catalog. Most of the work for this project is
based on analysis of these lightcurves. | downloaded the ligthcurves from the Swift BAT 105-Month Hard X-
ray Survey: Source Catalog (https:/swift.gsfc.nasa.gov/results/bs105mon/). The count rate (CR) is back-
ground subtracted, and normalized in Crab units. The Crab nebula has a particular importance in X-ray and
gamma-ray studies, as it has been used as a standard candle. The Crab flux in the 14 — 195 keV band is
2.3343x10% erg cm 2 57!, and it defines the Crab unit.

As an example of the quality of the BAT lightcurves, | plot the lightcurves of two galaxies, namely NGC 4151
and NGC 1566 in Fig. (2.4). NGC 4151 (number 595 in the catalog) hosts one of the brightest AGN known at
X-ray wavelengths. It is the brightest among Seyfert galaxies in the BAT catalog, with Fis.105= 618.88 107" erg
s cm™. The second source, NGC 1566 (number 216 in the catalog) has a flux which is near to the median of
the Syl distribution (Frs.10s=19.54 107 ergs s™' cm™).
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Figure 2.4 The 14-195 keV lightcurve of NGC 4151(a) and NGC 1566(b), count rate is measured in Crab units. The red
line shows zero count rate. Red empty circles represent observations points with exposure time less than 40 ksec.
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https://swift.gsfc.nasa.gov/results/bs105mon/

The two plots in Fig. (2.4) have the same limits in y-axis, so they can be compared. Left panel in Fig. (2.4)
shows that NGC 4151 is extremely variable on all sampled time scales. For example, the two vertical red
dashed lines, in Fig. (2.4a), show the lowest and the highest source count rate. Their ratio indicates a varia-
tion by a factor ~5.5, over a time period of 50 months. In addition there is a case that the rate doubles within
a month (month 32 to 33). Figure (2.4b) shows the lightcurve of NGC1566. This source has low count rate.
Red line in both plots shows the value of zero count rate, and most of the points in the lightcurve of NGC1566
are close to it. NGC1566 shows variations, despite its low count rate. The ratio indicates a variability factor by
two orders of magnitude, mainly because the lowest count rate is close to zero. The lowest count rate is
3.4:-10° Crab and the highest 4.2:10° Crab, at 65th and 105th mission month respectively, as show by the
red dashed lines.

2.6) The errors of BAT lightcurves

The BAT 105-month lightcurves show the count rate of photons (photons/sec) that BAT detects every month.
In reality, sources emit power (i.e. erg/sec). The total amount of energy crossing the detector per unit time di-
vided by the area of the detector is the observed source flux f(t) in units of erg cm™* s'. The flux is converted

to a number of photons in a time period between t and t+ At as follows:
t+ At

R f f(t)dtszh,obs(t) ; (2)

where R is the so-called instrumental response. Roughly speaking R determines the number of photons that
the detector will detect, when observing a source with flux f(t). However, the Swift-BAT, like every detector,
also detects background radiation, i.e. N, o, (t)=N . e ()N oo () . Therefore, the net source count
rate will be:

N

obs N ac
source( )_ X; 2 le; = :CRobs ( t) _CRbackground(t) ’ (3)

where At is the bin size of the lightcurve.

CR

Even if a telescope is observing a source with a constant flux, the number of photons the detector will detect
will be variable, due to the experimental noise. The number of photons detected by any detector follows a
Poisson distribution, which means that the mean and the variance of the photon’s distribution are equal.

Based on this, the count rate error, GZCR’SOU,Q , will be given by the equation:

o g N N
GCR,source:\/ pAh;;bS"' pZI;ZCkg:\/ th’zObS"' Iz’tb;Ckg :i\/aih,obs-'-aih,backg ; (4)
where | have approximated the mean of the distribution with the observed count rate, and used the fact that
af,h:Nph for the Poisson distribution. A¢ is the actual exposure time. Formally, A¢ equals to one month in
the BAT lightcurves (this is the bin size of the BAT lightcurves). However BAT does not observe a single
source for 1 month continuously. Typically, BAT observes a source for some hours (up to ~3 days) every

month. The time period it observed each source every month is the exposure time A¢.

Figure (2.5) shows plots of ocr as function of A¢ for NGC 4151 and NGC 1566 (panel a and b respectively).
Observing the two plots we can see that despite their different count rate, the errors of the points in the
lightcurves are similar: they range from 0.0002 to 0.01 Crab for both sources. This can only happen when the
error of a source, ocrsource IS dominated by the error of background noise, ocrpack. According to the equation
(4) this happens when Nonpackg(t) >> Npn source(t), in Which case | expect the count rate error to be:

CRbackg , (5)

OJCR,source: At

In other words | expect ocr to be inversely proportional to square-root of exposure time A4¢. The red solid line
shows the function g uee=c/VAt , with, ¢~0.23Crab"* that provides a good fit to the points in both
plots.
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The vertical red solid line plotted in both plots of Fig. (2.5) indicates the exposure time At =40 ksec. By tak-
ing out the points on the left of that line, i.e. the points with 47<40ksec, the remaining errors of the points in
the lightcurve are quite similar, they vary by a factror of ~3 (from ~0,0003 to 0,001). Since | will study the ex-
cess variance (more information about the excess variance at the next chapter), the determination of the
mean experimental error is important. Large errors will dominate the mean value and as a result the internal
variability amplitude may be underestimated. Therefore, | choose to ignore the points with 47 <40 ksec.

NGC 4151 NGC 1566
(a) o/ At ' (b) o/ VAT
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Figure 2.5 Plots of o4 as function of At for NGC 4151(a) and NGC 1566(b). Red solid line shows the function
y=0.23Nt.



CHAPTER 3. THE EXCESS VARIANCE

The main objective of my work is to calculate the excess variance using the lightcurves from the 7105-SBs.
The reason why | wish to compute this will be clear at the next chapter.

The variance of the lightcurve measures the scatter of the points around their mean. Variance is intro-
ducted both by the intrinsic variability of the source, and the experimental measuring process. For that rea-
son, in order to measure the intrinsic variability amplitude of an AGN, we do not calculate the variance it-
self, but the so called “normalized excess variance” which is defined as follows (Nandra et al. 1997):

1 5 v 2
o 2 [(CR=CRY =0l ] (6)
where N is the number of observations, CR; is the count rate, ocr; is the experimental error of each obser-
vation in the i th bin, and CR is the mean count rate. For most of the sources in 705-SBs, N goes up to
105, but there are 22 sources in the samples, with N <105. Most of these lightcurves only miss a month,
there are 3 sources with N =104, and only one with N =103.

2
Onxy =

N

The excess variance, as defined by eq. (6), is a sum of two terms. The first term, Z (CR,.—C_R)Z/N ,is
i=1

N
the variance of the lightcurve. The second term Z G2CR,1~/N , is the mean square experimental error. As |
i=1
already discussed in section (2.6), a part of the observed variations are caused by the experimental error.
Even if the source has a constant intrinsic flux the observations will appear to be variable, due to the Pois-

son noise process. The statistic g%y is called “excess” variance because the contribution of the experimen-

tal process is subtracted from the total variance of the lightcurve. In this it is representative of the intrinsic
variability of the source.

It is also called “normalized” excess variance because the excess variance is divided with the mean
square count rate CR’ . This is done in order to derive a dimensionless variance which will indicate the
average scatter of the points as a percentage of the mean count rate. In this way, o%wv calculated using the
BAT lightcurves can be compared with o?wv computed with lightcurve from different telescopes for the

same source. Even the values of oy for different sources can be compared. So the normalized excess
variance helps to characterize the variability amplitude of astrophysical sources such as AGN.

3.1) The excess variance and the S/N ratio

The signal-to-noise (S/N) ratio of a lightcurve is defined as:

sin=SR 7)

O‘CR
where CR is the mean count rate and d.; is the mean of the count rate errors. If S/N is high

(S/N>>1), the signal prevails over noise, while in the opposite case, the observed variations are dominated by
the observational noise.

| used equation (7) to compute the S/N ratio for the lightcurves of all Seyfert galaxies in the Syl and Syll
samples. Figure (3.1) shows the plot of o°xxv as function of S/N of all sources. The horizontal blue solid line
shows the line with 6%wv =0, and the vertical blue dashed line shows the line with S/N =0.8. There are three
sources that are beyond the boundaries of the plot. Two of them have the lowest S/N (S/N =0.2, with 0%y =
-5.8 and o%wxv=21.2), while the third one is the source with the highest S/N (S/N =38, and oy =0.084). Fig-

ure (3.1) shows that the scatter of the 0%y values when S/N >1 is way smaller than the scatter of oy at
smaller S/N.



According to Allevato et al. (2013), the distribution of the 6°xxv measurements of a source is affected by its
S/N ratio. As the S/N increases the variance of the gy distribution increases. This can explain why the
scatter of the o?wxv values is very large at low S/N ratio in Fig.(3.1). In this case, a single measurement of
the o*wxv does not provide a valid estimation of the intrinsic o*uxv. Figure (3.1) also shows that the sample

o°nxv can take negative values, especially for cases with low S/N ratio. This can happen when the variability
caused by the Poisson noise is comparable or larger than the intrinsic variability process.

5 e Syl
- . = Syll

S/N

Figure 3.1 Plot of 02,,,, as a function of S/N. Black filled dots correspond to Syl and red empty boxes correspond to Syll.

The horizontal blue solid line shows the ¢?,,,, =0. The vertical blue dashed line shows the S/N =0.8.

Taking all that into account, | follow Paolillo et al. (2017), and | chose to keep the sources with signal-to-
noise ratio more than 0.8 (S/N>0.8), in order to avoid using measurements with large uncertainty.

3.2) The excess variance- time dependence

The normalized excess variance of the X-ray lightcurves of AGN depends on their time duration. The long
timescale variations have large amplitude, while variations on shorter timescales have smaller amplitudes.

This can be seen just by looking at the observed lightcurves. So the values of o%wv are expected to in-
crease with time too.

Almost all the lightcurves at 105-Sbs have a time duration, T, of 105 months. In the Syl and Syll samples
there are a few exceptions, mentioned above, with a duration of 104 and 103 months. The duration, T, is
measured in the observer’s frame. However the sources in 105-Sbs have different redshift, so the time du-
ration is different in the rest frame of each one. | compute it using the following formula:
T
T=—", (8)

14z




where Ty is the duration in the observer’s frame, T;is the duration in the rest frame of the source, and z is
the redshift of the source.

What | wish to do is to compute the normalized excess variance using lightcurves that have the same time
duration in rest frame for each source in both Syl and Syll samples. The highest z in both samples, be-
longs to a source named 2MASXJ23013626-5913210 (z =0.149). Using eq. (8) | estimate that the duration
of the 105 BAT lightcurve in rest frame of this source is: T,(z=0.149)=91 months. As | mentioned in sec-
tion (2.6), the bin size of the BAT lightcurves, 4¢, equals to one month (in the observer’s frame). One month
in the rest frame of a source, according to eq. (8) is: Atizlmonth/(1+z) So if | keep:

N,.,=91(1+z) , 9)

points in the lightcurve of each source, then the duration T; of the lightcurve in the rest frame, combining the
eq. (8) and eq. (9), will be:
T,=N,,,At;=91(1+z) - 1month/(1+z)=91 months.

| used the new lightcurves and | re-computed the normalized excess variance for each source in the Syl
and Syll samples. These are the o’y values | will use from now on.

3.3) The S/N >0.8 samples

Initially, there were 370 and 448 sources in the Syl and Syll samples, respectively. After | decided to keep
sources with S/N>0.8, these numbers changed. There are now 159 and 151 galaxies, in the Syl and Syll
samples. These are the samples | will use from now on. For this reason, | computed again the distribution
of Fi4.195 and z for the Seyferts in the new samples, in order to investigate whether they have similar proper-
ties or not, just like in section (2.4).

60 25

() B () S
[__Isyll [ syl
50 A 204
40 A

_ 151

& £

£30 £
> z

= 104
20-

5_
104
-} nm I- I- nrll A
0 50 100 150 200 250 300 350 0.00 002 004 006 008 010 012 014  0.16
Fia195 (1072 erg s cm?) Redshift (z)

Figure 3.2 Sample distribution of the F,,_,. and redshift z (panel a and b respectively),using the sources with S/N>0.8.
Black filled bars correspond to Syl and red open bars to Syll sources.

Figure (3.2) shows the histograms of Fi.105s and z of the Seyfert galaxies with S/N>0.8. Black filled bars
show the distribution of the Syl data and red open bars show the distribution of the sources in Syll. As be-
fore, | used the K-S test to compare the distributions. Regarding Fi4195, the distribution of the new Syl and
Syll samples, with S/N>0.8, appear to be similar to the previous F4.195 distributions in Fig. (2.3a). The results
of the K-S test are Dr = 0.11 and pnur = 0.31. Since pnur= 31%, | conclude that the F14495 distributions of the

Syl and Syll samples are drawn from the same distribution. For the z distributions, the results for the K-S



Number

test are as follows: D, = 0.25 and pnu; = 9.99 107, therefore the two distributions are different. The conclu-
sions are the same as before. The Syl distribution of redshift is systematically shifted to higher values, com-

pared with the Syll redshift distribution, as shown by the histograms plotted in the right panel of Fig. (3.2).

3.4) The ¢*xxv and Luminosity distributions

Left panel of Fig. (3.3) shows the sample distribution of 6%y for the Syl and Syll samples. Black filled bars
correspond to Syl sources and red open bars to Syll sources. Figure (3.3a) shows that the distribution for
Sylls appears to be shifted to the right, when compared with the Syl distribution. In order to investigate
whether the distributions are similar or not, | calculated the mean and median for the Syl and Syll samples
and performed the K-S test. The results are presented in Table (3.1) and Table (3.2). The mean, and the me-
dian o%wxv of the Syll sample is larger than the mean and median o%wv of the Syl sample. It seems like the

Syll galaxies are more variable than the Syl galaxies. However, according to the K-S test results (D,? =0.17

and pnui,>=0.016), the difference between the two distributions is not statistically significant.

Right panel of Fig. (3.3) shows a plot of 6*wv as function of z. Black filled dots represent Syl and red empty
boxes represent Syll sources. There are two points that are not included in this plot: one with 6%y =2.1956
and z =0.047 and another one with %« =-0.904 and z =0.049. At low redshifts (z <0.01) the Syll sources
prevail while for higher redshifts, (z >0.1) there are more Syl sources. The intermediate redshifts (0.01< z
<0.1) the scatter of o°nxv appears to be similar for both samples. This plot as well the K-S test results distri-
bution of 6%y for the Syl and Syll samples, indicate that the variability properties of the two samples are not

very different.
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Figure 3.3 Left panel (a) shows the sample distribution of ¢?,, . Black filled bars correspond to Syl sources and red

open bars to Syll sources. Right panel (b) shows the a of 02, as function of z (black filled dots represent Syl and red

empty boxes represent Syll). The blue solid line indicates o?,,,=0. The x axis is in logarithmic scale.

As | have discussed in the introduction, the excess variance correlates with X-ray luminosity in AGN. | will
use the values of oy calculated from the lightcurves in 705-Shs and the luminosity values listed in Table 1
of Baumgartner et al. (2013) (https://iopscience.iop.org/article/10.3847/1538-4365/aa96ad), to investigate

this issue. Ricci et al. (2017), in their section (5.1), describe how they calculated the luminosity in the 14-195

keV band. They used the following formula:



https://iopscience.iop.org/article/10.3847/1538-4365/aa96ad

F.,
L14195:47Tdi(1:42)1295p , (10)

where Fi4.195 is the flux in the 14-195 keV band, d, is the cosmology-corrected (Ho =70 km/sec/Mpc, Qmatter
=0.3, Quacum =0.7) luminosity distance (for some sources with z <0.01 d, is the redshift-independent dis-

tance), z is the redshift and I is the photon index obtained by fitting the Swift BAT spectra with a single
power-law model. Two sources in the sample, (IGR J16385-2057 and 2MASX J13032223-1341332) were
not included in Ricci et al. (2017) so | computed their L14.195 as follows:

L14—195:F14—19547Tdi ) (11)

where d, is the cosmology-corrected luminosity distance, same as above, taken from NED:
(http://ned.ipac.caltech.edu/).

Figure (3.4) shows the sample distribution of the logarithm Li4195, log(L14.195), Of the Seyfert galaxies in the
105-SBc with S/N>0.8. Black filled bars correspond to Syl sources and red open bars to Syll sources. | cal-
culated the mean and median for the Syl and Syll samples. The results are listed in Table (3.1). The differ-
ence between the mean and median log(L4.195) Of the two samples is ~0.3. This implies that, on average,
Syl sources are twice as luminous than Syll sources. This is in agreement with Fig. (3.4), which shows that
there are more Syl sources at large log(L14.195) values, while Syll prevail in number at lower log(L14.195). The
results of the K-S test are: D, =0.22 and p,u.=0.0007, which indicate that, statistically speaking, the two dis-
tributions are significantly different.
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Figure 3.4 Sample distribution of log(L,, ,.). Black filled bars correspond to Syl sources and red open bars to Syll
sources.

As | discussed, the Fi.195 distributions of the Syl and Syll samples are similar but the z and

log(L14.105) distributions are different. As a consequence of the z distributions being different, the distance dis-
tributions of Syl and Syll samples should also differ. The Syl sample should be systematically shifted to
higher distances, compared with the Syll sample. According to equation (10) if the flux distributions of the
two samples are the same but the Syl sources are more distant, then the luminosity distributions (i.e. the
log(L14.195) distributions) of the Syl and Syll samples much also be different. The Syl sources shall be
brighter than the Syll sources. That explains the results discussed above.


http://ned.ipac.caltech.edu/

Type OTZNXV Iog(l:4-195)
Syl 0.038 (0.031) 43.95 (44.00)
Sy i 0.107 (0.057) 43.68 (43.69)

Table 3.1: Mean and median (values in parenthesis) for the distribution of o¢?,,, and log(L,, ,,s) of
the Syl and Syll samples.

2
DF pnuII,F Dz pnull,z DO’ NXV Pnull, o? DL pnulI,L

0.11 0.31 0.25 9.99 10° 0.17 0.016 0.22 | 0.0007

Table 3.2: Kolmogorov-Smirnov test results, the K-S statistic D and the probability p,,for the distribution of F,, .,
z, 0%, and log(L,, ,..) of the Syl and Syll galaxies.

3.5) The log(Ms+) and accretion rate distributions

| retrieved the black hole masses values for the sources in the Syl and Syll sample from Koss et al.
(2017). | used the following values in priority order:

1) For 30 sources | chose the Jog(Msy) estimate from Bentz & Katz (2015),
(http://www.astro.gsu.edu/AGNmass/), which are calculated based on the reverberation method.

2) log(My,,) , from Table 4, for 72 AGN with reliable measurements of stellar velocity disper-
sion, o. , Koss et al. (2017) used the relation from Kormendy & Ho (2013):

(0]

M .
log| —2"% |=4.38 log| — 2 |+8.49
M 200kms

3) M, (HB) from Table 9, for 102 sources with broad HB lines Koss et al. (2017) used the pre-
scription of Trakhtenbrot & Netzer (2012):

0.65

10°kms~

L
M. (HB)=1.05-10°| —>2
o F) ( 10*°ergs™!

-(FWHM(H—B)l)zM@ :

where Ls is the monochromatic luminosity at rest-frame 5100 A, and FWHM(HB) is measured from the
entire (best-fit) broad profile.
4) MBH(Ha) (Table 9), for 6 sources with broad Ha lines. Koss et al. (2017) used the prescription

of Greene & Ho (2005):
LHa 0.57

10%ergs

1

MBH(HO():1.3-106(

2
FWHM% M, ,
10°km s

where Luq is the integrated luminosity of the broad component of the Ha line, determined from the best-fit-
ting model.

5) log(Ma) (Table 4), for 3 sources with log(Ms:) computed through the log(My,)—o-
relation,with o. from literature.


http://www.astro.gsu.edu/AGNmass/

In total | managed to find the log(Mg+) estimates for 213 out of 310 sources in the original sample (~68.7%
of the total). There are 136 sources out of 159 in the Syl sample and 77 sources out of 151 in the Syll sam-

ple

Figure (3.5) shows the log(Mgy) distribution for the Syl and Syll sources. Black filled bars correspond to
Syl sources and red open bars to Syll sources. In general the Syll sources tend to have higher values of
log(Msy) than the Syl sources. | used the K-S test in order to test if the two distributions differ. The results
are: Dy =0.35 and pnuim =9.64 107, so the two distributions are significantly different. That may be due to the
fact that Syll galaxies need to be brighter in order to be detected by the Swift-BAT, because of the absorp-
tion, which affects their X-ray spectrum. As | mention in the introduction sources with large black hole mass
should have high values of luminosity.
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Figure 3.5 Distribution of log(M,,). Black filled bars correspond to Syl sources and red open bars to Syll sources.

Finally, | calculated the accretion rate of the objects with known Mgy. As | mention in the introduction, AGN
are powered by the gravitational energy released of matter accreting onto the central black hole. This
process can convert the mass, M, of an object into energy, E, with efficiency, 7 , of ~5 to over 40 per-
cent, depending on whether the Black Hole is spinning or not. So, the bolometric luminosity of an AGN is
given by: L,,=nMc’ ,where M is the accretion rate. The outward pressure of the radiation needs to

balance the inward gravitational force to sustain the mass accretion. This means that the luminosity must
not exceed the so called Eddington luminosity, which is defined as:

4 nGMm,c M

~1.25x 1038(M—)erg s

L=

T o]

The Eddington accretion rate is defied via the relation: Lg,,=1n M, . If Lisses is representative of the

L147 195

should be proportional to A, = .M , since:
BH MEdd

bolometric luminosity, i.e. L,,;<L,,_,45 ,then



L14— 195

A = M o ’7C2 — Ly 105 -3 Liy_yo5
Edd MEdd LEdd 1.25 x 1038 o Edd MBH
7/]C2 M® BH
. L14*195 .
Therefore, the ~quantity — — , or log(L,, ,05)—log(Mp,) ,should be proportional to the

BH

log()\Edd):log( MM )oclog(LMlgS)—log(MBH) for the objects with known Mg, in the Syl and Syll sam-

Edd
ple. Hereafter | will call the quantity log(LM_lgS)—log(MBH) as the “accretion rate”, for simplicity.

Figure (3.6a) shows the sample distribution of the accretion rate for the Syl and Syll sample. It shows that
the accretion rate of the Syl sources is larger than the Syll sources. The results for the K-S test are:

D,=0.68 and p,;,=1.21-10"* , so the two distributions are significantly different.

For reasons that will become clear in the next chapter, | constructed a sample of Syl and Syll sources with
the same accretion rate distribution. Figure (3.6b) shows the two distributions of Syl and Syll samples with
accretion rate between 34 and 35.8 (87 sources). The two distributions are similar. The K-S test results (

D,=0.31 and p,; ,=0.046 ) confirm the above statement. | will examine if the sample distributions of
o*nxv, for those 87 sources are similar too. Figure (3.7) shows the sample distribution of gy for these
sources. | also used the K-S test in order to test if the two distributions differ. The results are: D,? =0.24 and
Pris? =0.22, which indicates that the o?wv distributions of the Syl and Syll samples for those sources are
drawn from the same distribution.
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Figure 3.6 Left panel (a) shows the sample distribution of accretion rate for all the 213 sources. Black filled bars
correspond to Syl sources and red open bars to Syll sources. Right panel (b) shows the sample distribution of accretion
rate for the 87 sources, with accretion rate between 34 and 35.8. Black filled bars correspond to Syl sources and red open
bars to Syll sources.



% T B
[ Isyi

30+

-1.2 -0.8 -0.4 0.0 0.4

Figure 3.7. Distribution o2, ., for accretion rate for the 87 sources, with accretion rate between 34 and 35.8. Black

filled bars correspond to Syl sources and red open bars to Syll sources.



CHAPTER 4. RESULTS

4.1) The dependence of 6> on Luminosity

The main object of this chapter is to examine the correlation between ¢%wv and other observational
propetries, such as log(L4.195) and log(Mgy) in the Syl and Syll sample. Figure (4.1) shows a plot of %y Vs
log(L14-195), for the Syl and Syll samples. Black circles represent Syl sources and red boxes represent Syll
sources. Figure(4.1) does not provide much information, regarding the dependence of o%wv to luminosity
due to the large scatter. Nevertheless, the lack of negative measurements for values below log(L14.195) =43

is noticeable. This implies that the low-luminosity sources are more variable, but we cannot conclude many
more.
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Figure 4.1. Plot of 02, as function of log(L,, ,,;). Black circles represent Syl sources and red squares represent Syll
sources. Black dashed line shows the value 02,,,~0. Red dashed line shows the value log(L,, ,,,)=43.

In order to reduce the scatter in Fig(4.1), | will bin the data. To do so, | ordered the ¢%w«v measurements in

ascending order of log(Li4195). Then | calculated the mean o*wv and log(L14195), and their error, in various
bins, using the following formulas:

v
M_szi, (12)

i=1

(m—M)* (13)

N
=1



where M and &, arethe mean and its error in each bin, and N is the number of measurements, m, |,

in each bin. | divided the Syl and Syll data in three bins with, N=50 and N=59 for the first two and for the
third bin of the Syl sample, and N=50 and N=51 for the first two and for the last bin of the Syll sample.

Then, | calculated the logarithm of the mean o®uxv, log(?Nxv) and the corresponding error value using
the law of propagation of uncertainty:
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Figure 4.2. Plot of mean values, calculated per ~50 points, of log(o?,,) as a function of log(L,, ,.,) for the Syl and Syll

samples separately. Black dots and black line represent the Syl sample, while red squares and red line represent the
Syll sample. Solid lines represent the best linear fit, using the method of linear least squares.

Figure (4.2) shows the plot of the binned measurements of log(o”,,,) vs log(T,, ,.;) . Black dots
represent the Syl sample, while red squares represent the Syll sample. By the looks of it, o°nxv appears to
depend on log(L14.195). Mostly for the Syl sources, o*wv arrears to decrease as the log(L14.195) increases. In
addition, the Syll sources have noticeably higher values of o%wv than the Syl sources for the same values

of log(L141e5). In order to quantify the correlation between °vxv and log(L14.195) | fitted the data in Fig. (4.2)
with a linear model of the following form:

log(?Nxv):a"'b[log(z14—195>_43-8] , (15).

where 43.8 is the mean of the log(L14.195) distribution, for the Syl and Syll samples combined. | used

log (L, ,05)—43.8 , instead of just log(L,, ,;) , to minimize the error of the intercept, a. In this case
the value of a is given at log(L14.195) =43.8, not at log(L14.195) =0, which is far from the range of value in this
sample.



| applied the method of linear least squares, as described below, in order to calculate the intercept and

slope for the Syl and Syll data separately. Mathematically, the linear least squares best-fit method is used
for estimating the unknown parameters in a linear regression model, y=a+bx . This method gives the
values of a and b when the distance between the corresponding curve, y=a+bx , and the experimental
points, (x,.,y,.J_r Gi) , is minimized. When taking into account the errors on the y-axis, and assuming the
values on x-axis are known exactly, we measure the distance between data and model fit using the chi-
square function:

N[y —a—bx;\
xz(a,b)=2(7’ ) . (16)
i=1 oF
The model which provides the best fit to the data is the one when XZ is minimized, thus the best fit values
2 2
of a and b are calculated from a—X:O and ox =0 .So
6a ob

and (Z ny’ Z i/; ,ab:\/%ziz , (19)

2
where, A:Z izz X_'Z_(
g; o;

Black and red lines in Fig. (4.2) show the best fit lines of the Syl and Syll data respectively. The best fit re-
sults are listed in Table (4.1). The bottom row in Table (4.1) lists the difference between the best-fit inter-
cepts, a, and slopes, b, for the Syl and Syll data. The results for the slopes, b, indicate that the slope, is

probably the same for the Syl and Syll data as the difference is just ~1.50 away from zero. Therefore o*wxy

has similar dependence on log(L14.195) for both Syl and Sy Il sample: 6°xxv tends to decrease with increasing
log(L14195). The weighted mean slope is calculated via the formula:

bs, b
Syl + Syll

2 2
B_ GbSyl GbSy"
- 2 2
1/Gbsvl+ 1/Gb5vll
. 1
and the corresponding error: a%zﬁ
/o, +1l0}

The results for slope are: b=—0.15+0.09 , which indicates a slope that is significantly different than zero.

However, the intercept, a, is significantly different for the two samples. In fact, asyi is significantly larger
than asy. So, the Syll sources are more variable than the Syl sources. Actually this agrees with the appear-

ance of the ouxv distribution shown in Fig. (3.3).

log(c?,,,)=a+b[log(L,, ,..)-43.8]

a b
Syl -1.41+0.03 | -0.24 +0.05
Syll -1.01+0.06 | -0.09+0.07
A(Syll-Syl) | 0.41+£0.06 0.15+0.09

Table 4.1: Best fit results to the data plotted in Fig.(4.2). A(Syll-Syl) indicates the difference between the best fit values.



4.2) The dependence of 6°nxv on the black hole mass

In this subsection, | will examine the correlation between g*wxv and log(Mg). | used the same Syl and Syl

samples for log(Msy), that | defined in sub-section (3.5). Figure (4.3) shows the plot of o%wv as function of
the log(Mgx). Black circles represent Syl sources and red boxes represent Syll sources. The scatter is
large, just like in Fig. (4.1), and as a result this plot does not provide much information on its own.

1.0 S

o Syl
o Syll
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O Nxv

'1 0 T T T T T ! T ! T I

log(Mgy)
Figure 4.3. Plot of a?,,, as function of log(M,,). Black circles represent Syl sources and red squares represent Syll
sources. Black dashed line shows the ¢2,,,=0.

| followed the same process as before, to bin the data. | ordered the sources in ascending order of
log(Msw), and calculated the ovxv and log(Ms) mean and their error, using eq.(12) & (13). N=40 and N=56
for the first two and the last bin in the Syl sample, while N=40 and N=37 for the first and second bin in Syll

sample. Then, | calculated the logarithm of log(azNXV) and the corresponding error value using the law
of propagation of uncertainty i.e. eq.(14).

Figure (4.4) shows a plot of log(0”,,,) vs log(M,,) .Black dots represent the Syl sample, while red

squares represent the Syll sample. Once again | fitted the points of log(c?,,,) and log(M,) , for the
Syl data only, in order to quantify their correlation, with a linear model of the following form:

log (0° ey )=a+b[log(M,,)-8] , (21).

where 8 is the mean of the log(Msy) distribution. | used log (M, )—8 instead of log(M,,) for the same

reason as before. | did not applied the linear fit to Syll data, because there are only two points in Fig. (4.4)
for the Syll sample.

| applied the method of linear least squares, in order to compute the intercept a and slope b for the Syl
data. The results are as follows: b=0.1+0.5 ,and, a=—-1.2+£0.2 . The black line in Fig. (4.4) represent

the best fit line to the Syl points. This line suggests that °nxv may increase with increasing log(Ms), but the
error on b is large. Within 1o the slope is consistent with b=0 ,so owv could be constant regardless



the log(Men). It is also possible that b<0 , which indicates that c\xv may decrease as the log(Ms) in-
creases.

In order to test if there are any differences between the two samples, | computed the distance between the
best-fit function log(o” ., )=a+b[log(M,)—8] and the Syll points in Fig. (4.4). The distance is given
by: Dzlog(G_ZNXV’SYH)—a+b[log(HBH)—8] , and its error is:

5D:\/610g(aw‘sy")+5§+6i(logMBH—8)2+b26120gmH where 8,
Syll points, 6,=0.2 , §,=0.5 and §,, , is the error of the mean black hole mass of Syl values. The
results are as follows: for the point at (-0.21+0.08, -0.76+0.14), the distance is: D,=0.5+0.3 . For the
point at (0.90+0.07, -0.97+0.10), the distance is: D,=0.1=0.5 . In both cases, the distance values are

consistent with zero, which suggests that, statistically speaking, the Syll data are consistent with the
log (0 ) - log(My,) relation that | derived for the Syl data.

2
g

| is the error of log (0%, ) for the

NXV, Syl
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Figure 4.4. Plot of mean log(o?,,,) vs log(M,,), calculated per ~40 points, for the Syl and Syll samples separately.

Black dots represent the Syl sample, while red squares represent the Syll sample. The black line represents the
best linear fit, using the method of linear least squares for the Syl sample.




CHAPTER 5. MODEL FITS OF THE 6°yxv -Ms» RELATION

As | disguised in Chapter 3, the o°nxv may depend on the accretion rate in addition to BH mass. In order to

construct a o%wv -Msy relation, free of the accretion rate dependence, | used the sample of Syl and Syll
sources with same accretion rate, that | discussed in section (3.5). For those sources, | calculated the

mean and its error, using eqs.(12) & (13). | binned log(;zNXV) and 1og(1\_/IBH) per 20 points for the first

three bins and for the third bin | used 26 points. Figure (5.1) shows the plot of log(0®,,,) vs log(My,)
for these sources.
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Figure 5.1 Plot of log(o?,,,) vs log(M,,), calculated per ~20 points, for the Syl and Syll sources, with the same
accretion rate.

The power spectral density function, or simply power-spectrum, PSD(v), is an important function that
quantifies the variability properties of a random process. According to Fourier analysis, any variable
process can be decomposed into a number of discrete sinusoidal components. In the case of a random,
stationary process is defined in such a way that:

oZ:T PSD(v)dv , (22)

where o2 is the variance of the process. Equation (22) shows that PSD(v)dv is equal to the contribution
of the variability components, with frequency between v and v+dv, to the total variance of the process.

Allevato et al. (2013) have shown that oy of a lightcurve with bin size A¢, for a total period of time, 7, is a
measure of the intrinsic band-variance, defined as follows:

o%a=J PSD(v)dv , (23)

min



where me:% and vmax:i . For the BAT lightcurves in this work, vm»=3.6-10° Hz and vna=3.8-107

Hz. Equation (23) can be used to model the 6w - Mg relation for the sources plotted in Fig. (5.1), as long
as the PSD(v) is known.

Estimation of the PSD(v) is not easy, as it requires the use of long, uninterrupted lightcurves, which are not
usually available, at least in X-rays. The PSD(v) has been estimated in a few well observed, nearby AGN.
The results have shown that PSD(v) is well approximated by the following function (e.g. McHardy et al.
(2004), Gonzalez-Martin & Vaughan (2012)):

-1
(v)=Av'(1+X) (24)
Vi
where v, is the “break” or “bending” frequency, and A is the PSD(v) amplitude: A:2><PSD(vb)><vb .

Equation (24) shows that at low frequencies (v<v,) , the PSD(v) is proportional to v~' , while at high
2

PSD

mod

frequencies (v>v,) , PSD(v)ocv"
2, depending on the “break” frequency.

, i.e. the PSD(v) follows a power-law shape with slope from -1 to -

According to the model PSD(v), as defined in eq. (24), eq. (23) transforms to:

vmax vb+vmax
—In

vmin vb+vmin

Equation (25) can be used to fit the observed g°nxv - Mey relation. In order to do that it is necessary to un-

derstand the dependence of A and v, on Mgy Based on the results from the PSD(v) analysis of nearby

AGN, v, decreases with increasing Mg, and it may also depend on luminosity, while the PSD(v) amplitude

may be constant or may depend on the accretion rate. Following Paolillo et al. (2017), | fitted the data
shown in Fig. (5.1), assuming the following models:

In

%= | PSD,q(v)dv=A (25)

mi

i) Model 1: A=constant and v,=580/(M,/M,)s™" . In this model the PSD amplitude is con-
stant and the break frequency decreases as the Mgy increases.

200
86400
luminosity in units 10* erg s™', and M z; is the BH mass in units 10° M, . The PSD amplitude is con-
stant, as in Model 1, but the break frequency dependents on Mg and on accretion rate too, via L,, . The
break frequency decreases with increasing Mg+ and decreasing luminosity.

ii) Model 2: A=constant and v,= (Lyg pot) (Mg ) s, where Ly, ,, is the bolometric

iii) Model 3: A/2=3Xx10"’A.y, and v,=580/(Mg,/M,)s ' , where AEdd:mL is the accre-
Edd
tion rate. In this model the PSD amplitude depends on the accretion rate and the break frequency is the
same as in Model 1.

iv) Model 4: A/2=3x10"°A,;; and vb:%(L44’bol)(M6’BH)_zs_1 . The PSD amplitude is the

same as in Model 3, while the break frequency is the same as in Model 2.

| can now use eq. (25) and compute the model variance for any of the four models, by replacing A and vy
from each model.
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Figure 5.2 Best fit models to the data shown in Fig. (5.1).

5.1) Fitting the data

| fitted the data with the models listed above, following the x>~ minimization method:
i) Fitting Model 1: | considered values of A from 0.005 to 0.094, with a step of AA=0.001. For each

one of them | calculated ofmd for the 4 points shown in Fig. (5.1). The best-fit A value is the one that mini-

mizes the x° statistic, defined as follows:

2

N=al 2 V2 (M
XZZZ GNXV,I( BH) Gmod,z( BH) (26)
i=1

o.

1

ii) Fitting Model 2: For Model 2 | used the same method as above with the addition that for every
value of A | also assumed a range of A, ,from 0.01 to 0.2, with a step of AA.,,= 0.005, to calculate
Lo via the followng relation:

}‘Edd: . (27)
M
1.26-10% =21
Mo

For each pair of values (A, A, ), | calculated o7, for the 4 points shown in Fig. (5.1), and | chose the

ones which provide the smallest x? value, computed as above.

iii) Fitting Model 3&4: For these models | used A, , in order to calculate the both the PSD ampli-
tude and v,. The rest are the same as in Model 1 and 2.

The best-fit models are plotted in Fig. (5.2), and the best-fit results are listed in table (5.1). The last column
lists Pnui. Prun is the probability that we will get the resulting value of x?min by chance, if the model is the cor-
rect one (null hypothesis). The x?w» values follow the x? distribution with N-n,. degrees of freedom (dof),



where N is the number of data points and ng.r is the number of fitted parameters. In model 1,3 and 4 there
are 3 degrees of freedom (N=4, nys=1), while in model 2 there are 2 degrees of freedom (N=4, ny.=2).

A O, Acad 0\edd dof NG P
Model 1| 0.031 +0.006 - - 3 6.71 | 0.08
Model 2| 0.036 |-0.009, +0.01| 0.03 2 6.15 | 0.05
Model 3| 0.015(%) 0.13 |-0.03, +0.04] 3 | 6.71 | 0.08
Model 4| 0.016(*) 0.13 |-0.03, +0.04| 3 6.54 | 0.09

Table 5.1: Best A and A_,, results with their errors, min x* and P_ for each model. The values with (*) are calculated

from the PSD normalization in model 3 and 4.

The numbers in the 3™ and 5" columns list the 68% confidence interval for the best fit parameters. This in-
terval indicates the parameters for which x? is less than XimiAXz . For Model 1,3 and 4, which have 1
free parameter, Ay =1, while for Model 2, where npa=2, Ay =2.3.

An example of the method | used to compute the errors is shown in Fig. (5.3). In Model 2, all A, values

that | considered are bellow the respective line, Ax°=2.3 . In other words, all A, are within the 68%
confidence interval of the best fit A, value.
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Figure 5.3 Plot of x? vs A for Model 1. Dashed horizontal line indicates x?  =6.71 Black horizontal line indicates the
X2, ¥Ax?=7.71 value. The two solid, vertical lines indicate the upper and lower limits for the 68% confidence region of
A. Dashed vertical line indicated the value A that minimizes the x2.

All models are consistent with the data, since P.. >0.01. The PSD amplitude, in the case of Model 1, is
consistent with the results of Papadakis (2014), who found A/2=0.02, within 1.50 . On the other hand, the
best-fit accretion rate of Models 3 and 4 is higher, by a factor of ~2, than the best-fit accretion rate of Pao-
lillo et al. (2017), who studied the excess variance of distant AGN.



CHAPTER 6. CONCLUSIONS

The main object of this project was to compute the normalized excess variance, o*wxv, of Seyfert | and |
galaxies, and study their dependence on the BH mass. To this end, | collected data from the Burst Alert
Telescope (BAT) board on NASA’s Neil Gehrels Swift satellite. Oh et al. (2018) published the data from the
first 105 months of the BAT hard X-ray all-sky survey, including observations carried out between 2004 De-
cember and 2013 August (i.e. 8.75 years). There are 1632 sources detected by BAT, during the first 105
months of its operation, and 827 of those are identified as Seyfert galaxies. | selected to study 370 Syl
(Seyfert types from 1 up to 1.5) and 448 Syll (Seyfert types from 1.9 to 2) galaxies. For those sources, | re-
trieved the BAT lightcurves in the 14-195 keV band.

| ignored the points in the lightcurves with exposure time At <40 ksec, to avoid the effects of large experi-

mental errors in the computation of the average Poisson noise. | computed the S/N ratio, for each one of
them. Following Paolillo et al. (2017), | chose to keep sources with S/N>0.8, in order to avoid using excess
variance measurements with large uncertainty. After that, the number of sources was cut down to 159 and
151 galaxies, in the Syl and Syll samples respectively.

| used the flux (F14195) and redshift (z) values from the BAT catalog, and | found that the Syl and Syll sam-
ples have the same F14.195 distribution. Their z distributions are statistically different. The redshift distribution
for Syl sources is systematically shifted to higher values, compared with the Syll z distribution. | used the
luminosity values, log(L14.195 ), provided by Baumgartner et al. (2013), and | found that the /og(L14.195) distri-
bution of the Syl and Syll galaxies is significantly different as well. On average, Syl sources are twice as lu-
minous than Syll sources. That may be because all sources have similar fluxes but the Syl sources are
more distant than Syll. As a consequence Syl sources are expected to be intrinsically brighter than Syll
sources.

| also retrieved the BH mass estimates for 136 sources in the Syl sample and 77 sources in the Syll sam-
ple, from Koss et al. (2017). The log(Msx) distribution of the Syl and Syll galaxies is significantly different.
That may be caused because Syll galaxies need to have large black hole mass in order to be bright
enough, so that the Swift-BAT can detected them. | used the log(L+4.19¢5) and log(Mg) data to approximate
the accretion rate of each source. The sample distribution of the accretion rate for the Syl and Syll sample
is significantly different. The accretion rate of the Syl sources is significantly larger than the Syll sources.

To quantify the variability of the sources, | computed the normalized excess variance, o®wxv, using the
lightcurves from the BAT catalog. Sources with different z have different time duration in their rest frame.
So, | converted the time duration in the observer’s frame, to time duration in the rest frame of each source,
in order to compute o®wxv using lightcurves that have the same time duration. Thus, | computed oy using
a time duration of T=91 months, in the source frame. The sample distribution of the normalized excess vari-
ance, o%wxv, for the Syl and Syll samples is statistically the same, according to the K-S test results (P
=0.016). However, the Syll distribution is systematically shifted to the right, when compared with the Syl
distribution, which implies that the X-ray variability amplitude may be larger in the Syll galaxies.

| examined the correlation between ovxv and log(L14.195) in the Syl and Syll sample. | fitted the data with a
straight line (in the log-log space), using the method of least squares. Qualitatively, the dependence of onxv

on log(L14.195) is the same for both Syl and Syll: o*wxv appears to decrease with increasing log(L14195). The
best-fit slopes are consistent within the errors, but the normalization of the Syll best-fit lines is significantly
larger than the respective normalization for the Syls, indicating larger variability amplitude for Sylls. Actu-

ally, this is in agreement with the differences between v distribution, for the two samples.

| also examined the correlation between ¢%wv and log(Msw). The Syll sources are shifted to higher values
of o%wxv than the Syl source, as expected. | fitted the data for the Syl sources with a linear model, as above.



In order to test if the Syll data are consistent with the best fit to the Syl data, | calculated the distance of the
Syll data from the Syl best-fit for line, and | found it was consistent with zero. So, formally, the normalized
excess variance, for both Syl and Syll, have the same dependence on log(Msy). Finally, | considered the
0°nxv VS log(Mgy) relation for a sub-sample of Syl and Syll galaxies with similar accretion rate distribution. In
this case, | considered recently developed models, which predict the observed o°wxv based on the power-
spectrum results from the analysis of nearby Seyferts. In particular, | considered the four models introduced
by Paolillo et al. (2017), which are based on the hypothesis of a bending power-law model for the PSD, and
assuming various dependence of the break frequency, v, and the PSD amplitude, A, on the BH mass and
the accretionrare, Agy, .

All four models are consistent with the o®wxv vs log(Msx) plot of the sources with similar accretion rate. The
best-fit PSD amplitude is in agreement with the previous estimation of Papadakis (2014), based in excess
variance measurements of local AGN. On the other hand, the best-fit A, is higher, by a factor of ~2,
than the one estimated by Paolillo et al. (2017), for distant AGN. In general, | found that the variability am-
plitude of AGN in the local Universe is similar to what has been observed in the past for nearby AGN, and
with the variability properties of distant AGN.
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0.93
0.89
0.82
1.06
1.39
5.87
0.99
0.99
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0.017
0.126
0.141
-0.362
-0.047
0.54
0.001
0.284
-0.069
0.137
-0.101
2.196
0.159
-0.051
0.128
-0.001
0.254
0.011
-0.016
-0.116
0.128
-0.228
0.051
-0.021
-0.198
0.068
0.108
-0.122
0.031
0.34
0.046
0.45
0.024
-0.411
0.097
0.026
-0.06
0.039
-0.011
0.217
0.276
0.24
-0.004
-0.039
0.382
0.115
0.068
0.013
0.086
0.052
-0.087
0.523
0.398
-0.092
0.022
0.568
0.096
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Fis-105
(A")
15.97
19.6
19.57
14.01
15.84
19.47
16.34
26.08
28.06
31.13
17.93
15.27
27.68
24.04
73.91
48.39
24 .47
13.57
20
14.48
48.97
19.27
67.37
24.02
13.24
77.51
24.27
20.23
55.63
16.83
62.22
48.41
30.21
21.21
15.13
92.09
29.01
24.59
25
74.31
31.13
27.51
36.22
23.06
15.47
18.82
18.68
24.8
63.52
21.67
19.37
12.12
22.01
19.28
118.67
19.54
22.16

logL 14.195
(B¥)
43.4

44.55
43.06
44.84
44 .56
453
43.9
44.56
44.45
43.13
43.83
43.8
44.48
44.23
43.69
44.42
43.22
42.94
43.97
42.98
44.33
44.54
4415
43.2
44.25
43.66
44.11
44.72
44 .46
46.06
43.58
43.26
4412
44.22
44.09
44.71
44.5
43.42
43.24
44 .37
43.25
43.63
43.68
44 .37
43.23
44.51
43.97
44.24
42.6
44.34
44.32
43.87
44.83
43.8
44.81
42.05
43.95

|Ongg/
(B)
44.36
455
43.71
45.72
45.49
46.24

45.31
44.09
44.69
44.65

45.16
44.61
45.29
4413
43.83

43.84
44 .95
45.45

44.9
44.09

44.43
45.06

45.37
44.46
44.46
4416
45.04
45.2
44.98
45.62
45.34
44.06
4412
45.13
44.2
44.54
44.08
45.31
4413
45.45

45.14
43.31
44.71
45.33
44.8
45.64
44.8
45.73
42.49
44.88



218
220
228
230
231
236
237
238
242
243
244
245
247
254
258
261
266
267
269
270
274
279
301
303
304
308
309
310
313
314
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317
318
319
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330
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347
360
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0.045
0.104
0.0355
0.0364
0.0577
0.0217
0.0113
0.147
0.0159
0.0907
0.029
0.0294
0.0181
0.0577
0.035
0.0179
0.0323
0.0212
0.0125
0.0351
0.049
0.0278
0.0099
0.066
0.036
0.0078
0.0585
0.0205
0.0339
0.1372
0.033
0.0154
0.0892
0.0062
0.0403
0.0224
0.0248
0.061
0.047
0.0188
0.1108
0.0614
0.0294
0.123
0.0258
0.0222
0.023
0.0159
0.04
0.0405
0.0468
0.1
0.0331
0.089
0.0218
0.1263
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0.0316
0.0647
0.1338
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1.14
1.76
0.83
1.07
0.81
1.69
2.31
0.87
1.51
1.1
2.73
1.47
1.36
1.01
3.02
5.19
3.48
1.07
2.84
2.27
0.99
0.89
1.14
1.13
1.06
14.82
1.06
7.11
2.02
1.28
3.19
1.08
0.86
1.44
1.77
1.24
2.03
0.89
1.26
3.06
0.91
1.37
0.83
0.96
1.26
2.53
1.24
0.87
2.92
1.26
0.88
1.02
1.04
0.98
1.86
0.93
0.91
1.68
0.88
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0.85
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0.045
-0.01
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-0.119
-0.204
0.108
0.497

0.245
0.05
0.172
-0.019
0.023
0.043
0.068
0.195
0.017
-0.144
0.087
0.114
-0.065
0.42
-0.045
-0.121
0.399
0.209
0.282
0.193
0.04
0.071
0.056
0.084
-0.007
0.101
-0.022
0.128
0.017
0.123
-0.075
0.049
0.044
0.218
0.003
0.558
0.028
-0.006
-0.054
0.249
0.038
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0.244
0.123
0.152
0.033
0.154
0.277
0.122
0.049
0.099
0.268
-0.169
-0.003

24.23
25.26
18.3
18.08
14.73
33.75
49.38
17.03
34.23
20.08
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26.34
24.49
20.22
58.27
119.8
74.29
23.11
48.89
37.32
19.15
15.83
22.68
25.35
22.01
328.93
13.36
141.21
27.45
18.18
62.28
23.06
10.39
30.89
29.69
24.12
39.49
22.19
31.87
56.7
21.34
22.53
18.94
19.05
27.78
42.72
19.54
22.41
51.15
20.12
19.81
16.72
2217
22.24
39.15
14.91
15.3
31.7
18.91
15.31
12.68
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43.69
43.74
43.95
4358
43.12
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43.23
44.61
44.05
43.99
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44.21
44.21
43.82
44.21
43.29
43.23
44.03
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43.4
42.65
44.42
43.88
43.63
44.06
44.1
43.88
44.97
44.19
43.11
44.35
42.73
44.08
43.69
43.71
44.19
44.25
43.66
44.78
44.35
43.62
44.87
43.57
43.7
434
43.08
44.25
43.9
43.94
44.58
43.74
44.58
43.76
44.71
4453
43.81
44.38
44.85
44.79
44.19

44.98
45.74
44.6
44.66
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45.54
44 .98
44.66
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45.11
45.17
44.69
45.13

4414
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44.92
44 .29
43.48
45.36
44.76
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44.99
44.81
45.94
45.11
44.01
45.28
43.21
44.94
44.35
44.63
45.12
45.19
44.6
45.7

45.8
44.53
44.62
44.33

43.9
45.18

44.86
45.46
44.66
45.53
44.62
45.64
45.45

45.11
45.77
45.71
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440
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0.036
0.0133
0.0391
0.0268
0.0573
0.0292
0.0075
0.0196
0.0323
0.0422
0.0353
0.0291
0.1222
0.0214
0.0858
0.0581

0.008

0.037
0.0037
0.0573
0.0333
0.0284
0.0039

0.086
0.0107

0.06
0.02
0.0476
0.0336
0.0205
0.0125
0.0328
0.0175
0.0088

0.056
0.0211
0.1055
0.0437
0.0299
0.0601
0.0097
0.0632
0.0209
0.0065
0.0329
0.0099

0.049

0.036

0.028
0.0023
0.0224
0.0028
0.0242

0.003
0.0033
0.0228
0.0632

0.008
0.0129
0.0708
0.0234
0.0084

0.91
1.13
1.37
0.98
1.83
21
1.07
2.34
2.08
1.04
3.45
1.16
0.85
0.83
1.33
0.82
3.6
1.02
1.97
0.95
1.34
0.82
6.9
1.78
4.06
1.33
1.1
0.86
0.83
1.21
0.99
1.94
1.01
6.79
0.87
1.3
1.06
1.04
0.98
1.58
8.3
1.03
0.91
1.78
26
0.9
0.82
0.95
2.68
3.23
1.5
1.72
1.42
1.39
38.64
1.38
1.13
219
1.97
1.22
1.32
13.84

0.053
-0.014
0.062
-0.104
-0.017
0.007
0.115
0.045
0.015
0.082
0.049
-0.175
0.081
-0.257
-0.012
-0.213
0.04
-0.137
0.108
-0.071
-0.041
0.437
0.081
-0.04
0.037
0.041
0.214
0.081
-0.211
0.118
-0.15
0.048
-0.074
0.132
0.026
0.088
0.075
-0.018
-0.147
-0.004
0.068
-0.294
-0.023
0.029
0.043
0.145
-0.111
0.284
0.033
0.025
0.189
0.05
0.018
0.54
0.094
0.07
-0.103
0.339
0.075
-0.186
0.042
0.142

15.98
21.46
28.82
18.59
29.09
36.84
19.11
46.38
35.66
14.1
60.95
18.03
10.69
13.55
22.82
14.79
81.89
15.69
36.74
18.02
29.66
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112.47
31.47
81.21
24.88
20.92
12.77
14.8
21.35
27.35
33.05
18.38
112.42
14.98
20.13
20.85
17.59
12.91
23.26
173.84
21.71
18.11
26.85
48.28
14.69
16.89
21.56
49.46
42.49
20.18
32.05
23.91
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20.09
18.77
38.62
26.17
17.17
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44.21
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44.77
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43.08
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45.18
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43.28
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43.29
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45.18
44.38
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0.0011
0.025
0.0367
0.009
0.055
0.0244
0.0167
0.0672
0.0467
0.0299
0.0037
0.0104
0.0019
0.015
0.0251
0.104
0.034
0.0366
0.0705
0.0319
0.013
0.023
0.0418
0.0035
0.0086
0.016
0.0304
0.052
0.0501
0.0014
0.0986
0.076
0.0172
0.0224
0.0723
0.0169
0.0865
0.0249
0.0314
0.1445
0.049
0.016
0.0163
0.0364
0.0446
0.0684
0.0086
0.0296
0.038
0.0156
0.129
0.0274
0.0547
0.009
0.0264
0.031
0.0091
0.005
0.0291
0.054
0.0037
0.04

1.93
3.97
1.14
4.1
0.89
22
1.74
1.15
0.84
1.89

1.3
10.72
2.26
2.65
0.95
0.84
1.31
1.06
0.85
1.2
5.28
0.98
0.84
1.07
12.97
2.27
1.02
1.15
15.09
1.01
0.88
4.99
1.79
1.33
1.12
1.1
0.92
1.83
0.81
1.23
1.1
1.48
1.72
1.24
1.53
1.18
1.7
0.91
1.4
0.83
1.13
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1.56
1.43
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2.1
5.17
1.08

0.088
0.362
0.193
0.038
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0.21
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0.14
0.123
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0.046
0.215
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0.014
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-0.007
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-0.01
0.031
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0.019
0.025
-0.037
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-0.034
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-0.039
0.007
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0.142
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35.33
88.3
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44.9
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16.79
16.81
30.86
20.16
26.54
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15.14
23.77
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23.79
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44.81
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44.58
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45.42
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44.66
45.93
45.03
44.01
44.1
44.95
45.07
45.44
43.45
4461
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45.64
44.35
45.42
43.51
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43.3
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1074
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1102
1106
1110
1111
1117
1118
1121
1122
1133
1135
1138
1151
1153
1158
1162
1165
1172
1174
177
1178
1179
1180
1182
1183

SN AN
- =
o™ o

A—\_\_\_\_\M N O
ONOOTOIN

—_

NN_\_\_\_\_\_\_\N
ONDNOANON

— — — — — — — — — — — — — ) — — —
AL LT TN LT ANNNNN LN
NONDN NN N

PN NGeaNvaPPNG Lo

_

0.0214
0.017
0.037
0.1106
0.0265
0.036
0.0412
0.0169
0.037
0.022
0.0579
0.0561
0.0142
0.0741
0.084
0.0563
0.042
0.0151
0.036
0.0629
0.0578
0.0103
0.04
0.052
0.0052
0.0539
0.059
0.0561
0.0249
0.06
0.0144
0.017
0.0139
0.104
0.05
0.0344
0.0114
0.0265
0.084
0.0507
0.02
0.0147
0.025
0.0588
0.0248
0.114
0.0266
0.0087
0.0611
0.0562
0.113
0.0225
0.025
0.0811
0.064
0.0283
0.017
0.0345
0.149
0.0066
0.0163
0.0469

5.88
1.04
1.69
1.18
1.08
1.98
1.1
1.83
0.99
1.08
4.67
6.39
2.07
0.86
1.68
0.81
1.42
1.12
3.03
1.35
1.22
1.41
0.95
1.1
3.01
1.4
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7.68
1.12
1.22
1.51
0.82
3.26
3.41
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5.02
3.08
0.99
2.01
0.84

11.78

1.38
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7.17
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213
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1.54
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0.88
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1.02
3.8
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0.015
0.046
0.052
-0.097
0.059
-0.021
0.203
0.04
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0.023
0.028
0.082
0.122
0.071
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0.001
-0.008
-0.02
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0.018
0.033
0.085
-0.12
-0.033
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39.08
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13.56
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22.65
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9.26
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70.63
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43.98
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43.32
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44.67
44.82
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44.76
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43.23
43.83
44.59
42.11
43.59
44.75

45.05
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44.78
44.33

44 .2
45.74
45.78
4415
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45.14
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44.65
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44.32
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43.88
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45.32
44.23
44.41
45.69
44.81
44.91

44.41
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45.45
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44 .27

45.47
45.76
44.54
44.28
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1188 2 0.0052 4.22 0.05 82.28 43.29 43.53 - 7.74 - - -
1189 0.0295 2.67 0.006 52.96 44 44.9 - - 8.61 8.48 -
1195 1.2 0.12 0.87 0.2 19.27 44.82 45.71 - - 8.43 8.17 -
1202 2 0.0174 1.05 0.133 20.9 43.31 44.03 8.69 - - - -
1210 2 0.0963 0.87 0.281 17.43 44.5 - - - - - -

—_

Table A.1: Table with the number in 105-BAT catalog, the source type, the redshift, the S/N ratio, the normalized
excess variance , the Flux in the 14-195 keV band in units A= 102 ergs s cm? and the intrinsic and bolometric
luminosity in the 14-195 keV band, in units B= ergs s'. There are 4 columns for the logarithm of black hole mass:
1. log(M,,,.) ,2. log(M,,,) 3.log(M,,(HB)) 4. log(M,,(Ha)) 5. log(M,,)
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