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Fairness in Group Recommendations in the Health
Domain

Abstract

During the last decade, the number of users who look for health-related infor-
mation has impressively increased. On the other hand, health professionals have
less and less time to recommend useful sources of such information online to their
patients. To this direction, we target at streamlining the process of providing
useful online information to patients by their caregivers and improving as such
the opportunities that patients have to inform themselves online about diseases
and possible treatments. Using our system, relevant and high quality informa-
tion is delivered to patients based on their profile, as represented in their personal
healthcare record data, facilitating an easy interaction by minimizing the necessary
manual effort.

Specifically, in this work, we propose a model for group recommendations in-
corporating fairness, following the collaborative filtering approach. As in collabo-
rative filtering, it is crucial to identify the correct set of similar users, in addition
to traditional methods, we pay particular attention on how to exploit user’s health
information. To this direction, we define a novel similarity measure that is based
on the semantic distance between users’ health problems. Our special focus is
on providing valuable suggestions to a caregiver who is responsible for a group of
users. We interpret valuable suggestions as ones that are both highly related and
fair to the users of the group. As such, we introduce in addition, a new aggrega-
tion method incorporating fairness and we compare it with current state of the
art. Our experiments demonstrate the advantages of both the semantic similarity
method and the fair aggregation design. To the best of our knowledge, this is the
first work that introduces the concept of group recommendations incorporating
fairness in the health domain.





Δικαιοσύνη στις Συστάσεις σε Ομάδες στον Τομέα

της Υγείας

Περίληψη

Στην τελευταία δεκαετία ο αριθμός των χρηστών, οι οποίοι αναζητούν πληροφο-

ρίες σχετικά με την υγεία, έχει αυξηθεί δραματικά. Από την άλλη πλευρά, οι επαγ-

γελματίες του τομέα της υγείας, έχουν όλο και λιγότερο χρόνο να συστήσουν στους

ασθενείς τους χρήσιμες πηγές τέτοιων πληροφοριών στο διαδίκτυο. Προς αυτήν την

κατεύθυνση, στοχεύουμε στην απλοποίηση της διαδικασίας παροχής χρήσιμων ηλε-

κτρονικών πληροφοριών προς τα άτομα υπεύθυνα για ασθενείς και στην βελτίωση

ως εκ τούτου των ευκαιριών που έχουν οι ασθενείς να ενημερώνονται για ασθένειες

και πιθανές θεραπείες. Χρησιμοποιώντας το σύστημα μας, οι σχετικές και υψηλής

ποιότητας πληροφορίες παραδίδονται στους ασθενείς με βάση το προφίλ τους, όπως

αυτό αναπαρίστανται στο προσωπικά τους αρχεία δεδομένων υγειονομικής περίθαλψης,

διευκολύνοντας την αλληλεπίδραση, με την ελαχιστοποίηση της απαραίτητης χειρωνα-

κτικής προσπάθειας.

Συγκεκριμένα, σε αυτήν την εργασία προτείνουμε ένα πρότυπο για συστάσεις σε

μια ομάδα σύμφωνα με την προσέγγιση του συνεργατικού φλιταρίσματος που ενσωμα-

τώνει την έννοια της δικαιοσύνης. Δεδομένου ότι το συνεργατικό φιλτράρισμα είναι

κρίσιμο για τον προσδιορισμό ενός σωστού συνόλου παρόμοιων χρηστών για έναν εν

λόγω χρήστη, εκτός από τις παραδοσιακές αξιολογήσεις δίνουμε ιδιαίτερη προσοχή

στον τρόπο αξιοποίησης των πληροφοριών που σχετίζονται με την υγεία, για τον υπο-

λογισμό των ομοιοτήτων μεταξύ των χρηστών. Για να το καταφέρουμε αυτό, ορίζουμε

ένα νέο μέτρο ομοιότητας που βασίζετε στην σημασιολογική απόσταση μεταξύ των

προβλημάτων υγείας. Δίνουμε έμφαση στην παροχή πολύτιμων προτάσεων σε ένα

άτομο υπεύθυνο για μια ομάδα χρηστών. Ερμηνεύουμε χρήσιμες προτάσεις, ως τις

προτάσεις οι οποίες είναι τόσο σχετικές όσο και δίκαιες με τους χρήστες της ομάδας.

Προς αυτήν την κατεύθυνση, εισάγουμε μια νέα μέθοδο συγκέντρωσης που ενσωμα-

τώνει την αμεροληψία και την συγκρίνουμε με σύγχρονες τεχνολογίες. Τα πειράματα

μας καταδεικνύουν τα πλεονεκτήματα τόσο της μεθόδου σημασιολογικής ομοιότητας

όσο και της δίκαιας μεθόδου συσσωμάτωσης. Από όσο γνωρίζουμε, αυτό είναι το

πρώτο έργο που εισάγει την έννοια των συστάσεων σε ομάδα και της δικαιοσύνης στο

τομέα της υγείας.
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Chapter 1

Introduction

1.1 Motivation

Medicine is undergoing a revolution that is transforming the nature of health-care
from reactive to preventive. The changes are catalyzed by a new systems approach
to disease which focuses on integrated diagnosis, treatment and prevention of dis-
ease in individuals. This will replace our current mode of medicine over the coming
years with a personalized predictive treatment. While the goal is clear, the path
is fraught with challenges. One of these challenges is the amount of information
that can be found online [10] since health information is one of the most frequently
searched topics on the Web.

During the last decade, the number of users who look for health and medical
information has dramatically increased. Already from 2002, a percentage of 80%
of all adults in the United States were estimated to have looked online for health
information, whereas in 2006, the 23% of the Europeans were using the Internet to
be informed about their health needs [32]. However despite the increase in those
numbers and the vast amount of information currently available online, it is very
hard for a patient to accurately judge the relevance of some information to his own
case and to identify the quality of the provided information.

Furthermore, according to recent research [10] the optimal solution for pa-
tients is to be guided by healthcare providers to more optimal resources over the
web. Delivering accurate sources to a patient, increases his/her knowledge and
changes the way of thinking which is usually referred as patient empowerment.
As a result, the patient’s dependency for information from the doctor is reduced.
Moreover, patients feel autonomous and more confident about the management
of their disease [55]. To this direction, health providers have the history of their
patient’s and their interests in either paper or mental records, in order to make an
informed decision about the information that would likely be beneficial for them.
However, health providers have less and less time to devote to their patients. As
such, guiding each individual patient appropriately is a really difficult task.

On the other hand, the use of group-dynamics-based principles of behavior

1



2 CHAPTER 1. INTRODUCTION

change have been shown to be highly effective in enhancing social support through
promoting group cohesion in physical activity [22], in reducing smoking relapse [13]
and in promoting healthy dietary habits [33]. Especially for cancer, latest studies
[9] suggest that group therapy improves the well-being of cancer patients because
of enhanced discussion and social support. In small groups, therapy sessions enjoy
a social component as participants can share experiences and discussion. In those
therapy sessions, a caregiver guides patients to more optimal resource over the web.
However, if identifying online information content for a single patient is a difficult
task, identifying information for a group of participants is a really challenging one.

To this direction, in this work we focus on recommending interesting health
documents, to groups of users incorporating the notion of fairness, using a collab-
orative filtering approach.

Our motivation for this work, is to offer a list of recommendations to a caregiver
that is responsible for a group of patients. The recommended documents need to
be relevant, based on the patients current profile. To exploit patient’s profile we
exploit their data as stored in their personal healthcare record (PHR) data. These
patient do not necessarily suffer from the same health problems but a variety of
them. As such, we introduce the notion of fairness in the recommendation process.
Our argument is that if the group recommendation list provides a high relevant
document for a patient, then that patient may be tolerant of the existence of
documents that are not relevant to him/her.

More specifically the contributions of our work are the following:

• We demonstrate the first group recommendation model incorporating fair-
ness in the health domain.

• We propose a novel semantic similarity function that takes into account the
patient’s medical profile showing its superiority over a traditional measure.

• We introduce a new aggregation method that encapsulates the notion of
fairness, called Fair.

• We explore four different aggregation methods, Minimum, Average, Borda
and Fair demonstrating that the Borda and Fair designs have better quality
than the rest.

• We demonstrate the first synthetic dataset for benchmarking works in the
area.

To the best of our knowledge, this is the first work that introduces the concept
of group recommendations and fairness in the health domain. We have to note that
a preliminary version of our approach was already successfully presented in ICDE
2017 [53] whereas the requirements for generating such a recommendation tool
originally came from the iManageCancer EU research project1. The project, still

1http://imanagecancer.eu/
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ongoing, has the objective to provide a cancer specific self-management platform
focusing on empowering patients and their caregivers, and to provide the patients
with personalized, context-sensitive, data driven information services in a language
they understand and help them to make informed choices on treatment options in
collaboration with their health carers.

1.2 Outline

The rest of this thesis is structured as follows: In Chapter 2, we present related
work. In Chapter 3, we focus on single user recommendations, identifying user
similarities and the single user rating model. Then, in Chapter 4, we focus on
groups incorporating fairness in our recommendations. Chapter 5 demonstrates
our experimental evaluation, and finally, Chapter 6, concludes this thesis and
provides directions for future work.
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Chapter 2

Related Work

2.1 Recommender Systems

The research literature on recommendations is extensive. Typically, recommenda-
tion approaches are distinguished between: content-based, that recommend items
similar to those the user previously preferred (e.g.,[41, 34] ), collaborative filtering,
that recommend items that users with similar preferences like (e.g., [29, 11] ) and
hybrid, that combine content-based and collaborative ones (e.g., [7]).

Content-based filtering, also referred to as cognitive filtering, recommends
items based on a comparison between the content of the items and a user pro-
file [12, 4]. The content of each item is represented as a set of descriptors or terms,
typically the words that occur in a document. The user profile is represented with
the same terms and built up by analyzing the content of items which have been
seen by the user. In other words, these algorithms try to recommend items that
are similar to those that a user liked in the past. In particular, various candidate
items are compared with items previously rated by the user and the best-matching
items are recommended. A key issue with content-based filtering is whether the
system is able to learn user preferences from users’ actions regarding one con-
tent source and use them across other content types. For example, recommending
news articles based on browsing of news is useful, but would be much more use-
ful when music, videos, products, discussions etc. from different services can be
recommended based on news browsing [36].

Collaborative filtering methods are based on collecting and analyzing a large
amount of information on users’ behaviors, activities or preferences and predicting
what users will like based on their similarity to other users. It is based on the idea
that people who agreed in their evaluation of certain items in the past are likely to
agree again in the future. A person who wants to see a movie for example, might
ask for recommendations from friends. The recommendations of some friends who
have similar interests are trusted more than recommendations from others. This
information is used in the decision on which movie to see. A key advantage of the

5



6 CHAPTER 2. RELATED WORK

collaborative filtering approach is that it does not rely on machine analyzable con-
tent and therefore it is capable of accurately recommending complex items such
as movies without requiring an ”understanding” of the item itself. In contrast
collaborative filtering algorithms suffer from three main problems: cold start, scal-
ability, and sparsity. These systems often require a large amount of existing data
on a user in order to make accurate recommendations, which results in the cold
start problems [46, 17]. Furthermore in many of the environments in which these
systems make recommendations, there are millions of users and products. Thus,
a large amount of computation power is often necessary to calculate recommen-
dations. Finally in most cases the number of items is extremely large. The most
active users will only have rated a small subset of the overall database. Thus, even
the most popular items have very few ratings.

In the hybrid approach, collaborative filtering and content-based filtering are
combined. Hybrid approaches can be implemented in several ways: by making
content-based and collaborative-based predictions separately and then combin-
ing them; by adding content-based capabilities to a collaborative-based approach
(and vice versa); or by unifying the approaches into one model. Several studies
empirically compare the performance of the hybrid with the pure collaborative
and content-based methods and demonstrate that the hybrid methods can provide
more accurate recommendations than pure approaches. These methods can also
be used to overcome some of the common problems in recommender systems such
as cold start and the sparsity problem [19]. Netflix is a good example of the use of
hybrid recommender systems. The website makes recommendations by comparing
the watching and searching habits of similar users (i.e., collaborative filtering) as
well as by offering movies that share characteristics with films that a user has rated
highly (content-based filtering).

Recently, there are also approaches focusing on enhancing recommendations
with further contextual information (e.g., [1, 39]). In these approaches, context is
defined as a set of dimensions, or attributes, such as location, companion and time,
with hierarchical structure. While a traditional recommendation system considers
only two dimensions that correspond to users and items, a context-aware recom-
mendation system considers one additional dimension for each context attribute.
Helou et al. [20] for example, present the 3A recommender system that targets
context-aware recommendation in personal learning environments. The authors
give interesting insights into technology that can be used to extract contextualized
user profiles from emerging information systems. Context is measured and rep-
resented by actors, activity spaces and assets in learning environments as well as
explicit interest parameters such as tags and queries of the user. The authors pro-
pose a contextual and multi-relational ranking mechanism that adapts a version of
Google’s PageRank algorithm to the particular modeling framework, recommend-
ing to users not only assets (content), but also relevant activities and actors to
interact with [54].

Moreover, there are some approaches which incorporate temporal information
to improve recommendations effectiveness. Xiang et al. [57] present a graph-based
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recommendation system which incorporates temporal information to model long-
term and short-term preferences simultaneously. They propose a computationally
efficient online method that balances those preferences in order to improve pre-
dictions accuracy. Xiang et al. [56] consider how time can be used into matrix
factorization models by examining four different time effect. Time bias, where the
interests and habits of the society change with time. User bias, where users may
change their rating habits with time. Item bias, where the popularity of items
change over time and finally user preferences shifting with time. Ding et al. [16]
use a strategy, that decreases the importance of known ratings as time distance
from recommendation time increases. The proposed algorithm uses clustering
to discriminate between different kinds of items. Stefanidis et al. [50] propose a
framework for time-aware recommendations that models the different types of time
effects, that is, the age and the temporal context of ratings. Furthermore, they
consider different cases for selecting the appropriate set of users for estimating the
recommendations of a user. Additionally they introduce the notion of support in
recommendations to model how confident the recommendations of an item for a
user is, in order to deal with the sparsity of the explicitly defined user ratings.

Agarwal et al. [3] propose a recommender system that augments users through
a subspace clustering algorithm. The proposed algorithm, also addresses the
challenges associated with sparse, high-dimensional, binary-valued data, that are
prominent in the research paper domain. However, only binary ratings are con-
sidered, and therefore, the problem is simplified, since typically ratings lie in a
value range with higher values indicating stronger preferences. Li et al. [30] also
use sub-space clustering to improve the diversity of recommendations, the dimen-
sions considered though, are not the items but rather more general information
extracted upon these items. This way, neither the high dimensionality of the data
nor the missing values problem is confronted.

Baltrunas et al. [8] introduce the idea of micro-profiling, which splits the user
preferences into several sets of preferences, each representing the user in a partic-
ular temporal context. The predictions are computed using these micro-profiles
instead of a single user model. The main focus of this work is on the identification
of a meaningful partition of the user preferences using implicit feedback.

2.2 Group Recommendations

While traditional research on recommender systems has almost exclusively focused
on providing recommendations to single users, there exist many cases, where the
system needs to suggest items to groups of users [6, 14]. As an example consider
a group of friends deciding to dine at a restaurant. Given the potentially nu-
merous options, the group would favor a recommendation of a restaurant, which
is consistent with the preferences of its members and does not make a member
unhappy with respect to the rest of the group. Existing methods for group recom-
mendations basically follow one of two paradigms. The first, the single-user group
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approach, is to explicitly construct a group profile by combining (aggregating) the
profiles of individual members. In this way, the group can be treated as a pseudo
user, and thus standard techniques can be employed to provide recommendations
for the group. The second paradigm, the multi-users group approach, is to first
compute recommendations for each member separately, and then employ an aggre-
gation strategy across them to compile the group recommendations. Both of those
paradigms suffer from some drawbacks. The first is that by using a fix aggregation
strategy, assumptions should be made about the decision dynamics of the group.
The second drawback is that the group members are treated as individuals users,
without taking into account that the preferences of a user that belongs in a group,
may be different than the preferences he may have when as an individual.

To encounter these drawbacks [47] attempts to explicitly learn the discrepancies
between individual and group rating behavior. The authors base their approach
on the understanding of the idea that people assume different roles (e.g., leaders
or followers) when in groups, or even across groups (e.g., in work and in family),
and thus may exhibit substantially different behavior compared to them acting
individually. They propose two models. The first make use of the difference
between the individual and group ratings averaged over all items in the group
profile, and employ matrix factorization to compute any missing values. In this
way they can take into account the different rating behavior of users within groups
and across groups. The second model presupposes that group ratings are computed
as a weighted average of member ratings. Therefore, the weight of a particular
user captures her behavior change as a group member.

In most studies on group recommendation, the focus is on recommending one
item at a time. The various aggregation methods are applied to find a consensus
between the users on a single item. The final group recommendation list consists
of items that are the more satisfying for the group. However even the best item in
the group list, may still not satisfy all the members of the group. To compact this
many studies have included the concept of fairness in group recommendations. In
[31] the authors handle the fairness aspect by calculating the user utility of the
members of the group. The utility is determined by how relevant the recommended
items are to the user. For evaluating the overall satisfaction of the users estimating
group recommendation quality, they make use of this utility function to consider
the social welfare - the sum of user utilities inside the group - and the fairness -
the balance of user utilities inside the group. To this direction, [5] formalize the
concept of group disagreement score, which reflects the level at which group mem-
bers disagree with each other. Furthermore they define the group relevance score
as the degree to which an item is preferred by the members. The authors propose
that the final relevance score of an item to the group should be the weighted sum
of the two component scores.

Shuyao et al.[43] analyze the problem of recommending a package - or a bundle
of items - to a group. For example, a group of friends wants to order food and
then watch a movie. The package in this case will be a pair, that consists of the
restaurant they will order food from and the movie they will decide to watch.



2.3. RECOMMENDATIONS IN THE HEALTH DOMAIN 9

In accordance to the previous works mentioned, the package needs to be fair for
all group members. The authors propose two probabilistic models for package
recommendation that incorporate factors such as user impact, package viability,
and fairness. The first, initially computes the probabilities that the group of users
likes individual items, before deriving the probability that the group would select
a package of items. The second, first forms item packages that are favored by the
individual group members before identifying those that have high likelihood to be
selected by the group.

In Stefanidis et al. [51] the authors consider a different aspect of group recom-
mendations. Whereas in previous research, group recommendations focus on the
relevance of the item to the group members, here, they study group recommenda-
tions when specific constraints apply to the members of the group. For example,
a vacation package may seem more attractive to a user, if the other members of
the group are of a similar age. Or a course may be recommended to a group
of students that have similar or diverse backgrounds depending on the scope of
the course. Those constrains are divided into three groups. First is the user-to-
item constraints that express any limitation a user has for any given item. In
order to ensure low disagreement between the group members, the user-to-group
constraints are applied. Both user-to-item and user-to-group constraints describe
limitations from the user, or customer, perspective. From the perspective of the
company, group-to-group constraints refer to a set of properties that the group
under construction must satisfy. These properties express the requirements of the
company concerning the group that a product, or item, is targeting on.

In Ntoutsi et al. [37] the authors use a hierarchical agglomerative clustering
algorithm to cluster users into groups with strong similarity. They use those
clusters to efficiently locate similar users to a given one. The recommendations
for users are produced with respect to the preferences of their cluster members
without extensively searching for similar users in the whole database. Top-k group
recommendations are computed by aggregating the personal recommendations of
the individual users, while they are presented along with explanations on the
reasons that the particular items are being suggested to the group. Finally, to
deal with the sparsity of the explicitly defined user preferences, they introduce the
notion of support in recommendations to model how confident the recommendation
of an item for a user is. They define the notion of support as the percentage of
the friends of a user that have expressed a preference for a given item.

2.3 Recommendations in the Health Domain

Nowadays, patients turn towards the Internet, in order to inform themselves about
their diseases and their possible treatment. Although this is regarded as a good
thing, it suffers from two main problems. Firstly the information found on the
web is not always accurate and secondly it is very diverse. To face these problems
a personalized recommender would allow the users to have a seamless, secure and
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consistent bi-directional linking of clinical research and clinical care systems, and
thus empowering the patients to extract the relevant data out of the overwhelming
large amounts of heterogeneous data and treatment information.

To help patients many studies have been made to accommodate the patients
needs. Kim et al. [25] propose a context-aware item-based recommendation
method to establish personalized healthcare services. Also, they propose a Con-
text Hidden Markov Model (C-HMM) based collaborative filtering method that
is able to effectively recommend items in the healthcare environment. In this
C-HMM based collaborative filtering method, the preference of items can be es-
timated using the C-HMM in the case of the absence of item preferences. In
addition, collaborative filtering is performed using the estimated preference and
that recommends items to users.

Wiesner et al. [42] portray the requirements that a Health Recommender Sys-
tem (HRS) needs to fulfill. Firstly in order to successfully blend the HRS and the
Personal Healthcare Record (PHR) such a system will need to successfully cope
with issues like, imprecise terms, colloquial terms and misspellings. It also needs
to detect whether clinical conditions mentioned in clinical reports are negated.
For example if the PHR of a user includes the following: “Autoimmune retinopa-
thy in the absence of cancer”, then the term ‘cancer’ has to be excluded. Fur-
thermore a HRS must also recognize expert vocabulary (i.e., common medical
abbreviations) and classification system codes primarily used by physicians and
other health professionals. Next they introduced a Health Graph - a graph-based
data structure of health related concepts extracted from information included in
Wikipedia. Given medical facts from PHR data entries, the HRS makes use of
techniques like negation detection, spell-correction and semantic query expansion
via the Health Graph. According to their evaluations this gives better results than
other Information Retrieval (IR) methods.

Another example of such works, is the Personal Medical Information Recom-
mender (PMIR) [27, 28], which is part of EURECA and iManageCancer EU re-
search projects. The tool aims to empower patients to extract the relevant data
out of the overwhelmingly large amounts of heterogeneous data and treatment in-
formation. Due to the cold start and sparsity problems mentioned before, PMIR is
semantically annotating patient profiles and past queries using a modular ontology
and then exploits them to identify relevant documents from a high-quality corpus.
The documents are annotated as well using the same ontology and an adaptation
of the vector space model from the information retrieval domain is employed in
order to identify relevant documents that will be eventually recommended to each
user.

The wide spread of mobile applications, has also influenced the health domain.
There are many applications that urge the users into bettering their health. A
part of such an application usually is a recommender systems that advocates to
the users, to enhance their health either through suggestions (such as what to eat
in a weight loosing app) or messages (reminders how smoking affect the health
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in a smoking cessation app). Agapito et al. [2] for example, propose a web-
based recommender system called DIETOS (DIET-Organizer System). DIETOS
provides individualized nutritional recommendations according to the user’s health
profile defined, by following the main guidelines furnished by the medical specialist.
DIETOS also provides information about the benefits and side-effects of several
foods for specific diseases or health conditions. A novelty of DIETOS is that it
incorporates a catalog of typical/regional foods. The recommendation of the foods
by DIETOS to the users, is based on criteria certified by the medical team as well
as the nutritional information of the foods contained in the database.

Hors-Fraile et al. [21], is a study that was funded through the Project Smoke-
FreeBrain ”Multidisciplinary tools for improving the efficacy of public prevention
measures against smoking” of the European Union’s Horizon 2020 research and
innovation program, describes the design of two recommender systems designed
to support the smoking cessation process through a mobile application. The first
recommender system utilizes the hybrid approach (content-based, utility-based,
and demographic filtering), to select the messages of topics more relevant for the
user, that actually help them change their behavior. The second system utilizes
the content-based approach, and it is used mainly to schedule a timely delivery of
the messages.

López-Nores et al. [35] propose a new strategy called property-based collabora-
tive filtering (PBCF), that answers problems that the previous strategies (collab-
orative filtering, content-based and hybrid) suffer from, in regards to the health
domain. As such this approach depends on having a semantic characterization of
the items that may be recommended, which is not necessarily true for the rest.
Whereas the other strategies rely on direct links between specific users and items,
PBCF fully decouples users and their properties on the one hand, and items and
their properties on the other. This way, it is possible to build a matrix of values
representing how much one item feature influences (positively or negatively) the
suitability of an item for someone with a certain user property, which helps solve
persistent problems of other collaborative approaches like sparsity, latency and the
unfair treatment given to people whose interests and needs are different from those
of the majority.

In spite of the recent trend towards health recommender systems, there are
some pitfalls that needs to be overcome. Schäfer et al. [49] analyze those pitfalls,
and divide them into three main categories. The a) patient/user challenges, b)
the recommender challenges and c) the evaluation challenges. On the patient
perspective, recommender systems will need to collect data from a wide variety
of sources, such as electronic health records or lifestyle trackers, interconnect and
standardize these data entries, and assure their quality regarding missing or false
information. From there the specific user needs and requirements need to be
filtered out from the available datasets using intelligent user models. On the
recommender perspective, those models should then be used to personalize the
given recommendation to the user’s health context, history and goals. Once those
recommendations are achieved, a health recommender system needs to guide the
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user to accept and implement them. While doing so, the applications additionally
need to conserve the user’s privacy and be conform to local laws and restrictions.
Finally, when being evaluated, there is a need to define multidimensional user
satisfaction measures, test those in real life situations and prevent any harmful or
unethical behavior using fallbacks and expert guidance.

2.4 Beyond Simple Recommendations in the Health
Domain

Although, as mentioned above, recommender systems have gained popularity in
the health domain, there are many limitations in the systems implemented so far.
For example, to the best of our knowledge there has been no research done in the
challenging field of group recommendations neither work has been performed on
incorporating the notion of fairness in the health domain. This work demonstrates
some of the benefits that the health experts may gain, in pursuit of these new
challenges.

More specifically, we have used techniques that are principally found in pure
group recommendations systems, i.e. we have utilized the multi-users group ap-
proach, in order to compose the group recommendation list. However, we have
tailored our recommendations for the health domain, exploiting the semantically
annotated PHR profile of the users. This directly allows us to endorse documents
that are relevant to a user not only on the level of appreciation (meaning the rat-
ings that each item has gained) but also on the level of his personal health profile
(we recommend items that are relevant to him because of related health artifacts).

Furthermore, by introducing the concept of fairness in our approach, in the
same vain as previous works, we make sure that the final product of the group
recommendation process, remains fair and unbiased towards all group members.
This is particularly important in our chosen domain, where we explicitly want all
members of the group to be satisfied and content with the final proposed items.

With this work, we hope to open the gate for more in depth research to the
concept of group recommendations, that have as a focal point the specifications
and requirements of the health domain.



Chapter 3

Single User Recommendations

Assume a recommender system in the health domain, where I is a set of data items
to be rated and U is the set of patients in the system. A patient, or user, u ∈ U
might rate an item i ∈ I with a score r(u, i), as in [1, 5]. Typically, the cardinality
of the item set I is high and users rate only a few items. The subset of users that
rated an item i ∈ I is denoted by U(i), while the subset of items rated by a user
u ∈ U is denoted by I(u).

For the items unrated by the users, recommender systems estimate a relevance
score, denoted as relevance(u, i), u ∈ U , i ∈ I. There are different ways to
estimate the relevance score of an item for a user. As already mentioned, in the
content-based approach (e.g., [34]), the estimation of the rating of an item is based
on the ratings that the user has assigned to similar items, whereas in collaborative
filtering systems [48], this rating is predicted using previous ratings of the item by
similar users. In this work, we follow the collaborative filtering approach. First,
similar users are located via a similarity function that evaluates the proximity
between two users (Section 3.1). Then, items relevance scores are computed for
users taking into account their most similar users (Section 3.2). The novelty of
our approach lies in the fact that instead of only using classical similarity notions
we exploit the similarity in patient profiles (their diseases), improving as we shall
show in the sequel, the quality of the recommendations.

3.1 User Similarities

The information that are available to us, in order to find similar users, are the
ratings that each user has given to data items as well as some personal users
information regarding their health problems. Because the knowledge that we gain
from each source is distinct, we can define two different similarity functions.

13
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3.1.1 Similarity based on ratings

We assume that two users are similar if they have rated data items in a similar
way, i.e., they share the same interests. We calculate their similarity based on
their ratings, by exploiting the Pearson correlation metric.

RatS(u, u′) =

∑
i∈X

(r(u, i)− µu)(r(u′, i)− µu′)√∑
i∈X

(r(u, i)− µu)2
√∑

i∈X

(r(u′, i)− µu′)2
(3.1)

where X = I(u) ∩ I(u′), µu is the mean of the ratings in I(u), i.e., the mean of
the ratings of u. An example for such calculations follows in section 3.3

3.1.2 Similarity based on semantic information

In the health domain, usually two people have similar interests in health documents
if they have similar health problems. The International Statistical Classification
of Diseases and Related Health Problems1 (ICD10) is the international standard
diagnostic tool for epidemiology, health management and clinical purposes main-
tained by the World Health Organization, which we exploit to identify similarities
between health problems and eventually between users.

3.1.2.1 Similarity between two health problems

The ICD10 taxonomy can be represented as a tree, with health problems as its
nodes. In the 2017 version of ICD10, there are 4 levels in the corresponding tree, in
addition to the root level. Because of the structure of the ontology (acyclic), there
is only one path that connects two individual nodes. Another characteristic of the
structure is that sibling nodes that belong to lower levels share greater similarity
than siblings that belong to upper levels.

Table 3.1 presents an example of 4 pairs of sibling nodes from the ICD10
ontology, with their code id, their description and the level they belong. From
their descriptions, we can identify that the siblings that reside in the forth level
share a far greater similarity than the ones in the first level.

Because of this discrepancy of the similarity of the health problems in different
levels, we assign different weights to nodes according to their level. These weights
will help us differentiate between siblings nodes in the various levels. We want
sibling nodes in the higher levels to share greater similarity than those in the
lowest.

Definition 1 (weight). Let A be a node in the ontology tree. Then,

weigth(A) = w ∗ 2maxLevel−level(A),

1http://www.icd10data.com/
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Table 3.1: An instance of the ICD10 ontology.

Code id Description Level

S27 Injury of other and unspecified intrathoracic organs 1

S29 Other and unspecified injuries of thorax 1

S27.3 Other injury of bronchus, unilateral 2

S27.4 Injury of bronchus 2

S27.43 Laceration of bronchus 3

S27.49 Other injury of bronchus 3

S27.491 Other injury of bronchus, unilateral 4

S27.492 Other injury of bronchus, bilateral 4

where w is a constant, maxLevel is the maximum level of the tree and level(A) is
a function that returns the level of each node.

In addition, let anc(A) be the direct ancestor of A. Intuitively, we need a
formula that not only takes into account the distance between two nodes, but also
the level that those nodes belong. To achieve that we make use of the concept of
the lowest common ancestor (LCA).

Definition 2 (LCA). Let T be a tree. The lowest common ancestor LCA(A,B)
of two nodes A and B in T is the lowest node in T that has both A and B as
descendants, where each node can be a descendant of itself.

Then, for computing the distance between A and B, we compute their distance
from LCA(A,B). For doing so, we identify first the path that connects A (and
respectively B) with LCA(A,B).

Definition 3 (path). Let T be a tree, and A and B two nodes in T, with LCA(A,B) =
C. Then, path(A,C) returns a set of nodes including A, its direct ancestor anc(A),
its direct ancestor anc(anc(A)), and so on, until we reach C, without including C
in the set.

The distance between A and C is calculated by accumulating the weight of
each node in the path, as follows:

dist(A,C) =
∑

n∈path(A,C)

weight(n).
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Figure 3.1: A snippet of the ontology tree along with the assigned weights in
parenthesis.

In overall, for computing the similarity between two nodes A and B, we use
the following formula.

Definition 4 (simN). Let T be a tree, and A and B two nodes in T, with LCA(A,B) =
C. Then,

simN(A,B) = 1− dist(A,C) + dist(B,C)

maxPath ∗ 2

Note that we divide the sum of the two distances with maxPath ∗ 2, in order
to normalize the overall similarity, so that the function simN , returns a value in
the range of [0,1]. We define maxPath as follows:

Definition 5 (maxPath). Let T be a tree, and A and B two nodes in T, with A
being a node in the highest level and B the root. Then,

maxPath = dist(A,B)

Figure 3.1 presents a snippet of the ICD10 ontology tree, where each node is
associated with a weight (in this example, w = 0.1). Note that the root has not
been assigned a weight, because when calculating the path that connects a node
with its ancestor, we do not include the actual ancestor in the path. Table 3.2
presents various similarities between nodes from Figure 3.1.

3.1.2.2 Overall similarity between two users

Using the measures described above, we can calculate the similarity between two
health problems. However, a user typically has more than one health problem in
his/her profile.

Let Problems(u) be the list of health problems of user u ∈ U . As such, given
two users u and u′, we calculate their overall similarity by taking into consideration
all possible pairs of health problems between them. Specifically, we take one by one
all the problems in Problems(u) and calculate the similarity with all the problems
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Table 3.2: Examples of similarities between nodes using figure 3.1.

Node A Node B LCA(A,B) simN(A,B)

S27.43 S27.49 S27.4 1− (0.2 + 0.2/3) = 0.87

S27 S29 root 1− (0.8 + 0.8/3) = 0.47

S27.492 S27.49 S27.49 1− (0 + 0.1/3) = 0.97

S27.3 S27.49 S27 1− (0.4 + 0.6/3) = 0.67

S27.492 S29.001 root 1− (1.5 + 1.5/3) = 0

S27.491 S27.492 S27.49 1− (0.1 + 0.1/3) = 0.93

in Problems(u′). For each distinct problem from u, we take into account only the
health problem of u′ that has the maximum similarity.

Definition 6 (SemS). Let u and u′ be two users in U . The similarity based on
semantic information between u and u′ is defined as:

SemS(u, u′) =

∑
iεProblems(u) ps(i, u

′)

|Problems(u)|
,

where
ps(i, u′) = max(∀jεProblems(u′){simN(i, j)}).

Instead of the maximum function used in the above process, one can employ
the average function. However, according to our experiments, such an approach
leads to a big number of unrelated pairs of health problems.

3.2 Single User Rating Model

Let Pu denote the set of the most similar users to u, hereafter, referred to as the
peers of u. Formally:

Definition 7 (Peers). Let U be a set of users. The peers Pu of a user u ∈ U
consists of all those users u′ ∈ U that are similar to u w.r.t. a similarity function
S(u, u′) and a threshold δ, i.e., Pu = {u′ ∈ U : S(u, u′) ≥ δ}.

S represents either the similarity based on ratings, RatS, or the one based on
semantic information, SemS.

Given a user u and his peers Pu, if u has expressed no preference for an item
i, the relevance of i for u is estimated as:

relevance(u, i) =

∑
u′∈(Pu∩U(i)) S(u, u′)r(u′, i)∑

u′∈(Pu∩U(i)) S(u, u′)
(3.2)
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Table 3.3: Patients with their corresponding health problems and ratings

# Name Health Problem Ratings - DocID(score)

u1 John Smith S27.492 10(4), 15(5), 20(3), 30(3), 22(4), 23(2), 36(5)

u2 Mary Jane S27.4, S27.49 10(3), 30(5), 16(3), 19(4), 18(3), 17(4), 35(4)

u3 Thomas Murphy S27.3 16(5), 20(5), 30(2), 25(3), 22(3), 17(5), 36(5)

u4 Scott Wilson S29.00 25(5), 45(2), 19(2), 17(5), 31(5), 35(5)

u5 Mia Brown S29, S27.49 15(4), 20(4), 30(3), 45(4), 22(5), 36(5), 18(5)

Table 3.4: RatS scores for patient John Smith

Patient Pearson Score

Mary Jane -0.993

Thomas Murphy 0.389

Scott Wilson 0

Mia Brown 0.897

After estimating the relevance scores of all unrated user items for a user u, the
items Au with the top-k relevance scores are suggested to u.

3.3 Running Example

Assume that we have 5 patients in our health recommender system. Their health
problems and the ratings that they have given are shown in Table 3.3.

Using the similarity based on ratings (Equation 3.1), RatS, for user u1, we
calculate the similarity scores shown in Table 3.4. As an example, let’s consider
the users u1 and u5. To calculate their RatS similarity, we find first the mean
value of the users ratings. For user u1 is 3.71 and for user u5 is 4 (these patients
have rated three common documents, i.e., the documents with id 15, 22 and 36).
Applying these values to the similarity function, we came up with the value of
0.897. The same procedure is used for the rest of the patients.

We will again use u1 and u5 to calculate the similarity scores using the semantic
similarity function. The patient u5 suffers from two health problems. As such, we
will compute two times the simN function. The first will be for S27.492 and
S29. This gives a score of 0.234. The second will be for S27.492 and S27.49, with
similarity score equal to 0.97. As the final similarity score of the two patients, we
will take the maximum value. The scores using the semantic similarity function
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Table 3.5: SemS scores for patient John Smith

Patient Partial Scores Similarity Score

Mary Jane
S27.492 - S27.4 = 0.9

0.967
S27.492 - S27.49 = 0.967

Thomas Murphy S27.492 - S27.3 = 0.634 0.634

Scott Wilson S27.492 - S29.01 = 0.034 0.034

Mia Brown
S27.492 - S29 = 0.234

0.967
S27.492 - S27.49 = 0.967

Table 3.6: The Peers and Recommendation Lists for patients John Smith and
Mary Jane

Patient Similarity function Peers Recommendation List -
DocId(score)

John Smith
RatS Thomas Murphy, Mia Brown 18(5), 16(5), 17(5), 28(3),

31(3), 25(3), 45(2)

SemS Mary Jane, Thomas Murphy,
Mia Brown

18(5), 17(4.4), 35(4), 19(4),
16(3.8), 18(3), 25(3), 28(3),
31(3), 45(2)

Mary Jane
RatS Scott Wilson 25(5), 31(5), 45(2)

SemS John Smith, Thomas Murphy,
Mia Brown

15(5), 36(5), 22(4.1) 20(3.8),
25(3), 28(3), 31(3), 23(2),
45(2)

for u1 are shown in Table 3.5.
After having found the similarity scores for a patient, the next step is to find

his peers (Definition 7). Subsequently, by exploiting Equation 3.2, we compute the
recommendation list for the patient (as threshold δ used in Definition 7, we use
the value 0.3). Table 3.6 shows the peers and the recommendations for the users
u1 and u2. Recommendations are ordered from the most to the least relevant. In
case of ties, we resolve them arbitrarily.
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Chapter 4

Group Recommendations

However, we are not only interested in recommending useful information to single
users but to a whole group of patients. Our goal is actually to provide valuable
suggestions to a caregiver who is responsible for a group of patients. We interpret
valuable suggestions as suggestions that are both highly related and fair to the
patients of the group. The overall process of computing a group recommendation
list is shown in figure 4.1. In section 3.1 we discussed about the similarity functions
and the relevance function was mentioned in section 3.2. In this section we will
examine four different aggregation methods.

4.1 Group Rating Model

Most previous works focus on recommending items to individual users. Recently,
group recommendations that make recommendations to groups of users instead
of single users (e.g., [37, 45]), have received considerable attention. Commonly, a
method for computing group recommendations first estimates the relevance scores
of the unrated items for each user in the group, and then, aggregates these pre-
dictions to compute the suggestions for the group. Formally, the relevance of an
item for a group is computed as follows:

Definition 8 (relevance). Let U be a set of users and I be a set of items. Given
a group of users G, G ⊆ U , the group relevance of an item i ∈ I for G, such that,
∀u ∈ G, @rating(u, i), is:

relevanceG(G, i) = Aggru∈G(relevance(u, i)).

As in single user recommendations, the items with the top-k relevance scores
for the group are recommended to the group.

4.2 Fairness in Group Recommendations

As already mentioned, in this work, we exploit the concept of group recommen-
dations in order to provide valuable suggestions to a caregiver responsible for a

21
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Figure 4.1: An overall example for the actions necessary to get a group recom-
mendation list.

group of patients.

Specifically, given a particular set of recommendations for a caregiver, it is
possible to have a user u that is the least satisfied user in the group for all items
in the recommendations list, that is, all items are not related to u. Therefore,
although the caregiver may like as a whole the set of recommendations, the package
selection is not fair to u. In actual life, where the caregiver is concerned for the
needs of all patients in his group, we should recommend items that are both
strongly relevant and fair to the majority of the group members.

Motivated by this observation, we target at having insights into the properties
of the produced recommendations in order to help making the algorithmic process
transparent, non-discriminative and accountable [52]. In particular, to increase
the quality of the recommendations for the caregiver, we consider, similar to [44],
a fairness measure that evaluates the goodness of the recommendations as a set.
This way, given a user u and a set of recommendations D, we define the degree of
fairness of D for u as:

fairness(u,D) =
|X|
|D|

, (4.1)

where X = Au ∩ D. Remember Au are the items with the top-k relevance
scores for u.

Intuitively, the fact that the group recommendations contain some highly rele-
vant items to u, makes both u and his caregiver tolerant to the existence of other
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items that are not highly related to u, considering that there are other members
in the group who may be related to these items.

Then, the fairness of a set of recommendations D for a set of users G is defined
as follows.

Definition 9 (Fairness). Given a group G and a set of recommendations D, the
fairness of D for G is defined as:

fairness(G,D) =

∑
u∈G fairness(u,D)

|G|
.

After having defined the fairness of the group recommendations, we want to
have a metric that will demonstrate the overall value – suitability – of these pro-
posed items to the group. We want to take into account not only the above
mentioned fairness, but also how ”good” these recommendations are, namely their
relevance score w.r.t. to the group list. Considering these, we define the fairness-
aware value of D for G as follows:

value(G,D) = fairness(G,D) ·
∑
i∈D

relevanceG(G, i). (4.2)

4.3 Aggregation Designs

For the aggregation method Aggr, we employ 5 different designs, each one carrying
different semantics. Specifically, we distinguish between the score-based and rank-
based designs.

In a score-based design, the prediction for an item is computed taking into
account the relevance of the item for the group members. Firstly, we consider that
strong user preferences act as a veto; this way, the predicted relevance of an item
for the group is equal to the minimum relevance of the item scores of the members
of the group:

relevanceG(G, i) = min
u∈G

(relevance(u, i)). (4.3)

Alternatively, we focus on satisfying the majority of the group members and
return the average relevance for each item:

relevanceG(G, i) =
∑
u∈G

relevance(u, i)/|G|. (4.4)

In a rank-based design, we aggregate the group members recommendations lists
by considering the ranks of their elements. Specifically, following the Borda count
method [18], each data item gets 1 point for each last place received in the ranking,
2 points for each next to last place, and so on, all the way up to k points for each
first place received in the ranking. The item with the largest point total gets the
first position in the aggregated list, the item with the next most points takes the
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second position, and so forth, up to locate the best k items. Overall, the points of
each item i for the group G is computed as follows:

points(G, i) =
∑
u∈G

(k − (pu(i)− 1)), (4.5)

where pu(i) represents the position of item i in Au.
Targeting at increasing the fairness of the resulting set of recommendations, we

introduce also the Fair method, which consists of two phases. In the first phase
we consider pairs of users in the group, in order to identify what to suggest. In
particular, according to this rank-based design, a data item i belongs to the top-k
suggestions for a group G, if, for a pair of users u1, u2 ∈ G, i ∈ Au1

⋂
Au2 , and i

is the item with the maximum rank in Au2 .
For locating fair suggestions in this design, initially, we consider an empty set

D. Then, we incrementally construct D by selecting, for each pair of users ux and
uy, the item in Aux with the maximum relevance score for uy. The above process
is shown in Algorithm 1.

If the value of k (i.e., the number of items that need to be provided by the
group recommendation list) is greater than the items we found using the above
method, then we construct the rest of D, by serially iterating the Au lists of the
group members and adding the item with the maximum rank that does not already
exists in D.

As we have already said, the size of the set I, i.e., the number of items in the
recommender system, is typically high. In many cases, regardless of how similar
the group members are, the first phase of the algorithm may yield few items (i.e.,
less than out targeted k). In this case, regardless of what order we examine the
members, the items we get are the same. Moving to the second phase, we can
assume a pseudo hierarchy inside the group members, meaning that the members
that will be checked first, will have more relevant to them items in the group
list. So, by rearranging the order of the group members, we can influence the
fairness achieved for each individual member. On the other hand, if we produce
all the top−k items from the first phase, then a number of items in the group list,
may change accordingly to what order we examine the members. Again the vast
majority of the items will be included, regardless of the members order. In both
cases, the fairness of the list for the entire group (Definition 9) does not change.

4.4 Running Example

Continuing from the previous Section 3.3 , we define as a group, the users u1 and
u2. Their individual recommendation lists are shown in Table 3.6. Using the aggre-
gation methods mentioned above, Tables 4.1 and 4.2 present the produced group
recommendation lists. For all methods, we take into account only the documents
that exist in the individual recommendation list of all patient in the group.

In more detail, given the individual recommendation lists based on RatS, for
the users u1 and u2, we can observe that only the documents 25, 31 and 45 are
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Algorithm 1 Fair Group Recommendations Algorithm

Input: A group of users G = {u1, . . . , un}, and the sets of recommendations Aux
for each user ux ∈ G.

Output: The fairness-aware set of the z recommendations D for G.

1: begin
2: D = ∅;
3: while |D| < z do
4: for x = 0; x < n; x++ do
5: for y = 0; y < n; y++ do
6: if x 6= y then
7: Find the item i ∈ Auy with the maximum relevance(ux, i);
8: D = D ∪ i;
9: end

Table 4.1: The Group Recommendation list using RatS

# Min Average Borda Fair

1 31(3) 31(4) 31 (5 pts) 31

2 25(3) 25(4) 25 (5 pts) 25

3 45(2) 45(2) 45 (2 pts) 45

Table 4.2: The Group Recommendation list using SemS

# Min Average Borda Fair

1 25(3) 25(3) 25(9 pts) 25

2 31(3) 31(3) 28 (7 pts) 28

3 28(3) 28(3) 31 (5 pts) 31

4 45(2) 45(2) 45 (2 pts) 45
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common. The min and average methods, are straightforward. For the Borda count
method, we will consider the document 25. For u1, it is in the sixth position in his
recommendation list, and so it takes 2 points (7−(6−1)). For u2, the document is
in the first position, so it takes 3 points for total of 5 points. Finally, for the Fair
approach, for u1, we take the document in the list of u2 that has the maximum
score, and that it also present in the list of u1. That is the document 25, with
value equal to 5.



Chapter 5

Experimental Evaluation

In this section, we initially describe the dataset and the evaluation metrics used.
Then, we present the results of our experimental evaluation.

5.1 Dataset

Although it is really common for patients to look for health information and some-
times to rate such documents on the web, their profiles are usually not accessible,
neither linked to those documents. Among others, legal and ethical constraints
prohibit the collection and the exploitation of such a dataset.

In order to experiment with such a dataset we initially exploited 10.000 chimeric
patient profiles. These profiles [23] contain the same characteristics that exist in
a real medical database such as patients’ admission details, demographics, socioe-
conomic details, labs, medications, etc. Additionally, the health problems for each
patient, are described using the ICD10 ontology making this dataset ideal for our
semantic similarity approach.

Then, based on these profiles, we synthetically generated a document corpus
and user ratings as follows:

• Create document corpus. Initially, we generated a numDocs number
of documents, for each first level category of the ICD10 ontology (i.e., for each
node that belongs in the first level of the ontology tree). For their corresponding
keywords, we randomly selected numKeyWords words from the description of the
nodes in each subsequent subtree.

•Divide the patients into groups. We have surmised that all patients have
given a numRatings number of ratings. Specifically, we have divided the patients
into three groups – sparse, medium and dedicated. The users in each group have
given few, average and a lot of ratings, respectively.

• Simulate a power law rating distribution. When ranking items based
on human preferences, they tend to follow the power law distribution. In order to
depict this, we have randomly selected a popularDocs number of documents that
will be the most popular.

27
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• Generate items to rate. For each patient, we have divided the ratings,
that he/she will give into two groups: healthRelevant and nonRelevant. Using
the health problems data (noted in ICD10 nodes) the first group of rating will go
to the documents belonging in the same subtree as their health problems. The
second group will be given to the rest of the documents. Our assumption here is
that the patients will be interested not only in documents regarding their health,
but also to some extent in others as well.

• Generate ratings. Finally, for each rating generated in the previous step,
we assigned randomly, a value in the range of 1 to 5.

A more detailed analyses of the parameters, for building the document corpus
and the rating dataset, is given in Section 5.4.1

5.2 Aggregation Methods

As we have mentioned in Section 4.3, the aggregation methods we want to utilize
are divided into two groups. The score-based group consists of the Minimum and
Average aggregation designs, while the rank-based group is composed of the Borda
and Fair designs. In order to have a baseline for which to compare these methods,
we will employ a trivial aggregation method, namely the Round-Robin aggregation
design. The way that this method constructs the group list is straightforward. We
consider each member of the group individually, and for each one, we will take the
item in his/her list with the highest score that does not already exists in the group
list. Because we consider each member of the group as an isolated user, any notion
of fairness that this design will offer, will be incidental and highly dependent on
the similarity between the members and specifically, on them having similar items
with high score. Given that during the aggregation process of Round-Robin, we
only consider the ranks of the items, it will be included in the rank-based group
of the aggregation methods.

5.3 Evaluation Measures

For our experiments, in order to calculate the semantic similarity function SemS,
we used the value of 0.1 for constant w that is needed in Definition 1.

To evaluate the similarity functions, we used the Mean Absolute Error (MAE)
and the Root Mean Square error (RMSE). These two are the most common metrics
used to measure accuracy for continuous variables - such as the similarity scores
[38]. MAE signifies the average of absolute errors of the predictions, compared to
the actual given ratings for a user:

MAE =
1

n

n∑
i=1

|predictedi − actuali| (5.1)
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RMSE expresses the average of squares of absolute errors of the prediction, com-
pared to the existing rating for a user:

RMSE =

√√√√ 1

n

n∑
i=1

(predictedi − actuali)2 (5.2)

Intuitively, we can see that the smaller the values, the better the quality of rec-
ommendations.

To quantify the success of each aggregation method, we computed the distance
of each user’s top − k recommendation list with that of the group’s. Then to
calculate the final score we took the average of those. For calculating the distance
we used two measures. The Kendall tau (Equation 5.3) and the Spearman footrule
distance (Equation 5.4). The Kendall tau distance is a metric that counts the
number of pairwise disagreements between two ranking lists [24]. The Spearman
footrule is the absolute difference between the ranks assigned to an item in each
list [15].

The Kendall tau distance between two lists t1 and t2 is:

K(t1, t2) =|{(i, j) : i < j, (t1(i) < t1(j) ∧ t2(i) > t2(j))

∨ (t1(i) > ti(j) ∧ t2(i) < t2(j))}| (5.3)

where t1(i) and t2(i) are the rankings of the element i in t1 and t2, respectively.
In turn, the Spearman footrule for the same lists is:

S(t1, t2) =

n∑
i=1

|t1(i)− t2(i)| (5.4)

5.4 Evaluation Results

5.4.1 Datasets Creation

In Section 5.1, we analyzed the proposed method of creating two datasets - doc-
uments and ratings - in lieu of real data. In Tables 5.1 and 5.2, we present the
parameters needed, a brief explanation and the value given in order to build those
datasets. After all the necessary steps were completed the number of items in
the document corpus was 79.650 and the total number of ratings generated was
1.576.872.

In Figure 5.1, we can see the distribution of ratings in the documents. We have
partition the ratings in groups of 500. Most of the documents (71%) have received
ratings in the range of [50-100]. In the second place (21%) we have the document
that have been rated 0 to 50 times, while if we accumulate all the documents with
ratings more than 200 they are merely make up of the 1.12% of the corpus. As
was intended, these results simulate a power law, where the prominent items are
few and plethora of documents have very low popularity.
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Figure 5.1: The distribution of the ratings in the document corpus, where we have
partition the number of ratings in groups of 500

Table 5.1: The parameters needed to creating the document corpus.

Parameter Name Explanation Value

numDocs The number of documents created for
each different category of health problems,
based on the ICD10 ontology tree.

270

numKeyWords The number of randomly selected key-
words, attached to each document.

10

popularDocs The number of documents, that will be
most popular in each category, in order to
simulate a power law distribution.

70



5.4. EVALUATION RESULTS 31

Table 5.2: The parameters needed to create the ratings dataset.

Partitions Parameter Name Explanation Value

G
ro

u
p

P
ar

ti
ti

on

Group sparse The number of ratings given
by patients in this group is 20
to 100

50% of all pa-
tients

Group medium The number of ratings given
by patients in this group is 100
to 250

30% of all pa-
tients

Group dedicated The number of ratings given
by patients in this group is 250
to 500

20% of all pa-
tients

S
co

re
s

P
ar

ti
ti

on

One The number of ratings that
have as value 1

20% of all ratings

Two The number of ratings that
have as value 2

10% of all ratings

Three The number of ratings that
have as value 3

30% of all ratings

Four The number of ratings that
have as value 4

20% of all ratings

Five The number of ratings that
have as value 5

20% of all ratings

R
at

in
gs

P
ar

ti
ti

on

healthRelevant The number of documents
each user will rate that are rel-
evant to some health problem
he/she suffers from

20% of ratings
from each user

nonRelevant The number of documents
that each user will rate that
are not relevant to any of
his/her health problems.

80% of ratings
from each user
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Figure 5.2: The MAE for different K

5.4.2 Evaluation of Similarity Functions

In order to compare the two proposed similarity functions, we focused on single
users recommendations. We used 100 users, for which we hide their top − k sug-
gestions. In Figures 5.2 and 5.3, we can see the different values of the MAE and
RMSE measures for several values for k. In all cases, we can observe that the se-
mantic similarity function gave better results than the rating similarity function.
This shows the added value of our solution on calculating effectively the similar-
ity between users, incorporating for the health-related semantic information in its
calculation.

In contrast, we can see in Figure 5.4 that the time needed to calculate the
semantic similarity function is higher than the time needed for the rating similarity
function. This might be considered as a drawback. However, as we can observe,
calculating the semantic similarity is really fast (msecs for 10K patients), and is
balanced out by the better quality of the results.

5.4.3 Evaluation of Aggregation Methods with Different Similar-
ity Functions

In order to evaluate the effectiveness of each aggregation method, in regards to our
construction of the final group recommendation list, we use the Kendall distance
(Equation 5.3) and the Spearman footrule (Equation 5.4) measures. In more detail,
we compute the distance - using either Kendall or Spearman - between the top-K
list of each member of the group and the group recommendation list. In this way
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Figure 5.3: The RMSE for different K

Figure 5.4: The time needed to calculate the Pearson and semantic similarity
function. The time is averaged over 10 randomly selected users.
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we can estimate the difference between the lists, and consequentially how many
of the most highly recommended documents for each user, have been included
in the group recommendations. These experiments, help us identify whether each
aggregation method makes adequate use of the individual top-k list of the members
of the group.

In order to produce these results, we randomly selected 10 different groups that
share the same group similarity. Group similarity is the similarity for all pairs of
users in the group, averaged over the number of those pairs. After generating
the group recommendation list, we calculate for each member of the group the
appropriate distance (i.e. either Kendall or Spearman). The distance score for the
aggregation method is the averaged score of the summation of these distances over
the number of group members. Finally, following the same procedure for all 10
groups, the overall score for each aggregation method is the mean of the previously
calculated scores, over the number of different groups.

To further supplement our findings, that our proposed similarity function
SemS gives better results than the RatS, we compare the Kendall and Spear-
man distance for 10 different groups of size 5. The results of these experiments
are shown in Figures 5.5 and 5.6, where we can see the Spearman and Kendall
distance respectively for the same groups when using different similarity functions.
We can observe that the SemS function offers better results than those of RatS,
regardless of which aggregation design we utilized.

As our proposed method gives better results, in the subsequent evaluation tests,
we will only consider the SemS similarity function.

5.4.4 Evaluation of Aggregation Methods with Different Group
Size

In order to get more accurate results, we expanded on the experiment presented
above, with different sized groups. The group sizes we examined are 5 and 7. The
methodology for these experiments are the same as described above. In Figure 5.7
we report the Kendall distance and in Figure 5.8 the Spearman distance.

In Figure 5.7, we can observe that, using the Kendall distance, the rank-based
methods give better results than those of the score-based methods. This is because
the score-based methods consider the entirety of a user’s list, while the rank-based
methods consider only the top−k items. Furthermore, the Minimum and Average
designs, take into account the scores given to an item. For example, if given one
item, if a member of the group has a radically different relevance score for it than
the rest (i.e. the user has a relevance score of 1, while the rest of the group has
above 4), in the case of Minimum aggregation design, his opinion will act as veto,
and the item’s group relevance score will be 1, while in the case of Average, its
group relevance will be brought down and might not make it into the group list.
In both cases, an item that has high relevance for all but one members of the
group, will not be included in the group recommendation list, something that the
rank-based aggregation methods can circumvent. Because of this, the rank-based
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Figure 5.5: The Spearman distance averaged over 10 groups, for different aggre-
gation methods when utilizing the RatS and SemS similarity functions

Figure 5.6: The Kendall distance averaged over 10 groups, for different aggregation
methods when utilizing the RatS and SemS similarity functions
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Figure 5.7: The Kendall distance for different group similarity, group size and
aggregation method.

methods, are able to include more items from the members individual top − k
recommendation lists, and hence give lower distances.

From a closer look into the results of the rank-based methods, when making
comparisons between them, we observe that Round-Robin is the worst, while Borda
gives slightly better results than the Fair design. Since all rank-based methods
focus on constructing the group list with as many items from the members top−k
lists as possible, a more constructive comparison between them will be given in
Figure 5.9, where we compare the fairness of the designs.

In addition, as expected, when the group similarity gets higher, all algorithms
provide better results. Finally, the size of the group, given that we consider groups
sharing the same group similarity, slightly affects the quality of the results of the
employed aggregation methods, and overall, the bigger the size of the group, the
higher the Kendal tau distance. Figure 5.8 shows similar results for Spearman as
well.

In order to calculate the fairness (Definition 9) of the aggregation methods, we
follow the same methodology as the calculation of the distance. Since with fairness,
we measure in essence how many of the items in an individual top-K list made it
in the group recommendation list, which is inherently what we shown in Figures
5.7 and 5.8, we expect complementary results. In fact, the Minimum method that
had the highest distance now produces the lowest fairness. What is intriguing are
the results of Borda and Fair algorithms. Although Borda gave marginally lower
distance, Fair now in turn gives better fairness. An explanation for these results
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Figure 5.8: The Spearman distance for different group similarity, group size and
aggregation method.

is that during the first phase of the Fair algorithm, we take into account items
regardless of their relevance score. As an example, if two users share a common
recommendation to a document, but its relevance score is low for both, so that
item recites in the end of the two lists, the Fair algorithm will include it (since
first we check if two users share a common recommendation, and only if there are
many, we check their relevance scores), while the Borda will give it just 2 points.
With Borda providing only 2 points to this item that is relevant to two users, it
will probably not be included in the group list, in favor of a different item that
has a higher relevance but only for one member. For example if the top − k list
consists of 20 items, an item that shows only in one of the recommendation lists
of the users, but is in the first place, it will get 20 points. In these circumstances,
because we want to include in the group list items that are relevant to most users,
the Fair algorithm behaves better and offers higher fairness.

Finally, we can see that the Round-Robin method gives lower fairness than the
rest of the rank-based methods. That is because, with Round-Robin, we do not
consider the rest of the group members when constructing the recommendations
list, but we consider each member individually from the others. That way, we
may include items that are relevant to only one particular user, something that
the Borda and Fair algorithms try to lessen.

As described in Section 4.3, we divide the aggregation methods into two groups.
The score-based designs (i.e., Average, Minimum) and the rank-based designs (i.e.,
Borda, Fair, Round-Robin). Because of the inherent differences of these designs,
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Figure 5.9: The fairness for different group similarity, group size and aggregation
method.

we cannot directly compare the value (Equation 4.2) returned from the methods
across different categorizations. To elaborate more, when we aggregate using the
score-based techniques, for any given item we directly compute its corresponding
relevance score in the final group recommendation list (i.e. using the average ag-
gregation method, the final score of an item, is the summation of the scores of
that item from all individual lists of the group members, averaged over the size of
the group). On the other hand, with the rank-based techniques what we actually
calculate is the rank that a specific item will have in the group recommendation
list. But as we define in Equation 4.2, in order to find the value of a group recom-
mendation list, we need the relevance score of all its items. Thus, we define the
relevance score of an item in a group recommendation list, that is produced by a
rank-based technique as the summation of its rank in each individual recommen-
dation list of the group members. Similar to Borda if an item is not present in one
of the list then the score it takes is equal to 0. As it is apparent, we cannot directly
compare score-based and rank-based aggregation methods. The score-based meth-
ods give as relevance score to an item, in the range of [1,5] while the rank-based
approaches, given that the group recommendation list consist of k items and the
size of the group is s, give a relevance score in the range [1, s ∗ k].

In Figure 5.10 we can see the value for the score-based aggregation methods.
As was expected, the Average method offers much better results. In Figure 5.11 we
compare the rank-based methods. These results complement those in Figure 5.9.
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Figure 5.10: The value for the score based aggregation methods.

The Fair algorithm offers better overall value for the group recommendation list.
As expected the worst results are presented by the Round-Robin. As mentioned
above, the fairness that Round-Robin offers is highly incidental and the relevance
scores for those are low, since most users do not share the same items with the
same high scores.

Finally in Figure 5.12, we calculated the time needed to aggregate the indi-
vidual lists for each method. For each group size we took randomly 10 different
groups. All the groups shared the same group similarity. The most time costly
method is the Average. The time needed for the Fair algorithm is marginally
more, than the one needed for the Borda method. Nevertheless, the execution
time is really small (at most 4 msecs) and since the Fair algorithm offers better
results (as shown in Figure 5.11 where the overall performance of the methods is
presented), this is a small drawback that we can afford. Finally, the Round-Robin
is the fastest algorithm, since it requires little to none operations.
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Figure 5.11: The value for the rank based aggregation methods.

Figure 5.12: The execution time for each aggregation method. Calculated for
group sizes: 5,7 and group similarity 0.6



Chapter 6

Conclusion and Future Work

6.1 Discussion and Conclusion

In this work, we investigate how fairness can be modeled in group recommendations
in the health domain. Specifically, our focus was in producing recommendations for
items related to the health domain. As such we proposed a new similarity function,
named SemS, that takes into account information provided by a patient’s profile.
As in modern Personal Health Systems, patient information is represented using
standard terminologies, in this work, as a proof of concept, we employee the ICD10
ontology. Our experiments confirm that indeed, for the health domain, our pro-
posed similarity function gives better results than traditional similarity functions
based on ratings, such as the Pearson correlation. It is also worth mentioning that
because the SemS similarity function is ontology independent, it can be applied
to different domains, according to which ontology we use.

We proceed even further, to explore and compare four different aggregation
methods – Minimum, Average, Borda and our own contribution in the field, the
Fair method. The experiments performed demonstrate the good behavior of our
solution with respect to its target, i.e., to increase the fairness and utility of the
suggested results. To achieve better results, we sacrifice execution time as our
method requires slightly more complex calculations. However, still we remain into
the same order of magnitude and the execution time is in the order of milliseconds.

A side-effect of our work is that we also generated the first chimeric synthetic
dataset (and the corresponding data generator tool) in the area, a dataset com-
bining chimeric patient profiles and interesting documents. We believe that such
a dataset is completely missing from the field, paving the way for more work in
the area.

6.2 Limitations of this work

The semantic similarity measure proposed, makes the assumption that the health
information of a patient is captured using standard terminologies. Although this
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is common practice in nowadays, there is still a lot of textual information in such
systems not always mapped to standard terminologies. Nevertheless, today there
exist many tools that annotate effectively textual descriptions to terminological
terms. As an example, the Bioportal Annotator1 exposes programmatically an
API for annotating textual information with multiple terminologies. An extension
of our work could use this API to annotate textual descriptions as well. The same
assumption hold for the interesting documents recommended to the patients.

6.3 Future Work

For the continuation of this work, we could focus on minimizing the execution time
of the SemS algorithm. Also, further studies will be needed in the Fair algorithm,
to make its results far more challenging in comparison to that of Borda.

Because, our proposed system will be used by people that probably suffer from
severe health problems – like cancer, their recommended documents have to be
of high quality, and not documents that their approval ratings were manufacture
from malicious users (i.e., users that give ratings to documents that do not reflect
their quality). To counter those users, further studies will be needed into the
trustworthiness of the users (e.g., [40]). Although we acknowledge the fact that
for our target audience, an abuse of the system will have serious backlash on them,
an extra layer of filtering can be applied in our recommendation process, that will
safeguard from malicious users. As such, our system will be able to warranty the
best possible results.

Additionally, we can introduce constraints and context into the recommenda-
tion process. Constraints can pertain to the individual members of the group (e.g.,
a user does not want to see any recommendations about herpes), or the group as
a singularity (e.g., the group wants to focus on documents about cancer). In turn,
context in our approach may be temporal (e.g., take into account the time of year,
so that we can offer recommendations on season allergies) or we can take into
account the severity of the problems of a user (i.e., the user profile) and present
a more tailored recommendations list, but without disadvantaging the rest of the
group (the fairness of the recommendations list must be preserved).

Moreover, our implementation could be complemented with execution traces,
showing details and explanations on exactly how and why an item was recom-
mended. For instance, an item i was recommended because it was high on the
x group member’s individual list, and it was in that place because it was recom-
mended by num peers of x.

Finally, we have to note that our approach will be incorporated in the iPHR
system of the iManageCancer EU project [26] for enabling recommendations to
high-quality web resources in the cancer domain. Those web resources are selected
by domain experts and besides automatic recommendations, we will provide also
a search engine for enabling querying over the available corpus. In this search

1https://bioportal.bioontology.org/annotator
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engine, the recommendations provided will exploit besides patient profiles, input
queries. Those will be annotated as well using ICD10, and as a consequence, the
terms in user profile will be extended by adding query terms. Another idea we
plan to explore in this direction is to enable data aging as problems move in the
past, and consider only the latest and chronic ones.
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