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Abstract

Recent studies show that nerves play a major role in tumor initiation, growth, as

well as dissemination, leaving aside the long-lasting perception of nerves as passive

bystanders of the tumor microenvironment. It was the work by Magnon [1] that back

in 2013, highlighted the process of tumor induced neurogenesis, where cancer cells

secrete neurotrophic factors that could trigger the genesis of a new neural network

in the tumor vicinity, in a similar manner that new blood and lymphatic vessels

generate. The investigation of the dynamic interplay between nerves and tumor

generated a new field in cancer research called “cancer neuroscience” or “exoneural

cancer biology”. The aforementioned neural cancer processes are controlled by both

deterministic and stochastic phenomena. In the current thesis, we will construct

an agent-based model of neuron-cancer interactions in order to incorporate both

aspects (stochastic and deterministic). Agent-based model, an in silico approach,

simulates the interactions of decision-making entities (or agents) over time based

on a set of rules. In addition, we will experimentally validate as well as calibrate our

model with experiments utilizing zebrafish larvae and biodegradable (mPEG-b-PLLA

diblock) polymeric nanocarriers (nanoparticles) controlling drug release. Lastly, we

will also explore the effect of chronic stress, through the activation of the neuronal

system, on tumor growth and dissemination.

Key Words

Nerve-Cancer, Neurogenesis, Chronic Stress, Tumor Microenvironment, Agent-Based

Model, Zebrafish Larvae, Polymeric Nanocarriers, Nanoparticles, Drug Release
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Περίληψη

Πρόσφατες μελέτες έχουν δείξει ότι τα νεύρα παίζουν σημαντικό ρόλο στην έναρξη

και την ανάπτυξη του καρκινικού όγκου, καθώς και τη διασπορά, εξαιρώντας τη

μακροχρόνια αντίληψη πως τα νεύρα συνυπήρχαν παθητικά στο μικροπεριβάλλον

του όγκου. Το έργο της Magnon το 2013 [1] ήταν εκείνο που ανέδειξε τη διαδικασία

νευρογένεσης επαγόμενης από όγκο, καθώς βρέϑηκε πως τα καρκινικά κύτταρα

εκκρίνουν νευροτροφικούς παράγοντες που ϑα μπορούσαν να πυροδοτήσουν τη

γένεση ενός νέου νευρικού δικτύου στην περιοχή του όγκου, με τρόπο παρόμοιο

με εκείνο που προάγει το νέο αίμα και τα λεμφικά αγγεία. Η διερεύνηση της

δυναμικής αλληλεπίδρασης μεταξύ νεύρων και καρκινικού όγκου δημιούργησε ένα

νέο πεδίο στην έρευνα για τον καρκίνο που ονομάζεται «νευροεπιστήμη του καρκί-

νου» ή «βιολογία εξωνευρικού καρκίνου». Οι προαναφερθείσες αλληλεπιδράσεις

καρκίνου και νευρικού συστήματος ελέγχονται και από φαινόμενα ντετερμινισ-

τικά και στοχαστικά. Στην παρούσα διπλωματική εργασία, ϑα κατασκευάσουμε

ένα Agent-based μοντέλο αλληλεπιδράσεων νευρώνων-καρκίνου προκειμένου να

ενσωματωϑούν και οι δύο πτυχές (στοχαστική και ντετερμινιστική). To Agent-based

μοντέλο βασίζεται σε agents (οντότητες), είναι μια προσέγγιση μέσω προσομοίω-

σης σε υπολογιστή και προσομοιώνει τις αλληλεπιδράσεις λήψης αποφάσεων των

agents (οντοτήτων) σε κάποιο επιθυμητό χρόνο, βασισμένο σε ένα σύνολο κανόνων.

Επιπλέον, ϑα επικυρώσουμε και ϑα βαθμονομήσουμε πειραματικά το μοντέλο μας

με πειράματα σε έμβρυα ζεβρόψαρα και με βιοαποικοδομήσιμους (mPEG-b-PLLA

diblock) πολυμερικούς νανοφορείς (νανοσωματίδια) τα οποία ϑα χρησιμοποιηθούν

για ελεγχόμενη απελευθέρωση φαρμάκου. Τέλος, ϑα διερευνήσουμε την επίδραση

του χρόνιου στρες, μέσω της ενεργοποίησης του νευρωνικού συστήματος, στην

ανάπτυξη και τη διασπορά του όγκου.

Λέξεις κλειδιά

Νεύρα-Καρκίνος, Νευρογένεση, Χρόνιο Στρες, Μικροπεριβάλλον ´Ογκου, Agent-

Based Model, ´Εμβρυα ζεβρόψαρα, Πολυμερικοί Νανοφορείς, Νανοσωματίδια, Απελευ-

ϑέρωση Φαρμάκου
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Chapter 1

Thesis Plan

In this dissertation, we explore the complex and reciprocal relationship between

neurons and cancer, a phenomenon that has recently emerged as a critical factor

influencing both metastasis and the development of new neural structures, known

as neurogenesis or neoneurogenesis. The emergence of new neurons in the tumor

microenvironment has been identified as a hallmark of cancer, raising questions

about its correlation with tumor proliferation.

Our primary objective is to develop a discrete computational model using Agent-

Based Modelling (ABM) to thoroughly examine the dynamic interaction between

neurons and cancer. Additionally, we aim to investigate the influence of chronic

stress transmitted through the peripheral nervous system on tumor growth dynamics

by creating another ABM specifically for analyzing this impact. In ABM, treating

individual cells discretely and considering their interactions with neighboring cell-

s/agents proves essential for modeling the complexity of cancer systems. By sim-

ulating events like cell proliferation, neurogenesis, and apoptosis as probabilities,

our ABM methods capture the stochastic evolution of tumor dynamics, allowing us

to explore both spatial and phenotypic heterogeneity - which are known to be two

major obstacles in tumor therapeutics.

Furthermore, we investigate the effect of chronic stress on cancer growth. Our ex-

periments focused on zebrafish larvae, a commonly utilized model organism. Specif-

ically, we triggered molecular stress in these organisms by exposing them to stress-

inducing substances such as epinephrine, dexamethasone and norepinephrine. This

approach effectively replicated conditions of chronic stress. These studies were de-

signed to bridge the gap between theoretical modeling and experimental evidence,

offering insights into the influence of stress on cancer progression within a biological

system.

We also synthesized loaded mPEG-b-PLLA micelles (nanoparticles) encapsulating

the beta-blocker DL-Propranolol, which we utilized for targeted treatment in our

zebrafish experiments. This novel drug delivery method aims to mitigate the effects of

chronic stress on tumor growth, providing a tangible link between our computational

models and practical interventions.
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Chapter 2

Cancer and Nerves

2.1 Cancer

The word "cancer" refers to a group of diseases characterized by the uncontrolled

growth of cells within the body [2]. Cancer can accumulate and form masses of

tissue called tumors. If left untreated, cancerous cells can invade surrounding

tissues (e.g., blood, lymph, or nerves) and even spread to other parts of the body

through a process known as metastasis [3].

Cancer arises from genetic mutations or alterations in the DNA of cells, disrupting

the normal regulatory mechanisms that control cell growth and division. Mutations,

defined as abnormalities in DNA of various kinds, are believed to build up and

endure in inactive sites of the genome due to a lack of mechanisms that eliminate,

prevent, or repair them [4], [5]. These mutations can be caused by a combination of

genetic predisposition, environmental factors (such as exposure to carcinogens like

tobacco smoke or ultraviolet radiation), and lifestyle choices (such as diet, physical

activity, and alcohol consumption) [6]–[8].

Cancer can occur in virtually any tissue or organ of the body and is classified into

various types based on its origin. Common types of cancer include carcinoma (orig-

inating in epithelial tissues), sarcoma (originating in connective tissues), lymphoma

(originating in the lymphatic system), leukemia (originating in blood-forming cells),

melanoma (originating in melanocytes), and others [2], [3].

2.1.1 Melanoma Cancer

Melanoma is a cancer originating from melanocytes, which are pigment-producing

cells derived from the neuroectoderm and distributed throughout the body, including

the skin, iris, and rectum. The cutaneous variant of this cancer is prevalent in

Western countries and is responsible for the majority (75%) of fatalities associated

with skin cancer [9]. Its worldwide occurrence is estimated to be between 15 to 25

cases per 100,000 individuals [9], [10]. Among all types of cancer, melanoma is

experiencing a more rapid rise in incidence among men than any other malignancy.

For women, it is increasing at a pace greater than all other cancers except for lung

cancer [11]. The median age at which diagnosis occurs is 59 years [11]. Exposure to

sunlight, particularly Ultraviolet (UV) radiation, represents the primary risk element

for cutaneous melanoma. This exposure results in a genetic pattern that is distinctive

for melanoma [12].

18
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2.2 The nervous system

The nervous system can be described as an intricate web of specialized cells, tissues,

and organs that collaborate to convey and interpret information across the body

and regulates the functions of most organs. It is the primary communication and

regulatory system of the body, responsible for receiving sensory inputs from the

environment, processing them, and coordinating appropriate responses [13].

The nervous system is divided into two main components: the Central Nervous

System (CNS) and the Peripheral Nervous System (PNS) [13], [14].

2.2.1 Central Nervous System (CNS)

The CNS consists of the brain and spinal cord (Figure 2.1). It serves as the central

processing unit of the body, responsible for interpreting sensory input, generating

thoughts and emotions, and initiating motor responses. The brain’s significance

extends to advanced cognitive functions, memory retention, decision-making, and

awareness. Meanwhile, the spinal cord serves as a channel, relaying signals between

the brain and the rest of the body [15], [16].

Figure 2.1: CNS, Image by CNX Openstax.

2.2.2 Peripheral Nervous System (PNS)

The PNS includes all the nerves and ganglia (clusters of nerve cell bodies) outside

the CNS (Figure 2.2). It is subdivided into the Somatic Nervous System (SoNS) and

the Autonomic Nervous System (ANS) [16]. The SoNS controls voluntary movements
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and transfers sensory information to the CNS. In contrast, the ANS regulates invol-

untary bodily functions, including those that occur automatically without conscious

control, including heart rate, digestion, and respiration. It plays a critical role in

maintaining internal homeostasis and responding to stressors [13].

Moreover, the ANS is further divided into two main branches: the Sympathetic

Nervous System (SyNS) and the Parasympathetic Nervous System (PaNS). The SyNS

is often associated with the "fight or flight" response. It becomes active during

situations that require increased alertness and energy expenditure. It can lead

to increased heart rate, dilated pupils, and the release of stress hormones like

adrenaline. In contrast, the PaNS is often called the "rest and digest" system.

It promotes relaxation and recovery. It is active during periods of rest and helps to

conserve energy. It slows down heart rate, constricts pupils, and facilitates processes

like digestion and repair [13], [14], [16].

Figure 2.2: PaNS, Image by CNX Openstax.

2.2.3 Neurotransmitters

Certain diverse chemical substances, known as Neurotransmitters (NTR), transform

the electrical signals that are traveling through a neuron (nerve cell) into signals

that are communicated to another neuron via a synapses [17]. NTR are responsible

for transmitting these signals between neurons or from neurons to target cells,

such as muscle cells, within the nervous system. [18]. These molecules play a

critical role in communication within the nervous system and are essential for

the proper functioning of the brain and body [18]. NTR bind to receptors called

Neurotransmitters receptors (NTR receptors). NTR receptors are specialized proteins

located on the surface of neurons or other target cells. In 1926, Otto Loewi made

a groundbreaking discovery by demonstrating that acetylcholine served as the first
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known NTR, transmitting a chemical signal from the vagus nerve to the heart,

resulting in a slowed heart rate. Since then, researchers have identified over one

hundred different substances and a considerably larger number of NTR receptors

involved in the process of synaptic transmission [19].

NTR originate from precursor molecules abundant within the cell and fall into

various classes, such as amino acids, monoamines, and peptides. Monoamines

are created by modifying a single amino acid, for example serotonin’s precursor

being the amino acid tryptophan. Peptide transmitters, known as neuropeptides,

are protein-based and are often released alongside other transmitters, exerting a

modulatory influence [20]. Purine NTR, such as ATP, stem from nucleic acids, while

other NTR consist of metabolic byproducts like nitric oxide and carbon monoxide

[21].

NTR can be categorized into several classes based on their chemical structures and

functions [22]. The major classes of NTR include:

1. Amino Acids [23]: The most common NTR.

(a) Glutamate: The primary excitatory neurotransmitter in the brain.

(b) GABA (Gamma-Aminobutyric Acid): The primary inhibitory neurotrans-

mitter.

(c) Glycine: Another inhibitory neurotransmitter, mainly found in the spinal

cord.

2. Biogenic Amines: Synthesized from amino acids.

(a) Dopamine: Involved in reward, motivation, and motor control.

(b) Serotonin: Regulates mood, appetite, and sleep.

(c) Norepinephrine (Noradrenaline): Influences stress response and mood.

(d) Epinephrine (Adrenaline): Associated with the "fight or flight" response.

(e) Histamine: Plays a role in allergic reactions and wakefulness.

3. Acetylcholine: It is the primary neurotransmitter at neuromuscular junctions

and is also found in the central nervous system. It’s involved in muscle control

and various cognitive functions.

4. Neuropeptides: These are larger molecules involved in a wide range of func-

tions, including pain modulation, stress response, and regulation of appetite.

Examples include substance P, enkephalins, and endorphins.

5. Purines: These include adenosine and ATP. They have various functions,

including neuromodulation and as signaling molecules.

6. Gasotransmitters: These are gases that serve as NTR. Examples include nitric

oxide (NO) and carbon monoxide (CO). They play roles in blood vessel dilation

and neuronal signaling.

7. Endocannabinoids: These are lipid-based NTR involved in processes such as

pain regulation, mood, and appetite.

2.2.3.1 Neurotransmitters’ role in cancer

G protein-coupled receptors (GPCRs) are a large family of cell surface receptors that

play a crucial role in signal transduction. They are involved in the transmission of

signals from the extracellular environment to the inside of the cell. Adrenergic re-

ceptors are a class of GPCRs that respond to the binding of the NTR epinephrine and

norepinephrine. These receptors play a crucial role in the physiological responses to
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stress and the "fight or flight" response. NTR play a role on stromal cells, common

components of the tumor microenvironment, actively contribute to the carcinogenic

process through the activation of adrenergic receptors. In a groundbreaking study,

Magnon et al. [1] demonstrated that the activation of β2- and β3-adrenergic re-

ceptors expressed on stromal cells enhances the survival of prostate cancer cells

and initiates tumor formation. This underscores the direct impact of NTR (that are

primarily produced in neurons) on tumor growth and metastasis, extending beyond

cancer and stromal cells to influence endothelial cells and immune cells. This mul-

tifaceted influence promotes processes like angiogenesis, lymphangiogenesis, and

inflammatory responses in the context of tumor development and progression [24].

Extensive documentation supports the critical role of angiogenesis, or neovascular-

ization (form new blood vessels), in the growth and metastasis of malignant cancers

and NTR role for that. There is evidence that supports the notion that endothelial

cells express NTR and can be stimulated by exogenous NTR to form new blood

vessels [25] [24]. As an example, dopamine has the capacity to mobilize endothelial

progenitor cells from the bone marrow. Their subsequent involvement contributes

significantly to neovascularization and the growth of tumors [24].

2.2.4 Neurogenic factors

The process of neurogenesis, or the creation of new neurons, is stimulated or influ-

enced by elements known as neurogenic factors [26], [27]. Neurogenesis primarily

occurs in certain regions of the brain, such as the hippocampus and the subventric-

ular zone. Their functions include supporting the production of new neurons from

progenitor or neural stem cells.

Some of the main neurogenic factors are:

1. Nerve Growth Factor (NGF): NGF is a neurotrophin that supports the growth,

maintenance, and survival of certain neurons. While it is primarily known

for its role in the peripheral nervous system, there is evidence that it might

also influence neurogenesis in specific brain regions [28].

2. Vascular Endothelial Growth Factor (VEGF): VEGF known for its role in an-

giogenesis, has also been implicated in promoting neurogenesis and enhancing

cognitive function [29].

3. Brain-Derived Neurotrophic Factor (BDNF): BDNF is a neurotrophic factor

that plays a crucial role in promoting the survival and growth of neurons. It

is also involved in neurogenesis, particularly in the hippocampus, which is

important for learning and memory [30].

4. Insulin-Like Growth Factor (IGF): IGF is a peptide that plays a role in cell

growth and development. It has been implicated in promoting neurogenesis in

the adult brain [31].

5. Fibroblast Growth Factor 2 (FGF-2): FGF-2 is a growth factor that has been

shown to stimulate neurogenesis, particularly in the hippocampus [32].

2.2.4.1 Neurogenic factors’ role in neurogenesis

The production of neurogenic factors and their corresponding receptors affects nerve-

cancer cross-talk [33]. Nerve Growth Factor receptor (NGFR), the receptor for NGF,
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is expressed in a variety of cancer forms. For instance, it has been observed that

basal-like cells resistant to antiestrogens express NGF in luminal breast cancer

[33]. Across a variety of tumor types, NGFR creates a negative feedback loop

that decreases p53 activation within tumor cells. Both the in vitro proliferation

of melanoma stem cells and the in vivo formation of melanoma depend on this

process [34]. Via this mechanism, NGF signaling from nerves via NGFR expression

on cancer stem cells may drive cancer stem cell proliferation and renewal [35].

2.3 Nerve-Cancer Cross-talk

Interactions between a tumor and the nervous system are complex and bilateral [36].

Tumors can influence the nervous system through various mechanisms, including

secretion of factors that initiate the development of a neural network, resulting

neoneurogenesis or neurogenesis [26], [27], and the release of signaling molecules

that stimulate nerve growth and activation. The latter can result in the infiltration

of nerves within the tumor, a phenomenon known as Perineural invasion (PNI), and

the promotion of tumor growth and spread along nerve pathways [37]. On the other

hand, the nervous system can also impact tumors, when nerves release NTR that

affect tumour growth and migration [38]. Also, stress and other neurological factors

can influence the tumor microenvironment, affecting factors like inflammation and

immune response, which can, in turn, impact tumor progression [39].

2.3.1 Cancer influences the Nervous System

In 2008, Ayala et al. discovered and validated the connection between prostate

cancer and axonogenesis (growth and elongation of nerve axons). Their research

revealed for the first time that known neurogenic factors, like NGF, that can pro-

mote axonogenesis are produced by cancer cells [40]. The deregulation of NGF,

crucial for the survival, differentiation, and neurite outgrowth of neurons, has been

implicated in various cancer types expressing Tyrosine-receptor kinases (Trks) like

TrkA, TrkB, and TrkC, along with the p75 neurotrophin receptor [41]. While can-

cer cells increase secretion of neurogenic factors, nerves increase expression of the

previously mentioned complementary receptors confirming a bilateral cancer-nerve

interaction [35], [41].

In addition to researching the role of cancer in axonogenesis, Ayala et al. and

Magnon et al. argued that cancer may also promote neurogenesis (an increase in

the number of neurons), with the growth of neural progenitors into the tumor [35].

Magnon et al. have shown that prostate tumor autonomic nerve sprouting is critical

to prostate cancer advancement [1]. Ayala et al. presented data on increased nerve

density in cancer areas and preneoplastic lesions of the human prostate suggesting

cancer-related axonogenesis and neurogenesis. Their study also identifies a putative

regulatory mechanism involving Semaphorin 4F (S4F), which is overexpressed in

cancer cells and induces neurogenesis [40].

Mauffrey et al. addressed the earlier theory, demonstrating that neural progenitor

cells expressing the neural stem cell marker Doublecortin (DCX+) migrate through
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the bloodstream from neurogenic areas of the brain’s subventricular zone to tu-

morous and metastatic niches, where they differentiate into mature, noradrener-

gic neuronal phenotypes. However, further investigations aimed at elucidating the

mechanisms underlying the migration of DCX+ progenitor cells will be crucial in

validating the findings of this study and advancing our understanding of cancer-

related neurogenesis [35], [42].

2.3.2 The Nervous System influences cancer

The intricate interactions between nerves and the tumor microenvironment sig-

nificantly influence the progression of cancer, shaping a complex landscape that

demands closer examination.

Indeed, nerves play a significant role in the development and progression of cancer,

particularly through PNI in which cancer cells have the ability to surround and

eventually penetrate nerves [37]. During PNI, cancer cells invade and spread along

the nerves, using them as a pathway to infiltrate nearby tissues and potentially reach

distant organs [37]. PNI is a common characteristic observed in visceral and soft

tissue cancers, providing an illustrative example of the pivotal role nerves can play

in cancer progression [43], [44]. Emerging evidence indicates that the prognosis

of cancer is closely linked to the infiltration of nerves within the tumor. This

phenomenon is particularly prevalent in cancers that originate in highly innervated

organs, such as nearly all pancreatic cancers, 80% of head and neck cancers, 75%

of prostate cancers, and 33% of colorectal cancers [35], [45].

However, it is important to highlight that nerves are passive during PNI because

they essentially act as a pathway for the proliferation of cancer cells [46].

The nervous system also exerts another indirect impact on cancer progression

by controlling hormone release, including epinephrine and cortisol, through the

Hypothalamic-Pituitary-Adrenal (HPA) axis. Thus, there have been documented in-

stances of sensory neurons playing a role in tumorigenesis and the progression of

cancer [47]. In recent findings, it has become evident that neurons and nerve fibers

play essential roles within the tumor microenvironment, promoting the onset and

advancement of numerous solid tumors [48]–[50].

Likewise, preclinical studies have shown that before the onset of tumor formation,

individual neoplastic cells invade neural tissue [47]. This implies that nerves might

be exploited as a pathway for the dissemination and metastasis of cancer cells.

Interestingly, tumors seem to adopt neural programs to facilitate their growth and

progression, much like how healthy tissues recruit and maintain innervation through

the PNS [1], [51]–[53]. The PNS consists of autonomic and sensory nerves in the

periphery, forming a network that plays a crucial role in coordinating molecular-

level, cellular-level, and organ-level processes, which are essential for the body

to maintain homeostatic control. These coordinated systems continuously make

adjustments to internal variables, such as blood pressure, pH, and metabolism, to

adapt to both internal and external pressures. In a similar manner, tumors must

also regulate these processes to ensure their survival [39], [54].

Research findings have indicated that the ANS has significant roles in the develop-



2.4. Cancer and Stress 25

ment of tumors and the advancement of cancer [52], [55].

Furthermore, as it was stated in the previous section, cancer cells enhance the

release of neurogenic factors, like NGF, promoting axonogenesis, while nerves in-

crease the expression of the complementary receptors. One of them, the p75 neu-

rotrophin receptor, is also expressed on nerves, and it has recently been shown that

the p75 neurotrophin receptor acts as a chemoattractant for cancer cells, because

the chemotaxis ability of p75-transfected pancreatic cancer cells to NGF was signif-

icantly stronger than non-transfected cells [56]. This finding states as a neurons’

direct impact on cancer cells.

Consistently, the existence of nerve fibers stands as an autonomous prognostic de-

terminant for overall survival in cases of pancreatic ductal adenocarcinoma [45],

[57]–[59], gastric carcinoma [60], [61], biliary tract tumors [62], head and neck can-

cer [63]–[65], and cervical cancer [66], [67]. Additionally, it serves as an indicator

of recurrence risk in instances of pancreatic cancer [68], prostate cancer [66], [69],

gastric cancer [70], and colorectal cancer [35], [46], [71]–[75].

2.4 Cancer and Stress

Stress activates the body’s "fight or flight" response, which is controlled by the SyNS,

one of the branches of the ANS. When faced with a stress-inducing situation, like

a challenging event, human body releases stress hormones. These hormones prepare

the body to react to the stressor by boosting your heart rate, widening air passages,

and redirecting blood flow toward essential organs [76], [77].

Stress can be categorized into two main types: acute stress and chronic stress. Acute

stress typically arises during emergency situations, like situations that require quick

action or escape. During acute stress, alterations occur in the configuration and

operation of specific molecules and brain tissues, prompting the activation of the

emotional and cognitive systems. As a result, individuals make decisions regarding

strategies to cope with the stress [78]. Simultaneously, the body undergoes a tempo-

rary surge in catecholamines and corticosteroids to enhance mobility and alertness

during acute stress, rendering it generally advantageous for the body. However,

chronic stress is closely associated with adverse health effects and is now recog-

nized to encompass factors like occupational stress and unusual adversities. Its

potential negative effects encompass a wide range of psychosomatic symptoms [79],

[80] and an high risk of developing cancer [76].

The relationship between chronic stress and cancers has aroused growing attention

and concern within the medical field. Numerous researchers have conducted in-

vestigations into the links between stress and various types of cancer, including

prostate [81], breast [82]–[86], gastric [87], [88], lung [74], [89], and skin cancer [90],

[91]. Their findings have provided evidence suggesting that chronic stress has the

potential to initiate tumorigenesis and facilitate the progression of cancer [76].

It’s important to note that the relationship between stress and cancer is complex and

not fully understood. Not everyone who experiences stress will develop cancer, and

not all cancers are influenced by stress in the same way. Additionally, the impact

of stress on cancer may vary depending on an individual’s genetic predisposition
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and overall health.

2.5 Zebrafish

The zebrafish, a tropical freshwater species, is primarily found in the rivers of the

Himalayan region in South Asia. This habitat encompasses countries such as India,

Nepal, Bhutan, Pakistan, Bangladesh, and Myanmar. Classified as a bony fish or

teleost, it falls under the family Cyprinidae within the class Actinopterygii, which

includes ray-finned fishes [92].

In 1981, George Streisinger from the University of Oregon introduced the zebrafish

as a biological model [93]. It gained popularity due to its simplicity compared to

mice and its genetic manipulability [94]. Model organisms play a crucial role in

monitoring the environmental well-being of our planet. These non-human animal

species serve as invaluable tools for delving into specific biological processes and

obtain information that can shed light on the functioning of various organisms.

Among these model organisms, the zebrafish (Danio rerio) stands out as one of the

best models for exploring developmental biology, cancer, toxicology, drug discovery,

molecular genetics, and evolution [95]–[100]. This tiny fish shows remarkable ver-

satility as a model organism across diverse research fields. Its appeal lies in its

easy maintenance, ease of breeding, and the transparency of its body during early

development [101].

Remarkably, zebrafish shares numerous physiological and genetic resemblances with

humans, spanning areas such as the brain, digestive system, musculature, vascu-

lature, and innate immune system [95], [102]–[107]. Notably, approximately 70% of

human disease genes exhibit functional similarities with those found in zebrafish

[108].

2.6 PDX zebrafish model

Patient-derived xenografts (PDX) are cancer models created by implanting and suc-

cessfully growing human tumor samples within animal hosts [109]–[111]. A PDX

model grows in a 3D microenvironment containing blood vessels for in vivo nu-

trient and oxygen supply, along with host stromal cells that engage in interactions

and communication with the tumor cells [112], [113]. In contrast to xenograft mod-

els derived from cell lines, PDX models better recapitulate the heterogeneity found

in primary tumors and preserve their gene expression and mutation profiles, lead-

ing to better understanding tumor’s behavior, response to treatments, and potential

therapeutic strategies [114]–[117]. In summary, a PDX represents a highly promising

preclinical model within the realm of personalized medicine. It holds the potential

for predicting individualized responses to drugs and offering valuable insights to

tailor patient treatments [118]. A zebrafish PDX model representation is shown in

Figure 2.3.

Most PDX models are generated using mice which are costly and time consum-

ing. Conversely, a zebrafish (Danio rerio) model offers significant advantages over
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a mouse model when it comes to evaluating drug effectiveness. It demands consid-

erably less material, enables efficient high-throughput screening, facilitates toxicity

assessments, allows for convenient drug administration, and results in shorter ex-

perimental timelines [119], [120]. Moreover, zebrafish exhibit several features that

make them an attractive model choice for studies related to human cancer research

[95], [121], [122]. In zebrafish, the adaptive immune system doesn’t fully develop until

four weeks after fertilization. This unique feature enables the avoidance of graft

rejection without immune suppression [112]. Zebrafish share a similar vertebrate

anatomy and possess orthologs for 70% of human proteins, along with paralogs for

84% of all recognized disease-related genes [123]. Additionally, zebrafish embryos

have the capability to absorb a range of small molecular weight compounds from

their surrounding water. This, combined with the high degree of conservation of

genes associated with cancer, has positioned zebrafish as a highly promising model

organism for in vivo cancer research [110], [124].

Figure 2.3: Zebrafish PDX model representation, Image by BioReperia.

In this dissertation, we conducted experiments involving human melanoma can-

cer cells that were cultured within the laboratory setting. These cultured cells

were subsequently microinjected into zebrafish larvae as part of a PDX zebrafish

model. Subsequently, we induced stress in the zebrafish using three distinct stres-

sors: epinephrine, norepinephrine, and dexamethasone. To investigate the potential

stress-reducing effects, the zebrafish were subjected to treatment with propranolol.

Detailed descriptions of both the stressors and the treatment can be found in the

following sections.

2.7 Stressors

Stress can be defined as a situation where an organism perceives a threat, whether

it’s real or perceived, to its overall homeostasis and well-being. Within this def-

inition, two broad and distinct categories of stressors become evident. The first

category, known as ’systemic’ or ’physiological’ stress, represents an actual and

immediate physical danger to the organism’s health and well-being. Importantly,

conscious awareness or recognition of the threat by the organism is not necessary

for it to be classified as ’stress,’ nor is it required for the initiation of a ’stress

response.’ The second category, termed ’processive’ or ’psychogenic’ stress, relies on



28 Chapter 2. Cancer and Nerves

an individual’s perception, cognitive processing, and interpretation of the stimulus

to imbue it with a stressful quality [125]–[128].

Therefore, when it comes to stress induced by a stimulus, whether it’s physiological

or psychological in nature, certain chemicals (or "stressors") are generated within

the organism. Many researchers have played a significant role in characterizing

the mechanisms for the damage caused by stressors and the subsequent biological

response known as the "stress response" [129]–[131]. In this dissertation, we admin-

ister stressors to zebrafish to artificially induce a state of stress [132]. The chosen

stress-inducing agents for the zebrafish include epinephrine, norepinephrine, and

dexamethasone.

1. Norepinephrine (Noradrenaline)

Norepinephrine, also known as noradrenaline, acts as both a neurotransmitter

(NTR) and a hormone [133]. In the central nervous system, it’s involved in

arousal, attention, and stress responses. In the peripheral nervous system, it

functions as a hormone, preparing the body for the "fight or flight" response

[134] by increasing heart rate, blood pressure, alertness and energy availability.

Norepinephrine belongs to the catecholamine family which are a group of NTR

and hormones that play significant roles in the nervous system and the body’s

stress response. Norepinephrine is released by the adrenal medullas (the inner

core of the adrenal glands, which are located on top of each kidney) and

sympathetic (SyNS) nerve endings in response to acute stress [135]–[137].

2. Epinephrine (Adrenaline)

Epinephrine is primarily a hormone produced by the adrenal medullas [138].

It is released into the bloodstream during moments of acute stress or danger.

It triggers the same "fight or flight" responses as norepinephrine, preparing the

body to respond quickly to a perceived threat [139].

3. Dexamethasone

Dexamethasone is a synthetic corticosteroid (steroid hormone), meaning it is

a man-made drug (it is not naturally produced by the body). Dexamethasone

is occasionally employed in laboratory environments as a pharmacological

stressor, particularly in studies related to stress responses. It can induce a

stress response by influencing the HPA axis, ultimately resulting in increased

cortisol levels.

Cortisol is a natural hormone produced by the adrenal glands [140]. It is

released in response to stress and helps regulate various bodily functions,

including metabolism, immune response, and blood pressure. Cortisol is less

potent than dexamethasone, thus dexamethasone has a much stronger anti-

inflammatory and immunosuppressive effect compared to cortisol. Moreover,

cortisol exhibits a relatively brief duration of activity within the body. For

this reason, we opted for dexamethasone due to its more prolonged presence

in the body post-administration [141]–[143].
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2.8 Treatment

Stress has the potential to induce immunosuppression (weakening of the immune

system’s activity) [144], which, in turn, can impact the prognosis of cancer patients

[145], [146]. Moreover, stress hormones originating from the SyNS can potentially

trigger the proliferation and invasive behavior of tumor cells. This effect might be

facilitated through beta-adrenergic receptors present on tumor cells themselves [147],

[148]. Consequently, chronic stress has the potential to exacerbate the prognosis

of malignancies for various types of cancers. This situation underscores the beta-

adrenergic system as a possible target for therapeutic interventions [145], [147], [149],

[150].

Beta-adrenergic receptors are a type of receptor in the body that interact with NTR

called beta-adrenergic agonists, such as epinephrine and norepinephrine. When

these agonists bind to beta-adrenergic receptors, they trigger a "fight or flight" re-

sponse, leading to increased heart rate, elevated blood pressure, and heightened

alertness [151].

Beta-adrenergic receptor antagonists, commonly referred to as beta-blockers, are

medications that block the action of beta-adrenergic agonists. By doing so, they re-

duce the effects of the "fight or flight" response, resulting in lowered heart rate and

blood pressure, thus, they are primarily known for their use in the treatment of var-

ious cardiovascular conditions including hypertension, angina, and arrhythmiasand

heart-related disorders [152], [153].

2.8.1 Propranolol

Propranolol (or DL-Propranolol), a beta-adrenergic receptor antagonist, was formu-

lated over 50 years ago by the British scientist Sir James Black, with its primary

application aimed at treating angina pectoris [154], [155]. It wasn’t long before

it became evident that propranolol’s therapeutic benefits extended beyond angina

treatment, proving effective in addressing various cardiovascular ailments like hy-

pertension, myocardial infarction, and arrhythmias [153], [155]–[158]. Throughout

the years, propranolol has also found its utility in numerous noncardiovascular

conditions, encompassing migraine, essential tremors, anxiety, portal hypertension,

hyperthyroidism, and pheochromocytoma [159]–[161].

Here, we utilize propranolol as a therapeutic agent (treatment) for melanoma can-

cer in zebrafish while simultaneously investigating its effects in combination with

stressors.



Chapter 3

Cancer Cell and Zebrafish Larvaes’

Materials and Protocols

3.1 Cancer Cell Materials

3.1.1 PBS 1X (Phosphate-buffered saline) buffer

In 1954, Dulbecco and Vogt detailed the formulation of Phosphate-buffered saline

(PBS), often referred to as Dulbecco’s PBS or PBS 1X, in the context of generating

plaques on monkey tissue monolayer cultures [162]. Since then PBS is a type of

buffer solution commonly used in biological and chemical research [163]. The Dul-

becco’s PBS solution, consists of the following components: sodium chloride (NaCl)

(137 mM), disodium hydrogen phosphate (Na
2
HPO

4
) (8.1 mM), potassium chloride

(KCl) (2.7 mM), and monopotassium dihydrogen phosphate (KH
2
PO

4
) (1.5 mM) [164].

NaCl provides the saline component of PBS, helping to maintain osmotic balance

and the physiological salt concentration in cells and tissues and Na
2
HPO

4
’s phos-

phate component acts as a buffer, helping to maintain a stable pH level, typically

around 7.4, which is similar to the pH of biological systems.

PBS 1X is preferred in many biological applications because its ion composition and

pH closely mimic the conditions found in biological systems, making it suitable for

various research and laboratory purposes.

In our experiments, we utilize a 1X PBS buffer for both staining cancer cells and

the process of cell splitting.

3.1.2 Cell Culture Materials

Cell Culture Media

1. McCoy’s 5A

Medium 5A described by Thomas McCoy in the 1950s [165], often abbreviated

as McCoy’s A5 medium or simply McCoy’s medium, is a type of cell culture

medium used for the in vitro cultivation of various cell lines. McCoy’s 5A

medium is commonly used in research and biotechnology for the maintenance

and propagation of mammalian cells.

This medium contains a balanced mixture of amino acids, vitamins, salts, and

glucose, providing the essential nutrients necessary for human and animal cell

30
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growth. The efficacy of this medium is probably due to its particular balance

of the constituents [166] and it is particularly suitable for the cultivation of

cells that require lower bicarbonate concentrations than those found in other

commonly used media. Fetal bovine serum (FBS) or other serum alternatives

are frequently added to it as supplements to provide extra growth hormones

and nutrients tailored to the cells being cultured.

Researchers and laboratories use McCoy’s 5A medium for various cell-based

experiments, maintenance of cell lines, and other cell culture applications.

2. RPMI 1640

RPMI 1640 (Roswell Park Memorial Institute 1640) is a widely used cell culture

medium in biology and research laboratories. It was developed by Dr. George

Gey at the Roswell Park Memorial Institute in Buffalo, New York, hence the

name [166]. RPMI 1640 is a modification of the medium 5A described by

McCoy [165], which is considered as the best general-purpose medium for

in vitro cultivation of various kinds of mammalian cells on glass and in

suspension cultures [166], [167].

It contains essential nutrients, vitamins, amino acids, and minerals that sup-

port the survival, cell growth and proliferation of cancer cells. It can support

the growth of a variety of mammalian cell types, including both adherent and

suspension cells.

RPMI 1640 is often supplemented with fetal bovine serum (FBS) or other

serum substitutes to provide additional growth factors and nutrients specific

to the cells being cultured. Researchers and laboratories use it for tasks such

as maintaining cell lines, cell proliferation assays, and cell-based experiments.

In our experiments, we employed either McCoy’s 5A or RPMI 1640 medium for

cell culture, cell splitting and cell staining procedures. These media were sourced

from Biowest and were supplemented with 10% fetal bovine serum and 1% strepto-

mycin solution. This consistent approach ensured that our cells received the nec-

essary nutrients and antibiotics for optimal growth (proliferation) and maintenance

throughout the course of our research.

3.1.3 Cell Split Materials

Trypsin

Trypsin is an enzyme that is derived from the pancreas and belongs to a class of

enzymes known as proteases. Its primary role in cell culture is the dissociation

of adherent cells from both each other and the culture vessel’s surface. Upon

introduction into the culture, trypsin enzymatically degrades the proteins responsible

for cell adhesion, allowing cells to be easily harvested for various experiments or

for subculturing (passaging) into new culture vessels [168].

3.1.4 Cell Stain Media

DiL Cell Dye

1,1’-Dioctadecyl-3,3,3’,3’-tetramethylindocarbocyanine perchlorate (DiL) is a lipophilic
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fluorescent dye used in cell biology and microscopy to label cell membranes. It ex-

hibits a red fluorescence and is particularly helpful for staining the lipid bilayer of

cell membranes [169]–[171].

DiL displays low fluorescence in aqueous solutions but exhibits strong fluorescence

and impressive photostability when integrated into membranes. Upon application

to cells, these dyes spread laterally within the cell’s plasma membrane, leading to

the staining of the entire cell [172], [173]. In Figures 3.1 and 3.2, DiL staining is

demonstrated in melanoma cancer cells observed under normal light and fluorecsent

light microscope. Typically, there is minimal transfer of these probes between intact

membranes. DiL and similar compounds generally show minimal cell toxicity [169].

This makes it a helpful tool for a variety of applications, including cell movement

investigations, cell migration studies, and the visualization of cellular structures

since it enables researchers to see and track cell membranes [170].

Figure 3.1: Melanoma Cancer cells dyed with DiL, under the microscope.

Figure 3.2: Melanoma Cancer cells dyed with DiL, under microscope’s fluorescent

light.
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In our study, we employ DiL dye, in concentration 40mg/ml, diluted to 100%

Ethanol, to monitor the growth and spread (metastasis) of melanoma cancer cells,

with a focus on the primary tumor.

3.2 Cancer Cell Protocols

3.2.1 Cell Culture

Melanoma cancer cells have been cultured at 37°C with 5% CO
2
in a T-75 flask.

Tissue culture technics have been described by Thomas McCoy [174]. The medium

utilized was Biowest RPMI 1640 or MccoyA5, both with 10% fetal bovine serum and

1% streptomycin solution, as stated before. It is not possible to outline a routine

feeding schedule since the requirements of the various cancer cells differed greatly.

Hence, when medium’s color began to change from red to more yellow than red,

it signals the pH had altered and the medium had to be renewed [166]. When

confluency reached 70%, the cells were split (chapter Cell Split) or stained with DiL

red fluorescent dye (chapter Cell Stain) and injected with a microneedle to zebrafish

larvae.

3.2.2 Cell Split

The flasks, which held adherent melanoma cells at approximately 70% confluence,

needed to undergo a splitting process to provide these cells with fresh medium for

proliferation. The protocol begins with the removal of media from the flask, followed

by a subsequent rinsing of the flask with PBS. To separate the cell from the flask’s

surface, 2ml of trypsin was injected. We only keep the trypsin in for one minute

because longer exposure to it can be toxic and damage the cells. After trypsin was

withdrawn, 2 ml of medium was added. The flask was washed with the medium

and gently tapped to make sure all cells were removed from the surface if the cells

did not detach. The detached cells were given 2ml of media, removed, and placed

in two brand-new flasks, each holding 1 ml. 10 ml of medium was supplied to each

new flask so that the cells may continue to proliferate.

3.2.3 Cell Stain

Once the cell culture flasks reached an approximate confluence of 70% or more

(shown in Figure 3.3), the staining process could be initiated. To prepare the

dye, 10ml of PBS was added to a tube and left at room temperature for 1 minute.

Subsequently, 3μl of the DiL cell dye was added, and the tube was gently shaken to

ensure proper mixing.
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Figure 3.3: Melanoma cancer cells with an approximate confluence of 70% (left) or

more (right).

Following this the culture medium was carefully poured out of the flasks, leaving

only the melanoma cancer cells. The previously prepared dye liquid was then added

to the flask, and the flask was incubated for 30 minutes. The cells were examined

under a microscope to check if they were floating. In cases where they weren’t, they

were gently washed up and down using a pipette.

The stained cells were then passed through a 40 μm cell strainer to remove any

residual dye crystals. Subsequently, the strained cells were transferred to a 15ml

tube and centrifuged for 5 minutes at 2000g. The supernatant was discarded, and

the cells were resuspended in 5ml of PBS.

Following this step, the cells were centrifuged once again for 5 minutes at 2000g.

The supernatant was once more discarded. The cells were then resuspended in 1 ml

of cell culture medium (either Biowest RPMI 1640 or MccoyA5) and transferred to

a 2ml Eppendorf tube. This was followed by another centrifugation for 5 minutes

at 10000 g.

Finally, the supernatant was discarded, and the stained melanoma cancer cells were

diluted in 30μl of cell culture medium. At this point, the stained melanoma cancer

cells were ready to be injected into the zebrafish for further experimentation.

3.3 Zebrafish laboratory facilities

The facilities of a university zebrafish laboratory are designed to support the care,

maintenance, and research involving zebrafish, a widely used model organism in

biological research. Here is a description of typical facilities found in such labs:

• Fish Housing: University zebrafish labs typically house zebrafish in specialized

aquarium systems. These systems maintain optimal conditions for zebrafish,

including temperature, pH, and water quality control. The fish are kept in

tanks equipped with recirculating water systems to ensure a clean and stable

environment.



3.4. Zebrafish Larvaes’ Handling Materials 35

• Breeding Facilities: Zebrafish labs have dedicated spaces for breeding zebrafish.

These areas may include specialized tanks with dividers to separate male and

female fish, as well as facilities for collecting and caring for embryos and

larvae.

• Microinjection Laboratory: Micoinjections are often performed on zebrafish for

various experimental purposes. Specialized suites equipped with microscopes

and micromanipulators are available for these procedures.

• Microscopy and Imaging: Zebrafish labs typically have microscopy and imaging

facilities equipped with confocal microscopes, fluorescence imaging systems,

and other advanced imaging tools. These are essential for visualizing zebrafish

at the cellular and subcellular levels.

3.4 Zebrafish Larvaes’ Handling Materials

3.4.1 E3 medium

E3 medium is used to house and maintain zebrafish embryos and larvae during their

early developmental stages. Zebrafish embryos are typically transparent and develop

externally, making them well-suited for microscopic observation [175]. E3 medium

provides a controlled and supportive environment for these embryos, ensuring they

have access to the necessary ions and preventing fungal infections that can occur

in other types of water [176].

E3 medium is a commonly used solution in zebrafish research. It is named after

its primary components, which are water, salts, and methylene blue, and it is used

to maintain and rear zebrafish embryos [176]. E3 medium is prepared with the

following components:

1. Deionized Water: This serves as the base for the solution and is typically

purified to remove impurities that might affect the development of zebrafish

embryos.

2. Salts: E3 medium contains specific salts to provide essential ions and maintain

osmotic balance. These salts often include sodium chloride (NaCl), potassium

chloride (KCl), calcium chloride (CaCl
2
), and magnesium chloride (MgCl

2
).

3. Methylene Blue: Methylene blue is a dye that is added to E3 medium for its

antifungal properties [177]. It helps prevent the growth of fungal and bacterial

contaminants in the water, which can be detrimental to zebrafish embryos.

However, in the realm of zebrafish research, the inclusion of methylene blue in E3

medium is a common practice to prevent fungal and bacterial contamination during

embryo development. However, there are situations where researchers may opt to

omit methylene blue from their experimental setup. Experimental considerations

come into play when researchers aim to avoid potential interactions or effects that

methylene blue might have on the embryos. Given its nature as a dye, methylene

blue can introduce unintended consequences into certain experimental outcomes.

Moreover, specific research questions may demand zebrafish embryos to be raised in

conditions closely resembling their natural habitat, prompting scientists to choose E3

medium without methylene blue to eliminate artificial factors that could influence

the experiment’s results. Lastly, while methylene blue is generally regarded as safe

at the concentrations used in E3 medium, concerns about potential toxicity may
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arise in specific experiments or when working with particularly sensitive strains of

zebrafish, prompting researchers to explore alternative options.

In our experiments when preparing the E3 medium, we don’t use Methylene Blue.

E3 medium preperation:

For ∼1Lt E3 medium 60× stock solution, add:

• 17.4g NaCl

• 0.8g KCl

• 2.9 CaCl
2
· 2H

2
O

• 4.89g MgCl
2
· 6H

2
O

in 1Lt of nanopure H
2
O and adjust the pH with NaOH and HCl until pH=7.2.

3.4.2 PTU

1-phenyl-2-thiourea (PTU), is a vital rate-limiting enzyme for melanogenesis, often

used in zebrafish research labs as a treatment to prevent the development of pig-

mentation in zebrafish embryos [175]. Zebrafish embryos are naturally pigmented,

which can make it challenging to visualize internal structures and cells, especially

under a microscope. PTU treatment prevents the development of pigmentation, in-

creasing their optical transparency for microscopic imaging and making it easier

for researchers to observe and analyze various aspects of embryonic development,

tissue differentiation, and organ formation [178]. Also, PTU treatment provides

a standardized method for creating consistent experimental conditions. Thus, re-

searchers can reduce variability and ensure that observations and measurements are

not influenced by differences in pigmentation levels among individuals.

The chemical structure of PTU consists of a phenyl ring (a six-membered carbon

ring with a benzene structure) attached to a thiourea group (a molecule containing

a sulfur atom and two amino groups).

PTU medium preperation:

For ∼50ml PTU medium 50X stock solution, add:

• 0.528gr PTU powder

to 50ml H
2
O. Mix well with a stir bar until fully dissolved.

For ∼1Lt PTU medium 1X, put:

• 20ml PTU medium 50X

• 16.5ml E3 medium 60X

in a bottle. Add nanopure H
2
O so the final volume is reached up to 1Lt.

Zebrafish embryos are treated with 0.003% (w:v) (200 μM) PTU 1X before 24 hour-

post-fertilization (hpf).

3.4.3 Tricaine or MS-222

The most common temporary laboratory anesthetic for zebrafish is ethyl 3-aminobenzoate

methane-sulfonate (Tricaine) (commonly known as Tricaine or MS-222) that is re-

versible upon washout [179], [180] and it is used by 80% of research labs responding
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to a survey carried out by Lidster et. al. [181]. It is the only Food and Drug Ad-

ministration approved anesthetic for aquaculture to sedate and immobilize zebrafish

during experimental manipulation and is widely used by the zebrafish research com-

munity [182]. For larvae, a stock solution of tricaine (working solution) can be

diluted in E3 medium [179].

Tricaine stock solution preperation:

For ∼100ml Tricaine stock solution, add:

• 400mg powder Ethyl 3-aminobenzoate methanesulfonate (Tricaine/MS222)

to 97.9ml deionized H
2
O. Mix well until fully dissolved.

Adjust pH to 7.0-7.4 using 2.1ml 1 M Tris·Cl (pH 9).

Divide into 420μl aliquots and freeze.

Tricaine working solution preperation:

For ∼10ml Tricaine solution for zebrafish larvae, add:

• 420μl of Tricaine stock solution

to 10ml deionized H
2
O. Mix well.

In our experiments, we applied 2-3 drops of a Tricaine working solution to zebrafish

larvae just before microinjection, while they were situated in an agarose gel petri

dish.

3.5 Zebrafish’s Handling Protocol

The protocol for handling zebrafish embryos, involves several crucial steps to ensure

their health and rediness for the microinjection procedure.

Zebrafish are initially paired by licenced personnel who carefully choose appropriate

partners. The containers are checked for successful matings before noon the fol-

lowing day. Mating containers in which eggs are visible on the bottom are labelled,

the eggs are collected (by pouring the water from the outer container through a fine

mesh sieve), and are transferred into a Petri dish in PTU medium [176].

Then, zebrafish larvae are incubated either at 28°C for two days or at room temper-

ature for three days, depending on the experimental requirements.

A good clutch is believed to contain between 70 and 300 eggs, with a minimum of

80% being fertilized. During the incubation period, a daily regimen of maintenance

is essential. Unfertilized eggs and feces can serve as a nutrient source for the

growth of bacteria and mold, which can rapidly deteriorate the water quality [176].

This includes diligently removing any impurities, dead or unfertilized embryos, and

feces from the petri dishes using a disposable plastic pipette to maintain optimal

environmental conditions.

On the second or third day, corresponding to the incubation temperature, the em-

bryos progress to the stage where decoronation is performed. Using fine forceps or

microdissection scissors, we carefully grasp the chorion, which is typically located

at one end of the embryo, near the tail. We are being gentle to avoid damaging the

embryo itself. By applying a slight pressure, we cut or peel away the chorion from
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the embryo. This process may require delicate handling to ensure the chorion is en-

tirely removed without harming the developing embryo. In Figures 3.4 3.5 zebrafish

larvae are observed before and after decoronation. After decoronation and before

the microinjection of cancer cells, we select the embryos and gently transfer them

to agarose gel-coated petri dishes.

Figure 3.4: Zebrafish larvae before decoronation, under microscope.

Figure 3.5: Zebrafish larvae after decoronation, under microscope.

3.6 Zebrafish’s Microinjection Protocol

For the microinjection, glass needles were meticulously crafted from borosilicate

microcapillary tubes by heating and pulling the ends apart to create fine tips (Fig-

ure 3.7) with a needlepulling machine (Figure 3.6).
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Figure 3.6: Needlepulling machine, image by Tritech Research.

Figure 3.7: Needle-Pulling Process: A borosilicate capillary tube secured at both

ends is heated in the middle by the machine, pulling one end to craft two needles

with precise, fine tips, image by Star Protocols

Loading 5 μL of suspended stained cancer cells into the injection needle marks

the initial step in the process of zebrafish microinjection. As the air source of the

pneumatic picopump and microinjector are activated, the needle is inserted into the

microinjector, ensuring a secure seal within the housing. Simultaneously, attention

is directed towards the micromanipulator, ensuring its optimal positioning to allow

a broad spectrum of movement and adjustments.

The needle tip is elevated high above the stage and brought into focus under the

microscope, with an examination of the thinnest region the tip is delicately broken

off using fine tweezers, achieving a tip opening diameter ranging from 5 to 10 μm

(Figure 3.8).

Figure 3.8: Tip of a filled microneedle, image adopted [183].

Adjustment of the injection pressure of the pneumatic picopump (Figure 3.9), syn-

chronized with depressing the foot pedal, allows for careful monitoring of the bead
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size. The quality of the needle tip and the injection pressure are crucial to both the

quality and consistency of the injection.

Figure 3.9: Micromanipulator siringe pump, image by AnimaLab.

Following the preparation of the injection material, decoronated zebrafish embryos

(2-3 days post-fertilization) were carefully selected and gently transferred to agarose

gel-coated 1% agarose injecting plates. To minimize movement during the microin-

jection process and make the procedure less stressful for them, the embryos were

anesthetized by applying 2-3 drops of Tricaine solution. Orienting the injection plate

by hand during the injections to place the embryos in the preferred position (i.e.,

diagonally) ensures the embryos are strategically positioned for needle insertion.

Lowering the needle towards the agarose-coated petri dish containing the decoro-

nated zebrafish larvae, the needle tip is precisely pointed at the injection site. A

smooth insertion into the perivitelline space (Figure 3.10) between the yolk sac and

periderm of the zebrafish embryo is executed, with vigilance against rupturing the

yolk sac to avoid cancer cell implantation into it. Air bubbles or stretching the periv-

itelline space as either can be lethal to the embryo. Fine adjustments in pressure

are made to maintain a consistent bead size throughout the microinjection process.

Figure 3.10: Zebrafish’ perivitelline space.
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Following the injection, the effective integration of cancer cells was visually con-

firmed by observing a subtle expansion of the injected area, which was visibly filled

with red-dyed cancer cells. It could also be observed under fluorescent light, both

shown in Figure 3.11.

Figure 3.11: Zebrafish larvae after microinjection with dyed melanoma cancer cells,

under microscope, under visible light (left), under fluorescent light (right).
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Results and Discussion on Cancer Cell and

Zebrafish Larvaes’ Experiments

4.1 Zebrafish larvae injected with Melanoma Cancer Cells

Melanoma cancer cells have been cultured at 37°C with 5% CO
2
in a flask. When the

flask’s confluency reached 70%, the cells were split or stained. When split, they were

placed in two brand-new flasks with new medium, so that the cells may continue

to proliferate in the incubator. When stained, they were stained with with 40mg/ml

DiL red fluorescent dye. Then, the stained melanoma cancer cells were diluted in

30μl of cell culture medium. At this point, they were ready to be injected into the

zebrafish larvae.

On the second or third day, post fertilization, zebrafish larvae were decoronated and

being gently transferred on a flat agarose gel-coated 1% agarose injecting plate. The

embryos were anesthetized by applying on them 2-3 drops of Tricaine solution.

A borosilicate capillary tube secured at both ends is heated in the middle by a

needlepulling machine, pulling one end to craft two microneedles with precise, fine

tips.

5 μL of suspended stained cancer cells were loaded into the injection microneedle.

The needle was inserted and securely mount into the microinjector’s siringe pump.

The needle tip was broken off with fine tweezers to obtain a tip opening diameter of

5-10 μm and the injection pressure was adjusted as needed.

The needle tip was pointed at the injection site and gently inserted into the zebrafish

larvae’s perivitelline space, as seen in Figure 4.1. The melanoma cancer cells sus-

pension was microinjected in zebrafish’ perivitelline space making sure that the yolk

sac was not ruptured and avoid injecting air bubbles or stretching the perivitelline

space as either can be lethal to the embryo.

42
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Figure 4.1: Experiments Setup and injection in zebrafish perivitelline space, image

made with Biorender.

After the injection, the successful integration of cancer cells was verified through vi-

sual confirmation of a slight expansion of the perivitelline area, distinctly populated

with red-stained melanoma cancer cells, as seen in Figure 4.2. This observation was

also evident under fluorescent light.

Figure 4.2: Successful injections seen through microscope.

Zebrafish that had been successfully injected were placed individually in well plates

containing PTU 1X and/or other substances in the swimming medium, depending

on the specific experiment requirements.

4.2 Integrating Image Analysis injected Zebrafish Larvae

The zebrafish larvae injection experiments aimed to observe the growth of the pri-

mary tumor and metastasis in the tail over a three-day period. Photos were taken
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under a microscope on day zero and day three to monitor the development of the

primary tumor and detect metastatic cells in the tail, using both standard and fluo-

rescent illumination.

ImageJ software was utilized to analyze these photos, measuring the number of

pixels for primary tumors. Metastatic cells were similarly quantified, resulting in

average values for each experiment.

The growth percentage for each primary tumor was calculated, and in select experi-

ments, photographs were taken on all three days to ensure the determination of an

average growth rate (shown in Table 11.1 and Table 11.2). This additional data collec-

tion ensured a more thorough understanding of the dynamic changes in the primary

tumor over time, enhancing the precision and reliability of our mathematical model

(explained in chapter 8).

The experiment findings showed notable differences in the primary tumor’s growth

and were contrasted with established data. However, due to its novelty, there is a

limited body of academic literature available for comparison.

4.3 Zebrafish Experiments’ Results

4.3.1 Melanoma Cancer

The first experiment focused solely on injecting zebrafish with melanoma cancer

cells. It was observed that the original tumor injected on day zero showed an average

growth of 96.32%. Additionally, an average of 13.3 cancer cells metastasized to the

tail by day 3, as shown in the table 4.1.

cancer type tumor growth metastasized cancer cells in tail

melanoma 96,32% 13,33

Table 4.1: First experiment of Melanoma Cancer results.

4.3.2 Melanoma Cancer treated with propranolol

The subsequent experiment entailed the utilization of propranolol as a treatment

to inhibit the growth of primary tumors and metastasis. Initially, we needed to

establish the optimal dosage concentration. Our investigation included concentra-

tions ranging from 1mg/L, 3mg/L, 10mg/L, 30mg/L, to 100mg/L in their swimming

solution (PTU 1X). Through this process, we identified two optimal and non-lethal

concentrations of which did not have a negative impact on the zebrafish heartbeat

were 1mg/L and 3mg/L. These results are consistent with the scholarly publication

by Sun et al.[184], suggesting that an ideal concentration of propranolol for zebrafish

larvae is around 2.48 mg/L.

Thus, in this experiment, a 1mg/L dosage of propranolol was administered to ze-

brafish with injected melanoma cancer cells in their swimming fluid. The results

showed an average reduction of 13.82% in tumor size and an average metastasis

of 20.28 cancer cells in the tail on day 3. With these encouraging findings, we

advanced to the next phase of the experiments involving stress factors.
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4.3.3 Melanoma Cancer with Stressors

The stressors employed in these studies were epinephrine, dexamethasone and nore-

pinephrine. To conduct the experiments involving these stressors, we conducted

additional toxicity tests for each one. Various concentrations of the stressors were

introduced into their swimming medium (PTU 1X). The concentration ranges for

epinephrine were 10mM, 1mM, 100μM, 10μM, 1μM; for dexamethasone they were

1mM, 250μM, 50μM, 10μM, 2μM; and for norepinephrine they were 1mM, 200μM,

100μM, 50μM.

After evaluation, the optimal concentrations identified that were utilized in the

solution zerafish swam in, were: 10μM for epinephrine, 10μM for dexamethasone,

and 50μM for norepinephrine.

Epinephrine led to an average tumor growth of 96.36%, with an average of 20.33

cancer cells metastasizing in the tail on day 3. Dexamethasone showed an average

tumor enlargement of 71.92%, and there was an average of 31.3 cancer cells that

metastasized in the tail on day 3. Norepinephrine resulted in a mean tumor increase

of 113.35%, along with an average of 22 cancer cells metastasizing in the tail on day

3.

4.3.4 Melanoma Cancer with Stressors treated with Propranolol

Then, the experiments involving propranolol and stress-inducing factors were car-

ried out. For these experiments, propranolol needed to be added to the melanoma

cancer cell medium before the cells were re-suspended in it. To achieve the op-

timal concentrations of 1mg/L and 3mg/L for propranolol in the cell medium, a

concentration at least x100 times greater had to be used due to its injection with

the melanoma cancer cells. This adjustment was necessary because only very small

quantities of cell liquid are typically injected, usually in the microliter range. As a

result, propranolol’s ideal concentration in the cell medium was determined to be

100-300μM or equivalent to 1-3 mg/L.

The following experiments were conducted to investigate the potential of propranolol

in reducing melanoma cancer in zebrafish larvae, while increasing different stress

proteins. When a concentration of 100μM of propranolol was applied in the cell

medium, it was observed that epinephrine led to an average increase in tumor size

of 73.54%, with an average metastasis of 15.16 cancer cells in the tail on day 3.

Exposure to dexamethasone resulted in an average tumor size increase of 50.28%,

and an average metastasis of 23.57 cancer cells in the tail on day 3. Finally, when

looking at norepinephrine’s effects, there was recorded a substantial average increase

of 134.98% in tumor size, along with an average metastasis of 14.66 cancer cells in

the tail on day 3.

Due to unfortunate outcome of the experiments with 300μM, the observation of the

zebrafish was not feasible, resulting in insufficient data for presentation.
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4.3.5 Melanoma Cancer with Stressors treated with Propranolol loaded

MPEG-b-PLLA Diblock copolymers

The last experiment was conducted again, with a modification in which propranolol-

MPEG-b-PLLA diblock copolymers (nanoparticles or polymeric nanocarriers loaded

with the drug) (see Chapter 7.3) were added to the melanoma cancer cell medium

instead of propranolol before re-suspending the cells in it. The concentration used

matched that of the previously administered propranolol (100μM). Due to the high

mortality of zebrafish in the 300μM experiments, we opted not to utilize this con-

centration for the nanoparticle experiments.

This experiment aimed to explore the potential of propranolol in reducing melanoma

cancer in zebrafish larvae while increasing different stress proteins. Propranolol was

encapsulated within self-assembling micellar structures formed by MPEG-b-PLLA

diblock copolymers for delivery. In drug release studies (see Chapter 7.4), it was

observed that approximately 82% of the drug diffused passively from the micelles

into the aqueous medium within the first 24 hours (see Figure 7.8). Thus, in ze-

brafish larvae experiments, a faster release of propranolol was anticipated at the first

days of incubation, whereas the release rate was constant (a plateau was observed)

for the 3rd day of incubation in PTU 1X. This could be beneficial for our study

involving zebrafish as the three-day experiment duration aligns with the release rate

of propranolol-loaded nanoparticles, facilitating continuous drug exposure during

testing.

For epinephrine, there was an average observed increase in tumor size of 122.42%,

with an average of 17.5 cancer cells metastasizing to the tail by day 3. In the case of

dexamethasone, the tumor showed an average increase of 218.69%, and on average,

14.75 cancer cells were found to have metastasized to the tail by day 3. As for

norepinephrine, it led to a mean increase in tumor size of 236.17% and an average

of 12.75 cancer cells were observed to have metastasized on day 3 after injection. In

comparison, the control group that did not receive stressors but received injections

consisting melanoma cancer cells and propranolol nanoparticles had a recorded

average tumor growth rate at 201.41% and on average 9.37 cancer cells were found

to have metastasized to the tail by day 3.

The results of all experiments are shown in the table 4.2 below.

stressors concentration medium treatment concentration medium tumor growth
metastasized

cancer cells in tail

propranolol 1mg/L in PTU 1X -13,82% 20,28

epinephrine 10uM in PTU 1X 96,36% 20,33

dexamethasone 10uM in PTU 1X 71,92% 31,3

norepinephrine 50uM in PTU 1X 113,35% 22

propranolol 100uM injection 226,49% 20,28

epinephrine 10uM in PTU 1X propranolol 100uM injection 73,54% 15,16

dexamethasone 10uM in PTU 1X propranolol 100uM injection 50,28% 23,57

norepinephrine 50uM in PTU 1X propranolol 100uM injection 134,98% 14,66

propranolol

nanoparticles

100uM injection 201,41% 9,37

epinephrine 10uM in PTU 1X

propranolol

nanoparticles

100uM injection 122,42% 17,5

dexamethasone 10uM in PTU 1X

propranolol

nanoparticles

100uM injection 218,69% 14,75

norepinephrine 50uM in PTU 1X

propranolol

nanoparticles

100uM injection 236,17% 12,75

Table 4.2: All experiments results.
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4.4 Discussion on in vivo testing on Zebrafish

The extensive series of experiments carried out in this research aimed to clarify

the complex dynamics of melanoma cancer advancement in zebrafish larvae. This

involved investigating the effects of propranolol, stress-inducing factors, and a novel

method involving propranolol-loaded nanoparticles.

The purpose of these experiments was to gather tumor growth data under varying

stress conditions for our upcoming mathematical model, explained in the following

chapters. Additionally, the experiments aimed to investigate the potential of propra-

nolol in reducing melanoma cancer in zebrafish larvae while increasing expression

of different stress proteins. Zebrafish larvae were injected with a 100μM concen-

tration of propranolol using two methods: direct injection of DL-propranolol and

encapsulation of DL-propranolol within self-assembling micellar structures formed

by mPEG-b-PLLA Diblock copolymers. An illustrative representation of our experi-

ments is shown in the Figure 4.3.

Figure 4.3: Experiments Illustrative Representation, image made with Biorender.

In the first experiment, injecting melanoma cancer cells resulted in an average tumor

growth of 96.32% on day three, along with an average metastasis of 13.3 cancer cells

to the tail. This served as a baseline for future interventions.

Introducing propranolol at a concentration of 1mg/L in the swimming fluid led to

a notable average reduction of 13.82% in tumor size, showing its potential as a

therapeutic agent. However, there was an increase in the average metastasis to

20.28 cancer cells in the tail, which requires further consideration.

Introducing stress-inducing substances like epinephrine, norepinephrine, and dexam-

ethasone into the swimming water resulted in different impacts on tumor behavior.
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Particularly noteworthy was the substantial average increase in tumor size induced

by norepinephrine at 113.35%. Epinephrine and dexamethasone also significantly

contributed to tumor growth, with increases of 96.36% and 71.92% respectively,

highlighting the potential influence of stress in aggravating cancer development.

Dexamethasone, among all stressors, had the highest number of metastasized cells

in the fish’s tail, averaging 31.3 cells.

The experiments combining propranolol with stress-inducing factors, though limited

by the observed high mortality at 300μM concentrations, provided interesting find-

ings. Propranolol exhibited a mitigating effect on tumor growth when coupled with

stressors, especially evident in the case of epinephrine and dexamethasone where

the average tumor size increase was lower compared to the experiment without pro-

pranolol. For epinephrine, the increase reduced from 96.36% to 73.54% (resulting in

a reduction of 22.82%), and for dexamethasone, it decreased from 71.92% to 50.28%

(resulting in a reduction of 21.64%). This indicates the potential protective role of

propranolol in mitigating the adverse effects of stress on cancer progression.

Also, an obvious decrease in metastasized cells in the tail was observed during all

instances of stress when propranolol was used in combination with stress-inducing

factors, as compared to situations where propranolol was not used. This suggests

that there is a potential connection between propranolol and inhibiting the spread

of the primary tumor.

The introduction of propranolol-loaded nanoparticles in the last experiment, show-

cased a novel approach for drug delivery. While presenting challenges, this ex-

periment demonstrated the potential of propranolol within self-assembling micellar

structures in reducing tumor growth. Although the groups with stressors and the

control group without stressors did not display any notable distinctions from the

groups without propranolol nanoparticles, it was clear that metastasized cells were

reduced in all cases when propranolol nanoparticles were utilized.

In conclusion, these results highlight the complex relationship between stress re-

sponses and cancer progression in zebrafish larvae. Propranolol emerges as a

promising candidate in mitigating tumor growth, especially when combined with

stress-inducing factors. Furthermore, the nanoparticle approach presents new op-

portunities for advancing drug delivery techniques. Overall, these findings provide

important contributions to the discussion on targeted therapies and stress regulation

in cancer research.
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Diblock copolymers for drug delivery

5.1 Polymers and Ring Opening Polymerization

5.1.1 Polymers

According to the International Union of Pure and Applied Chemistry (IUPAC),

a polymer is a large molecule composed of repeating structural units, known as

monomers [185]. These monomers are covalently bonded together to form a chain-

like structure, which can range from a few monomers to millions. Polymers can

be natural or synthetic, and they can be found in a wide variety of products, such

as plastics, fibers, rubber, and adhesives. Polymers can be synthesized using a

variety of methods, such as polymerization, which involves the chemical reaction of

monomers to form a polymer chain [186].

5.1.2 Copolymers

A copolymer is a polymer made up of two or more types of monomers. Copolymers

can be classified based on the sequence and ratio of the monomers in the polymer

chain [187]. There are several types of copolymers, including block copolymers, graft

copolymers, and statistical copolymers. Block copolymers have blocks of monomers

that are arranged in a specific sequence. The different segments (monomers) of the

block copolymer can be arranged in a variety of ways, such as a linear or branched

structure, and can self-assemble into specific nanostructures, such as spherical or

cylindrical micelles [188], as shown in Figure 5.1.
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Figure 5.1: Arrangements in block copolymers [189].

Graft copolymers have a main chain of one type of monomer with branches of

another type of monomer (Figure 5.2). Statistical copolymers have a random distri-

bution of monomers within the polymer chain [188] [190] [191] [192].

Figure 5.2: Arrangement in graft copolymers [189].

Copolymers can have a wide range of properties, depending on the monomers that

make up the polymer and the ratio in which they are combined. They can be syn-

thesized using various polymerization techniques, such as addition polymerization,

condensation polymerization, and ring-opening polymerization [187] [193].

5.1.3 Diblock Copolymers

Diblock copolymers are a type of polymer made up of two distinct blocks of repeating

chemical units, or monomers, that are chemically bonded together (Figure 5.3).

These blocks are referred to as the "A block" and "B block", and they can be

made up of different types of monomers. The "A block" and "B block" can have

different chemical and physical properties, such as solubility, melting point, and

glass transition temperature. This means that the diblock copolymer can exhibit

unique properties that depend on the properties of the two blocks and their relative

ratio [194].

Figure 5.3: Arrangement in diblock copolymers [189].
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5.1.4 Ring-opening polymerization

Ring-opening polymerization (ROP) is a type of polymerization process in which a

ring-shaped (cyclic) monomer, such as a cyclic ester or amide, is polymerized to

form a linear polymer chain, such as acyclic or polymers with fewer cycles [185].

ROP can be carried out using various techniques, including anionic ROP, cationic

ROP, and coordinated ROP (Figure 5.4). ROP is often used to synthesize polymers

with well-defined structures and molecular weights [195] [196].

Figure 5.4: General scheme of ROP. The * refers to anionic, cationic or radical

chain.

5.2 Drug Delivery

5.2.1 Drug delivery systems

Drug delivery systems (DDS) are methods or devices used to introduce a therapeutic

substance into the body and enhance its effectiveness and safety by controlling the

timing, rate and location of drug release. [197] These systems can be administered

orally, rectally or through the nose, as well as through intravenous or subcutaneous

injections. Researchers are constantly seeking new methods of delivery to improve

drug efficacy. One aspect of this research is focused on controlling the release rate

of drugs to prolong their activity and decrease the frequency of dosing [197]. There

has also been a significant amount of research done on targeted drug delivery to

specific organs or cells in the body [198] [199]. Nanocarriers such as liposomes,

nanoparticles, and micelles have been used to achieve sustained and targeted drug

delivery of therapeutic agents [200] [201].

5.2.2 Nanocarriers and their types

Nanocarriers are a type of DDS that are designed to transport drugs or other active

agents to specific target sites within the body. These carriers are typically in the

nanometer size range, which makes them small enough to be transported through

the circulatory system to reach their intended target.

There are several types of nanocarriers (shown in Figure 5.5) that have been devel-

oped for drug delivery and other biomedical applications, including [202]:

1. Lipid nanocarriers: Nanoscale drug delivery systems that consist of lipids as

the primary component. They are used for encapsulating and transporting

therapeutic drugs to target sites within the body.

(a) Liposomes: Spherical vesicles composed of a phospholipid bilayer that

can encapsulate both hydrophilic and hydrophobic compounds [203] [204]

[205].
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(b) Solid lipid nanoparticles: Nanoparticles made from solid lipids that can

encapsulate hydrophobic drugs and enhance their stability [206] [207]

[208].

(c) Phospholipid micelles: Spherical structures composed of phospholipids,

they have a similar structure to cell membranes and are therefore able to

mimic the natural environment of cells [209] [210].

2. Polymeric nanocarriers: Particles made from polymers that can encapsulate

drugs and target specific cells or tissues [211] [212] [213] [214].

(a) Polymeric micelles: Nanoscale particles composed of amphiphilic poly-

mers, with a hydrophobic core and a hydrophilic outer shell. They are

commonly used as nanocarriers for drug delivery [215] [216] [217].

(b) Dendrimers: Highly branched, monodisperse nanoparticles with a com-

pact core and numerous peripheral functional groups. They are used in

various applications, including drug delivery, imaging, and diagnostics

[218] [219] [220].

(c) Lipid-polymer hybrid nanoparticles: Nanoparticles made by combining

lipids and polymers to form a core-shell structure. They can be de-

signed to improve the stability and drug-delivery properties of lipid-based

nanoparticles [221] [200] [222].

(d) Polyelectrolyte complexes: Nanoparticles formed by the self-assembly of

oppositely charged polyelectrolytes. They can be used as drug carriers,

gene delivery vehicles, and vaccines [223] [224].

(e) Polymeric vesicles: Spherical, lipid-like structures composed of a bilayer

of amphiphilic polymers. They can be used as drug delivery vehicles, as

well as in cell membrane mimetic and protein delivery applications [225].

3. Inorganic nanocarriers: Nanocarriers made from inorganic materials, such as

metals and metal oxides, that can be used for imaging and therapy [226] [227].

(a) Gold nanoparticles: Nanoparticles made of gold that have unique phys-

ical, chemical, and optical properties, that are used for cancer diagnosis

and therapy, as well as for the delivery of drugs, genes, and vaccines.

Also, they are used as biosensors, as well as to create new materials with

enhanced electrical, optical, and thermal properties [228] [229] [230].

(b) Magnetic nanoparticles: nanoparticles that exhibit magnetic properties

and are typically made of magnetic materials such as iron, cobalt, or

nickel. They are used for targeted drug delivery, magnetic resonance

imaging (MRI), environmental remediation, energy storage, and catalysis

[231] [232] [233].

(c) Quantum dots: They are tiny semiconductor particles, usually made of

materials such as cadmium selenide, that exhibit unique optical and elec-

tronic properties. They have unique spectral, optical, and electronic char-

acteristics that are different from those of larger particles and are used

in biomedical imaging, displays, solar cells, and lighting [234] [235].

4. Nucleic acid nanoparticles: Nanoparticles made from nucleic acids, such as

DNA and RNA, that can be used for gene therapy [236].
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Figure 5.5: Different types of nanocarriers [202].

5.2.3 Polymeric Nanoparticles

Polymeric nanoparticles (PNPs) are a type of nanocarriers. They are spherical par-

ticles that are made from polymers and have diameters typically in the range of

20-200 nm. They can be used to encapsulate drugs and other therapeutic agents,

and they can be designed to release the drug in a controlled manner [212].

In drug delivery, PNPs are used to deliver drugs to specific cells or tissues in the

body [237] [213]. The polymeric matrix of the nanoparticles can be engineered to

control the release rate of the drug, allowing for sustained release over an extended

period of time. Additionally, PNPs can be functionalized with targeting molecules,

such as antibodies or peptides, to selectively deliver drugs to specific cells or tissues

[238] [239].

In imaging and diagnostics, PNPs can be used as contrast agents for imaging modal-

ities such as magnetic resonance imaging (MRI), computed tomography (CT), and

ultrasound [240] [241] [242]. These nanoparticles can be functionalized with imag-

ing moieties, such as magnetic or fluorescent molecules, to enhance the visibility of

diseased cells or tissues [243] [244].

PNPs have several advantages over other drug delivery systems. They protect drugs

from degradation, help to target drugs to specific cells or tissues, and can provide

sustained release of drugs over an extended period of time. Additionally, PNPs are

biocompatible and biodegradable, which reduces the risk of toxicity [245].

They are generally considered to be solid particles and are usually composed of
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hydrophobic polymers [246]. These particles can be formed through a variety of

methods, including self-assembly, emulsion polymerization, and solvent evaporation.

5.2.4 Polymeric Micelles

Polymeric micelles are spherical structures composed of a hydrophobic core and a

hydrophilic shell that are formed by self-assembling amphiphilic polymers in aqueous

solutions [215]. They typically range in size from 10 to 200 nanometers (nm). The

size of a polymeric micelle can affect its ability to target specific tissues and to evade

the body’s immune system, among other things. The hydrophobic core of the micelle

is formed by the hydrophobic segments of the polymer and serves as a container for

hydrophobic drugs, while the hydrophilic shell, composed of hydrophilic segments,

surrounds the core and provide stability to the micelle in the aqueous environment

(Figure 5.6) [247].

Figure 5.6: Structure of polymeric micelles: The hydrophobic segments of the

copolymer tend to aggregate together in the core of the micelle, while the hydrophilic

segments form the outer shell. These structures are considered as liquid-like droplets

and have a core-shell structure, and have a hydrophobic core and hydrophilic shell

[248].

Micelles are formed by the self-assembly of amphiphilic polymers, which are poly-

mers that have both hydrophobic and hydrophilic segments. When these polymers

are dissolved in water, the hydrophobic segments tend to aggregate together, form-

ing a core, while the hydrophilic segments extend outwards to interact with water,

forming a shell [249].

Polymeric micelles are used in drug delivery as a way to deliver hydrophobic drugs,

such as anticancer drugs, to the body [215] [216]. The hydrophobic drug molecules

are encapsulated within the hydrophobic core of the micelle, which protects them

from degradation and enables their targeted delivery to specific cells or tissues [217].

The hydrophilic shell of the micelle also allows them to circulate in the bloodstream

for a longer period of time, which is known as the "stealth effect" [250] and can help

the micelle to evade the reticuloendothelial system (RES) and avoid being rapidly

cleared from the body [251] [252].

5.2.5 Mechanisms of drug release from Polymeric Micelles

Drug release from a polymeric micelle refers to the process of transporting a drug

molecule from the interior of the micelle to the exterior environment [253]. Thus,
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polymer degradation, passive diffusion and a combination of the two are the primary

mechanisms of drug release from polymeric micelles [196].

More specifically:

1. Polymer degradation: One mechanism of drug release from polymeric micelles

is through the degradation of the polymer. The polymer is designed to degrade

over time, and as it does so, the encapsulated drug molecules are released.

This mechanism is typically used when a slow and sustained release of the

drug is desired.

2. Passive diffusion: Another mechanism of drug release is through passive dif-

fusion of the encapsulated drug molecules. The drug molecules are able to

diffuse out of the micelle through the polymer membrane due to a concentra-

tion gradient. The rate of release is dependent on the solubility of the drug,

the size of the micelle, and the thickness of the polymer membrane.

3. Combination of the two: A combination of both polymer degradation and

passive diffusion can be used to achieve a controlled release of the drug. The

polymer degradation can be used to achieve a sustained release over a longer

period of time, while the passive diffusion can be used to achieve a faster

initial release.

The drug release process can be divided into two phases: In phase 1, the rapid release

of drug molecules into the surrounding environment due to their absorption onto the

surface of the nanocarriers. This is referred to as the burst release phase. In phase

2 the rate of release (controlled release phase) is determined by the characteristics

of the polymeric system. If the rate of drug diffusion is greater than the rate of

polymer degradation, diffusion is the primary process, otherwise, drug release is

driven by polymer degradation [254].

5.2.6 Factors affecting Drug Release

There are several factors that can affect the rate and extent of drug release from

polymeric micelles [255] [256] [257] [258]. Some of the main factors include:

1. The properties of the polymeric micelle itself, such as the chemical composi-

tion, molecular weight, and architecture.

2. The properties of the drug that is being encapsulated, such as its solubility,

stability, and pka value.

3. The size and shape of the polymeric micelle, as well as the size and distribution

of the drug within the micelle.

4. The pH and temperature of the surrounding environment, as these can affect

the stability and solubility of the drug and the polymeric micelle.

5. The presence of other molecules in the surrounding environment, such as

enzymes or proteins, which can affect the stability and release of the drug

from the micelle.

6. The route of administration and the targeted site of action, as well as the

pharmacokinetic and pharmacodynamic profiles of the drug and the polymeric

micelle.

7. The surface properties and characteristics of the polymeric micelle, such as the

charge, hydrophilicity, and hydrophobicity, which can affect the interactions

with the surrounding environment and the release of the drug.
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MPEG-b-PLLA Diblock copolymers’

Materials and Protocols

6.1 MPEG-b-PLLA Diblock copolymers Materials

6.1.1 Poly(ethylene-glycol) methyl ether (mPEG)

Poly(ethylene-glycol) methyl ether also known as Monomethoxy poly(ethylene oxide)

or PEG-CH
3
(mPEG), is a type of Polyethylene glycol (PEG) that has a methoxy

group at one end of the molecule. PEG is a synthetic, water-soluble polymer, it is

a versatile and generally considered safe for human use and widely used substance

in the medical, chemical, and biological fields [259]. In the field of chemistry,

PEG is used as a polymer solvent, surfactant and also used in the formulation of

drug delivery systems, as a coating for nanoparticles to improve their stability and

circulation time in the body [196] [260]. PEG conjugates of drugs, proteins, and other

therapeutic agents have improved pharmacokinetics and reduced immunogenicity

[261]. In medicine, PEG is commonly used as a laxative to treat constipation and as

a lubricant for endoscopic procedures [262]. In the pharmaceutical industry, PEG

is used as a solubilizer, stabilizer, and enhancer of drug bioavailability [263]. In

the life sciences, PEG is used as a protein purification and stabilization agent, as

well as a research tool to study protein-protein interactions and protein-nucleic acid

interactions [264]. The broad range of applications for PEG, combined with its low

toxicity, biocompatibility, and ability to be easily modified, make it an essential

tool in many areas of scientific research and clinical practice. Poly(ethylene-glycol)

methyl ether (mPEG)’s chemical structure is shown in Figure 6.1.

Figure 6.1: Poly(ethylene-glycol) methyl ether (mPEG)’s chemical structure.

mPEG with molecular weight of 5000 gr/mol, used in this project, was purchased

from Polysciences Inc.

6.1.2 L-lactide and Poly L-lactide (PLLA)

L-lactide is a lactide stereoisomer, which is a monomer that can be used to syn-

thesize a polymer called Poly(L-lactide). L-lactide is a cyclic ester and is one of the

56
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two stereoisomers of lactide, the other being D-lactide. The two isomers differ in

the orientation of their chiral centers. L-lactide, which is derived from lactic acid,

a substance found in mammalian metabolism [265]. L-lactide is used as a building

block in the synthesis of various biodegradable polymers, particularly in medical

applications such as drug delivery and bioresorbable sutures [266] [267]. L-lactide

and D-lactide isomers’ chemical structure is shown in Figure 6.2.

Figure 6.2: Chemical structure of L-lactide and D-lactide isomers [268].

Poly(L-lactide) (PLLA) is a biodegradable and biocompatible polymer that is com-

monly used in the field of biomedical applications. It is a white, crystalline, and

odorless solid. PLLA is soluble in a number of organic solvents, including chlo-

roform, acetone, and methylene chloride [265]. The polymer is thermally stable

and decomposes at a relatively high temperature of around 250°C. Its glass transi-

tion temperature ranges between 50-70°C, making it a relatively stiff material [269].

PLLA is hydrophobic and has low water solubility, making it suitable for use in

hydrophobic environments such as the body [270]. It is also non-toxic and does not

induce an immune response, making it suitable for use in medical applications, thus

it is used for the manufacture of sutures, implants, and drug delivery systems [271].

In chemical applications, it is used as a component in the production of compos-

ites, fibers, and films [272]. In biological applications, PLLA is used as a material

for scaffolds in tissue engineering, as well as a material for the encapsulation of

cells, enzymes, and drugs [273]. Additionally, it is also used as a substrate for the

cultivation of cells and tissues, as well as for the preparation of controlled-release

systems for drugs and biologics [274] [275] [267]. Poly(L-lactide) (PLLA)’s chemical

structure is shown in Figure 6.3.

Figure 6.3: Poly(L-lactide) (PLLA)’s chemical structure.

L-lactide used in this project was obtained from Sigma-Aldrich.

6.1.3 4-N,N-Dimethylaminopyridine (DMAP)

4-N,N-Dimethylaminopyridine ((CH
3
)2NC

5
H

4
N) (DMAP) is a tertiary amine used as

a catalyst in organic chemistry. It is a commonly used catalyst for the condensation

of carbonyl compounds with amines to form amides. DMAP also acts as a Lewis
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base catalyst in reactions such as Michael additions and alkylations. Additionally,

DMAP can be used as a scavenger for acidic impurities in organic synthesis and as

a component in the synthesis of other organic compounds [276]. (DMAP)’s chemical

structure is shown in Figure 6.4.

Figure 6.4: 4-N,N-Dimethylaminopyridine (DMAP)’s chemical structure.

DMAP as the catalyst used in this project was obtained from Sigma-Aldrich.

6.1.4 Poly(ethylene-glycol) methyl ether (mPEG)-b-poly(L-lactide) mPEG-b-
PLLA diblock copolymer

In this project, Poly(ethylene-glycol) methyl ether (mPEG)-b-poly(L-lactide) (mPEG-

b-PLLA) diblock copolymer was used as the polymer to product blank and drug

loaded micelles. In the production of micelles, hydrophobic PLLA and hydrophilic

mPEG segments are commonly used due to their biodegradable and non-toxic prop-

erties. PEG segments also offer the added benefit of preventing non-specific protein

binding, known as the "stealth effect". This has led to a significant increase in the

study of PLLA/PEG block copolymers as drug delivery systems in recent years [277].

These amphiphilic block copolymers can be synthesized chemically or enzymatically,

and the use of PLLA/PEG di- or triblock copolymers to create polymeric micelles

with a core-shell structure in aqueous environments was first recognized in the early

1990s [278]. Since then, these types of micelles have been used to deliver a variety

of hydrophobic drugs, with the hydrophobic PLLA cores providing high loading effi-

ciency and the brush-like PEG shells allowing for prolonged circulation in the body.

The loading efficiency and release rate can be controlled by the ratio of hydropho-

bic to hydrophilic segments in the micelle [279] [277] [196] [267]. mPEG-b-PLLA

copolymer’s chemical structure is shown in Figure 6.5.

Figure 6.5: mPEG-b-PLLA copolymer’s chemical structure.

6.1.5 DL-Propranolol and DL-Propranolol Hydrochloride 99%

DL-propranolol is sometimes used to distinguish between the two enantiomers (opti-

cal isomers) of propranolol, which are designated as the S- and R-enantiomers. The

"D" and "L" prefixes represent the dextrorotatory (right-handed) and levorotatory

(left-handed) forms of the compound. DL-propranolol is a racemic mixture of two
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enantiomers: S-propranolol and R-propranolol. DL-Propranolol’s chemical structure

is shown in Figure 6.6.

Figure 6.6: DL-Propranolol’s chemical structure.

DL-Propranolol Hydrochloride 99% is the hydrochloride salt form of DL-Propranolol,

which means that it contains the DL-Propranolol molecule combined with a chlo-

ride ion. In comparison, DL-Propranolol refers specifically to the free base form of

the drug, without any additional ions or groups attached. The difference between

the two forms is primarily in their solubility and stability, with DL-Propranolol Hy-

drochloride 99% being more soluble in water and having a longer shelf life than the

free base form of DL-Propranolol. DL-Propranolol Hydrochloride’s 99% chemical

structure is shown in Figure 6.7 and
1
H NMR spectra in Figure 6.8.

Figure 6.7: DL-Propranolol Hydrochloride’s 99% chemical structure.

DL-Propranolol Hydrochloride 99% from Thermo Scientific (CAT: 207320050) was

gifted from the Department of Health, Medicine and Caring Sciences (HMV), Linkop-

ing University (LiU), Sweden.

Figure 6.8:
1
H NMR spectra of DL-Propranolol.
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6.1.6 Other Materials used in this project

Tetrahydrofuran (THF) (HPLC grade ≥ 99.9%) and petroleum ether were purchased

from Scharlau S. L. Dichloromethane (≥ 99.9%) was purchased from Sigma-Aldrich.

All experiments were conducted using Milli-Q water from a Millipore apparatus with

a resistivity of 18.2 MΩ.cm at 298 K.

6.2 MPEG-b-PLLA Diblock copolymers’ Protocols

6.2.1 Synthesis of poly(ethylene-glycol) methyl ether-b-poly(L-lactide) mPEG-

b-PLLA diblock copolymers

6.2.1.1 Recrystallization

Recrystallization of lactide is necessary to purify and improve its quality before use.

Lactide can contain impurities from the manufacturing process, such as catalysts,

byproducts, and oligomers. Recrystallization can remove these impurities and pro-

vide a more homogeneous and pure material for use in polymer synthesis. The

process typically involves dissolving the lactide in a solvent and slowly cooling the

solution to encourage the formation of high-quality crystals, which are then sep-

arated and dried. Recrystallization can also improve the solubility, melting point,

and thermal stability of the lactide, making it more suitable for use in various

applications [280] [281].

In order to recrystallize lactide, dry ethyl acetate was made by placing calcium

hydrate and ethyl acetate in a vial for 24 hours under stirring. Afterwards, 10-12gr

of dry ethyl acetate was used or every 5g of lactide, and the solid solution was

heated at 60°C until the crystals dissolve. Then, the supernatant was disposed and

the product was left under vacuum to dry.

6.2.1.2 Synthesis of mPEG-b-PLLA copolymer with Ring-opening polymer-

ization

The mPEG-b-PLLA copolymer was synthesized by performing a ring-opening poly-

merization of L-lactide, with mPEG serving as the initiator and DMAP acting as

the catalyst. Freeze-dried mPEG (1gr, 0,197 mmol), recrystallized L-lactide (1gr, 13,8

mmol) were degassing in vacuum baseline for 24 hours. Then, the catalyst DMAP

(24gr, 1,9828 μmol) was added into the reaction vessel. Right after, the reaction was

purched with N
2
for 30 min and then it was placed in an oil bath at 101°C for 24

hours under stirring. Afterwards, the final product of the synthesis was dissolved

in dichloromethane and was precipitated in petroleum ether. The supernatant was

disposed and the product was left under vacuum to dry.

6.2.1.3 Preparation of the mPEG-b-PLLA micelles (blank micelles)

The preparation of the micelles was carried out using the non-selective-selective

solvent dissolution method. To begin, 100 mg of the polymer (mPEG-b-PLLA diblock

copolymer) was dissolved in 10 ml of THF (Tetrahydrofuran). Then, 45 ml of milli-

Q water (pH 7.4) was gradually added to the solution using a syringe pump at a
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rate of 0.05 ml/min. Afterwards, the organic solvent (THF) was removed under

vacuum using a rotary evaporator. Finally, the solution was filtered through a

hydrophilic Chromapure PVDF/L filter with a pore size of 0.45 μm and was stored

in a refrigerator until it was used. The size of the nanocarriers was analyzed using

dynamic light scattering (DLS), and their shape was verified using field emission

scanning electron microscopy (FESEM).

6.2.1.4 Preparation of DL-Propranolol Hydrochloride 99% loaded mPEG-b-
PLLA micelles (drug loaded micelles)

DL-Propranolol Hydrochloride 99% is considered hydrophilic and has been expected

to be located outside the micelles [282], thus it was neutralized in order to be

encapsulated by mPEG-b-PLLA micelles. DL-Propranolol Hydrochloride 99% can be

neutralized by adding a base to the solution. A commonly used base for this purpose

is sodium hydroxide (NaOH). The base reacts with the hydrochloric acid (HCl) in

the drug and forms a salt, sodium chloride (NaCl). The drug becomes insoluble

in water and precipitates out, effectively neutralizing it. Therefore, to prepare it

for encapsulation, it was dissolved in water and its acid (HCl) was neutralized by

adding a base (0.1M NaOH). This reaction formed a salt (NaCl), causing the drug to

become insoluble and precipitate out of H
2
O solution. Thus, the encapsulation drug

was DL-Propranolol.

The encapsulation of DL-Propranolol was performed using the non-selective-selective

solvent dissolution method. To begin, 100 mg of the polymer (PEG-b-PLLA diblock

copolymer) and 10mg of DL-Propranolol was dissolved in 10 ml of THF (Tetrahy-

drofuran). The rest of the procedure involved following the same steps as previously

described for the preparation of polymeric micelles, which included adding milli-Q

water (pH 7.4), evaporating the organic solvent under vacuum, filtering the solution

through a hydrophilic Chromapure PVDF/L filter, and storing the nanocarriers in

the refrigerator. The size and shape of the nanocarriers were analyzed using Dy-

namic Light Scattering (DLS), and their morphology and size was confirmed using

field emission scanning electron microscopy (FESEM) and Dynamic Light Scattering

(DLS), respectively.

6.2.1.5 Release studies methodology of DL-Propranolol

To determine the drug release profile of the polymeric micelles, a dialysis experiment

was performed. Drug release dialysis is a technique used to study the release of

drugs from a drug delivery system. It is based on the principle of dialysis, which is

a process that uses a semipermeable membrane to separate molecules based on their

size and charge. In drug release dialysis, a sample of the drug delivery system is

placed in a dialysis bag, which is made of a semipermeable membrane that allows

the drug molecules to diffuse out of the bag while preventing the larger molecules

of the drug delivery system from diffusing out. The dialysis bag is then placed in a

release medium, such as buffer or serum, and the drug molecules that diffuse out of

the bag are collected and analyzed to determine the rate and extent of drug release

[283] [284].

To achieve that, 5 ml of the Propranolol loaded mPEG-b-PLLA micellar solution
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was placed into a dialysis membrane with a molecular weight cut-off of 3,500. This

was then put in a vial containing 20 ml of milli-Q water at pH 7.4. The vial

was kept at 30°C, which simulated the body temperature of zebrafish. (In future

experiments, zebrafish will be injected with a Propranolol Hydrochloride 99% loaded

mPEG-b-PLLA micellar solution.) At set time intervals, the water in the vial was

replaced with fresh water and the samples were collected. These samples were then

evaporated under vacuum, dissolved in 3 ml of THF, and analyzed for Propranolol

Hydrochloride 99% content using (UV)-visible spectroscopy. The time intervals were

of 30 minutes, 1 hour, 2 hours, 3 hours, 4 hours, 24 hours and 48 hours.

6.2.2 Characterization methods

6.2.2.1 Gel Permeation Chromatography (GPC)

Gel permeation chromatography (GPC) is a technique used to separate and analyze

polymers and proteins based on their size and molecular weight [285]. It allows

determination of molecular characteristics such as average molecular weight and

molecular weight distribution. The instrument consists of a pump, one or more

separating columns filled with porous beads of varying pore sizes, called a stationary

phase, and a detector such as UV or IR. A diluted polymer solution is injected into

the flowing solvent and as it passes through the columns, larger polymer particles

tend to interact more with the stationary phase, and they therefore spend more

time in the column, while smaller molecules pass through the column more quickly.

As the polymer solution passes through the column, it is separated into fractions

based on the size and molecular weight of the polymer molecules. The fractions

are collected as the solution elutes from the column, and they can be analyzed to

determine the molecular weight distribution of the polymer. The separation is based

on the hydrodynamic volume (Vh) of the molecules in solution, and the separated

solution is analyzed with a detector after proper calibration with standards of narrow

molar mass distribution [286].

In this project, Gel permeation chromatography (GPC) was employed to determine

the molecular weight and PDI (Polydispersity Index) of the polymers. The instrument

used was equipped with a Waters-515 isocratic pump, two columns (Mixed-D and

Mixed-E from Polymer Labs), a Waters 2745 Dual Absorbance detector, and a

Waters 410 refractive index detector. The eluent used was THF (HPLC grade)

mixed with 2% TEA and the flow was set at 1 ml/min with the column temperature

at 25°C. Typically, 20-30 mg of the polymer was dissolved in 1 ml of THF and filtered

through a 0.45 μm pore size PTFE filter before being injected into the system. The

molecular weight of the polymer was determined using a calibration curve generated

from PMMA standards with molecular weights ranging from 625-138600 g/mol.

6.2.2.2 Proton Nuclear Magnetic Resonance (
1
H NMR) spectroscopy

NMR spectroscopy is a widely used technique for characterizing molecules. It is

particularly useful for studying the chemical structure and dynamics of complex

molecules, such as proteins and polymers, and for identifying and quantifying the

various chemical groups present in a sample. The most commonly used variants of

NMR spectroscopy are
1
H NMR and

13
C NMR. It involves the use of a magnetic
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field and radiofrequency (RF) radiation to manipulate the nuclear spins of atoms in

a sample, and the resulting interactions between the spins and the RF radiation are

used to obtain information about the molecules in the sample. Therefore, in NMR,

the sample is typically placed in a strong, uniform magnetic field, and RF radiation

is applied to the sample. The RF radiation causes the nuclear spins in the sample

to resonantly absorb the energy and flip their spin states. The resulting absorption

of RF energy is detected by an RF detector, and the resulting signal provides details

about the environment of the nuclei. The field strength of a nucleus, measured

in ppm, that comes into resonance is relative to a reference standard, typically

the signal of the deuterated solvent used. Electron clouds shield the nuclei from

the external magnetic field, causing them to absorb energy at higher ppm, while

functional groups neighboring the nuclei "deshield" the nuclei and cause them to

absorb energy at lower ppm. Nuclei that are chemically and magnetically equivalent

resonate at the same energy and give a single signal or pattern. Protons on adjacent

carbons interact and split each other’s resonances into multiple peaks, following

the n+1 rule with a coupling constant J. Spin-spin coupling is commonly observed

between nuclei that are one, two, or three bonds apart. The area under an NMR

peak is proportional to the number of nuclei that give rise to that resonance, and

by integrating the peaks, the number of protons can be calculated [287] [288] [289].

The polymers were characterized by
1
H NMR spectroscopy on an Avance Bruker 300

MHz spectrometer with tetramethylsilane (TMS) as an internal standard and CDCl
3

as the solvent.

6.2.2.3 Scanning electron microscopy (SEM) and Field Emission Scanning

Electron Microscopy (FESEM)

Scanning electron microscopy (SEM) is a technique for producing high-resolution

images of samples by using a tungsten filament to emit electrons that are focused by

an electron optical system. The sample is mounted on a stage that can be moved in

three dimensions (x, y, and z), normal to the sample plane [290]. SEM operates in a

high vacuum, dry environment to produce the high energy electron beam needed for

imaging. The imaging system depends on the sample being electrically conductive

so that most incoming electrons go to ground. Images are formed by collecting

different signals scattered by the interaction of the high energy electron beam with

the sample. The two main signals used to create images are backscattered electrons

and secondary electrons that are produced within the primary beam-sample inter-

active volume. Backscattered electron coefficient increases with increasing atomic

number, while the secondary electron coefficient is relatively insensitive to atomic

number, affecting how samples need to be prepared. To interpret the information

obtained from SEM, it is important to understand how the form and structure of

two-dimensional images and chemical data relate to the three-dimensional sample

from which they were derived [291]. In some cases, a type of SEM can be used,

named Field Emission Scanning Electron Microscopy (FESEM), which utilizes a field

emission gun to provide focused, high and low energy electron beams, improving

spatial resolution, minimizing damage to sensitive samples and enabling work to be

carried out at very low potentials (0.02–5 KV). Thus, the biggest difference between

a FESEM and a SEM lies in the electron generation system [292].



64 Chapter 6. MPEG-b-PLLA Diblock copolymers’ Materials and Protocols

In this project, the images of the polymers were acquired using a JEOL JSM-7000F

Field Emission Scanning Electron Microscope (FESEM). To prepare the sample for

imaging, a drop of the material was placed on a glass panel and allowed to dry at

room temperature overnight. Before imaging, the sample was sputter-coated with

Au (10mm thick).

6.2.2.4 Dynamic Light Scattering (DLS)

Light scattering is a highly effective method for characterizing the size of polymer

nanoparticles in solution. When a monochromatic, coherent laser beam is directed

at the particles, it is scattered due to the Brownian motion of the particles in the

solution, which changes their distance and causes a time-dependent fluctuation

in the scattering intensity [293]. By adjusting the observation angle (ϑ) and thus

the scattering vector (q), a measurement of the particle size can be obtained. The

interference pattern of scattered light, known as the form factor, is unique to the

size and shape of the scatterers. Larger particles have slower Brownian motion. It

is critical to maintain the temperature during the measurement with accuracy and

stability, as the viscosity of the liquid is temperature dependent. The velocity of

the Brownian motion is defined by the translational diffusion coefficient (D) [294].

The Stocks-Einstein equation is used to calculate the particles’ size based on the

translational diffusion coefficient:

Rh =
KBT
6ηπD

Where, (Rh) is the hydrodynamic radius, (η) is the viscosity of the solvent, (KB) is

the Boltzmann constant and (T ) is the temperature.

In this project, the size of micelles was determined using a Malvern Zetasizer Nano

ZS device which had a 4 MW He-Ne laser with a wavelength of λ = 632.8 nm.

The measurements were taken at a scattering angle of 90 degrees, with three scans

collected for each measurement.

6.2.2.5 (UV)-visible spectroscopy

UV-visible spectroscopy, also known as ultraviolet-visible spectroscopy or simply

UV-vis spectroscopy, is a type of spectroscopy that measures the absorbance of

ultraviolet and visible light by a sample. The technique is based on the principle

that a molecule will absorb light at specific wavelengths that correspond to its

electronic transitions. By measuring the absorbance of light in the UV and visible

regions, information about the chemical structure and composition of a sample can

be obtained [295]. To perform UV-visible spectroscopy, a sample is placed in a

cuvette and then exposed to light from a UV or visible light source. The light is

passed through the sample and the amount of light absorbed by the sample is then

measured. This is typically done by comparing the intensity of the light before

it passes through the sample to the intensity of the light after it passes through

the sample. The absorption spectrum, which shows the relationship between the

wavelength of the light and the amount of light absorbed by the sample, can then

be generated. This information can be used to identify specific compounds in the

sample and determine the concentration of these compounds [296] [297].
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UV-visible spectroscopy can be used to measure drug release by determining the

concentration of the drug in the release medium over time. This is done by mon-

itoring the absorbance of the drug in the release medium at a specific wavelength

using a UV-visible spectrophotometer. The wavelength selected is typically the max-

imum absorption wavelength of the drug in the solvent used for the release study.

By monitoring the absorbance of the drug over time, it is possible to determine the

amount of drug that has been released from the polymeric nanocarrier and calculate

its release rate. To ensure accurate results, a calibration curve of the drug in the

solvent used for the release study should be prepared and used to quantify the drug

concentration in the release medium.

In this project, DL-Propranolol release was determined using a Shimadzu UV-2600i

mid-range UV spectrophotometer device whose wavelength range can easily be ex-

panded to the near-infrared region of 1400 nm using the optional integrating sphere.
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Results and Discussion on MPEG-b-PLLA
Diblock copolymers’ Experiments

7.1 Synthesis and characterization of mPEG-b-PLLA diblock

The synthesis of mPEG-b-PLLA diblock copolymers was achieved through the pro-

cess of ring-opening polymerization. The figure 7.1 illustrates the synthesis of the

mPEG-b-PLLA diblock copolymer. PEG served as the starting material, or initiator,

in the polymerization of the monomer L-lactide. The polymerization reaction starts

at the hydroxyl group of mPEG.

Figure 7.1: Synthesis of mPEG-b-PLLA diblock copolymer.

The GPC analysis confirmed the successful synthesis of the mPEG-b-PLLA diblock

copolymers (Figure 7.2). The molecular weight of the mPEG-b-PLLA diblock copoly-

mer was determined to be 26551 g/mol, with a PDI of 1.41. The chromatogram of

the diblock copolymer is shown in the Figure 7.2, which shows that the GPC peak

of mPEG is appearing at 22.3 min and the copolymer peak is appearing at 21.7

min. The presence of the copolymer peak at lower elution times, implying a higher

molecular weight, demonstrates the successful polymerization of L-lactide monomer

from the mPEG macroinitiator. The slight overlap between the GPC curves of the

block copolymers and the PEG macroinitiators indicates the presence of PLLA ho-

mopolymer. As previously mentioned, ring-opening polymerization can be initiated

by hydroxyl groups, and the presence of water molecules in the reaction can also

initiate the process, leading to the creation of PLLA homopolymers that are chal-

lenging to separate from the block copolymer chains.

66
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Figure 7.2: GPC of mPEG-b-PLLA diblock copolymer.

The composition and chemical structure of the mPEG-b-PLLA diblock copolymer

were analyzed using
1
H NMR spectroscopy. The

1
H NMR spectrum of the diblock

copolymer is shown in the Figure 7.3. The composition and chemical structure of

the diblock copolymer were analyzed using
1
H NMR spectroscopy and the

1
H NMR

spectrum of the diblock is shown in the image below. The peak at 1.6 ppm (a)

represents the methyl protons in the repeating unit of the L-lactide monomer, the

peak at 5.18 ppm (b) corresponds to the proton in the –CH group of the lactide

units, and the peak at 3.66 ppm (c) represents the CH
2
protons of the PEG block.

The molecular weight of the diblock copolymer can be calculated by determining the

number of hydrogen atoms in the product that are assigned to PLLA. This is done

by determining the number of hydrogen atoms in the product assigned to PEG and

integrating the corresponding peaks.

Figure 7.3:
1
H NMR spectrum of diblock copolymer.
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7.2 Self-assembly of the mPEG-b-PLLA diblock copolymer mi-

celles (blank micelles)

The examination of the capability of the amphiphilic copolymers to self-assemble into

nanosized structures was conducted. The process involved the use of a non-selective-

selective solvent approach to create the nanoparticles. The diblock copolymers were

found to have an average micelle size of 13-36 nm, as demonstrated by the DLS

measurement with the peak at 18 nm (Figure 7.4). Unfortunately, there were no

clear images of mPEG-b-PLLA diblock copolymer micelles FESEM to display, but

it is a commonly recognized fact that they are in a spherical shape with a micellar

structure.

Figure 7.4: DLS measurment of mPEG-b-PLLA micelles, peak 18 nm.

7.3 Self-assembly of the DL-Propranolol loaded mPEG-b-PLLA
micelles (drug loaded micelles)

After propranolol was encapsulated into the nanoparticles and their morphological

properties of the nanoparticles were analyzed. As a result of the distribution ob-

served in DLS that fluctuated between 16 nm to 38 nm, with a pick at 22 nm, the

drug loaded micelles size were at average 22 nm, as shown in the Figure 7.5.

Figure 7.5: DLS measurment of the DL-Propranolol loaded mPEG-b-PLLA micelles,

peak 22 nm.
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The shape and size of the micelles were confirmed through FESEM imaging. The

spherical shape of the micelles was evident in the FESEM image (Figure 7.6), and

their size was measured to be approximately 92.706 nm. However, it should be noted

that the measurement of size obtained through FESEM is smaller than what was

observed through DLS due to the dry nature of FESEM and the resultant collapse

of the micellar corona.

Figure 7.6: FESEM image of the DL-Propranolol loaded mPEG-b-PLLA (scale bar,

500nm).

7.4 Release Studies of DL-Propranolol

The previous results demonstrate that the diblock copolymer effectively self-assembled

into spherical nanoparticles. Next, the release profile of the drug was examined. In

order to do that, calibration (Figure 7.7) was necessary because it allows for accu-

rate and precise measurement of the amount of drug released from the micelles over

time. Calibration can be done by using standard reference, ie a known amount of

drug and measuring the amount released over time.
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Figure 7.7: DL-Propranolol Callibration.

The release kinetics of DL-Propranolol from the polymeric nanocarriers is presented

in the Figure 7.8.

The micelles had a maximum loading of 2.1783 mg. During the first 24 hours, ap-

proximately 82% of the drug was released due to passive diffusion of DL-Propranolol

from the micelles into the aqueous medium. The system reached a plateau in about

5 days (120 hours).

The objective was to have the drug released from the micelles to the extent of

80% within the first 24 hours, as this will be necessary for our experiments in

which the DL-Propranolol loaded mPEG-b-PLLA micellar solution will be injected

into zebrafish embryos (see Chapter 4.3.5). Zebrafish embryos, after fertilization,

typically remain in an embryonic state for about 3-5 days. During this time, they

undergo rapid development and morphological changes, including the formation of

a head and tail, the development of a neural crest, and the formation of the heart

and blood vessels. They can be injected with the drug loaded micellar solution after

they have been decoronated. Decoronation of zebrafish embryos typically occurs

between 2 and 3 days post fertilization. Thus, there is a time frame of 1 to 3 days to

carry out studies about DL-Propranolol loaded mPEG-b-PLLA micelles on zebrafish

embryos.
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Figure 7.8: DL-Propranolol release from mPEG-b-PLLA micelles.

7.5 Discussion on mPEG-b-PLLA Diblock copolymers’ Experi-

ments

The aim of this part of the thesis, was to create biodegradable diblock copolymers

that could self-assemble into micellar structures in order to be used to deliver DL-

Propranolol.

mPEG-b-PLLA was synthesized and studied using GPC and
1
H NMR spectroscopy.

The non-selective-selective solvent dissolution method was used to achieve block

copolymer self-assembly. DLS was used to determine the size of the nanocarriers,

while FESEM determine their morphology. Micelles with a diameter of 18 nm were

formed by the diblock copolymer.

The release kinetics of DL-Propranolol from the polymeric nanocarriers was tested

by loading the micelles with the drug and placing them in a bath at 30°C, which

simulates the body temperature of zebrafish. The results showed that the micelles

formed from the diblock copolymer were 22nm and released approximately 2.1783

mg of the drug, reaching a steady state after 48 hours.

See chapter 4.3.5 for the outcomes of zebrafish experiments conducted with stressors

using DL-Propranolol loaded mPEG-b-PLLA micellar solution.
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Mathematical Modeling

8.1 Biological Phenomena Modelling

The modelling of biological phenomena is a vital aspect of modern scientific re-

search, contributing significantly to our understanding of complex biological sys-

tems. This interdisciplinary field harnesses mathematical and computational tech-

niques to simulate, replicate, and analyze biological processes, from the molecular

level to entire ecosystems [298]. By creating computational models that mimic bio-

logical phenomena, researchers can gain insights into the underlying mechanisms,

make predictions [299], and even explore novel avenues for scientific discovery [300]

and medical advancements [301], [302].

At its core, biological phenomena modeling involves translating biological observa-

tions and principles into mathematical equations and algorithms [298]. For many

years, scientists have employed mathematical modeling to get an understanding of

the dynamics and mechanisms underlying their experimental observations [303]. In

the past few years, the biological community has been exposed to a new word: "sys-

tems biology". Even if there is not a precise definition of systems biology, most

agree on two aspects of it: the use of mathematical modeling to generate testable

predictions and shed light on the behavior of biological systems, and an "-omics"

component that involves the thorough gathering of experimental data about a system

[304]–[307].

8.2 Modeling Cancer

As recent studies have demonstrated, cancer cells not only take advantage of the

microenvironment surrounding them, but they also interact with non-cancerous

cells like those on the stroma in order to facilitate tumor spread [308]. Whether

conducted in vitro, in vivo, or both, this is a complicated, bidirectional process that

is difficult to understand with standard wet-lab studies alone. By providing the

ability to track tumor growth, cellular distribution, mobility, and genetic changes

that cause aggressive growth and metastasis in real-time, mathematical models and

computer simulations can aid in overcoming these restrictions [309], [310].

Although in silico cancer models represent a simplified version of real-word phe-

nomena, we claim that they constitute a sufficient representation of a specific cancer

phenomenon that has to be studied. In reality, it is becoming more widely acknowl-
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edged that this kind of theoretical approach can be used to: (a) evaluate and improve

medical theories; (b) optimize and forecast clinical therapy and outcomes; and (c)

simulate experimental processes [311]. It will take time to construct a successful in

silico cancer model; the process will be iterative and available experimental data

will be utilized for guiding the model’s design as well as to confirm and validate the

model’s output [312].

8.2.1 Continuum Mathematical Models

There exist various approaches to modeling systems, each tailored to capture spe-

cific characteristics of the system’s behavior. Continuum mathematical models

(tumour-scale), often expressed through differential equations, are apt for systems

with smoothly changing variables. In the realm of cancer research, a continuum

model might describe the intricate interactions between tumors and neurons, cap-

turing the gradual evolution of their dynamics over time disregarding the effects of

individual cells in the environment, providing information about the general archi-

tecture and distribution of chemicals inside the tumors and neurons. This approach

is well-suited to study processes where variables change continuously, mirroring the

nuanced nature of biological systems [309], [312]–[316].

8.2.2 Discrete Mathematical Models

On the other hand, discrete mathematical models (cell-scale), commonly represented

by a Cellular Automaton (CA), are employed when systems evolve in distinct steps

or intervals. CA were first developed by Stanislaw Ulam and John von Neumann

in 1946 [317]. A CA consists of cells on a grid. More extensively, a CA defines a

spatial matrix where the dynamics are determined by a collection of local interac-

tion rules between adjacent "nodes", which can also determine the communication

and transition between grid points. Typically, each grid point is meant to represent

a single agent or a group of agents. In cancer research, CA models could simu-

late the discrete actions of individual cancer cells, providing insights into emergent

behaviors and complex interactions. These discrete models employ experimentally

derived, computationally coded rules to define the step-wise or discrete interactions

between individual cells offering a fine-grained understanding of systems where step-

wise changes and individual entities’ actions are crucial for comprehensive analysis

[309], [312]–[316].

8.2.3 Hybrid Models: Agent-Based Modelling

Hybrid models can combine these approaches, offering a versatile toolkit for tack-

ling diverse aspects of complex systems. As a result, hybrid models, such as ABM,

are becoming increasingly popular because they allow for tumor simulations across

multiple space-and time-scales. One of the most novel aspects of ABM is its ability

to explore “transient, non-equilibrium, non-stationary behavior” of a system and to

computationally trace it [318], [319]. ABM are particularly effective in simulating

individual entities’ behaviors, such as cells’, and how they interact within a larger

system, offering several benefits over previous approaches of in silico oncology re-

search [309], [312]–[314], [320].
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ABM mimic the (inter)actions of autonomous individuals ("agents"), inside complex

systems, by representing individual agents and their interactions within a given

environment. ABM is the technique of choice to investigate emergent patterns in

complex dynamic systems [321]. In complex systems, processes occur simultaneously

and the overall behavior of the system is significantly influenced by its individual

components [322]. ABM begin with basic principles that lead to the generation

of complex patterns: micro behaviors cause macro phenomena. By implementing

straightforward rules at the individual level, we observe the emergence of unique

characteristics within a particular system. Thus, to enable each agent to indepen-

dently carry out a set of actions and make decisions, a predetermined set of rules

is encoded into it [314].

The ABM outcome is not necessarily related to the initial conditions. The model

runs parallel updates of individuals in a discrete manner, and an agent may or may

not have memory of their past states [323]. The behaviour of an agent at a given

step can also be based on probabilities.

The development of ABM in cancer research has provided a novel way of un-

derstanding the complex dynamics and interactions that occur within the tumor

microenvironment. Each agent in the model can represent a biological entity, such

as a cell, organism, or molecule, and is programmed with specific rules governing its

behavior and interactions. These models excel in capturing heterogeneity, stochas-

ticity, and spatial aspects of biological systems, making them ideal for studying

phenomena like cell proliferation and death rates, and cell densities [309].

8.3 Agent-Based Modeling Software - Mesa

Mesa is a Python framework created in 2013 and developed by Jackie Kazil and her

research team in 2020 [318]. It is designed as an ABM tool for researchers, offering

a flexible platform for constructing such models with Python.

Expanding the modeling scope, Mesa Python Framework proves to be a versatile

tool for simulating complex interactions in the realm of cancer-stress and cancer-

neurogenesis dynamics. In this multifaceted model, Mesa’s agent-based approach

allows for the representation of not only cancer cells but also stress factors and

the process of neurogenesis, i.e. the generation of new neurons (for example in

response to stress). Agents can be created to mimic the effects of stress on cancer

cells, incorporating rules that simulate how stress affects cell growth, cell death,

and metastasis. Additionally, the framework allows for modeling neurogenesis to

simulate the neurobiological response to stress. By combining these elements, Mesa

enables researchers to study the interconnected dynamics of stress, cancer growth,

and neurogenesis as a comprehensive platform for investigating the complex rela-

tionship between them.



Chapter 9

Our Models

The design of a mathematical model of a biological system is guided by the neces-

sity to distill the essential behavior of the system and the need to answer specific

questions about that system. In our case, our goal was to use the model to design a

model describing the interaction between stress and cancer proliferation as well as a

model connecting cancer growth with neurogenesis. Thus, this thesis will primarily

explore the cancer microenvironment, with a specific focus on two areas:

1. examining how stress impacts cancer growth

2. studying the interaction between neurons and tumors.

There were two separate ABM models developed, each shedding light on different

aspects of cancer dynamics.

The first model delves into the relationship between cancer proliferation and stress,

drawing insights from experiments conducted on zebrafish. This exploration aims

at unravelling the impact of stress on the progression of cancer, utilizing empirical

data from zebrafish experiments.

In the second model, the focus shifts to the intricate microenvironment shared by

cancer cells and neurons. It explores the chemical interactions within this environ-

ment, revealing how cancer proliferation is influenced by neurogenesis.

It is known that cancer is caused by uncontrolled cell division and spread into

surrounding tissues. Cells can experience uncontrolled growth if there are mutations

to DNA, and therefore, alterations to the genes involved in cell division. A single

mutated cell can give rise to a malignant tumor, which consists of cells that divide

excessively and invade other tissues. Thus, in both our models, we focus on the

mutated malignant cells and begin our simulation from the time when the first

malignant cell appears. We are then going to consider two different settings: one

within an organism, another in a laboratory setting, where cancer cells have been

injected.

9.1 First Model - Cancer Proliferation and Stress

Our first ABM investigates the correlation between stress and cancer proliferation.

In this model, we aim to simulate two experiments:

(a) On day zero, zebrafish embryos are injected with melanoma cancer cells and

then placed in their regular swimming medium, PTU 1X. The main tumor
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growth is measured daily to assess the rate of cancer cell proliferation over a

period of three days.

(b) On day zero, zebrafish embryos are injected with melanoma cancer cells and

then exposed to swimming medium PTU 1X containing norepinephrine as a

stressor. Daily measurements of main tumor growth are taken over a three-day

period to evaluate the rate of cancer cell proliferation under these conditions.

Our study focuses on the cancer cells environment and their response to stress.

More specifically, from our in vivo experiments on zebrafish larvae, we examined

the data obtained from zebrafish that were only injected with melanoma cancer cells

and compared it to the data from zebrafish that were injected with melanoma cells

and also exposed to molecular stressors, such as epinephrine, norepinephrine and

dexamethasone, in their swimming medium. The findings revealed that stress leads

to an increase in the size of the primary tumor proliferation. As norepinephrine

is identified as the main sympathetic (SyNS) neurotransmitter linked to tumors, we

specifically selected experiments involving norepinephrine as the stress inducer.

A typical assumption for simplifying the development of an ABM, is that cellular

proliferation requires enough room to grow or divide into, and sufficient nutri-

ents available to maintain cell viability. In this model, each cancer cell is rep-

resented as an agent and it is placed on a grid that simulates the microenviron-

ment. As previously mentioned, in ABM, agents follow specific rules throughout the

simulation.

The rules in our model include:

1. An agent may be placed on the grid at any time step

2. An agent may undergo proliferation based on surrounding environmental

stress conditions

3. An agent may experience programmed cell death (apoptosis)

For the first experiment we simulate, at step zero, a single cancer cell is positioned

randomly in a pixel of a 30x30 grid (see Appendix). Subsequently, 200 - 215 new

agents are placed randomly around its perimeter within a radius of 7 pixels width

and 7 pixels height, simulating the quantity of cancer cells injected into the zebrafish

in experiments. Analysis of zebrafish tumor images revealed that each tumor con-

tained approximately 200 - 215 pixels worth of cancer cells (see Appendix). This

explains why the radius is set at 7 pixels as it allows for around 224 potential lo-

cations for each new agent surrounding the first cancer cell. Respectively, for the

experiment we simulate, at step zero, we start by placing a single cancer cell ran-

domly in a pixel of a 60x60 grid (see Appendix). Then, we position 750 - 830 new

agents around its perimeter within a radius of 14 pixels width and height to imitate

the quantity of cancer cells injected into zebrafish during experiments. Analysis of

images from zebrafish tumors indicated that each tumor contained approximately

750 - 830 pixels worth of cancer cells (see Appendix). This choice for the radius

enables around 841 potential locations for each new agent surrounding the initial

cancer cell. At the end of step zero, these agents represent the initially injected

tumor in zebrafish experiments.

The cancer cells/agents from the injected tumor, in our model follow specific growth

patterns. In every step, every agent has the opportunity to proliferate. We have

identified a proliferation rate of 0.3 (see Appendix) based on our experiments in
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zebrafish as the normal rate at which these cells multiply. Each cancer cell/agent

generates a random number between 0 and 1, and if this number is less than the

determined proliferation rate, a new cell is created in its vicinity within the grid by

selecting an empty position nearby. The stress effect in our model is measured with

a different proliferation rate number (0.4) (see Appendix), also identified from our

experiments.

9.2 Second Model - Cancer Proliferation and Neurogenesis

Our second ABM explores the correlation between cancer growth and neurogenesis,

which refers to the emergence of new neurons, in the tumor microenvironment.

In this model, we aim to simulate the following experiment:

On day zero, in a laboratory setting, cancer cells are placed in a controlled

environment in a petri dish. Neurons were previously added to the same dish

on the day -1. Their interactions are observed over a span of 3 days in this

laboratory setup.

Our study focuses on the microenvironment of a tumor and the existing or newly

appearing neurons in its vicinity and we examine the the interactions between

them. More specifically, it has been discovered that tumor cells release NGF, which

stimulates the growth and enhances the survival of neurons, and therefore neuro-

genesis [26], [27]. Neurons secrete NTR (such as epinephrine, norepinephrine and

acetylcholine) which enhance tumor cell survival, growth and trigger migration and

metastasis [1], [38]. A visual representation of the model can be found in the

images 9.1 9.2 below.

Figure 9.1: NGF secreted by tumor cells promotes neurogenesis, image made with

Biorender.
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Figure 9.2: Neurons secrete NTR which enhance tumor cell growth and their

dissemination, image made with Biorender.

It is known that not all cells in the primary tumor are actively proliferating [324].

Therefore, the model incorporates this by estimating the rate of cell proliferation

(see Appendix) based on data obtained from experiments involving zebrafish with a

certain degree of likelihood or probability. We introduce a parameter that serves as

a key determinant, representing the likelihood of a cancer cell undergoing prolifer-

ation. We employ the random.random() function and we introduce a stochastic ele-

ment to our model, allowing for variability in cell behavior. Then with a condition,

we capture a probabilistic framework where a new cell is created in a neighboring

location if the randomly generated number falls below the specified proliferation

rate. This approach reflects the heterogeneity observed in real-world tumors, where

not all cells actively proliferate.

Moreover, the same probability principle applies to neurogenesis. Utilizing the ran-

dom.random() function results in the creation of a new neuron in a neighboring

location if a randomly generated number is less than the designated neurogenesis

rate.

As agents, we define cancer cell agents and neuron agents. Agents exist and prolif-

erate on a grid; chemical concetrations of NGF and NTR, instead, are represented

as values in two background matrices. The grid details the positions of each agent,

while the other two are background matrices each one containing values that cor-

respond to the chemical concentration of NGF and NTR, secreted by cancer cells

and neurons respectively. Our approach involved overlapping these matrices onto

the grid, which, as far as we are aware, has not been previously utilized.

At step zero, one cancer cell is positioned randomly in a pixel of a 30x30 grid. At

the same step, new agents are being placed randomly along its perimeter within a
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specified width and height determined by values for x and y. These dimensions

allow us to represent the initial malignant tumor at our desired size. Also, at step

zero, a neuron is positioned randomly within the grid.

It is assumed that in a tumor-free experiment neurons do not undergo neurogenesis.

However, the presence of cancer cells and their secretion of NGF, result in the

probability of emergence of new neurons and the enhancement of nerve growth. On

the other hand, in an experiment involving exclusively cancer cells, it is assumed

that the cancer cells are proliferating at a normal rate. However, when neurons

and their release of NTR are introduced, there is an increase in the proliferation

rate of the cancer cells. Thus, if the randomly generated number for a potential

cancer agent’s proliferation falls below the specified proliferation rate, there is an

increasing likelihood of a new cell being formed in the neighboring location.

NGF secreted by cancer cells and NTR secreted by neurons are represented as

chemicals. A Gaussian diffusion kernel defines how the NGF and NTR concentration

spreads spatially, and a diffusion coefficient parameter, different for NGF and NTR

respectively, scales the strength of this diffusion (see Appendix). To elaborate further,

we use the Gaussian Kernel Function to generate a two-dimensional Gaussian

distribution, which is then used as a convolution kernel. The convolution operation

applies the diffusion kernel to the input matrix, resulting in a diffused matrix that

represents the spatial distribution of NGF and NTR concentrations after the diffusion

process. The resulting Gaussian kernel is normalized by dividing it by the sum of

all its values and then multiplied by the diffusion coefficient.

The 2D Gaussian function is given by:

G(x, y) =
1

2πσ2

e−
x2+y2

2σ2

where:

• (x, y) are the coordinates in the kernel,

• σ (sigma) represents the standard deviation of the Gaussian distribution,

• π is the mathematical constant pi (approximately 3.14)
• e is the mathematical constant Euler’s number (approximately 2.71)

In particular, a larger σ value results in a wider and smoother Gaussian curve,

while a smaller sigma value leads to a narrower and more peaked curve.

A depiction of simulating the diffusion of NGF from a cancer cell using the Gaussian

kernel is presented in the figure 9.3, illustrating progression at 1, 10, 50, and 100

intervals. This visual demonstrates how a single cancer cell diffuses NGF within

the matrix.
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Figure 9.3: Simulation of NGF Diffusion of a Cancer Cell with Gaussian kernel, in

1, 10, 50 and 100 steps.

For the simplification of our ABM, we make the assumption that cellular growth

and division have adequate space and a sufficient supply of nutrients to sustain cell

viability. In this model, each cancer cell is represented as an agent and occupies

one pixel on the grid. Neurons are represented solely by the NTR they diffuse via

their axons, which feature branch-like extensions. The length of each neuron is

comparable to 20 pixels on the grid, serving as an analogy when compared to a

single cancer cell’s extent. The grid represents the tumor-neuron microenvironment.

9.2.1 Modeling Neurons

Modeling a neuron agent in a 2D space while representing one cancer cell agent in

each grid pixel proved to be challenging. To address this complexity, we decided

to display only the neuron’s emitted chemical (NTR) on the grid, prioritizing the

modeling of the cell body and axon shape.

The structural depiction of a neuron (see Figure 9.4), as opposed to the model

formulation, includes the following:
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• Cell Body (Soma): The model typically depicts the central cell body, which

contains the nucleus and other cellular organelles.

• Dendrites: Branching structures extending from the cell body, representing the

neuron’s capacity to receive signals from other neurons.

• Axon: A long projection conveying signals away from the cell body, often

ending in axon terminals.

• Axon Terminals: The endpoints of the axon, where communication with other

neurons or target cells occurs.

Figure 9.4: Representation of a neuron, image adapted from the American Society

for Neuroscience [325].

The shape of each neuron is calculated with a method (called body) based on a list of

angles. The method iterates through the list of angles, determining the coordinates

of points along the axons using trigonometric functions. The calculated points

are stored in the body list. The method accounts for different cases based on the

range of angles, adjusting the calculation of coordinates accordingly. Then, in the

resulting body coordinates, 20 pixels are being painted grey (as seen in Figure 9.5),

to represent a neuron’s NTR release in an analogy of one pixel representing one

cancer cell.

Figure 9.5: 2-Dimentional Representation of a neuron with the red dot representing

the neuron’s soma and the grey pixels representating the NTR released by axons.

In the following, we refer to the initial placing of chemicals produced by agents

as "drop size". This indicates that within the background matrix of cancer cells,

each cell agent will emit a maximum amount of NGF. Similarly, for neurons in
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the neuron’s background matrix, the maximum NTR amount they release is this

quantity. For neurons, the highest quantity they release will be divided by 20,

representing the number of pixels occupied by a neuron in the grid. Calculations

for the initial drop size (or the maximum amount of chemicals NGF and NTR) are

located in the Appendix.

The rate at which new neurons appear (neurogenesis rate) increases as NGF con-

certation increases. But the impact of NGF on growth is not linear, it saturates

as NGF concentration increases. In the model, the factor
G

σ1+σ2·G
is added to model

extra-growth based on the concentration G, of NGF, in each position (x,y) of the

background matrix. A graph of the function
G

σ1+σ2·G
is plotted in Figure 9.6.

Figure 9.6: Function
G

σ1+σ2·G
over the NGF concentration.

σ
1
and σ

2
are parameters that influence the behavior of the function determining

the sensitivity of the growth response to the concentration of NGF. More specifically,

σ
1
represents a basal sensitivity or a constant factor, while σ

2
introduces a linear

dependency on the concentration of NGF, detected by neurons. In this function, as G

increases, the denominator also increases, resulting in a smaller fraction and thus a

diminishing effect on the growth rate. This introduces a level of diminishing returns

or saturation, where very high concentrations of NGF have a reduced impact on

growth, shown in Figure 9.7. To find the value of σ
1
and σ

2
, refer to the Appendix.



9.2. Second Model - Cancer Proliferation and Neurogenesis 83

Figure 9.7: Function
G

σ1+σ2·G
over the NGF concentration, where very high concen-

trations of NGF have a reduced impact on growth.

We also model the occurrence of apoptosis in the simulation, ensuring that cells

and nerves are appropriately removed from the system at the designated time points.

At each iteration of our simulations, a check is implemented to determine if the

age of an agent surpasses the estimated life-span, if so, agents undergo apoptosis

(programmed cell death). After completing the iteration, the simulation proceeds to

remove the identified agents from both the schedule and the grid.

9.2.2 Initial conditions

In every step the simulation represents a day of the experiment. All the values are

considered to be at their non-tumor level (normal level) at the beginning of the

model simulation.

We also assume the following initial conditions for NGF and NTR production rate,

meaning that the initial drop size or the maximum amount of these chemicals for

every agent is set to be the values of:

• 2.22 picograms released from every cancer cell: initial drop size of NGF

• 10
-6

picograms at each of the 20 pixels of every neuron: initial NTR drop size

the moment we start the simulation.

The initial tumor proliferation rate assumed, corresponding our zebrafish data, is

0.3. The value of tumor proliferation rate after the effect of NGF produced by

neurons was calculated to be 0.4. More for their calculation on Appendix.

The cancer cell death rate is 1.27·10-2 1

day . We have not introduced neuronal cell

death in our model.
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Models’ Results

10.1 Results of: First Model - Cancer Proliferation and Stress

10.1.1 Cancer Cell Proliferation

The initial condition of our simulation is shown in the Figure 10.1. 200 - 215 new

cancer cell agents are placed on the grid.

Figure 10.1: Simulation screenshot at step 0.

In the simulation Figure 10.2, we observe blue dots that symbolize agents of cancer

cells. The simulation operates for a period of three steps, representing three days.

At each iteration, there is visible proliferation of cancer cells. In figure 10.3 shows

the evolution of cancer cell growth over time, it is a good approximation of cancer

cell population growth taken in zebrafish experiments.

84



10.1. Results of: First Model - Cancer Proliferation and Stress 85

Figure 10.2: Simulation screenshot of Cancer Cell Proliferation at step 1, 2 and 3

(indicating 3 days).

Figure 10.3: Graph for Cancer Proliferation simulation (left) and Graph for Cancer

Proliferation Mean Rate from zebrafish experiments (right).

10.1.2 Cancer Cell Proliferation with Stress

The following Figures are from the simulation of cancer cell proliferation with

incorporating the stress factor. The initial step of our simulation is shown in the

Figure 10.4, where 750 - 830 new agents are being placed on the grid.

Figure 10.4: Simulation screenshot in step 0.
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Figure 10.5 shows the simulation of cancer cell growth in the span of 3 days, taking

into account the influence of stress. In the simulation Figure 10.5, we observe

blue dots that symbolize agents of cancer cells. At each iteration, there is visible

proliferation of cancer cells. The findings clearly indicate that cell proliferation

occurs at a faster rate under the influence of stress compared to when stress effect

is absent. The graph 10.6 showing their population, is consistent with our findings

from zebrafish experiments.

Figure 10.5: Simulation screenshot of Cancer Cell Proliferation with the Stress effect

in step 1, 2 and 3 (indicating 3 days).

Figure 10.6: Graph for Cancer Proliferation simulation with the Stress effect (left)

and Graph for Cancer Proliferation Mean Rate from zebrafish experiments with the

Stress effect from norepinephrine (right).

10.2 Results of: Second Model - Cancer Proliferation and Neu-

rogenesis

The Figure 10.7 shows a simulation where green dots represent cancer cell agents

(tumor) that grow in response to neurons in their environment. Neuron agents

are depicted by the previously described shape with their soma represented as a

red dot.

In the beginning of the simulation, the tumor grows at the typical rate of cancer

proliferation, indicating that each cancer cell has the potential to divide and generate

a new cell within its environment.
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Cancer cells release NGF into the surrounding environment, while neurons emit

NTR. With green color we simulate the NGF release from cancer cells. With orange

color we simulate the NTR release from neuron’s soma and axons. When the level

of detected NGF exceeds a certain threshold, the neuron’s soma turns blue (a blue

dot appears in soma’s position) and has the potential to undergo neurogenesis. If

a cancer cell surpasses the specified threshold of NTR released from the neuron, it

changes to yellow and proliferates at a faster rate, indicating an increased likelihood

of spreading.

Figure 10.7: Simulation of Cancer Proliferation and Neurogenesis, in 16 steps,

indicating 16 days. Green dots represent cancer cell agents and blue dots represent

the neuron’s soma. With green color we simulate the NGF release from cancer cells.

With orange color we simulate the NTR release from neuron’s soma and axons.

When a yellow dot appears, the proliferation rate of this cancer cell increases.

When a red dot appears, the neuron has the potential to undergo neurogenesis.

"Secondary" neurons are only represented as single dots/agents for clarity.



Chapter 11

Conclusions and Future Work

In this thesis, we attempted to elucidate the interactions between tumors and neu-

rons and the indication of stress. To achieve this objective, two distinct models were

developed and experimental procedures were employed to refine these models. Addi-

tionally, an investigation was conducted to assess the efficacy of propranolol-loaded

nanoparticles in treating cancer as a potential targeted therapy option.

In our results we see basic representations of cancer cells interactions with neurons

and with stress. Our zebrafish experiments showed that propranolol reduces cancer

cell proliferation of the primary melanoma tumor 13.82%. Furthermore, propralonol

loaded nanoparticles showed reduced the metastatic propensity of primary tumor

cells. It is evident that more experiments need to be conducted to fully justify our

results.

In summary, to our knowledge our in silico approach is a first attempt of modelling

cancer-neuron interactions and the effect of stress using ABM, calibrated by experi-

mental evidence. In our ABM we were able to capture the tumor (growth) dynamics

in analogy to the zebrafish experiments. Additionally, our ABM highlighted the

stress effect on tumor growth. In the future we would like to add several more

variables in our model, such as components of the extracellular matrix (fibroblasts,

macrophages) as well as lymphatic and blood vessels.
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Grids (for the First and Second Model)

In histopathological examinations, the size of melanoma cells typically falls within

the range of 10 to 25 micrometers in diameter. As a standard practice, we have

designated the width and height of a pixel to be approximately 25μM, for both the

first and the second model. Each cancer cell is denoted by a blue circular marker on

the grid, for the first model and by a green circular marker, for the second model.

We chose a 30x30 grid to represent the tumor microenvironment, in the first model

without the stress effect and the second model. For the first model with the stress

effect we selected a 60x60 pixel grid.

Grid capacity (for the First Model)

For the simulation without the stress effect, we anticipate introducing 200-215 new

cancer cells into the grid, in analogy to zebrafish experiments, on day zero as an

initial condition, and conducting a simulation for a duration of three days, reflecting

our experimental timeline with zebrafish studies. In order to accommodate optimal

proliferation of cancer cells, we have determined that an ideal grid capacity would

be 30 by 30 pixels.

In the simulation involving the stress effect, we introduce 750 - 830 new cancer cell

agents into the grid, on day zero, following the zebrafish experiments. The duration

of the experiment remains 3 days, which aligns with our zebrafish study’s timeline.

To facilitate efficient growth of cancer cells, we have identified that an optimal grid

size would be 60 by 60 pixels.

Grid capacity (for the Second Model)

As mentioned previously, melanoma cells generally have diameters ranging from 10

to 25 micrometers, while neuron cell bodies (somas) typically range in diameter from

about 5 to 100 micrometers. However, the majority of somas fall within the range

of 10 to 30 micrometers. In this model, one pixel (25x25μΜ) is used as the standard

for representing a neuron’s soma, while NTR release from axons is represented by

19 pixels. Axons are not included in the model’s simulation due to their thin and

long nature; therefore, each neuron is represented by using 20 pixels on the grid.

To support the maximum growth of cancer cells and provide sufficient space for

neurons, it has been established that an optimal grid size would be 30 pixels by 30

pixels.
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Initial tumor proliferation rate (for the First and Second Model)

For the initial tumor proliferation rate we assume, corresponding our zebrafish data,

the following:

We calculate the mean growth rate of a tumor over a four-day period based on the

given tumor sizes and corresponding time points. It utilizes the logarithmic growth

model, where the growth rate r between consecutive days is computed using the

formula:

r =
log(Ni+1) − log(Ni)

ti+1 − ti

where N
i
and t

i
represent the tumor size and time point on the i-th day, respectively

[326]. The growth rates for each pair of consecutive days are stored in a list named

growth rates. The mean growth rate is then calculated by taking the sum of the

growth rates and dividing it by the number of intervals. The result providing the

average growth rate of the tumor over the specified time period for one zebrafish.

Finally, by calculating the mean growth rate of each zebrafish and dividing it by

the total number of fish in our experiment, we determine the average (melanoma)

cancer growth rate.

The calculation of tumor proliferation rate from zebrafish experiments is shown in

the table 11.1 below.

melanoma cancer cells proliferation mean growth rate

in pixels

day 0 day 1 day 2 day 3

fish 1 425 974 973 684 0.1586

fish 2 184 662 758 1100 0.5960

fish 3 385 506 790 891 0.2797

fish 4 495 933 973 1062 0.2545

fish 5 186 306 423 480 0.3160

fish 6 359 524 577 750 0.2456

average growth rate 0.3084

Table 11.1: Tumor proliferation rate quantification from zebrafish experiments

Thus, the initial tumor proliferation rate for both the First and Second Model is

defined as 0.3.

Stress induced tumor proliferation rate (for the First Model)

and tumor proliferation rate after the effect of NTR produced

by Neurons (for the Second Model)

From our zebrafish experiments using norepinephrine as the stressor, we calculated

for the first model the impact of norepinephrine on tumor proliferation rate. Also,

as stated previously, in the second model, as a simplification for NTR production

by neurons, the rate is determined with the rate of norepinephrine production.
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Therefore, in order to measure the effect of norepinephrine in tumor growth for

both the first and the second model, we used the results from the aforementioned

zebrafish experiments with norepinephrine and the same formula r =
log(Ni+1)−log(Ni)

ti+1−ti
,

where N
i
and t

i
represent the tumor size and time point on the i-th day used for the

initial tumor proliferation rate.

The calculation of tumor proliferation rate determined with the effect of nore-

pinephrine from zebrafish experiments is shown in the table 11.2 below.

cancer cells proliferation

with norepinephrine’s effect
mean growth rate

in pixels

day 0 day 1 day 2 day 3

fish 1 622 527 964 1670 0.3292

fish 2 545 1596 2084 4674 0.7163

fish 3 1585 1644 1254 1777 0.0381

fish 4 865 1118 1958 2129 0.3002

fish 5 539 1620 2692 3292 0.6032

average growth rate 0.3974

Table 11.2: Tumor proliferation rate quantification from zebrafish experiments

Thus, stress induced tumor proliferation rate is defined (for the First Model) and

tumor proliferation rate after the effect of NTR produced by Neurons (for the Second

Model) is defined as 0.4 (≃0.3974).

Nerve extra growth up regulated by NGF from Tumors (for the

Second Model)

σ
1
is defined as 1.29·102 pg·day

mm3
[17] and σ

2
is defined as 50 in day units [17].

Diffusion coefficients (for the Second Model)

First of all, we calculate the value of 1 second corresponding to 1 day. One minute

has 60 seconds, one hour has 60 minutes, one day has 24 hours

1 sec =
1

60
· 1
60
· 1
24

day =
1

86400
day

We know that 1 pixel = (25μm)
2
.

So, we calculate the value of 1 cm corresponding to 25μm (pixel’s width).

1cm = 10
4
μm = 10

4· 25
25
μm =

1

25
·104·(25μm)

Then, we calculate the value of 1 cm corresponding to (25μm)
2
(pixel’s dimentions).

1cm = [
1

25
·104·(25μm)]

2
=

10
8

25
2
·(25μm)

2

Finally, we calculate how many
cm2

s correspond to
pixel
day .

1
cm2

s =
10

8

25
2
·(25μm)

2
/

1

86400
day =

10
8

625
·86400·

(25µm)2

86400
=

10
8

625
·86400

pixel
day = 138.24·108 pixel

day
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NTR diffusion coefficient (for the Second Model)

NTR diffusion coefficient is simplified by calculating the diffusion coefficient for nore-

pinephrine and then applying it to every pixel per day. Norepinephrine’s diffusion

coefficient was found in M. Rice’s original academic article [327].

D = 0.69·10-5
cm

2
/sec

D = 0.69·10-5
cm

2
/sec =

0.69·10-5 cm2

s ·138.24·10
8 pixel

day =

95.3856 ·10-5·108
pixel =

95.3856 ·103
pixel

Thus, we use the value 95.3856 ·103
pixel for NTR diffusion coefficient.

NGF diffusion coefficient (for the Second Model)

NGF diffusion coefficient has been calculated from the initial amount D=2.75·10-7

cm
2
/sec that has been stated in [328]. We, then, appied this coefficient to pixel per

day.

D=2.75·10-7
cm

2
/sec =

2.75·10-7 cm2

s ·138.24·10
8 pixel

day =

380.16·10 pixel =

3.8016·103
pixel

Thus, the value 3.8016·103
was used as NGF diffusion coefficient.

NGF production rate by cancer cells (or NGF initial drop size)

(for the Second Model)

The initial drop size of NGF released from cancer cells is 2.22 picograms per day,

as reported as the production rate of NGF by tumor cells in [17] and [26].

NTR production rate by neurons (or NTR initial drop size) (for

the Second Model)

NTR production rate by neurons is simplified by determining the rate at which

norepinephrine is produced, since norepinephrine is recognized as the primary sym-

pathetic (SyNS) neurotransmitter associated with tumors and there is limited docu-

mentation on the impact of epinephrine on tumor cell proliferation [17], [38]. Nore-

pinephrine production rate by neurons results as the initial drop size of NTR is 1.6

picograms per day as stated in the academic articles [17] and [329].

We assume that the neuron was placed in the petri dish 1 minute prior to the

addition of cancer cells and the beginning of the simulation. The production of
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norepinephrine by 1 neuron is 1.6
pg

cell ·
1

day , and 1 neuron occupies roughly 20 pixels

within the grid.

Each pixel contains
1.6
20
pg = 0.08pg of norepinephrine after 1 day. After 1 minute, we

calculate:

0.08
86400

≃ 9.259·10-7
pg ≃ 10·10-7 ≃ 10

-6
pg

Thus, each neuron’s NTR release is represented with an initial NTR drop size of

10
-6

picograms at each of the 20 pixels within the neurons.

Cancer Cell Death Rate (for the First and Second Model)

It is known that the tumor cell death rate is 1.27·10-2 1

day [17], [330]. To calculate

how many cancer cells die per day based on the tumor cell death rate, we use the

formula: Cell Death Rate = Tumor Cell Death Rate·Number of Cancer Cells

If the tumor cell death rate is given as 1.27·10-2 1

day and the initial number of cancer

cells is N
0
, the calculation would be:

Number of Cancer Cells Died Per Day = 1.27·10-2·N
0



Acronyms

1
H NMR Proton Nuclear Magnetic Resonance

ABM Agent-Based Modelling

ANS Autonomic Nervous System

BDNF Brain-Derived Neurotrophic Factor

CA Cellular Automaton

CNS Central Nervous System

DCX+ Doublecortin

DDS Drug delivery systems

DiL 1,1’-Dioctadecyl-3,3,3’,3’-tetramethylindocarbocyanine perchlorate

DLS Dynamic Light Scattering

DMAP 4-N,N-Dimethylaminopyridine ((CH
3
)2NC

5
H

4
N)

FESEM Field Emission Scanning Electron Microscopy

FGF-2 Fibroblast Growth Factor 2

GPCRs G protein-coupled receptors

HPA Hypothalamic-Pituitary-Adrenal

IGF Insulin-Like Growth Factor

IUPAC International Union of Pure and Applied Chemistry

mPEG Poly(ethylene-glycol) methyl ether also known as Monomethoxy poly(ethylene

oxide) or PEG-CH
3

mPEG-b-PLLA Poly(ethylene-glycol) methyl ether (mPEG)-b-poly(L-lactide)

NGF Nerve Growth Factor

NGFR Nerve Growth Factor receptor

NTR Neurotransmitters

NTR receptors Neurotransmitters receptors
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Acronyms

PaNS Parasympathetic Nervous System

PBS Phosphate-buffered saline

PDX Patient-derived xenografts

PEG Polyethylene glycol

PLLA Poly(L-lactide)

PNI Perineural invasion

PNS Peripheral Nervous System

PTU 1-phenyl-2-thiourea

RF radiofrequency

ROP Ring-opening polymerization

S4F Semaphorin 4F

SEM Scanning electron microscopy

SoNS Somatic Nervous System

SyNS Sympathetic Nervous System

TMS tetramethylsilane

Tricaine ethyl 3-aminobenzoate methane-sulfonate

Trks Tyrosine-receptor kinases

UV Ultraviolet

VEGF Vascular Endothelial Growth Factor
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