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Faceted Search with Object Ranking and Answer Size
Constraints

Abstract

Faceted Search is a widely used interaction scheme in e-commerce, digital li-
braries, and recently also in Linked Data. Surprisingly, object ranking in the
context of Faceted Search is not well studied in the literature. In this thesis we
propose an extension of the model with two parameters that enable specifying the
desired answer size and the granularity of the sought object ranking. These param-
eters allow tackling the problem of too big or too small answers and can specify
how refined the sought ranking should be. Then we provide an algorithm that
takes as input these parameters and by considering the hard-constraints (filters)
and the soft-constraints (preferences) that the user has formulated while interact-
ing with the system, as well as the statistical properties of the underlying dataset
(through various frequency-based ranking schemes), it produces an object ranking
that tries to satisfy these parameters. Then we present extensive simulation-based
evaluation results (over several datasets) which provide evidence that the proposed
model also improves the answers and reduces the user’s average cost (9.7% and
7.4%) as well as the maximum cost (21.8% and 26.8%), when applying hard and
soft constraints respectively. Finally, we propose the required GUI extensions and
present an implementation of the model.






IToAvedpixny Avalntnon pe Katdtagn Aviixeipévwy
xou Ilepropiopoite Meyédoug Andvinong

ITepiandn

H ITohuedpinry Avalhtnon (Faceted Search) elvou éva eupéwe ypnotponololuevo
umodeLypa Slohoyixnig avalATnone oto NhexTeovxd eumoplo, Tic dmgloxée BuyBio-
Orixec, xou npdogata oo Alacuvdedepéva Acdopéva. AmpocdoxnTa, 1 xoTdTtoln av-
TEpévwy oto thaloto e ITohuedpinrc Avalrtnong dev elvon xohd yeetnuévn otn
BiBhoypapla. Xe authiv v gpyocia npotelvouue ula EMEXTAON TOU HOVTEAOU OAAY-
Aenildpaong pe 600 TapauéTEoug Tou o ToOY e@XTd ToV xadoploud Tou peyédoug
TNC AMAVTNONG %O TNS AETTOUERELOXOTNTOC TN EMVUUNTAC XATATUENS AVTIXEWEVOY.
AuTéqg oL TORGUETEOL EMTEETOLY TNV AVTIUETOTLOY TOU TEOBANUATOS TwV UTEpBolxd
HEYSAWY 1) UTEPBOALXG ULXPOV ATOVTHOEWY Xl UTopoLY var xadopilouy TOCo eXAET-
Tuouévn meénel va elvon 1 {ntodpevn xatdtaln. Emeita napéyouue évav olyoprduo
TOU BEYETAU WS €l0000 AUTES TIC TUPUUETEOVS Xt Aodvovtag ut’ v Toug TEpLop-
lopoUg ou €yel exppdoel Slahoyixd o yerotng, eite elvan avotnpol-teptoptopol (@il
Tpa), 1 yohopol-nepopiopol (tpotuioeic), xadde xou Tic oTaToTiXéS WOTNTES TOU
UTIOXE(UEVOU GUVOROL BedOUEVLV (U€ow BLdpopwy UEVHdWY Xxotdtaing Bactouévmy
oTN CUYVOTNTA), ToEAYEL ot XaTdTadn AVTIXEWEVKDY TOU TPOOTOWEL VoL IXAVOTIOLACEL
autég TI¢ mopopéteous. Emeita mopouoidlovpe extetapéva anotehéopota and all-
OANOY O™ PECW TPOCOUOIKONG G TOMAG GUVORX BEBOUEVLY, To OTOLA XATABELXVIOLY
OTL TO TPOTEWVOUEVO UOVTEANO BEATIOVEL TIC AMUVTHOEIS XL UEWOVEL TO PECO XOGTOC
oL yerotn (9.7% xan 7.4%) xadodc xou to péyloto x6aToC Tou YEYotn (21.8% xou
26.8%), 6tav exgpdlovton avotnpol xou yohopol teploplopol avtiotorya. Téhog, Tpo-
TEVOUUE TIG AVOYXOUES ETEXTACELS TNS YEUPIXNG DIETUPAC YPNOTN XU ToROUGLALOUUE
Lot VAOTOLNGT TOU YOVTENOL.






Euvyapioticeg

Apyxd, Yo Adeho va euyaplothon Vepud tov endmtn xodnynty wou x. I'dvvn
TCrlwa yioe Ty 0pd1 xododhynon xou ouclacTixh GUUPOAY Tou GTNY OAOXATIPKOT
NG MOEOUCOS UETATTUYLOXNG epyaciag. Axoun VEhw Vo expedow T euyaploTieg Hou
otoug x. Anurten The€ovodnn xou x. Kodota Mayxoitn yio tny npodupio tToug va
GUUHETEYOUV TNV TEWeAT emitponr). Aev Yo unopoloa vo tapaheldhw Tig euyopio tleg
Hou oToug cuVadEApoLS Tou epyaoTtreiou Havaywdtn Haraddxo, INdvvn Mopxetdnn
xat Miydhn Mouvtaviwvixr, mou ftav ndvta tpdiupol va ye Bonidrfocouyv. Enione da
feha vo evyaplothow To Ivatitovto IIinpogopurc tou Idptuatog Teyvohoylag xou
‘Epeuvog v v mohOTn oo el 08 UMXOTEY VXY UTOBOUY| XaL TEYVOYVWaola,
xS xaL Yoo TNV UTOTEOYI OV YOL TEOCEPERE o) OAT TN OLdEXEL TNG UETOT-
Tuytoc wou epyaocioc. Téhog, Ya Aleha va euyoploTAow TOUG YOVELS MOL Yid TN
CUUTORIO TAOT) Xa TNV UTOG THELEY TOU Lou E8woary OAoL T ToL YeOVLAL.
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Chapter 1

Introduction

Faceted Search (FS) is the established information access scheme in e-commerce
for more than 10 years [26, 31]. It is widely used in areas such as digital libraries
[29, 15], semantic web [10], Linked Data [20] and Knowledge Graphs in general [9].
FS is essentially a session-based interactive method for gradual query formulation
(commonly over a multidimensional information space) through simple clicks that
offers to the user an overview of the result set (groups and count information) and
never leads to empty results sets. At each state of the interaction, users explore
the set of objects that satisfy the various restrictions they have specified up to that
point. The result set is called the focus. Objects inside the focus are unranked, e.g.
when the user examines an online prospectus for buying a new camera, or ranked,
e.g. when the user explores available hotels which are ordered with respect to price,
star rating or other criteria (default or user specified in the form of preferences as
in the case of Preference-enriched Faceted Search - PFS [35]). The focus is ranked
also in cases where FS is applied after a keyword search query, e.g. as in Google
Scholar. Although object ranking in F'S is already used in commercial systems (as
mentioned earlier), the scientific literature on this topic is not extensive. Previous
research has mainly focused on facet ranking, i.e. on methods for deciding which,
and in what order, facets to present, an issue that is important if the domain of
the dataset is wide (e.g. faceted search over DBpedia). In this thesis we elaborate
on the objects ranking, in the context of Faceted Search in domain specific settings,
where the set of useful facets is known (as in product buying, bookings, etc). Even
if Faceted Search solves the problem of empty answers, it cannot solve the problem
of too big or too small answers. In such cases, the user has to make extra actions
(for restricting a big answer or for relaxing a too small answer).

To tackle these problems, in this thesis we propose an extension of the FS
model that is enriched with two parameters that enable specifying the desired
answer size and the granularity of the sought object ranking. These parameters
allow tackling the problem of too big or too small answers and can specify how
refined the sought ranking should be. Then we provide an algorithm that takes
as input these parameters and by considering the hard-constraints (filters), the
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soft-constraints (preferences), as well as the statistical properties of the dataset,
produces an object ranking that satisfies these parameters.

Table 1.1: An example dataset of
hotels

Object | Location|Stars |Price
01 Hyogo 4 308
02 Hyogo 4 226
03 Hyogo 4 265
04 Kyoto 4 218
05 Hyogo 4 402 . . .
o0 Hyogo 3 509 Fj1gure 1.1: Hierarchy for Loca-
o7 Kyoto 4 293 tion facet
08 Hyogo 4 460
09 Hyogo 4 208
010 Hyogo 3 396
011 Hyogo 5 528
012 Kyoto 4 81

* Hard-Constraints (Filters): (Stars =4) & (Price in [200, 2000])
* Soft-Constraints (Preferences) : Location ‘Hyogo’ best

FS with Preferences FS with Preferences and Object Ranking and Answer Size Constraints

okuno hosomichi onsen ren

explain explain

Second-ranked (2 objects )

gion hatanaka

kyomachiya suite rikyu

explain

explain

Facets Ranked objects Facets Ranked objects after R = 10, MB = 3
Location Top-ranked (s obiects) Location Top-ranked (3 oviects)
Kansai (8) arima grand arima hanamusubi Kansai (8) arima hanamusub onsen ren o talctottel
Hyogo (6) Hyogo (6) oV ocusy 038 o (s 057 P
OV gobal) 2062 OV (gabal) 1013 o (gobal 1955
Kyoto (2) s B o Kyoto (2) e o e
Price rice Second-ranked
arima onsen taketoritei hyoe koyokaku £ (5
[200, 2000] (8) maruyama 200, 2000] (8) arima grand hyoe koyokaku okuno hosomichi
Stars Stars
explain explain
4 (8) 4 (8) DV (focus): 0.56 DV ffocus): 0.37 DV (focus) 021
DV (global): 19.58 DV (global): 10.40 DV (global): 2.84

explain

hird-ranked (2 obiecis)

gion hatanaka

DV (ocus) 0.34
DV (global): .63

kyomachiya suite rikyu

DV (ocus): 030
DV (global: 163

explain explain
Approximate results Top-ranked (2 objects)

explain explain

hashinoya bekkan ransui arima onsen gekkoen

yugetsusanso

HC: 87.500 % HC: 87.500 %
DV (global) 1037 DV (global) 638
explain explain

Figure 1.2: Left: A typical FS response with filters and preferences. Right: The
response of the extended FS with approximate results and more refined ranking.

To grasp the idea, Table 1.1 shows a small set of hotels Obj = {o1,...,012}
described by three facets F' = {Location, Stars, Price} where the terms of the
facet Location are hierarchically organized as shown in Figure 1.1. The left side
of Figure 1.2 sketches the GUI of a typical FS system that shows the 8 hotels
that satisfy the hard-constraints (filters) that the user has selected (in our case
4 stars and price in [200, 2000]), and notice that these hotels are partitioned in
two buckets based on the soft-constraints (preferences) that the user has specified
(in our case the user has expressed a preference on the location Hyogo). Now the
right side of Figure 1.2 sketches the GUI according to the extended model that



we introduce, where we assume that the user has asked for 10 objects, and for a
more refined ranking, e.g. that no bucket should contain more than 3 hotels. We
can see that two more hotels have appeared (approximate results) and that none
of the blocks of the new focus contains more than 3 hotels.

To the best of our knowledge, no other work has focused on the problem of too
big or too small answers and on the granularity of object ranking in the context
of Faceted Search. To tackle these issues several questions arise including: how
to consider in the object ranking all kinds of input (filters, preferences as well as
the statistical properties of the datasets), how to evaluate (in a cost effective and
repeatable way) whether such extensions improve the interaction with the user,
and how to enrich the interaction with rank explanation services. Issues of system
efficiency and optimization are out of scope of this thesis (however we do report
efficiency results).

In a nutshell, the main contributions of this work are: (a) the extension of
FS with two parameters expressing the desired ranking and size properties of the
answer, (b) the formulation of the corresponding object ranking problem in a
context that assumes both hard- and soft-constraints, and the discussion of the
solvability of the problem, (c) the algorithm SmartFSRank for producing the object
ranking that is based on the factorization of the problem into two simpler sub-tasks,
as well as on the adoption of frequency-based ranking schemes, (d) the description
of a simulation-based evaluation framework for evaluating the impact of such object
ranking methods, and (e) extensive simulation-based evaluation results. The main
finding is that the extended model apart from being customizable to answer size
and ranking granularity constraints (that enables tackling the problem of too small
or big answers), it improves the answers and reduces the average navigation cost,
as evidenced by the simulation based evaluation over five datasets from different
domains.

This thesis is organized as follows: Chapter 2 presents the background and an
overview of the related work. Chapter 3 describes the data representation and the
baseline interaction, introduces the extended model and provides the algorithms for
realizing that model. Chapter 4 presents simulation-based procedures and results,
while Chapter 5 discusses the implementation of the model and its efficiency, the
extensions of the GUI, as well as a comparison with related systems. Finally,
Chapter 6 concludes this thesis and identifies issues for future work and research.

Parts of this work have been published in the following papers:

1. (published) Extending Faceted Search with Automated Object Ranking. In
Metadata and Semantic Research, Emmanouel Garoufallou, Francesca Fal-
lucchi, and Ernesto William De Luca (Eds.). Springer International Pub-
lishing, Cham, 223-235, 2019.

2. (on submission) Faceted Search with Object Ranking and Answer Size Con-
straints. In Transactions on Information Systems, ACM, 2020
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Chapter 2

Context and Related Work

Section 2.1 discusses the background and Section 2.2 the related work.

2.1 Background

2.1.1 Faceted Search

Faceted Search (or Faceted Ezploration), is a widely used interaction scheme for
Exploratory Search. It is the de facto query paradigm in e-commerce [26, 31] and
in digital libraries [29, 15]. It is also used for exploring RDF Data (e.g. see [34] for
a recent survey, and [20] for a recent system), as well as general purpose knowledge
graphs [9]. Faceted exploration can facilitate web search, e.g. in the news domain
[1]. Tt has also been applied for automatically summarizing web search results, e.g.
[14]. Informally we could define it as a session-based interactive method for query
formulation (commonly over a multidimensional information space) through simple
clicks that offers an overview of the result set (groups and count information),
never leading to empty results sets.

2.1.2 Preference-enriched Faceted Search

Although preferences have been studied in the context of databases, e.g. see [28]
for a survey, and lately in query languages for RDF e.g. [24, 30, 25, 27]), in
Faceted Search systems there are only a few related works. Preference-enriched
Faceted Search (for short PFS), is an extension of F'S that supports preferences,
i.e. apart from actions for specifying filters, it offers actions that allow the user
to rank facets, values, and objects using best, worst, preferTo actions (i.e. rela-
tive preferences), aroundTo actions (over a specific value), and other criteria (see
[35]). Apart from “primitive” preferences, the user is able to compose object re-
lated preference actions, using Priority, Pareto, Pareto Optimal (i.e. skyline) and
other. The distinctive features of PFS is that it allows expressing preferences over
attributes whose values can be hierarchically organized (and/or multi-valued), it

5
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supports preference inheritance, and it offers scope-based rules for resolving auto-
matically the conflicts that may arise. As a result, users are able to restrict their
current focus by using the faceted interaction scheme (hard restrictions) that lead
to non-empty results, and rank according to preference the objects in the focus.
Recently, PFS has been used in various domains, e.g. for offering a flexible process
for the identification of fish species [32], as a Voting Advice Application [33] and
it has been expanded with geographic anchors for being appropriate for the ex-
ploration of datasets that contain also geographic information [18]. PFS has also
been used in the context of spoken dialogue systems [23].

2.2 Related Work

There is related work from several areas including FS systems, Databases, and
Learning to Rank approaches. An overview of the related problems and approaches
is shown in Fig. 2.1.

Object Ranking

/\

Faceted Search Databases

T

Preferences

Many Answers

/\ Explicit in Problem
. the Quer
Explicit Implicit (Ordzr by\; N
/"\ (training data) TF-IDF  Probabilistic
T Preferences IR
Trivial Expressive and  Learning

(single) Composite (PFS)  to Rank

Figure 2.1: An overview of problems and approaches in related work

2.2.1 In Faceted Search Systems

The concept of automatic ranking in faceted search is not recent, and there are
numerous approaches, as regards what to rank, and how to rank, as discussed in
the survey [34]. Past research has primarily focused on methods only for facet
ranking, i.e. for deciding in what order to place the facets. In many works (e.g
[12, 11]), the proposed methods depend on the frequency of facet values. The
technique described in [37] dynamically ranks the facets depending on the query.
In addition, they define different metrics for numeric and qualitative facets, and
also recommend ordering the values of each facet with respect to their frequency
in descending order. Now [7], relies on a different technique based on set-cover,
to produce a ranking of facets. In other works, various metrics have been utilized
such as facet navigational cost [17] (i.e. how many facet values are available), and
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facet balance [21] (i.e how evenly the facet values are distributed). Lately, methods
for selecting facets from knowledge graphs have also been investigated [9].

Object ranking (in FS systems) is already used in commercial systems. For
instance, the online hotel platform booking.com offers a ranking method based on
a number of properties. However, this topic has not been studied in the scientific
literature extensively. In [26] (Chapter 9) a ranking method based on facet values
is briefly described through an e-shopping example. According to PFS, and the
system Hippalus [22], users may define the objects’ ranking by formulating prefer-
ence actions. In the context of PFS, [33] introduced a method for quantifying the
degree of match between an object and the user’s preference actions. This aims
at showing the user how positive the top-ranked objects are. In the same context,
[23] introduces a number of features, specifically, selectivity and entropy, that are
exploited for ranking the applicable facets at each point of the user session.

2.2.2 In Databases

Automatic ranking is an issue that has also been studied in the field of databases.
A related problem, called the Many Answers Problem, appears when the result
tuples of a query are too many and no ordering has been specified (no ORDER BY
clause). One of the first approaches for this issue [3], relies on the well established
IR framework of TF-IDF weights and cosine similarity.

An alternative approach for the Many Answers Problem [5], is based on Prob-
abilistic Information Retrieval. Specifically, they consider the attributes not spec-
ified in the query and measure two scores: a global score which reflects the global
importance of unspecified attributes and a conditional score which captures the
strengths of dependencies between specified and unspecified attributes. The esti-
mation of these scores is done automatically from a workload of past queries. An
evaluation with users revealed higher quality in comparison to the approach in [3].

Now [4] proposed a solution that aims in requesting only a few constraints
from the user in order to drill down to a single tuple from a set of ranked or
unranked query results. They base their approach on the decision tree model.
Specifically, inner nodes represent attributes, leaf nodes are tuples and edges are
labelled by attribute values. During the process, attributes are chosen dynamically,
with regard to their selectivity and information gain. The target is to choose
the minimum number of attributes during this process, until the desired tuple is
reached. Finally, another line of works that deal with tuple ranking in databases,
are those that support explicit preferences, see [28] for a survey.

2.2.3 Learning to Rank Approaches.

Lately, in the field of Information Retrieval, there is an increasing interest on
adopting Machine Learning methods for document ranking [19]. These approaches
are based on creating a ranking model, by training a ML model on user data,
typically collected from past search queries (e.g. number of document clicks, user
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ratings, etc.) A Learning to Rank approach for faceted search is proposed in
[36]. That work aims in optimizing the weights of a facet based TF-IDF scoring
formula. Specifically, documents and queries are expressed as sets of facet-value
pairs. After training the learning methods on user data, they are able to estimate
the optimal weights of the formula, given a user query and a list of previously
judged documents.



Chapter 3

The Proposed Approach

Section 3.1 describes the data representation and the baseline interaction, Section
3.2 introduces the extended model and Section 3.3 provides the algorithms for
realizing that model.

3.1 Modeling the Data Space and the Interaction of
Faceted Search (and Preference-enriched Faceted
Search)

Before introducing the extended model we first have to model the context, i.e.
the structure of the underlying data space (in §3.1.1), as well as, the basics of the
interaction of FS and PFS (in §3.1.2), also for reasons of self-containedness.

3.1.1 The Data Space

We consider datasets in the form multidimensional data with hierarchically orga-
nized values and multi-valued attributes.

Definition 1 (Data Space). Let Obj = {o1,...,0,} be the set objects. We have
K facets F = {F1,...,Fg} each associated with a taxonomy (T;,<;) where T;
is a set of terms, or values, while <; is a (possible empty) partial order over
T; enabling to organize the values of T; hierarchically. FEach object o € Obj is
described by associating it with one or more values from each facet. Let o; denote
the description of o; in that space, i.e. 0; = (041,...,0iKk) where 0;; € T; U {e},
where € denotes the missing value, and let O_b'j be the set of descriptions of all
objects in Obj. ¢

Note that the above definition of taxonomy, includes linearly ordered terms,
i.e. it captures numerically-valued facets. Consequently, this definition captures
datasets like the one in Table 1.1.
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3.1.2 Modeling the Interaction (sessions of hard and soft con-
straints)

In the following we assume the data space defined previously. In the interaction
scheme of Faceted Search the user explores the data space and expresses gradually
a set of hard constraints.

Definition 2 (Hard Constraint). A hard constraint hc is any conjunction of terms
overT'=T1U...UTk. ©

The user through a GUI formulates such conjunction with simple clicks. For
reasons of space, we do not describe here the GUI, nor the user actions of Faceted
Search, nor how the clicks define the hc (the interested reader can refer to [34]). In
general, any Boolean expression over T is a hard constraint, however conjunctions
are most widely used.

Definition 3 (Extension). The extension of a hard constraint hc, denoted by
E(hc), is the subset of Obj that satisfies the conjunction hc. The extension of a
term t; € T; is defined in a way for considering the semantics of taxonomies (if
they exist), i.e. it equals the objects having that term or a narrower term, formally:
E(tl) = Etmp(tz’) U {Etmp(tz) ’ t, < ti} where Etmp(ti) = {Oj € Obj | 0j; = ti}.

The extension of a boolean expression is defined straightforwardly (by interpreting
conjunction with N, disjunction with U, and negation with set-minus). ©

In our running example, the extension of (Stars = 4) A (200 < Price < 2000)
is {Ola 02,03, 04, 05,07, 08, 09}'

Definition 4 (Soft Constraint). A soft constraint sc is any set of preference ac-
tions of the preference language defined in [35]. ©

In brief these preference actions define a preference relation (a binary relation)
over each T;, denoted by ;.

In our running example, the preference action Hyogo > rocation K yoto, results
in the following preference bucket order: ((Hyogo), (Kyoto), ({Tokyo,Osaka})).

It is also worth noting that, preference inheritance is supported. For example,
if the user had issued the preference action Kansai > pocation K anto, then the
resulting bucket order would be (({Hyogo, Kyoto, Osaka}), (Tokyo)).

There are preference actions for composing these in order to define a preference
relation over all possible elements of the data space i.e. over V =T x ... X Tk.
Note that since an object can be associated with more than one value from a facet
(not in this example), it is more precise to define V' as the Cartesian product
P(T1) x ... x P(Tk) where P(T;) denotes the powerset of T;.

Now since the description of the objects O?b‘j is a subset of V' (i.e. O?)j CV),a
set of soft constraints sc defines a preference relation over Obj denoted as (Obj, .
). From (Obj, =s.) a bucket order of Obj, i.e. a linear order of subsets of Obj, is
produced though topological sorting (see [35] for details). In our running example,
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the preference action Hyogo = rocation K yoto results in the following bucket order
of the objects in focus: (({o1,02,03,05,08,09}), (04,07,)).

Let denote the bucket order by BOg, i.e. BOg. = (b1,...,bz) where b; contains

the most preferred objects, while by the least preferred. All sets b; (1 < i < Z)
form a partition of Obj (i.e. they are pairwise disjoint and their union is Obj).
The number of blocks Z ranges between 1 and |Obj|. Obviously, if Z = |Obj| then
the ranking forms a linear order of Obj, while if Z = 1 then all objects are equally
ranked (this is true if the sc is empty, e.g. at the beginning of the interaction).
Equivalently, we can say that the aforementioned approach ranks the objects i.e.
it computes a function r(sc, ) € [1..Z] where Z < |Obj|, assigning to each object
a natural number (the index of the block to which it belongs, e.g. the objects in
the most preferred block receive rank equal to 1).
In PFS, the user explores the data space and expresses gradually a set of hard
and soft constraints. At each state of the interaction, the user gets those objects
that satisfy the formulated hard constraints hc, ordered in blocks according to the
expressed preferences sc. This is the essential part of the model of PFS [35] and
it is implemented in the system Hippalus[22].

Definition 5 (The Answer given Hard and Soft Constraints). Given a hard con-
straint hc and a soft constraint sc, the answer according to the PFS interac-
tion, is the set of objects E(hc) ordered by the restriction of =s. on E(hc), i.e.

(E(hc)7>'sc \E(hc)) ©

Definition 6 (User Session). A user session us is a series of actions, s = (a1, ..., ap)
where each a; is a hard or a soft constraint. Let hc(us) denote the hard constraints
in us, and sc(us) denote the soft constraints in us. ©

3.2 The Extended Model

Parameters of the Extended Model. This thesis proposes extending the model
with two parameters
e M B: Maximum Block size. E.g. if M B = 1 then the system should return a
linear order of objects, if M B = 2 the answer should not contain ties between
more than 2 objects.
e RR: number of requested objects.
With these two parameters several requirements can be tackled:
e Too many objects: R forces the system to rank the objects for returning the
best R objects.
e Too few objects: R forces the system to also return approximate objects
e Arbitrary order: M B forces the system to rank the objects so that no block
has more than M B objects, and in this way the rank is not arbitrary
Characterizing a bucket order L. Let L be a bucket order L = (by,...,b,),
i.e. a possible ranked answer, and let objects(L) denote the set of objects that
occur in L. The answer L could be characterized according to various criteria:
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e HCsat. We could say that L satisfies the hard constraints hc, if objects(L)
are exactly those that satisfy he, i.e. objects(L) = E(hc)

e SCsat. We could say that L satisfies the soft constraints sc (i.e. it respects
the preference order), if L D~ g(ne). This means that the order relation-
ships of L contain all order relationships of the preference relation >, that
involve objects in the focus (i.e. objects in E(hc)). In other words, automatic
ranking is used only for ranking the objects in each block of the preference
order (it never “violates” the blocks, it just adds relationships, and these
relationships do not create any cycle).

e MBsat. We could say that L satisfies a mazimum allowable block size M B,
if |b;] < M B for each 1 <i < z.

e Rsat. We could say that L satisfies R, if L contains exactly R objects.

It is not hard to see that it is not always possible to find an L that satisfies all
of the above criteria. For instance if the objects that satisfy the hc are less than
R, ie. |E(hc)| < R, then the system should either return less objects (sacrificing
Rsat), or should try to return R objects by extending E(hc) with the R — |E(hc)|
in number “closest” objects (sacrificing HCsat). On the other extreme, if those
that satisfy the hc are more than R, then the system should rank them and return
the best of them. This is another case of an L that is not HCsat, since it contains
less objects than those satisfying hc. A problem statement that includes more
requirements follows:

Definition 7 (Problem Statement). Given a user session us with hard and soft
constraints, a parameter R specifying the number of desired objects, a parameter
M B specifying the mazimum allowable block size, compute and return to the user
the “best” (with respect to HCsat, SCsat, MBsat, Rsat) answer L.

What remains is to clarify what “best” means. A first objective is to produce
one or more L that satisfy all the criteria if possible. In case there are more than
one, then a method to select one of them is needed. To this end, dataset statistics
and other metrics (as we have seen in the related work) can be used. For example,
frequently or rarely occurring values could be promoted. If there is no L that
satisfies all hard constraints, then one that “better approximates” a bucket order
that satisfies them all needs to be found. This issue is elaborated in the next
section.

3.3 The SmartFSRank Ranking Method

Here, an algorithm is defined that provides a solution to the problem statement
(as defined in Def. 7). In general the algorithm exploits PF'S, if supported, and it
tries to satisfy R by ranking and approximate matching, and M B through ranking
based on statistical properties of the data. Note that the algorithm can be applied
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even if PFS is not supported (in that case there is one block, i.e. z=1). In brief,
the algorithm SmartFSRank, Alg. 1, first tries to satisfy hc (line 1), and then sc
(Part 1, line 2) by exploiting the PFS-based ranking method. Then it tries to
satisfy R (Part 2, lines 5-7), and finally M B (Part 3, lines 8-13). In Part 2, if R is
greater than the size of the current focus, then more objects (not satisfying hc) have
to be added and this should be based on the approximate satisfaction of the hard
constraints. This selection is done by AppendBlocks that is analyzed in §3.3.1.
In Part 3, the block breaking for satisfying M B can be based on frequency (the
user may prefer frequent or rare values and this is specified by the last parameter
DVyey) and it is done by BreakBlock that is analyzed in §3.3.2.

Algorithm 1 SmartFSRank
Input: Obj, he, sc, MB, R, DV,ycr
Output: A ranked answer that satisfies he, sc, M B and R.

1. A<+ E(hc); > The objects satisfying the he
2: /** Part (1): Apply the PFS method to satisfy sc*/

3: Compute (A, =, |4) Which is a series of blocks L = (b1,...,bz).

4: /** Part (2): Satisfy R */

5. if |A| < R then > need to add more objects
6: L < L.AppendBlocks(R — |A|); > Add new blocks to the answer
7: end if

8 /** Part (3): Satisfy MB*/

9: for each b € L do
10: if |b| > MB then > If block b does not satisfy M B
11: Replace b by BreakBlock(b, M B, 1, DV,.c¢)
12: end if
13: end for

3.3.1 AppendBlocks

The idea is to score each object according to its distance from the hc. Having
such a scoring function, a method to realize AppendBlocks is to score each object
not in E(hc) and return the R — |E(hc)| objects that have the highest score.
This method guarantees that it will return the objects which maximize the score,
i.e. those that better approximate the information need, as expressed by the hc.
As regards the scoring, below is detailed a method based on facet types. Let
hc = c1 A ... A ¢y, where each conjunct ¢; is a hard constraint like F; = t;, e.g
Stars = 4. If o; is an object, oj; denotes the value of 0; on the facet F;. Table
3.1 defines the score per conjunct based on the facet type. The first column
corresponds to the case where a conjunct is satisfied, while the second presents the
formulas used when a conjunct is not satisfied. In both cases the scores range in the
interval [0, 1]. In the last row, corresponding to the case where the terminology
is structured as a taxonomy, a similarity measure that reflects the distance in
the taxonomy is defined. For a term x € Fj, let up(x) = {t € F; | © <; t}.
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The similarity between two terms z and y, is deﬁne|d (a§ th(e )]Taccard similarity
: : . e _ Jup(x)Nup(y
of their greater nodes, specﬁcally. SiMmygq (T, y) = Tup(2)up(o)] and then define
SCOT €tazronomy (Fz = tiv Oj) = SUMtax (t’ia Oji)-
As an example, consider the terms of facet Location which are hierarchically
organized as shown in Fig. 1.1. We can calculate similarities between terms like

SiMyqq (Hyogo, Kyoto) = % = 0.5 and simye, (Hyogo, Tokyo) = % =0.2

Table 3.1: Formulas for calculating scorep. per conjunct

score type o; satisfies ¢;| o0; does not satisfy c;
Scoreflatterminology(-Fi = ti, Oj) 1 0
(F =t o [t —ojil
SCOT@numerlC(Fl - tl’ 0'7) 1 1 B maxo7n€0bj{|ti_02ni‘}
— at
Scoreinterval(Fi € [a7 b]7 Oj) 1 Scorenumeric(-Fi = 95 > Oj)
SCOT €taxronomy (Fz = t;, Oj) 1Mt (t’ia Oji) S$tMiag (ti7 Oji)

Back to the running example of Fig. 1.2, we can now see how the scores of
the approximate results were calculated, regarding the constraint Stars = 4. They
both have Stars = 3, so their score ! according to the numeric case of the above
table is: scorepymeric(Stars = 4, 3) = 1 — % =1- i = 0.75. As for the
Price facet, the specified constraint is the interval [200, 2000]. Both hotels that
appear in the approximate results have a price inside this interval, therefore their
score for this constraint is 1. (as defined in Table 3.1, row 4, column 2). To
better understand how the formula on numeric intervals works, consider the above
constraint on Price and a hotel having price 100. The formula relies on the distance
from the interval’s center. The center is (2000 + 200)/2 = 1100, and the distance
is 1100 - 100 = 1000. Then this distance is normalized by the maximum such
distance in the dataset. In this dataset, for this constraint on Price facet the max
distance is 1100 - 12 = 1088. Finally, the score is calculated as 1 - (1000/1088) =
1-0.92 = 0.08.

Definition 8 (HCscore). The consolidated score of an object o; with respect to
he=c1 A...Acp, can be defined as: scorepc(o;) =130, SCOTC4ype(c;) (05)
where type(c;) € { flatterminology, numeric, interval, taxonomy}

This formula can be considered as the baseline. It expresses how close o; is
with respect to a point that satisfies hc. The exact algorithm for AppendBlocks
is Alg. 2. It returns the bucket order to be appended.

3.3.2 BreakBlock

For breaking each block that does not satisfy M B an idea is to score each ob-
ject of the block according to its discrimination value. Rare elements are harder
to find, therefore it could be reasonable to promote objects that have rare val-
ues, i.e. those with higher discrimination value. On the other hand, frequent

! Assuming that the range of the facet Stars, in the dataset, is the set {0,1,2,3,4,5}.
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Algorithm 2 AppendBlocks
Input: Num
Output: A bucket order to be appended

CO «+ Obj \ E(hc); > The candidate objects
for each 0 € CO do
o0.score < scorep(0); > compute the score of o wrt hc
end for
COsorteq < Sort(CO, score,descending); > sort CO wrt score attribute in
desc. order
14 0;
A+ ¢
while |A] < Num do > While the objective of Num objects is not reached
A+ AU COsorted [Z]a
10: 1+ +;
11: end while
12: Return A;

values may correspond to popular values, therefore it could be also reasonable to
promote frequent values, i.e. those that appear in several objects. As we shall
see in the section about GUI, the GUI allows the user to specify whether rare
or frequent values are preferred. In any case it is necessary to define and com-
pute the discrimination value. Such a formula can be applied to each object of
any block that does not satisfy M B to order its objects. Then, such blocks will
break to smaller ones satisfying M B. The discrimination value (dV') of an object
0j = (0j1,...,0j;) can be defined by taking the average inverse frequency, i.e.:
dVip(oj) = £ * dim1k m Note that frequency can be defined in various
ways, this is why the above formula uses fregq, where w € {g, ga, E'}. Specifically
the frequency of a value ¢t € Fj, can be defined globally (freqy), or with respect to

the objects that have value in facet F; (freqqyq), or in the current focus E (freqg).

FOI“IH&HYZ f,r,qu (O]’L) — ‘{01 GObi]O|b]0|z1:0]1}| (1)7

freagaoji) = HpzEQ Lem=odl (), freqp(o;) = Lo L gm=onll (3)

Note that if 0j; = ¢, i.e. null, then freq{gE}(oji) = number of objects having
null (just like an ordinary value). Other ways to define the discrimination value
of an object can be also considered. For example, in sessions where soft con-
straints have been set, the dVj. of an object 0; = (0j1,...,0;) could be defined
as the average inverse frequency in the facets used by the soft constraints sc, i.e:
AV sc(05) = \Tlc| *Zi=1,\86| m, assuming that facets F1, ..., F, are the ones

used in sc.

In general it makes sense to consider a series of “tie breaking” methods, for
making sure that all ties can be broken so that M B is eventually satisfied. Each
such method can be assigned a level, meaning that if the application of the level
1 method does not break a tie, then the level i + 1 method is applied. The exact



16 CHAPTER 3. THE PROPOSED APPROACH

Algorithm 3 BreakBlock
Input: b, M B, level, DV,..y where b does not satisfy M B.
Output: A bucket order of the objects of b that satisfies M B.

1. A < objects(b); > the objects occuring in b
2: for each 0 € A do

3: o0.dv < DV (o, level); > compute the discrimination value of o at level
4: end for

5: if DVjef = Rare then

6: Sort(A,dv, descending); > sort A wrt dv attribute in desc. order
7: else if DV, = Frequent then

8: Sort(A, dv,ascending); > sort A wrt dv attribute in asc. order
9: end if

10: Let B = (b1, ...,bp) the resulting blocks > after the previous sorting
11: for each b € B do

12: if |b| > MB then > if b; still does not satisfy M B
13: Bnew < BreakBlock(b, M B, level + 1, DV,,,.¢); > recursive call with

+1 level
14: end if
15: Replace in B the block b by the series of blocks Bnew
16: end for
17: Return B;

algorithm for BreakBlock is Alg. 3. Various series of levels can be used, that are
referred to with the term ranking policies, such as:

Levelsg = (dvg, dvg, lexicographic), Levelsg = (dvg,dvg,lexicographic).
According to the first series, the algorithm first breaks the block b with respect
to the discrimination value in the focus (i.e. freqg). If M B is still not satisfied,
it uses fregq, (recursively only for that block). At level 3 it uses the lexicographic
order with respect to the name of the object. Note that this ensures that the
algorithm terminates and that it will return a bucket order that certainly satisfies
MB. One key point is that a cost is paid only if needed i.e. only for the blocks
that do not satisfy M B (line 12 of Alg. 3).



Chapter 4

Evaluation

Section 4.1 motivates simulation-based evaluation and provides related preliminary
material. Section 4.2 presents simulation-based procedures and results related to
object ranking, while Section 4.3 presents simulation-based procedures and results
related to approximate objects.

4.1 Simulation-based Evaluation: Preliminaries

§4.1.1 describes the objectives and the related work of simulation-based evaluation
in general, §4.1.2 describes the datasets used for carrying out the simulations, while
§4.1.3 discusses two common search scenarios that will be simulated.

4.1.1 Objectives and Related Work

Objectives. The main purpose of the extended model, is to assist the user in
finding the desired object. In order to evaluate the extended model with respect
to that perspective, a simulation based evaluation has been conducted, since this
can be repeatable (and thus reproducible), more objective and less laborious than
an evaluation with users. In comparison to an arbitrary ranking of objects (within
blocks), a good object ranking should provide an interaction experience with re-
duced number of hard constraints hc, reduced number of preferences sc, higher
rankings of target objects, and lower navigation cost.

Previous Work on Simulation-based Evaluation. There are only a few works
that evaluate faceted search through simulations. These works deal with various
aspects of the interaction, including facet selection ([38], [37]), interface personal-
ization ([16], [13]), and the Many Answers Problem ([4]). In the latter, which is
more related to the topic of this thesis, they measured the cost as the expected
number of queries (each on a single attribute) that need to be answered until the
focus contains only the desired tuple (so no preferences are supported). This is
equivalent to measuring the number of hard constraints in our evaluation setting

17
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(if preferences are ignored). However, they focus on facet ranking, not object
ranking.

4.1.2 Datasets

In these simulations 5 datasets were used. The first contains descriptions of 50
cars, described by 21 facets, the second contains information for 119 restaurants
described by 22 facets, the third contains information for 382 hotels described
by 18 facets, the fourth includes information for 700 fish species organized in 23
facets, and the last one is also for Fish species but has 10,000 objects. Table 4.1
summarizes their contents.

Table 4.1: The datasets used for evaluation

Dataset | Objects | Facets| Type of contents
Dcars 50 21 Car models
DRest 119 22 Restaurants in Japan

Diioteis 382 18 Hotels in Japan

DFish?OO 700 23 Fish species

Drpisniorx | 10,000 23 Fish species

4.1.3 Common Scenarios

Since there are several parameters related to a simulation, a rising question is what
values to use and why. For this reason, two main scenarios (or use cases) that will
be used in the simulations are identified below:

e Precision Oriented. This scenario considers users that search for specific
items. The interaction stops when the user finds the sought object. It is
assumed that a user finds the sought object when it is ranked in the top 10
results. For this reason in this scenario the termination condition M (see
§4.2.1) is set equal to 10. In addition, as in most search engines, the system is
required to rank linearly the results, therefore M B is set to 1. This scenario
is denoted by Spging-

e Recall Oriented. This scenario assumes users that want to get information
not only for one object, but for a set of objects relevant to their criteria.
For this type of information need it is necessary for the system to return
a minimum number of results, typically 10 or more. For this reason the
parameter R is set equal to 10. This scenario is denoted by Siy form-

Apart from the above cases, other cases will also be investigated (in §4.2.6).
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4.2 Simulation-based Evaluation for BreakBlocks

§4.2.1 describes the simulation process and metrics, §4.2.2 the evaluated ranking
methods, §4.2.3 provides the exact simulation algorithm, and §4.2.4 presents the
simulation results for Spi,q, while §4.2.5 summarizes them. More experiment
results (for other values of M and M B) are given in §4.2.6. The results related to
Average Rank metric are explained in §4.2.7.

4.2.1 Simulation Process and Metrics

Process. The simulated sessions correspond to users that try to find a target
object by sequentially adding either hard constraints (e.g Stars=4) or soft con-
straints (e.g prefer Stars 4 best) that match the object’s description (the conjuncts
correspond to the object’s facet-value pairs). The initial ordering of the objects is
random, but the same in all simulated user sessions. The process terminates when
the desired object is ranked in the top-M (e.g. M = 10) positions of the focus.
During the process the metrics about the session are obtained and finally statistics
are calculated. The specific measures used are described next.

Quality Metrics. The following metrics are calculated in each session:

1. Number of constraints. How many constraints (either hard or soft) the user
needs to set in order to find the target object.

2. Nawigation cost. The cost that a user pays trying to find the target object,
that depends on the number of constraints and the cost of each constraint
(this will be detailed below).

3. Awerage rank. Indicates how high or low the target object is ranked through
a session. It is equal to the average value of the object’s different (decreas-
ing) ranks through a session. Note that two ranking methods in the same
simulation case, could have the same number of constraints and navigation
cost, however the one that ranks higher the sought objects, will get a better
(lower) average rank, and thus this metric will allow us to distinguish these
two ranking methods. In addition, the computation of rank at each step of
the interaction should be accurate even if there are buckets, i.e. it should
be computed just like the expected search length [6], e.g. if target=o01, and
L = ({02}, {01,03}) then the rank of o; is 2.5. The above calculation is
denoted as CurrentRank(L, o1).

After all sessions for a dataset are complete, the average and mazimum values of
the above metrics are calculated and reported. A better ranking method should

result in lower average and maximum values for all metrics.

Measuring the Navigation Cost. Let Clicks be the number of clicks of the simulated
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user for specifying the hc (or the sc). Above it was assumed that the navigation
cost, denoted by NC, is defined by NC = |Clicks|. However a more refined
measuring is also possible, i.e.

NC = Z cost(c) (4.1)

ceClicks

where cost(c) is the cost of the particular click ¢. The latter depends on the
number of zoom-in points of that facet (the terms that appear in the left panel
and the user can click for refining the focus). If only a few, then the cost is
small, if many the cost is higher, e.g. it is much easier to select the correct zoom
point from a list of 4 zoom points, than from a list of 15 zoom points. Based
on this rationale, the formula cost(c) = |ZoomPoints| can be used. Note that
by measuring this cost in the simulation, it is feasible to use other formulas as
well, e.g. cost(c) = 1+ log,o|ZoomPoints|. The formula is calculated as follows:
Consider a bucket order L as defined in section 3.2. Suppose that for the facet Fj,
there are d in number different values among the objects in the buckets of L. In
other words, in the current state of the interaction, if the user decides to form a
constraint on facet Fj, then he has to select one from the d in number different
values. This notation |ZoomPoints(L, F;)| = d will be used later in the simulation
algorithms (specifically in Alg. 5).

4.2.2 Ranking Methods
The results from three main ranking methods will be compared:
e R,.,q: No automatic ranking

® R qre: Automatic ranking based on discrimination value, preferring rare
values

® Ryreq: Automatic ranking based on discrimination value, preferring common
values

The performance of three ranking policies, which concern the last two ranking
methods, will also be compared:

o Levelsyp = (dvg, dvg, lexicographic)
o Levelsg = (dvg, dvg, lexicographic)

o Levelsse = (dvg.se, dvg, dvg, lexicographic)

4.2.3 The General Algorithm

The exact steps of the simulation process are shown in algorithm SimulatedUser
(Alg. 4) which in turn uses the algorithm SimulatedSession (Alg. 5). Alg. 4
takes a parameter M that determines the stopping condition, i.e. the interaction
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stops if the sought object is in the first M positions of the focus. This parameter
is in turn passed to Alg. 5. Note that each o € Obj is a candidate target. The
parameter P determines the number of random permutations of facet values to
consider for each object. For each object o, P sessions are simulated, by calling
Alg. 5 P times with o as target. In each session all metrics are calculated. In
general, the constraints applied in each session may vary (they are set on different
facets). As aresult, the measurements in each of the P sessions, are different. After
completing the P sessions, the value of each metric is calculated as the average of
the measurements taken in each individual session for the corresponding metric.
Since the number of permutations may be extremely large, the iteration is done on
a fixed number of random permutations (e.g P = 10). Notice that the paremeter
P is used in lines 8-13 of Alg. 4. The parameter CT takes either the value Hard
or the value Soft and determines if the simulated sessions will be comprised of
hard or soft constraints correspondingly. Finally, the last parameter RankM ethod
specifies which ranking method to use, i.e R4, Rrare OF R freg-

4.2.4 Results of the scenario Srjng

The scenario Sgi,q was simulated on each dataset, by executing Alg. 4 with the
following parameters: M B =1, R =0, M = 10, P = 10. Table 4.2 summarizes the
configurations that will be evaluated making clear which cases were considered as
baselines and which as methods to test !.

Table 4.2: Baselines and methods to test in Sg;,q scenario

Parameters for Alg. 4 Baseline/Method to test
CT = Hard, RankMethod = R, pnq Baseline
CT = Hard, RankMethod = R,qre Method to test
CT = Hard, RankMethod = R feq Method to test
CT = Soft, RankMethod = R pq Baseline
CT = Soft, RankMethod = Rrare Method to test
CT = Soft, RankMethod = R frq Method to test

All three ranking policies were tested in this scenario. Levelsg was tested
for both hard constraints and soft constraints sessions. Levelsg was tested only
on hard constraints sessions, because in soft constraints sessions the focus does
not change and as a result dvg(o;) = dvg(o;) for each object 0; € Obj. Finally,
Levelsy. was tested only on soft constraints sessions, since dvg s can be defined
only if sc # 0.

To understand the effect of automatic ranking based on the measurements,
the difference between the metric results in baselines and the methods to test is
calculated. This difference is expressed as a percentage to the metric value of the
corresponding baseline. To make this clear, consider the following case. When

n Drishiok, the simulation was run for 1000 randomly selected target objects, in all tests.
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Algorithm 4 SimulatedUser

Input: Obj, MB, R, M, P,CT, RankM ethod

Output: Mean Average Rank, Max Average Rank, Average Constraints, Max
Constraints, Average Navigation Cost, Max Navigation Cost

L. /** Part (1) Initializing the variables for holding values of metrics */

2: avgRanks < float array of size |Obj|; > Average rank for each object

3: constraints <— float array of size |Obj|; > Number of constraints for each
object

4: navigationCosts < float array of size |Obj|; > Navigation cost for each object

5. /%% Part (2) Estimating quality metrics for each object in the dataset */

6: for each o < (v1,...,v;) € Obj do

7 target < o;

8: for each p=1... P do

9: SimulatedSession(Obj, M B, R, M,CT, RankMethod, target);

10: end for

11: avgRanks|target] «+ avgRanks[target] / P; > Average rank for target;

12: constraints[target] < constraints[target] / P; > Average constraints for
target

13: navigationCosts[target| < navigationCosts[target] / P; > Average
navigation cost for target

14: end for

15: /** Part (3) Calculating metrics for the dataset */
16: MeanAverageRank < average(avgRanks);

17: MaxAverageRank < max(avgRanks);

18: AverageConstraints <— average(constraints);

19: MaxConstraints < max(constraints);

20: AverageNavigationCost «— average(navigationCosts);
21: MaxNavigationCost < max(navigationCosts);

tested Sping in Dpisproo with hard constraints sessions and policy Levelsg, the
average navigation cost (calculated with the formula cost(c) = |ZoomPoints|)
with R,,q (baseline) was 247.57 but with R f.¢q (method to test), it fell to 232.63
(note that the navigation cost shows how many facet values were presented to the
user in total throughout the simulated session). So this difference expressed as a
percentage to the baseline is (247.57 — 232.63)/247.57 = 14.94/247.57 = 6.03%.
The above process was repeated for both types of sessions (hard constraints based
and soft constraints based), and for each ranking policy.

Testing Levelsp. Table 4.3 shows the improvement of automatic ranking methods
on each metric, for hard constraints and Levelsg.

We observe that R f.q, performs better than R4, in all metrics except for
Mean Avg. Rank in Dgoiers, and Max Navigation Cost in Dg;ien700. For instance,
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Algorithm 5 SimulatedSession
Input: Obj, M B, R, M,CT, RankMethod, target
Output: Average Rank, Number of Constraints, Navigation Cost

1: target = (vy,...,vk)

2: Get a random permutation (ai,...,ax) of the values (vy,...,vg)

3: /** Part (1) Initializing a new session */

4: he < 0; > The set of hard constraints for the current session

5. sc < > The set of soft constraints for the current session

6: tempRank < CurrentRank(L, target); > holds object rank for this session

7: tempConstraints < 0; > holds number of constraints for this session

8: tempNavigationCost < 0; > holds navigation cost for this session

9: /** Part (2) Simulating session by setting constraints sequentially */

10: for each a; € (a1,...,a;) do

11: if CT = Hard then

12: he < he U{F; = a;};

13: end if

14: if CT = Soft then

15: sc + scU {prefer term F;...a; “best"};

16: end if

17: A < E(hc); > The objects satisfying the he

18: Compute (A, =, |4) which is a series of blocks L = (by,...,bz).

19: L + SmartFSRank(Obj, he, sc, M B, R, RankMethod);

20: tempConstraints+-;

21: tempRank < tempRank + CurrentRank(L, target);

22: tempNavigationCost «— tempNavigationCost + |ZoomPoints(L, Fj)|;

23: /** Part (3) Checking termination condition and obtaining metrics for this
session */

24: if CurrentRank(L, target) < M then

25: tempRank < tempRank / tempConstraints;

26: avgRanks|target] < avgRanks|target] + tempRank;

27: constraints[target] <— constraints[target] + tempConstraints;

28: navigationCosts|target| < navigationCosts[target] + tempNavigation-
Cost;

29: break;

30: end if

31: end for

32: return;
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Table 4.3: Improvement on Sg;,q for hard constraints sessions with policy Levelsg
(positive numbers indicate improvement)

Dataset | Ranking | Mean |Max Avg. |Max |Avg. |Max
Method | Avg. Avg. Con- |Con- |Nav. |Nav.
Rank |Rank |str. str. Cost | Cost
(o) (%) () |[(R) [(R) [ (A)
Dcars Rrare -3.91 -48.42  12.80 7.14 -2.62  |-12.38
Dcars R treq 0.00 -25.30  ]2.80 7.14 -1.51  [-0.65
DRest Rrare -7.21 -89.39 10.00 -10.71 |-4.17 |-41.04
Drest R freq 5.98 36.07 |6.35 17.86 |4.01 -21.11
Dpyotets | Rrare 2.33 -56.02  |1.50 -40.74 1-3.03 |-43.98
Drotets | Ryfreq 0.19 -17.88 |3.01 -29.63 [-0.18 |-27.83
Dpisnroo | Rrare -4.69 -111.97 |-1.67 ]0.00 -1.71 |8.76
Drish700 | Rfreq 1.20 -104.40 |3.33 30.00 |6.03 |3.63
Drisnhiok | Rrare -8.88 -106.87 |-2.80 ]0.00 -3.66 |-12.06
Drishior | Rfreq 6.86 -3.53 5.59 20.00 |5.52 0.57

we can see that in Dges, Avg. Constraints are reduced by 6.3% and Avg. Navi-
gation Cost is reduced by 4%, when using R fyeq-

The reason Mean Avg. Rank is not improved when enabling automatic ranking,
is correlated with the decrease of Avg. Constraints and this will be explained (and
supported by more experiments) later in Section 4.2.7.

Another noteworthy observation is that R .., reduces the Max Constraints in
all datasets except Dpyoters- This shows that Ry, reduces the hard constraints
the user has to formulate not only on average, but in the worst case scenarios as
well. These results indicate that for hard constraints sessions, R, should be
preferred as a ranking method.

Table 4.4 shows the improvement of automatic ranking methods on each met-
ric, for soft constraints and Levelsp. At first we see that R .., improves Avg.
Constraints and Max Constraints more than R,qre. Rypreq also improves Avg.
Navigation Cost better than R qre, except for Dpes. For the rest of the metrics,
Rrare performs better in 3 datasets and worse in 2. From these results it is not
clear which ranking method should be preferred in soft constraints sessions.

In Tables 4.3, 4.4, 4.6, 4.7 the best values in each column are highlighted,
indicating the maximum gain for each metric in the simulation of each case. To
see the corresponding raw measurements, the interested reader can refer to Tables
B.1 - B.2 in the Appendix B.

To further summarize the results, Table 4.5 presents the average improvement
of each ranking method across all datasets. This is illustrated more clearly in
Figures 4.1 and 4.2. We see that R, performs clearly better in all metrics for
hard constraints sessions. For soft constraints sessions, although Rj,., performs
slightly worse than R4 w.r.t Mean Avg. Rank and Max Avg. Rank, it improves
the other metrics more than R;qre. For instance, Ry reduces Avg. Constraints
by 2.2% and Max Constraints by 16.2%.
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Table 4.4: Improvement on Sg;,q for soft constraints sessions with policy Levelsg
(positive numbers indicate improvement)

Dataset | Ranking | Mean | Max Avg. |Max |Avg. |Max
Method | Avg. Avg. Con- |Con- |Nav. |Nav.

Rank |Rank |str. str. Cost |Cost

(%) (%) () () | (%) (%)

Dcars Rrare -1.66 -1.96 0.96 20.00 |-0.65 |-11.50
Deoars R freq 1.66 -7.54 0.96 20.00 |0.98 6.39
DRest Rrare -0.19 -13.95 1.69 0.00 6.40 16.57
DRest R freq 4.83 -2.37 3.39 |0.00 3.12 6.93
Dyotets | Rrare 3.61 -57.52  [0.81 -11.11 [-2.86 |9.52
Drotets | Rfreq 1.80 -58.06 |2.44 -5.56 [2.86 4.68
Drisnio0 | Rrare 1.02 -79.58 [0.00 0.00 0.79 -0.06
Drisnro0 | Rfreq 0.00 -70.64 1.83 11.76  2.13 -1.38
Drisniok | Rrare 4.29 -48.49 [-0.88 [0.00 -2.38 [0.00

Drishior Rfreq -3.05 -96.19 2.63 55.00 [0.90 35.36

Table 4.5: Average performance of ranking methods on Sp;,q with policy Levelsg
(positive numbers signify improvement)

Con- Ranking | Mean |[Max |Avg. |Max |Avg. |Max
straint |Method |Avg. |Avg. |Con- |Con- |Nav. |Nav.
Type Rank |Rank |str. str. Cost | Cost
() () () () [(R) |(%)
Hard Rrare -4.47 1-82.53 |-0.03 |[-8.86 [-3.04 |-20.14
Hard Rfreq 2.84 -23.01 [4.22 9.07 2.78 -9.08
Soft Rrare 1.42 -40.30 ]0.52 1.78 0.26 2.90
Soft Rfreq 1.05 -46.96 |2.25 16.24 |2.00 10.40
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Figure 4.1: Impact of Automatic Ranking (average in all datasets, hard constraints,
M=10, MB=1, policy Levelsg)
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Figure 4.2: Impact of Automatic Ranking (average in all datasets, soft constraints,
M=10, MB=1, policy Levelsg)

Table 4.6: Improvement on Sg;,g for hard constraints sessions with policy Levelsg
(positive numbers indicate improvement)

Dataset | Ranking | Mean |Max Avg. |Max |Avg. |Max
Method | Avg. Avg. Con- |Con- |[Nav. |Nav.
Rank |Rank |str. str. Cost | Cost
(%) (%) (%) |(B) (%) |(R)
Dcars Rrare 0.38 -53.80 ]2.80 6.67 11.14 [4.40
Dcars R freq 0.00 6.57 2.80 20.00 |2.82 1.76
Dpest Rrare -4.08 -73.04 |-4.92 |-68.42 |0.63 -16.60
DRest R freq 4.79 -13.70  ]3.28 5.26 9.45 13.33
Diotets | Rrare 1.69 -6.23 3.01 -29.17 14.78 -17.51
Drotets | Ryreq -0.99 -69.28 |5.26 -16.67 |6.98 10.51
Dpishio0 | Rrare -2.92 -62.49 |-0.83 |-41.67 |-1.54 |-16.89
Drisnr00 | Rfreq 4.23 -22.93  14.96 12.50 [4.42 -4.26
Drisniok | Rrare -3.89 -90.20 |-0.69 ]0.00 0.48 0.00
Drisnior | Rfreq 5.96 5.28 6.25 15.00 |6.56 6.29

Testing Levelsg. Let’s now focus on Levelsg. Table 4.6 presents the results of
Sring for ranking policy Levelsg, for hard constraints. One noteworthy observation
is that R fy¢q, again (as in Tables 4.3 and 4.5) performs better than R ;4 in general.

Testing Levelss.. Table 4.7 presents the results of Sg;ng for the ranking policy
Levelsg. for soft constraints. We see that, and in comparison to Table 4.4, R fy¢q
performs better than R ... in most cases. So the policy Levelsg. seems to improve
the performance of Rfyeq.

Comparing Levelsg vs Levelsg. To compare Levelsg with Levelsg, Table 4.8
shows the average performance of each ranking method among all datasets, for hard
constraints sessions. At first we observe that Levelsg improves the performance of
Rrare in most metrics (w.r.t Avg. Constraints and Max Constraints it is slightly
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Table 4.7: Improvement on Sp;,q for soft constraints sessions with policy Levels,
(positive numbers indicate improvement)

Dataset | Ranking | Mean | Max Avg. |Max |Avg. |Max
Method | Avg. Avg. Con- |Con- |Nav. |Nav.
Rank |Rank |str. str. Cost | Cost
(%) (%) () |[(R)  |(%) [(%H)

Dcars | Rrare  |-0.83  |-11.64 |1.90 [1429 [4.34 |4.96
Doars | Rfreqg  |0.83 979 095 [14.29 |3.65 |8.54
Drest | Rrare  |-9.20  |-4350 |-3.42 |-11.11 [0.00 |-8.20

DRest R freq 0.96 13.45 |5.13 16.67 |13.11 |3.32
DHotets | Rrare 3.18 -42.07  |0.00 -23.53 |1.17 -0.57

Dotets | Rfreq 0.42 3657 [3.25 |-11.76 |5.02 |14.54
Drisn00 | Rrare 072 |-87.10 |-0.93 |-6.67 |-2.96 |-6.12
Drishioo |Rfreq  |-1.37  |-4272 |1.85 [6.67 |0.56 |5.58
Drishi0K | Rrare 2.83 43.97 0.00 [0.00 [-0.30 |0.00
Drisniok | Rreqg  |-483 9647 |4.35 |52.50 [5.01 [33.64

Table 4.8: Effects of ranking policies on Spj,q (average results on hard constraints
sessions)

Policy |Ranking | Mean | Max Avg. |Max |Avg. |Max
Method |Avg. |Avg. |Con- |Con- |Nav. |Nav.
Rank |Rank |str. str. Cost | Cost
) |[(B) |[(R) [(B) [(B) (%)
Levelsg | Ryare -4.47 1-82.53 |-0.03 [-8.86 [-3.04 [-20.14
Levelsg | Rrare -1.76  |-57.15 |-0.13 |-26.52 |3.10 -9.32
Levelsg | Rfreq 2.84 |-23.01 |4.22 9.07 |2.78 -9.08
Levelsg | Rjfreq 2.80 -18.81 [4.51 7.22 6.05 5.53

decreased). Moreover, it improves R ¢, in all metrics except for Avg. Constraints
(see Fig. 4.3 for an illustration). Therefore, Levelsg should be the preferred to
Levelsg.

With respect to soft constraints sessions, Levelsy and Levelsg are compared
in Table 4.9. It is clear from all the metrics that Levels,., has a negative effect on
Rrare- However, for R req we get better Avg. Constraints, Avg. Navigation Cost
and Max Avg. Rank (see Fig. 4.4 for an illustration).

4.2.5 Summary of Findings (for Spi,.)

From Table 4.5 we can see that R ¢, performs better than R,q.. on average, for
both hard and soft constraints sessions.

As regards the ranking policy, Table 4.8 shows that Levelsg improves the
performance of Ryqre and R freq. Now, Table 4.9 shows that R, performs better
in Levelsg, while for R f,.q some metrics are improved in Levels,. but others are
worse than in Levelsg. Finally, all tables show that Ry, has mostly positive
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Table 4.9: Effects of ranking policies on Sginq (average results on soft constraints

sessions)
Policy |Ranking | Mean | Max Avg. |Max |Avg. |Max
Method | Avg. |Avg. Con- |Con- |Nav. |Nav.
Rank |Rank |str. str. Cost | Cost
() (B [(R) [(R) |[(B) (%)
Levelsg | Ryare 1.42 -40.30 [0.52 1.78 0.26 2.90
Levelsgse | Ryare -0.95 |-45.66 |[-0.49 |-5.40 |0.45 -1.99
Levelsg | Rjfreq 1.05 -46.96 |2.25 16.24 |2.00 10.40
Levelsse | Rfreq -0.80 -34.42 |3.11 15.67 |5.47 13.12
’.LevelsE.LevelsG ‘
—~ | | |
IS 10 [ R
£ ol N l. m l. LT i
g
3 _10l |
. I
o =20 =
»—«E T T T T T T
Avg. Max Avg. Max Mean Max
Constraints Constraints Navigation Navigation Avg. Avg.
Cost Cost Rank Rank

Figure 4.3: Average performance of Ry, in Levelsg and Levelsg, for hard con-

straints sessions
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Figure 4.4: Average performance of Ry, in Levelsg and Levelsg., for soft con-

straints sessions
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Table 4.10: Average performance of ranking methods on hard constraints sessions
for various values of M B

MB | Ranking | Mean | Max Avg. |Max |Avg. |Max
Method |Avg. |Avg. |Con- |Con- |Nav. |Nav.
Rank |Rank |str. str. Cost | Cost
() |[(R) () [(%) [(H) [(A)

1 | Rrare -5.03  |-69.69 |2.51 0.87 2.03 3.56
1 | Ryreq -1.89 |[-2.55 [9.74 |21.80 |9.21 17.65
3 | Rrare -5.53 |-68.53 |1.26 4.73 1.25 6.71
3 | Rireq -1.01  |-8.74 5.95 9.70 5.76 11.25
5 | Rrare -50.17 1-66.41 10.89 1.59 -0.25  [3.12
5 | Rfreq -0.59 |[-7.29 2.92 10.92 |2.18 8.11

effects on the interaction. Specifically, and with respect to the objectives stated
in Section 4.1.1, R, with policy Levelsg resulted in:

e Reduced he (about 4.2% on average)
e Reduced sc (about 2.2% on average)

e Higher object rankings (about 2.8% and 1% on average, in hard and soft
constraints sessions respectively)

e Lower navigation cost (about 2.8% and 2% on average, in hard and soft
constraints sessions respectively)

In addition, we observe that Ry,., reduces the hc and the sc not only on aver-
age, but for the worst cases as well, as indicated by Max Constraints and Max
Navigation Cost metrics (see the last lines of Tables 4.8 and 4.9).

4.2.6 Testing Other M and M B values

In addition to Sg;,q, BreakBlocks was further evaluated by executing the algorithm
for each ranking method Ry pnd, Rrare, R freq, With three different termination con-
ditions M = 1,2,3 and testing for R4y and Ry, three different values of M B
(1, 3, 5). The ranking policy followed in these tests is Levelsg.

To compare the performance of R4 and Rypeq with MB =1, 3, 5, the average
value of each metric across all tests (M = 1,2, 3 for all datasets) is considered. Ta-
bles 4.10 and 4.11 show these average values, for hard and soft constraints sessions
respectively. The raw measurements for all cases in each dataset, are available in
Tables B.3 - B.7 in the Appendix B.

In Table 4.10 we observe that for hard constraints sessions, the best performing
setting is R freq with MB = 1 on all metrics except Mean Avg. Rank, where R fy.¢q
with MB = 5 performs slightly better. It should be noted that for Mean Avg.
Rank and Max Avg. Rank the results are negative in all settings, but in the other
metrics the results are positive.
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Table 4.11: Average performance of ranking methods on soft constraints sessions
for various values of M B

MB | Ranking | Mean | Max Avg. |Max |Avg. |Max
Method |Avg. |Avg. |Con- |[Con- |Nav. |Nav.
Rank |Rank |str. str. Cost | Cost
(o) |[(R) |[(R) [(RB) [(H) [(R)

T [ Ryare 0.89 |-53.16 |2.09 |-0.44 |1.96 |-0.44
1 |Rjreq |-5.53 |-61.40 [7.43 |26.84 |7.63 |14.74
3 |Reare |0.82 |-46.28 [1.92 |-1.79 (244 |0.64

3 |Rfreqg |-5.36 |-57.35 |4.20 |16.38 [5.73 [10.27
5 | Rrare 083 |-50.93 |0.88 [1.89 [1.58 |0.51

5 |Rpreqg |-5.94 |-67.83 [2.60 |10.14 [3.27 [6.93

In Table 4.11 we see that for soft constraints sessions, the best performing
setting is R freq with MB = 1, on Avg. Constraints, Max Constraints, Avg. Navi-
gation Cost and Max Navigation Cost. These results provide evidence that R f.¢q
improves the interaction. Again with respect to the objectives stated in Section
4.1.1, we find that R, with MB = 1 resulted in:

e Reduced he (about 9.7% on average)
e Reduced sc (about 7.4% on average)

e Lower navigation cost (about 9% and 7.6% on average, in hard and soft
constraints sessions respectively)

These results are consistent with the findings mentioned in 4.2.5.

4.2.7 Explaining Results about Average Rank

As regards the requirement about higher object rankings, we observe that R s,
(with MB =1, 3, or 5) did not improve this aspect. Specifically, Mean Avg. Rank is
increased about 1% in hard constraints sessions, and about 5.5% in soft constraints
sessions. The reason Mean Avg. Rank increases when enabling automatic ranking,
is correlated with the decrease of Avg. Constraints. In many cases, the session for
an object with automatic ranking requires less constraints, but at the same time
the Avg. Rank is increased. To make this clear, consider the following example.
Assume we set M = 1, and for an object o the session without automatic ranking
requires 3 constraints until rank(o) = 1. Further suppose that the rank of o after
the first constraint is 10, and after the second is 2. So in this session, avg.rank(o)
= (10 +2 + 1) / 3 = 4.33. Now, suppose that in the session with R ¢4, only 2
constraints are required until rank(o) = 1. Also, after the first constraint the rank
of 018 9. So in this case avg.rank(o) = (9 + 1) / 2 = 5, which is 15% higher than
the session without automatic ranking.
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4.3 Simulation-based Evaluation for AppendBlocks

Section 4.3.1 discusses the gain from AppendBlocks. Then Section 4.3.2 discusses
simulation-based evaluation.

4.3.1 Benefit from AppendBlocks

AppendBlocks solves the problem of too small answers (recall scenario Sty form in
§4.1.3), by enriching the answer with objects that approximate the he. As regards
the benefits from R (and AppendBlocks), it is not hard to see that whenever a
new approximate object is added, it reduces the number of constraints the user
would have to formulate (for getting that object). Without AppendBlocks, the
user would have to delete one filter and select another. Therefore the gain from
adding R — | A| objects is the number of distinct descriptions of these objects, so
the gain ranges [1, R — |A]].

4.3.2 Simulation-based Evaluation

One question is how to use simulation to evaluate the benefits of AppendBlocks
and thus of the scoring functions that were described in §3.3.1.

Method 1. Percentage of Distinct Descriptions. One way to evaluate the
benefit of AppendBlocks is to use a simplified version of Algorithm SimulatedUser
(Alg. 4), specifically Alg. 6, that counts how many times AppendBlocks was
called, and how many were the distinct descriptions of the approximate objects.
For example, we can compute what percentage of the R — |A| objects have distinct
descriptions. If the percentage is y then we can say that the user cost is reduced
by y * (R — | A|) clicks.

Algorithm 6 Evaluating the Reduced Cost from R
Input: Obj, J (the number of extra approximate objects requested)
Output: Average number of less hc that the user has to formulate

1: for each o = (v1,...,vx) € Obj or for a set of randomly selected hc do

2 Let L = (b1,...,bz) > The produced bucket order

3: R = |objects(L)| + J

4 Let L' = (b1,...,bz,bz41,...,bz4v) > The extended bucket order

5 X = Count how many new hc the user would have to use for getting the
objects of bz41 ...bzyv, so the number of distinct he (excluding (vy, ..., vg))

6: Benefit+ = X

7: end for

8: return the average benefit, i.e. Benefit/|Obj|

Method 1: Results. To carry out these experiments Alg. 6 is used for various
numbers of extra objects (i.e. for various values of J, e.g. J = 1...10). Specifically
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Alg. 6 was run for J = 5, 10, 15, 20, 25, 30 on D¢ars, DRest and Dgopers- For
Drpisnroo the algorithm was run for J = 10, 20, 30, 40, 50. In all cases the average
benefit was equal to J. That means that the simulation showed that the maximum
gain was achieved in all cases.

Method 2. Coverage by the Approximate Objects. Consider a user who
is interested in some ideal objects corresponding to a set of hard constraints hc.
However suppose that no such objects exist in the dataset, therefore the user
(through FS) would not even be able to express these he. However, through the
approximate objects of the extended model the user will be able to express these
hc and see those objects that more closely satisfy the he. This makes sense also in
FS systems through spoken dialogue (e.g. see [23]) where the user is not able to
see the zoom points, therefore quite often he/she expresses constraints with empty
answers. Based on the above scenario, we could try measuring to what extent the
approximate objects cover the hc.

Note that AppendBlocks does not have any explicit diversification objective. It
should also be noted that a “plain vanilla” diversification that aims at covering the
space (of hc) is not necessarily the best for the user. For example, suppose the hc
is stars=5 and price=50, then a hotel with stars=4 and price=51 is more desired
than the following pair of hotels that covers the entire hc: stars=5, price=100 and
stars=2, price=50. However it makes sense to investigate the following research
question: to what extent the approzimate objects (as defined in this thesis) cover
the he. The Coverage by the Approximate Objects can be measured by simulating
users that express their criteria through hard constraints corresponding to random
facet-value pairs. Every simulated session consists of a fixed number of constraints
where only one constraint is set on each facet. On such sessions we can then count
how frequently the user would get an empty answer, i.e. what percentage of the
simulated sessions resulted in an empty answer. For measuring the coverage of
AppendBlocks, we can consider these empty answer cases, and count in how many
of these cases the objects returned by AppendBlocks cover the user’s information
need, i.e how frequently the returned approximate objects covered (collectively)
all the facet values specified in the hard constraints. Obviously, this depends also
on the value of the R parameter, therefore it makes sense to test various values,
like R = 10,20, 30.... Specifically, if Answers is the total number of simulated
sessions, we shall denote by F Ay (from Empty Answers) the average number of
sessions where an empty answer was returned (there was no object satisfying all

the hard constraints) i.e. FAg,y = Anffers'
Answers o, Bi .
We can now define ApBlayy as —, =2, where Answersa,p is the num-

ber of sessions where an empty answer was returned and the approximate results
covered the information need. Let ApBlcyrg; be the number of hard constraints
covered by approximate results (returned by AppendBlocks) in session i, in which
an empty answer was returned. Now let ApBlcyrgavg be the average number
of hard constraints covered by approximate results, on sessions where an empty
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Table 4.12: Average results of AppendBlocks evaluation

R EA(wg ApBlavg ApBle'rg,avg
(%) | (%) (%)

10 97.47 18.61 60.84

20 97.44 24.97 65.80

ApBl ;
answer was returned, calculated as: ApBlcyrgavg = EilA * Zf: /.i %
size

Note that coverage is a metric that has been also used for evaluating diversi-
fication algorithms (e.g. see [8, 2]). However, since the approach of this thesis is
not intended for diversification, coverage is defined differently: as a percentage of
the user’s hc (and not w.r.t all the facets).

The algorithm that makes this simulation and computes the aforementioned

metrics is ApproximateResultsEvaluation (Alg. 7). It takes as parameter the
value of R and a parameter HCy;.. that specifies how many hard constraints will
be set in each simulated session (it should not exceed the number of facets). It
also takes as a parameter Sessions that determines how many sessions will be
simulated.
Method 2: Results. The scenario Sy, form Was tested on each dataset, by
executing the simulation algorithm. The values tested for HCj;,. were 4, 5 and
6, while Sessions was set to 1000. The average results are shown in Table 4.12.
We can see that 97.4% of the simulated sessions resulted in an empty answer. In
these cases, 18.6% (for R = 10) and 25% (for R = 20) of the time AppendBlocks
returned approximate results that completely covered the information need (the
returned objects collectively satisfied all hard constraints). The average coverage
of the information need was 60.8% and 65.8% for R = 10 and R = 20 respectively.
To conclude we have seen that apart from saving user effort, AppendBlocks covers
quite satisfactorily the information space. The evaluation results for each dataset,
are available in Table B.8 in the Appendix B.
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Algorithm 7 ApproximateResultsEvaluation

Input: Obj, R, HCj;,., Sessions

Output: Avg. Empty Answers, Avg. AppendBlocks Answers, Avg. Append-
Blocks Coverage

L. BA <+ 0; Answersappi < 0; ApBloyrg < 0;
2: Let FF = {F},..., F} be the set of facets

3: for s=1,...,Sessions do

4: he + 0;

5 forp=1,..., HC,. do

6: F; + GetRandomElement(F); > Selects a random element from F

7 Let D = {t1,...,t,n} be the domain of facet F;

8: t; < GetRandomElement(D);

9: he < he U{F; =1;};

10: F«+ F\{F};

11: end for

12: A+ E(hc); > The objects satisfying the hc

13: if A=0 then > Empty answer i.e no object satisfies all the he

14: FEA++;

15: A + AppendBlocks(R); > Fills answer with R approx. objects

16: conjunctsCovered < 0; > Conjuncts satisfied by at least one object in
approx. results

17: for each conjunct {F; =t;} € hc do

18: if E|0j € A with 0j; = t; then

19: conjunctsCovered—++; > It covers this constraint

20: end if

21: end for

22: ApBlcyrg < ApBloyrg + (conjunctsCovered /| HCize);

23: if conjunctsCovered = HCg;,e then > All constraints were covered

24: Answers oppi+-+;

25: end if

26: end if

27: end for

28: ApBlcurg,avg < ApBlowrg | EA;

29: EAgyg < EA | Sessions;

30: ApBlayg < Answersap,p; |/ Sessions;
31: Return EAyg, ApBlavg, ApBlourg,avgs




Chapter 5

Implementation and
Comparison to Related Systems

Section 5.1 discusses the implementation, Section 5.2 discusses efficiency, Section
5.3 discusses the GUI extensions that were required, and finally Section 5.4 com-
pares the implementation of the extended model with respect to related tools/sys-
tems.

5.1 Implementation

The implementation of the proposed extended FS model is based on Hippalus [22],
which is a publicly accessible web system that implements the PFS interaction
model. The information base that feeds Hippalus is represented in RDF/S! using
a schema adequate for representing objects described according to dimensions with
hierarchically organized values.

The server-side of the system is implemented in Java EE v7.0 and deployed
with Tomcat Server v9.0. The data management layer is based on Sesame RDF
database v2.7.12 which supports RDF/S inferencing and querying. The front-end
of the system is implemented using HTML/CSS/Javascript.

5.2 Efficiency

Although scalability is not the main focus, the time complexity of the algorithms
is described below and time measurements are reported. The time complexity of
the ranking methods is O(N %K') where N, K are the number of objects and facets.

The simulation algorithms (Alg. 4, 7) were implemented as JUnit tests (v4.12)
to assist modular execution. All simulations were executed using a machine with
specifications that are listed in Table 5.1.

"http://www.w3.org/TR/rdf-schema/
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As a basic time efficiency improvement, Java’s parallelStream(), introduced
in JDK 1.8, was utilized to iterate over the objects. This reduced the execution
time of Alg. 4 about 40% on average, because it enabled the parallel calculation
of each object’s discrimination value. This improvement however, depends on the
number of processor threads (cores) available.

Table 5.1: Specifications of the machine used for evaluation

Component Detalils
CPU Intel Core i7-3770, 3.40 GHz
Cache L3: 8 MB, L2: 256 KB (x4)
RAM 16 GB DDR3, 1600 MHz
0S Windows 10 Enterprise 64-bit

Table 5.2 reports the execution times of the simulations for Sp;,g with hard
constraints, while Table 5.3 shows the execution times of the simulations for Sping
with soft constraints. The fourth column (Total Overhead) shows how much the
execution time of the simulation increases when enabling automatic ranking, in
comparison to the execution time of the baseline. For example in Dgg,s, the sim-
ulation of the baseline method R,,q with soft constraints took 3.14 seconds to
complete, while R4 needed 4.9 seconds, which is a (4.9 - 3.14)/3.14 = 0.56 =
56% increase. The fifth column displays the average time per constraint in seconds,
which is computed as: (execution time of simulation) / (number of constraints in
the simulation). The last column (Overhead per constraints) shows the average
overhead per constraint, and is calculated in the same way as the fourth column
(Total Overhead), but on data from the 5th column (Avg. Constraint Time). The
measurements from all datasets and more specifically the overhead per constraint
measure (6th column), show that automatic ranking, as expected, slows the re-
sponse time of the system. However this increase is in the same order of magnitude
and ranges from 15.3% up to 141%.

In practice this delay is not noticeable in datasets Dcogrs, DRrest and Dgoters,
for both hard and soft constraints, since the average time per constraint is under
50 ms. For Dpg;sp700, the time per constraint increases from 266 ms to 575 ms
(hard constraints) and from 350 ms to 609 ms (soft constraints) which is still very
difficult for a user to notice. Finally, in Dp;sn10Kx, We observe an increase from 2.27
sec to 2.8 sec (hard constraints) and from 20.28 sec to 40.36 sec (soft constraints).
This is obviously noticeable, and therefore it is worth tackling in the future, e.g.
by investigating the applicability of top-K algorithms, an issue that goes beyond
the scope of this thesis. This concerns not only the proposed extended model but
also algorithms for PFS.
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Table 5.2: Execution times on Spj,q¢ for hard constraints sessions with policy

Levelsa

Dataset Ranking | Time in Total | Avg. Time| Overhead
Method seconds Over- per per
head| constraint| constraint
(%) | (seconds) (%)

Dcars Rind 4.06 0.007
Dcars Rrare 7.11 75.37 0.012 79.75
Dcars R treq 4.00 -1.45 0.006 -1.45

DpRest Rrnd 23.90 0.016
DRest Rrare 33.07 38.35 0.022 38.69
Drest R freq 26.74 11.87 0.019 15.31

Dpoters Rrnd 188.41 0.037
DHotels Rrare 237.24 25.92 0.046 24.42
DHotels R treq 217.48 15.43 0.044 18.65

Drisnro0 Rind 2,241.24 0.266
Drisnro0 Rrare 4,898.06 118.54 0.575 116.03
Drishr00 Rfreq 4,281.82 91.05 0.528 98.47

Drisniok Rrnd 32,722.50 2.272
Drpishiox Rrare 38,029.59 16.22 2.623 15.42
Drpisniox Rfreq 38,011.87 16.16 2.816 23.91

5.3 Extensions of the Graphical User Interface

The rising question is how to extend the GUI of a system supporting FS or PFS,
to accommodate for R and M B parameters and to make clear the bucket ordering
that has been used. In addition, an explanation service is a nice to have feature
for reasons of transparency.

In general the following GUI-related questions were identified: (a) how to make
evident the automatic ranking, (b) how to enable the user to change the ranking
(e.g. frequent vs rare), (c) how to make clear the objects that do not satisfy the
hard constraints, (d) how to provide ranking explanation (both for hc and sc).

Below is described how the above questions were tackled, by showing screen-
shots from the implementation. The bucket order is presented by separating buck-
ets with a line label “Top-ranked”, “Second-ranked”, etc. so that the preference-
based ranking is made clear to the user. The objects within a preference-based
bucket are ordered based on the automatic method presented in this work (instead
of an arbitrary one). This is clear in figures 1.2 and 5.2. The settings provided are
the following:
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Table 5.3: Execution times on Sp;,q for soft constraints sessions with policy

Levelsg
Dataset Ranking Time in Total| Avg. Time| Overhead
Method seconds Over- per per
head| constraint| constraint
(%) | (seconds) (%)
DCars and 3.14 0.006
Decars Rrare 4.90 56.38 0.009 56.38
Decars R freq 3.08 -1.91 0.006 -1.18
DRest and 14.27 0.009
DpRest Rrare 26.75 87.43 0.017 90.63
Dpest R freq 17.93 25.60 0.012 38.01
DHotels and 132.49 0.024
Drotels Rrare 312.78 136.09 0.057 141.38
Diyoters R freq 266.45 101.11 0.049 108.09
Drisn7o0 Rind 2,661.13 0.350
Drisnh7o0 Rrare 4,646.21 74.60 0.609 74.11
Drishroo R req 4,022.14 51.14 0.539 53.98
Drishiox Rind 231,855.69 20.285
Drishiokx Rrare 464,159.81 100.19 40.362 98.97
Drishior R freq 420,386.88 81.31 37.975 87.21
. Allow approximate results
1. Enable / disable Rsat Minimum number of Objects: 10 (|
2. Specify the value of R parameter Sort objects inside bucket O
Restrict bucket size
3. Enable / disable inner bucket or- Maximum bucket size =l
dering Value frequency preference
® rare O common O None

4. Enable / disable M Bsat

5. Specify the value of M B parameter

6. Select policy about discrimination
value: prefer rare values, common

values or no preference

Figure 5.1 shows the settings used in the running example (Fig. 1.2).

N =

a U A W

Figure 5.1: The automatic rank-
ing settings as provided in the
GUI

As regards rank explanation, for each object of the focus the extended GUI
shows its score as a percentage (consolidated scorep., dvg, and dvg) as shown in
the right side of Fig. 1.2. Moreover, for each object the GUI provides a button
labeled “explain” that when pressed, it displays the scorep. per facet, as well

as the soft constraints and which of them are satisfied by the object.

As an

example, Figure 5.3 shows the “explanation card” for one hotel that belongs to
the approximate results of our running example (Fig. 1.2), and this is why its
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background color is red.

« Hard-Constraints (Filters): (Location=‘Tokyo’) & (Meal="brunch)
« Soft-Constraints (preferences): none

FS with Preferences

FS with Preferences and Object Ranking and Answer Size Constraints

s tantan tokyostation glutenfree cafe littlebird

yamazaki ippudo ginza

Ranked objects after MB = 2, preferring
Facets Ranked objects Facets frequent values
Location TopErankedNIeEHEE) Location Top-ranked (2obiects)
Tokyo (6) kawai maid cafe and bar sushizanmai tsukijiekimae Tokyo (6) ippudo ginza yamazaki
Meal akiba zettai ryoiki Meal
brunch (6) brunch (6) DV (focus) 0.26 DV (focus): 0.34

DV (global): 3.65

explain

DV (global): 3.37

explain

Second-ranked (2obiects)

ts tantan

DV (focus). 0.36
DV (global): 5.60
explain

DV (focus): 043
DV (global): 8.54
explain

Third-ranked (2objects)

kawai maid cafe and bar

glutenfree cafe littlebird
akiba zettai ryoiki

DV (focus). 0.98
DV (global): 19.78
explain

DV (focus): 1.35
DV (global): 14.00

explain
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Figure 5.2: An example where a user searches for restaurants in Tokyo that offer
brunch. The left side shows a typical FS response with 2 filters, while the right

side shows the response of the extended F'S which provides a more refined ranking.

The above GUI is indicative and is given only for showing how a user could get
the explanation if they wish too. A simple GUI that implicitly assumes M B =1
and R equal to the number that determines the pagination of the results, is also a
means to exploit the results of the extended model without having to add anything

Hard Constraints

hashinoya bekkan ransui El

Discrimination Value

o Global DV: 10.37

Attribute Constraint Value Similarity (%)
pricerange  very expensive 406 100

stars + 3 75

Preferences

Attribute Preference Value

location  hyogo prefecture best kita kabe 1

to the current GUIs.

Figure 5.3: Information about the scores of an object
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5.4 Comparison with Related Systems

The research prototype system derived by enriching Hippalus with the functional-
ity described in this thesis is called Hippalusy /g r. By comparing Hippalusy/g r
with other related tools we could say that this is the first system that supports hard
constraints (the typical functionality of F'S), soft constraints (including preference
inheritance in the hierarchically organized values), object ranking that considers
the soft constraints as well as the frequency of the data values, and supports the
answer size and object granularity constraints. Since object ranking does not pre-
suppose the existence of log files or training data, it can be widely applied on any
dataset that describes objects according to a multi-dimensional space.

There is no other directly related system to compare with. The closer works
to this thesis, are [4], [36] and [20]. In comparison to [4], this work focuses on
object ranking while they focus on facet ranking. However, their evaluation is also
done by simulations, and one of the metrics used is the number of constraints, one
metric that is also used in the simulations of this thesis. In comparison to [36], that
work relies on machine learning techniques and user data; while this work focuses
on the query constraints and the statistical properties of the dataset. Finally, [20]
focuses on open domain FS over RDF data, it assumes that entities are a result
of a keyword search query, and the ranking of objects is based on text similarity
functions as well as the properties of the knowledge graph. Our work on the other
hand, does not require any keyword search query; instead the ranking is based on
the user actions.

To make clear the key differences between Hippalus/p r and the most related
systems (that were mentioned in §2.2), Table 5.4 provides a list of features and
marks those systems that provide them.

Table 5.4: Comparison with Related Systems

Hippalusy/p,r| GRAFA |Basuetal |[van Belle

[20] [4] [36]
Data Representation
Facet Hierarchies Yes No Yes No
Multi-valued Facets Yes Yes No Yes
Availability of External/Log Data
Needs training data \ No \ No \ No \Yes
Result set Characteristics
Approximate Matching Yes No No Yes
Blocks of desired size Yes No No No
Preferences Yes No No No
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Conclusion

Although Faceted Search systems are widely used, the issue of object ranking is
surprisingly not well elaborated. In this thesis, an extended model for FS is pro-
posed that aims at improving the exploration experience of the users. Specifically,
two parameters are proposed that specify the desired properties of the returned
answers (in terms of size and ranking granularity). Subsequently, and through
the algorithm SmartFSRank the problem was factorized to sub-tasks that can be
tackled more easily. It was shown that by using this algorithm, which takes into
account (a) hard-constraints, (b) soft-constraints (preferences), and (c) the sta-
tistical properties of the dataset, an object ranking can be produced. Then the
resulting ranking was evaluated through simulation, for testing whether it reduces
the user effort and improves the answers. Various cases were comparatively evalu-
ated. The results provide evidence that the proposed model reduces the user’s cost
for finding the desired object, and improves the interaction experience. Specifi-
cally we have seen that the intra-block ranking method Ry, with MB =1, is
beneficial in most cases regarding both the average cost (9.7% and 7.4%) and the
maximum cost (21.8% and 26.8%), for hard and soft constraints respectively.

As regards the approximate objects returned by AppendBlocks, they alleviate
the user from having to change the hard constraints (and note that each approx-
imate object saves at least one click effort from the user). Although the main
objective is to return objects that better approximate the hard constraints pro-
vided by the user, the simulation-based evaluation has shown that the approximate
objects returned provide a good coverage of all the constraints (60.8% of the user’s
hard constraints on average, when the faceted search system would not allow the
formulation of all the hard constraints since they would lead to empty results).

Apart from the above, this work described an implementation of the model and
the required GUI extensions, while paying attention also to issues of transparency
and explainability.
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6.1 Future Work

There are several directions and issues for further research. In the task of finding
the closest approximate objects, it is worth studying query relaxation methods to
reduce the number of candidate objects before applying the scoring formulas. In
this case however, the system might not return the objects that have the maximum
score. An interesting extension of the ranking algorithm would be to consider also
diversification requirements (e.g. see [2] for a survey).

Another direction is to investigate whether the proposed simulation framework
and metrics can be exploited for evaluating in a cost-effective method the effec-
tiveness of an information access interface (avg, max cost) allowing in this way the
designers to examine adding/changing facets and terms for improving the overall
findability of the objects. Another issue is to investigate indexes and algorithms
for scalability i.e. for enabling F'S with automated ranking over very big datasets.
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Appendix A

Notations

Table A.1: Summary of notations used in Sections 3.1 and 3.2

Notation /|Definition / Explanation

Abbrevia-

tion

Fi,...  F The facets (also known as attributes)

a; A user action which is either a hard constraint (restriction/filter) or a soft
constraint (preference)

us The user session which is a series of user actions, i.e. us = (ay,...,a,)

he The set of hard constraints (restrictions/filters) that the user has specified.

sc The set of soft constraints (preferences) that the user has specified.

Obj The set of objects in the dataset (a.k.a instances or tuples)

E(he) The focus, i.e. the set of objects that satisfy the set of hard constraints hc.
It is a subset of Obj.

s The preference relation induced by sc.

>sc | E(he) The restriction of the binary relation >, over E(hc), that is =, | p(he)=
{(a,b) € =4 | a€ E(hc),be E(hc)}

(b1,...,b,) An ordered sequence of blocks (bucket order). Blocks are pairwise disjoint
(b; Nb; = 0)

L The system’s answer which is a bucket order. It may contain more or less
objects than the focus.

objects(L) The set of objects in the system’s answer (those returned by the system)

MB This is a parameter of type positive integer, that specifies the maximum
block size of the system’s answer L = (by,...,b,). Each block should not
contain more than M B in number objects, i.e. |b;| < MB, for each i =
1,...,2

R This is a parameter of type positive integer, that specifies the exact number

of objects that the system’s answer should contain, i.e |objects(L)| = R
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Appendix B

Evaluation measurements

Table B.1: Measurements on Sg;,q for hard constraints sessions with policies
Levelsg and Levelsa

Dataset | Renking Mean Avg. Max Avg. Avg. Max Avg. Nav. Max Nav.
Method Rank Rank Constr. Constr. Cost Cost
Levelsg | Levelsg Levelsg | Levelsg | Levelsg | Levelsg
Levelsg| Levelsg Levelsg| Levelsg| Levels gp| Levelsg|
Deoars 1 Roma 256| 260 4.11] 487 1.07| 1.07| 1.40| 1.50| 22.54] 23.78| 30.70| 34.10
Dcars Rrare 2.66 2.59 6.10 7.49 1.04 1.04 1.30 1.40| 23.13| 21.13| 34.50| 32.60
Dcars Rfreq 2.56 2.60 5.15 4.55 1.04 1.04 1.30 1.20 22.88 23.11 30.90 33.50
Drest . | Roma 569| 5.64| 16.30] 1161 1.26] 1.22| 2.80| 1.00] 32.38] 33.12| 59.70] 76.50
DpRest Rrare 6.10 5.87| 30.87| 20.09 1.26 1.28 3.10 3.20| 33.73| 32.91| 84.20| 89.20
Dpest Rfreq 5.35 5.37| 10.42 13.20 1.18 1.18 2.30 1.80( 31.08] 29.99| 7230 66.30
Diotets 1 Roma 1029 10.07| 20.47| 40.27| 1.33| 1.33| 2.70| 2.40] 73.63| 76.52| 187.60] 202.70
DHotels |Rrare 10.05 9.90| 45.98| 42.78 1.31 1.29 3.80 3.10| 75.86| 72.86| 270.10| 238.20
Diotets |Ryreq | 10.27| 1017| 34.74| 68.17| 129 1.26| 3.50| 2.80| 73.76| 71.18| 239.80| 181.40
Drishoo | Roma | 20.06] 20.56] 54.72| 68.52| 1.20| 1.21] 3.00] 2.40| 247.57| 246.12| 705.60| 601.10
Drishroo | Reare | 21.00| 21.16| 115.99| 111.34| 1.22| 1.22| 3.00| 3.40| 251.80| 249.90| 643.80| 702.60
Drisnroo |Ryreq | 19.82| 19.69| 111.85| 84.23) 1.16| 1.15| 210| 2.10| 232.63| 235.24| 680.00| 626.70
Drishior| Roma | 271.70] 272.48 | 1538.60 | 1537.70| 1.43| 1.44| 4.00| 4.00]1353.03|1369.01|3831.00| 3831.00
Drishior| Rrare | 295.82| 283.07|3182.93[2924.73|  1.47| 1.45| 4.00| 4.00|1402.61|1362.46 | 4293.00| 3831.00
Drishiok|Rfreq | 253.07| 256.25|1592.95 | 1456.57 1.35 1.35 3.20 3.40|1278.39|1279.20| 3809.00| 3589.90
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Table B.2: Measurements on Sp;,q for soft constraints sessions with policies
Levelsg and Levelsg,

Dataset | Renking Mean Avg. Max Avg. Avg. Max Avg. Nav. Max Nav.
Method Rank Rank Constr. Constr. Cost Cost
Levelsg Levelsg Levelsg
Levelsp| Levelsg( Levelsgse| Levelsp| Levelsgd Levelsg| Levelsg( Levelsgse Levelsgc
Dcars Rrnd 2.41 2.42 3.58 3.78 1.04 1.05 1.50 1.40| 21.43| 23.04| 31.30| 36.30
Dcars Rrare 2.45 2.44 3.65 4.22 1.03 1.03 1.20 1.20| 21.57| 22.04| 34.90| 34.50
Dcars Rireq 2.37 2.40 3.85 4.15 1.03 1.04 1.20 1.20| 21.22| 22.20| 29.30| 33.20
DRest Rrnd 5.38 5.22 11.83 11.15 1.18 1.17 1.70 1.80| 31.08| 32.96| 66.40| 57.30
DRest Rrare 5.39 5.70 13.48 16.00 1.16 1.21 1.70 2.00] 29.09| 32.96 55.40| 62.00
DRest Rireq 5.12 5.17 12.11 9.65 1.14 1.11 1.70 1.50| 30.11 28.64| 61.80| 55.40
Dirotels |Rrnd 9.42 9.44 14.76 15.64 1.23 1.23 1.80 1.70| 69.00 71.09| 200.70| 176.10
Dipotels |Rrare 9.08 9.14| 23.25| 22.22 1.22 1.23 2.00 2.10| 70.97| 70.26| 181.60| 177.10
DHotets |Ryreq 9.25 9.40| 23.33| 21.36 1.20 1.19 1.90 1.90| 67.03| 67.52| 191.30| 150.50
Drgish700 | Rrnd 16.59| 16.75 25.07| 25.28 1.09 1.08 1.70 1.50| 219.81| 213.97| 465.10| 459.00
Drisn700 | Rrare 16.42| 16.87| 45.02| 47.30 1.09 1.09 1.70 1.60| 218.07| 220.31| 465.40| 487.10
Drishro0 | Rfreq 16.59| 16.98| 42.78| 36.08 1.07 1.06 1.50 1.40| 215.13| 212.78| 471.50| 433.40
Drishiok| Rrnd 190.07| 190.38| 336.00| 337.98 1.14 1.15 4.00 4.00(1077.15|1106.33| 3831.00 | 3831.00
Dpisni0k| Rrare | 181.92] 184.99| 498.93| 486.58 1.15 1.15 4.00 4.00|1102.80|1109.67| 3831.00 | 3831.00
Drishiok|Ryreq | 195.87| 199.57| 659.20| 664.02 1.11 1.10 1.80 1.90|1067.49| 1050.87| 2476.50 | 2542.10
Table B.3: Measurements on D¢y.s for both hard and soft constraints sessions
M | MB | Ranking Mean Avg. Max Avg. Avg. Max Avg. Nav. Max Nav.
Method Rank Rank Constr. Constr. Cost Cost
he sc he sc|  hc sc he sc he sc he sc
1 - | Rrnd 2.14 2.05 3.24 2.57]1.22] 1.13| 2.40| 1.60| 24.70| 23.58| 42.10| 29.70
1 1 |Rrare 2.19 2.08 4.83 3.95| 1.11| 1.09| 1.80| 1.40| 23.57| 22.42| 38.20| 39.50
1 1 |Rfreq 2.34 2.12 4.45 3.45| 1.13| 1.11| 1.50| 1.70| 23.74| 22.48| 34.30| 35.00
1 3 rare 2.26 2.06 5.34 3.47| 1.15| 1.11| 1.70| 1.50| 24.82| 23.88| 39.00| 33.90
1 3 | Rfreq 2.02 2.08 3.65 3.43| 1.15| 1.12| 1.90| 1.70| 24.01 23.32| 39.80| 36.00
1 5 |Rrare 2.07 2.06 3.41 4.12] 1.18| 1.15| 1.80| 1.70| 26.41 23.92| 43.90| 37.30
1 5 |Rfreq 2.18 2.06 4.92 4.50( 1.12| 1.13| 1.40| 1.60| 25.76| 23.91 37.20| 35.00
2 - | Rynd 2.37 2.26 3.16 3.02] 1.09| 1.08| 1.50| 1.60| 23.21 23.49| 34.00| 34.40
2 1 |[Rrare 2.29 2.28 5.44 4.43]1.07| 1.05| 1.50| 1.30| 22.27| 22.85| 36.60| 30.30
2 1 [Rfreq 2.33 2.23 5.00 3.80( 1.11| 1.06| 1.50| 1.40| 24.05| 23.36| 33.90| 37.40
2 3 | Rrare 2.39 2.34 4.29 4.05| 1.07| 1.04| 1.30f 1.30| 22.65| 20.96| 31.90| 31.60
2 3 | Rfreq 2.34 2.32 3.79 3.77]1 1.07| 1.04| 1.70| 1.50| 21.61 21.80| 34.60| 31.70
2 5 rare 2.43 2.22 4.92 4.15] 1.09| 1.09| 1.40| 1.40| 23.46| 23.28| 35.50| 34.80
2 5 |Ryreq 2.34 2.35 4.18 4.01| 1.11| 1.06| 1.60| 1.50| 22.70| 21.47| 34.20| 30.90
3 - | Rrnd 2.39 2.34 3.55 2.90( 1.09| 1.07| 1.30| 1.30| 23.23| 22.27| 33.70| 32.80
3 1 |Rrare 2.35 2.34 5.65 4.70] 1.06| 1.03| 1.30| 1.20| 23.36| 22.46| 34.10| 29.80
3 1 [Rfreq 2.39 2.31 4.40 3.78| 1.07| 1.06| 1.30| 1.40| 23.55| 21.93| 33.90| 31.80
3 3 | Rrare 2.40 2.33 5.17 4.16] 1.09| 1.03| 1.40| 1.30| 24.01 21.79| 32.60| 33.10
3 3 | Rfreq 2.51 2.31 5.47 4.08| 1.10| 1.07| 1.50| 1.40| 22.68| 22.77| 32.60| 34.90
3 5 | Rrare 2.47 2.42 3.95 4.28] 1.06| 1.04| 1.40| 1.20| 22.31 20.78| 31.30| 29.20
3 5 |Ryreq 2.58 2.36 7.28 3.62] 1.08| 1.04| 1.50| 1.40| 22.76| 21.39| 33.70| 31.80




51

Table B.4: Measurements on Dgqs: for both hard and soft constraints sessions

M | MB |Ranking Mean Avg. Max Avg. Avg. Max Avg. Nav. Max Nav.
Method Rank Rank Constr. Constr. Cost Cost

he sc he sc| he sc hc sc hc sc hc sc
1 - | Rynd 3.18 2.86| 16.72 4.43| 2.13| 1.68| 12.00| 12.00| 55.74| 42.93| 282.00| 282.00
1 1 |Rrare 3.50 2.94 35.68 6.32] 1.92] 1.58| 8.00| 12.00 50.24 42.19| 174.00| 282.00
1 1 [Rfreq 3.33 3.13 9.50 7.83| 1.65] 1.41| 12.00| 2.10 42.14 37.16| 282.00 72.90
1 3 | Rrare 3.36 2.76| 29.88 6.23] 2.18| 1.63| 12.00| 12.00| 56.66| 43.01| 282.00| 282.00
1 3 |Ryfreq 2.98 2.72 8.07 6.85] 2.16| 1.68| 12.00| 12.00| 55.99| 41.79| 282.00| 282.00
1 5 rare 3.24 2.78| 31.67 7.50( 2.18| 1.66| 12.00| 12.00| 56.70| 43.74| 282.00| 282.00
1 5 |Ryreq 3.03 2.94 8.04 8.36| 2.12| 1.67| 12.00| 12.00 54.20 43.47| 282.00| 282.00
2 - | Rrnd 3.79 3.39| 14.57 5.38] 1.59| 1.40| 5.40| 2.10| 42.50| 38.89| 119.60| 73.30
2 1 |Rrare 3.69 3.47| 15.05 7.83]1.57| 1.36| 5.10| 2.10| 40.41 37.35| 140.10| 68.70
2 1 [Rfreq 3.80 3.52 8.96 7.31|1.46| 1.32| 3.60| 2.10 38.45 35.40 86.90 74.30
2 3 rare 4.23 3.62 19.69 9.78] 1.50| 1.32| 3.60| 2.00| 36.51 34.85| 82.90| 59.50
2 3 |Ryreq 4.08 3.86 10.43 7.38| 1.33| 1.25| 2.50| 1.80 35.65 31.51 83.50 61.10
2 5 |Rrare 3.77 3.27| 16.07 7.78]1.68| 1.40| 5.00| 2.10| 44.21 36.46| 106.00| 79.10
2 5 |Ryfreq 3.61 3.57 8.73 9.01| 1.63| 1.41| 5.20| 2.10| 42.39| 38.37| 119.20| 83.20
3 - | Rynd 4.07 3.71 18.75 5.77]11.48] 1.34| 6.50| 1.80| 38.05| 36.39| 153.50| 68.90
3 1 |[Rrare 4.45 3.63| 28.65 7.29]1.53| 1.31| 5.60| 1.90| 39.14| 34.63| 122.00| 64.70
3 1 [Ryreq 4.06 3.58 9.38 7.5211.35| 1.25| 2.50| 2.10| 36.19| 33.38| 72.00| 70.10
3 3 rare 4.10 3.59| 22.65 8.02] 1.56| 1.33| 5.00| 2.10| 39.76| 33.46| 105.90| 69.40
3 3 |Ryreq 4.14 3.95 9.91 7.68]1.39| 1.25| 4.40| 2.10| 37.68| 32.77| 131.20| 66.00
3 5 rare 4.64 4.09| 27.22 8.08| 1.41| 1.26| 5.40| 1.90| 37.84| 34.18| 119.90| 65.60
3 5 |Ryreq 4.59 4.35 11.07 8.69| 1.30| 1.20| 3.60| 1.70| 34.93| 30.49| 97.10| 64.50

Table B.5: Measurements on D gtes for

both hard and soft constraints sessions

M | MB |Ranking Mean Avg. Max Avg. Avg. Max Avg. Nav. Max Nav.
Method Rank Rank Constr. Constr. Cost Cost

he sc he sc|  he sc he sc hc sc he sc
1 - | Ryrnd 6.00 5.41 31.55 10.28| 2.17| 1.69| 16.00| 16.00| 123.09| 97.30| 917.00| 917.00
1 1 |[Rrare 6.40 5.68| 52.98| 22.52|2.11|1.63| 16.00| 16.00| 118.60| 93.17| 917.00| 917.00
1 1 [Rfreq 6.81 6.19] 40.48 19.33| 1.71| 1.45| 4.60| 5.00| 97.45| 83.77| 297.30| 228.00
1 3 | Rrare 6.11 5.34| 59.38| 20.09|2.23| 1.71| 16.00| 16.00| 128.27| 98.92| 917.00| 917.00
1 3 |Ryfreq 5.93 5.61 34.21| 22.57|2.22| 1.69| 16.00| 16.00| 128.66| 95.63| 917.00| 917.00
1 5 |Rrare 6.03 5.24| 65.24| 21.67|2.23| 1.72| 16.00| 16.00| 129.65| 99.23| 917.00| 917.00
1 5 |Ryreq 6.08 5.80| 44.40| 21.63|2.28| 1.68| 16.00| 16.00| 133.40| 97.09| 917.00| 917.00
2 - | Rrnd 6.86 6.72| 26.46 13.36| 1.70| 1.41| 5.00| 5.00| 94.71 79.12| 292.20| 228.00
2 1 |Rrare 7.18 6.42| 54.07| 19.02|1.64| 1.41| 5.00| 5.00| 92.57| 81.27| 270.90| 228.00
2 1 [Rfreq 7.43 6.71 29.58| 20.77| 1.58| 1.36| 4.40| 2.10f 87.86| 78.98| 307.30| 217.70
2 3 rare 7.56 7.14| 60.67| 21.65|1.55| 1.34| 5.00| 5.00| 87.66| 76.78| 271.50| 228.00
2 3 |Ryreq 8.26 7.46| 36.17| 20.00|1.46|1.31| 3.70| 2.20| 81.30| 73.98| 229.00| 197.50
2 5 |Rrare 6.99 6.43| 49.71| 23.15|1.74| 1.44| 6.60| 5.00| 98.38| 83.35| 382.20| 228.00
2 5 |Rfreq 7.15 6.50| 28.82| 22.01|1.72| 1.44| 5.00| 5.00| 97.29| 83.02| 319.00| 228.00
3 - | Rrnd 7.69 7.18| 35.93 13.39] 1.57| 1.38| 5.50| 5.00| 90.81 77.50| 365.50| 228.00
3 1 |Rrare 7.86 6.92| 57.60| 21.43|1.55|1.36| 5.80| 5.00| 89.08| 76.75| 325.00| 228.00
3 1 |Rfreq 8.28 7.33| 40.52 19.95| 1.49| 1.31| 3.70| 2.10| 85.75| 76.07| 225.20| 214.30
3 3 |Rrare 7.58 6.80| 47.24| 15.35|1.55| 1.36| 5.00| 5.00| 87.51 78.51| 310.30| 228.00
3 3 | Rfreq 8.33 7.38| 37.05 19.75] 1.49| 1.31| 3.30| 2.10| 87.26| 75.30| 213.20| 179.40
3 5 rare 8.45 7.65| 54.98 16.99| 1.44| 1.29| 4.40| 5.00| &83.11 72.34| 208.40| 228.00
3 5 |Ryfreq 8.94 8.14| 33.47| 22.85|1.40| 1.25| 3.80| 2.10| 81.45| 70.77| 318.80| 159.50
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Table B.6: Measurements on D g;s,700 for both hard and soft constraints sessions

M | MB | Ranking Mean Avg. Max Avg. Avg. Max Avg. Nav. Max Nav.
Method Rank Rank Constr. Constr. Cost Cost

hc sc hc sc|  hc sc he sc he sc he sc
1 - | Rrnd 15.77| 11.88| 118.76| 22.25| 1.74| 1.37| 17.00| 17.00| 355.90| 277.94|1391.00|1391.00
1 1 |Rrare 17.23| 12.13| 162.98| 35.73| 1.65| 1.33| 17.00| 17.00| 333.52| 263.68|1391.00|1391.00
1 1 [Rfreq 15.67| 13.57| 69.35| 40.90| 1.43| 1.20| 5.00| 7.00| 291.58| 241.17|1334.00|1355.00
1 3 | Rrare 16.94| 11.34| 183.32 31.80| 1.76| 1.37| 17.00| 17.00| 358.54| 274.30{1391.00|1391.00
1 3 | Rfreq 15.16| 12.45 77.08| 38.65| 1.75| 1.38| 17.00| 17.00| 356.86| 275.48|1391.00|1391.00
1 5 rare 16.45| 11.22| 203.34| 33.30| 1.75| 1.38| 17.00| 17.00| 353.52| 276.01|1391.00|1391.00
1 5 |Ryreq 14.28| 12.74| 55.75| 39.63| 1.74| 1.37| 17.00| 17.00| 357.94| 275.81|1391.00|1391.00
2 - | Rrnd 17.05| 14.01 91.52 24.44] 1.42| 1.19| 5.00| 7.00| 291.86| 241.34|1107.00|1124.00
2 1 |Rrare 18.71| 13.44| 175.12| 41.87| 1.48| 1.20| 7.00| 7.00| 304.67| 237.76|1124.00|1124.00
2 1 [Rfreq 17.30| 14.46 77.30| 38.67| 1.31| 1.14| 5.00| 5.00| 271.82| 227.44| 839.00| 839.00
2 3 rare 18.87| 14.36| 180.14| 42.96| 1.36| 1.17| 5.50| 7.00| 277.02| 238.63|1107.00|1124.00
2 3 | Rfreq 17.77| 15.47| 92.61 39.87| 1.25| 1.10| 5.00| 1.70| 258.75| 222.33| 839.00| 456.50
2 5 |Rrare 17.92| 13.38| 164.83| 39.44| 1.42| 1.20| 5.00| 7.00| 290.31| 241.82|1107.00|1124.00
2 5 |Rfreq 17.02| 14.24| 70.43| 35.80| 1.44| 1.19| 5.00| 7.00| 293.60| 237.93|1107.00|1124.00
3 - | Rrnd 18.06| 14.67| 82.83| 22.53|1.37|1.15| 5.00| 5.00| 275.62| 235.68|1107.00|1107.00
3 1 |[Rrare 18.58| 14.42| 171.55| 44.50| 1.35| 1.17| 5.00| 7.00| 284.12| 234.95|1107.00|1124.00
3 1 [Rfreq 18.05| 15.24| 77.65| 42.13|1.26| 1.11| 5.00| 1.70| 255.51| 222.36| 839.00| 442.70
3 3 rare 18.67| 14.26| 160.48| 36.25| 1.37| 1.17| 5.00| 7.00| 283.24| 233.55|1107.00|1124.00
3 3 | Rfreq 17.84| 15.05| 88.95| 40.97|1.26| 1.11| 5.00| 1.70| 255.76| 218.84| 839.00| 454.70
3 5 rare 20.14| 15.18| 196.24| 38.99| 1.30| 1.13| 5.00| 5.00| 268.75| 229.08|1107.00|1107.00
3 5 |Ryreq 18.93| 16.06| 90.42| 38.56| 1.20| 1.08| 3.00| 1.50| 240.78| 218.27| 533.00| 454.40

Table B.7: Measurements on

Drisnior for both hard and soft

constraints sessions

M | MB | Ranking Mean Avg. Max Avg. Avg. Max Avg. Nav. Max Nav.
Method Rank Rank Constr. Constr. Cost Cost

he sc he sc|  hc sc hc sc hc sc he sc
1 - | Rynd 423.61| 273.56|1778.88| 667.60| 2.37| 1.85| 6.00| 16.00|2230.75|1764.60 | 5514.00 | 5599.00
1 1 |[Rrare 470.35| 267.50| 3181.95| 798.95| 2.23| 1.76| 7.80| 16.00|2115.65|1674.98|5514.00 | 5599.00
1 1 [Rfreq 396.30| 319.59|1989.80|1275.53| 2.04| 1.52| 6.80| 16.00|1897.59|1429.37|5514.00|5599.00
1 3 | Rrare 467.46| 253.91|3310.18| 801.63| 2.39| 1.87| 7.80| 16.00|2261.96|1793.83|5514.00 | 5599.00
1 3 | Rfreq 387.67| 287.33|3085.08| 998.60| 2.40| 1.87| 6.80| 16.00|2226.87|1781.77|5514.00|5599.00
1 5 | Rrare 475.68| 256.56 | 3114.75| 801.90| 2.43| 1.87| 7.60| 16.00|2294.55|1769.26 | 5514.00 | 5599.00
1 5 |Ryreq 379.76 | 288.83|2388.55|1229.27| 2.40| 1.87| 6.00| 16.00|2274.77|1765.03|5514.00| 5599.00
2 - | Rrnd 437.07| 313.51|1661.10| 668.03| 1.98| 1.51| 5.00| 5.00|1894.57|1427.92|5221.00|5221.00
2 1 |Rrare 468.63| 299.03|3048.55| 771.13| 1.96| 1.51| 5.00| 5.00|1900.23|1437.85|5511.00|5511.00
2 1 [Rfreq 409.23| 344.90|2111.80(1275.53| 1.79| 1.36| 5.00| 5.00|1675.10|1310.94|5221.00|5221.00
2 3 rare 467.07| 313.83|3106.10| 819.20| 1.87| 1.43| 5.00| 5.00|1778.52|1388.19|5221.00|5221.00
2 3 | Rfreq 425.37| 357.66|2617.92(1327.50| 1.65| 1.33| 4.80| 5.00|1580.40|1268.55|4943.00|5221.00
2 5 | Rrare 454.66| 294.61|3113.30| 828.88| 1.98| 1.51| 5.00| 5.00|1886.31|1434.79|5221.00|5221.00
2 5 |Ryreq 399.17| 331.62|2150.28 | 1327.03| 2.00| 1.51| 5.00| 5.00]1901.30|1480.39|5221.00|5221.00
3 - | Rrnd 429.09| 327.73|1780.65| 667.68| 1.84| 1.44| 5.60| 5.00|1754.21|1397.66|5221.00|5221.00
3 1 | Rrare 461.98| 310.82|2934.95| 896.87| 1.85| 1.44| 5.00| 5.00|1771.80|1420.93|5221.00|5221.00
3 1 |Rfreq 422.66| 353.24|2169.98(1229.70| 1.68| 1.33| 4.40| 5.00|1612.07|1268.91|4551.00|5221.00
3 3 | Rrare 466.89| 315.59|3207.95| 839.70| 1.87| 1.43| 5.00| 5.00|1769.56|1366.93|5221.00|5221.00
3 3 | Rfreq 422.29| 353.14|2118.67(1019.13| 1.66| 1.33| 5.00| 5.00|1593.81|1242.03|5221.00|5221.00
3 5 rare 472.08| 331.93|3217.00| 837.80| 1.74| 1.38| 4.80| 4.00|1666.37|1325.32|5066.20 | 3834.00
3 5 |Ryreq 424.67| 365.112022.09(1025.93| 1.60| 1.28| 4.20| 4.00|1523.79|1232.47|4277.00|3831.00




Table B.8: Evaluation results in each dataset for R = 10 and R = 20

Empty Append- Avg. Ap-
Dataset | HCsize Answers (%) Blocks pendBlocks
successses Coverage
(%) (%)

R=10]| R=20| R=10| R=20| R=10| R=20
Dcars 4 87.8 88.6 71.4 85.7 95.13 99.15
Dcars 5 96.3 96 71.2 88.8 94.37 98.5
Dcars 6 99 99 62.1 89.8 93.11 98.45
DRest 4 98.5 99 0.1 0.2 15.94 21.92
DpRest 5 99.9 99.9 0.1 0.1 19.06 24.9
DRest 6 100 100 0 0 17.93 24.27
Dyotels 4 95.9 96.2 11.5 17.6 62.57 69.78
Dyotels 5 99 99.4 5.7 8.6 62.32 67.61
Dyotels 6 99.9 99.9 2.5 3.8 61.39 66.87
Dpish700 4 94.4 92.5 22.5 27.6 71.69 75.92
Drish700 5 97.9 98.4 11.2 182 68.25| 73.41
Dpish700 6 99.5 99.4 6.5 12.3 67.34 72.69
Drpishi0K 4 94.9 94.7 7.2 12.4 62.04 67.24
Drpishiok 5 99.1 98.7 5 6.8 61.63 64.11
Drpishiok 6 100 99.9 2.1 2.6 59.77 62.2
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