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Abstract

The AdSn+1/CFTn correspondence is a fascinating aspect of superstring theory. This
thesis aims to calculate the 2 and 3-point functions of a scalar field using both conformal field
theory and classical gravity in AdS space, employing the supergravity approximation. We
firstly demonstrate the essence of this duality and highlight the type of information that can
be correlated between the 2 theories. We show that the results obtained from the classical
methods are consistent with the predictions of the CFT.
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Notations
In Poincaré coordinates, capital indices (M,N, . . . ) sum over all coordinates, while lowercase indices
(µ, ν, . . . ) sum over all coordinates except the radial depicted as z
Metric signature: (−,+, . . . ,+)
Units: ℏ = c = 1. In a few cases we also use R = 1, where R is the radius of curvature of the AdS
spacetime
We only use one conventional dimensionful unit: mass = energy = 1/length = 1/time
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1 Introduction: What is the AdS/CFT correspondence?
Physicists had reasons to believe that there exists a relation between gravity theories and quantum
field theories in lower dimensions. This idea did not come out of nowhere. For example, let us recall
the holographic principle. The Hawking-Bekenstein entropy is

S =
kB c

3A

4GN ℏ
One would expect that entropy, being an extensive quantity, would depend on the volume of a black
hole and not from its event’s horizon surface as shown above. But this relation suggests that the
information contained in a volume of space can be represented as a theory on the boundary of that
space. This leads to a broader conjecture that:

(n+1)-dimensional quantum gravity theory ←→ lower dimensional QFT in its boundary

However, this is a generalized hypothesis that suggests a more generic holographic duality. In a
more specific context, it has been proposed that any complete quantum gravity theory in an
asymptotically AdS spacetime could define a CFT on its boundary. Meaning, in the more
special case where the quantum gravity theory is asymptotically AdS, the corresponding QFT is
conformally invariant, hence it is a CFT. A quantum gravity theory should be well approximated
by general relativity in low energies, and its lagrangian density is generally coupled to all kinds
of matter, like scalar fields, fermions, or more exotic stuff like strings and membranes. While the
AdS/CFT correspondence provides a powerful framework for exploring these ideas, it remains a
conjecture and an area of active research rather than an established fact.

Interestingly however, there are a few known unquestionable holographic dualities that hold
true. The AdS/CFT correspondence was first proposed by Juan Maldacena in [1]. But he mainly
focused on a certain case. More specifically, he investigated a solution in 10-dimensional type IIB
Supergravity (the D3-brane) that can be approximated by a metric of the form AdS5 × S5. He
observed that the CFT defined in the boundary of the AdS5 is no other than the N = 4 super
Yang-Mills (SYM) theory.

Under the scope of this thesis, we will not explore complex cases like the above. We will assume
a classical gravity theory coupled only to scalar fields, meaning we will solve the classical equations
of motion without taking into account any quantum corrections. We will firstly present a few basic
concepts of the Anti de Sitter (AdS) space, as well as QFT and more importantly CFT. Since there
exists a correspondence between AdSn+1 and CFTn, it is natural to expect that physical quantities
on the CFT can be calculated using classical gravity tools in the bulk, instead of standard CFT
methods. In this thesis, our objective is to calculate the 2 and 3-point functions of scalar fields
using classical gravity and show that the results are indeed as the CFT predicted.

2 Anti-de-Sitter Spacetime
In the framework of this thesis, the spacetime that we will mainly be involved with is the Anti-
de-Sitter (AdS) spacetime. The AdSn spacetime is an nth dimensional spacetime with a constant
negative curvature.

2.1 Derivation of (n,1) dimensional AdS

We can derive the AdSn+1 metric by 2 ways, one as a solution of the Einstein’s Field Equations,
and the other is to define it by embedding, meaning placing a constraint in an n + 2 Minkowski
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spacetime.

2.1.1 Derivation by the Einstein Field Equations

By taking the following action

S =
1

16πGN

ˆ
dn+1x

√
−g(R− 2Λ), Λ < 0 (2.1)

and doing calculus of variations as shown in appendix A, we get the following equations of
motion:

Rµν −
1

2
Rgµν + Λgµν = 0 (2.2)

and by doing a contraction we conclude that the Ricci scalar is

R = 2Λ · d+ 1

d− 1
(2.3)

One of the solutions that satisfy the equations in (2.2), assuming a completely empty space is
the AdS spacetime. This is the most symmetric solution for these equations.

For example, in (1,3) dimensions, one can check that the vacuum solution of 2.2 is the metric

ds2 = −
(
1− Λ

3
r2
)
dt2 +

dr2

1− Λ
3
r2

+ r2dΩ2
2 (2.4)

For Λ < 0, this is an AdS3+1 space written in spherical coordinates.

2.1.2 Derivation by embedding

To define Ads space by embedding, we start by taking (n+2) dimensional flat spacetime in cartesian
coordinates.

ds2 = −(dX0)2 − (dXn+1)2 +
n∑

i=1

(dX i)2 (2.5)

and place the following constraint:

(X0)2 + (Xn+1)2 −
n∑

i=1

(X i)2 = R2 (2.6)

which is basically a hyperboloid embedded in n+2 dimensions.
We can see that a good parametrization that satisfies the constraint (2.6) is the following:

X0 = R cosh ρ sin τ Xn+1 = R cosh ρ cos τ X i = R sinh ρ X̂ i where

i=n∑
i=1

(X̂ i)2 = 1 (2.7)

where for the components X i we used hyperspherical coordinates. Applying this parametrization
to the metric 2.5 we get the following induced metric:

ds2 = R2(− cosh2 ρ dτ 2 + dρ2 + sinh2 ρ dΩ2
n−1), ρ > 0, τ ∈ [0, 2π] (2.8)
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One could observe that τ is periodic. Thus, in order to avoid closed time-like curves, we can
expand τ in R, meaning τ ∈ R without loss of generality, since the metric 2.8 for τ ∈ R satisfies
the equations of motion (2.2) regardless. This set of coordinates is called global coordninates and
they are used to describe the whole of AdS space.

However, there is also another set of coordinates that is useful for describing the AdS space,
called Poincaré coordinates. The parametrization needed to acquire the metric written in these
coordinates is

Xµ=0,...n−1 =
R

z
xµ, Xn+1 =

R

2z

(
1 + |xµ|2 + z2

)
, Xn =

R

2z

(
1− |xµ|2 − z2

)
(2.9)

where |xµ|2 = xµxµ = xixi − (x0)2 = ηµνx
µxν . This parametrization also satisfies the constraint

2.6 and the metric in these coordinates is given by

ds2 = R2dz
2 + dx⃗2

z2
where dx⃗2 = dxidxi − (dx0)2 = ηµνdx

µdxν (2.10)

This parametrization does not cover the whole space but only a patch of it, known as Poincaré
patch, shown in figure 1b. This set of coordinates will be significantly useful later on.

2.2 Conformal Compactification of AdS

It is of great importance to us to study the topology of the AdS spacetime after a conformal
compactification. For our purposes we will assume the spacetime is described in global coordinates,
as shown in (2.8). In order to study the conformal compactification of AdS, it is convenient to make
the transformation

sinh ρ = tan θ θ ∈
[
0,
π

2

)
(2.11)

With this simple transformation one can easily show that the metric transforms as

ds2 =
R2

cos2 θ

(
−dτ 2 + dθ2 + sin2 θ dΩ2

n−1

)
(2.12)

Now, by a Weyl transformation 1, we can eliminate the factor in the front, and thus the metric
reads as

ds2 = −dτ 2 + dθ2 + sin2 θ dΩ2
n−1 (2.13)

From the above expression we can see that the topology of this metric is that of a n-dimensional
ball times R, i.e Bn × R where θ plays the role of the radial coordinate. That means that the
boundary of the AdS after conformal compactification is Sn−1 × R. We refer to a spacetime as
asymptotically AdS if its boundary structure matches that of AdS once it undergoes
conformal compactification. Since now we know the boundary structure of AdS, we can illustrate
it in the images below.

The hyperbolic disk depicted in figure 1a is defined as a disk with the hyperbolic metric

ds2 =
dx2 + dy2

(1− x2 − y2)2
(2.14)

1A Weyl transformation is a local rescaling at the metric tensor, i.e,

gµν(x⃗)→ Ω(x⃗) gµν(x⃗)
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From (2.7) and (2.11) we see that the correct transformations to the cartesian coordinates are

x = tan θ cosϕ (2.15)
y = tan θ sinϕ (2.16)

One can easily show that the above transformation in the hyperbolic metric (2.14) yields

ds2 =
dθ2 + sin2 dϕ2

(cos2 θ − sin2 θ)2
Weyl−→ ds2 = dθ2 + sin2 θ dϕ2 (2.17)

We observe that the line element of the hyperbolic disk matches that of a conformally compact-
ified (2,1)-dimensional AdS for dτ = 0. Therefore, the hyperbolic disk describes the conformally
compactified AdS metric at a given time.

(a) A (2,1)-dimensional AdS spacetime depicted as a
stack of hyperbolic disks. Picture taken from this site

(b) The Poincaré patch in the AdS space-
time. Picture taken from [2]

2.3 Geodesics of 2-d AdS in Poincaré coordinates

We will now investigate the geodesics of a 2-dimensional Euclidean AdS. The line element as well
as the langrangian density is

ds2 =
dz2 + dx2

z2
R = 1 (2.18)

L =
ż2 + ẋ2

z2
= 1 where we adapt the convention ẇ =

dw

ds
(2.19)

By solving the Euler-Lagrange equations
d

ds

(
∂L
∂ẋ

)
=
∂L
∂x

∂L
∂x

= 0 (2.20)

d

ds

(
∂L
∂ż

)
=
∂L
∂z

(2.21)
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as well as using equation (2.19), we derive

ż =
√
z2 − L2 z4 (2.22)

ẋ = Lz2 (2.23)

where L is an arbitrary constant. These equations are quite straightforward to solve. The outcome
is

z =
1

L
sech(s) (2.24)

x− x0 =
1

L
tanh(s) (2.25)

x− x0 =
1

L

√
1− L2z2 (2.26)

where x0 is also an arbitrary constant. It is fascinating to realize that the geodesics are actually
half circles with a radius 1 and a center located at the point (x0, 0)

(x− x0)2 + z2 =
1

L2
0 < z <

1

L
(2.27)

We can now use the geodesic equations to determine the geodesic distance between any 2 points
(x, z) and (x′, z′). The actual result is (see p. 53 Eq. 6.7 of [3])

d =

ˆ (x,z)

(x′,z′)

ds =

ˆ z

z′

dz

z
√
1− L2z2

= u+ 1 +
√

(u+ 1)2 − 1 u =
(x− x′)2 + (z − z′)2

2zz′
(2.28)

where u is called the chordal distance. In the context of a hyperboloid (AdS space), the chordal
distance refers to the straight-line distance between two arbitrary points in the ambient space that
embeds the hyperboloid. This means that rather than measuring the distance along the surface of
the hyperboloid (the geodesic distance), chordal distance measures the direct Euclidean distance
between the points in the higher-dimensional space. This equation is of great importance to us as
we will see later on.

3 Basic elements of Quantum Field Theory
We covered the introduction to the AdS spacetime but in order to properly investigate correlation
functions in the AdS/CFT correspondence we also need to investigate a few basic principles of QFT.

Starting from the familiar classical picture, the dynamics of a scalar field ϕ(xµ) can be accurately
determined by its equations of motion (EOMs) that are derived by its action:

S =

ˆ
dnxL(ϕ, ∂µϕ) (3.1)

The EOMs can be obtained by doing calculus of variations:

∂L
∂ϕ

=
∂L

∂(∂µϕ)
(3.2)

However, the picture is different in quantum field theory, since we cannot accurately determine
the value of a field in a given point in spacetime.
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3.1 Path integral formulation, partition and correlation functions

In QFT, we use a formulation called path integral. Path integral generalizes the concept of the
classical action, where instead of having a unique classical trajectory, we have a functional integral
over all possible quantum trajectories, using it to compute quantum amplitudes and probability
densities.

In QFT, we promote the fields as operators (φ(x)→ φ̂(x)) and use them to calculate the vacuum
expectation values (VEV) of said fields. These can be calculated by the path integral:

⟨0|φ̂(x1)|0⟩ =
ˆ
Dφ(x) eiS[φ]φ(x1) (3.3)

where Dφ(x) is the differential of this functional integral and it resembles the integration of all
the possible configurations of φ at every point in the given spacetime and, according to [4],is equal
to

Dφ(x) =
∏
i

ˆ
dφ(xi) (3.4)

We can now define the correlation function, or n-point function, computed by:

Gn(x1, . . . , xn) =
⟨0|T{φ̂(x1) . . . φ̂(xn)}|0⟩

⟨0|0⟩
=

´
Dφ(x) eiS[φ]φ(x1) . . . φ(xn)´

Dφ(x)eiS[φ]
(3.5)

where T{ . . . } is the time-ordering operator, so that earlier time field operators are on the right
side of later time field operators and thus acting first on the vacuum state. The vacuum state
⟨0|0⟩ takes care of the normalization. The correlation functions of a scalar field φ quantifies
the correlation between an excitation of the scalar field at a point x1 with another
excitation at a point xn.

Another useful concept in quantum field theory is the partition function, defined by:

Z[J ] =

ˆ
Dφ(x) eiS[φ]+i

´
d4xJ(x)φ(x) (3.6)

where J(x) is a background field coupled to the scalar field φ(x), and acts as a source for its
excitations.

It turns out it is easier for calculations to make the following transformation in the action

t→ −iτ and SE[x(τ)] = −iS[x(t→ −iτ)] (3.7)

This is called a Wick rotation, and is used to transform the metric of our signature from Lorentzian
to Euclidean. SE is the Euclidean action. Later on we will assume Euclidean AdS for our calculations
since it is more advantageous.

This is convenient definition and transformation, since now we can calculate the correlation
functions using an alternative approach:

Gn(x1, . . . , xn) = (−1)n 1

Z[J = 0]
· δ

δJ(x1)
. . .

δ

δJ(xn)
Z[J ]

∣∣∣
J=0

=

=

ˆ
Dφ(x) e−SE [φ]φ(x1) . . . φ(xn) (3.8)
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This is the definition for an n-point function. However, a convenient calculation is the one of the
connected correlation functions, that is, the correlation functions excluding the disconnected terms.
The generating functional of the connected correlation functions is given by:

Z = − logZ (3.9)

and the connected correlation functions of a scalar operator O will be given by

⟨O(x1) . . .O(xn)⟩ = (−1)n δnZ[J ]
δJ(x1) . . . δJ(xn)

∣∣∣∣
J=0

(3.10)

Indeed for the 2-point function:

⟨O(x⃗1)O(x⃗2)⟩ =
∂2Z

∂J(x⃗1) ∂J(x⃗2)

∣∣∣∣
J=0

= G2(x⃗1, x⃗2)− ⟨O(x⃗1)⟩ ⟨O(x⃗2)⟩ (3.11)

having establisehd a few basic consepts of QFT that will be useful for us, we move on to CFT.

3.2 From QFT to CFT

A CFT (Conformal Field Theory) is a QFT that is invariant under conformal transformations. A
conformal transformation is a transformation that preserves the angles and by definition leaves the
metric invariant up to a scale.2

g′µν(x⃗
′) = Ω2(x⃗) gµν(x) (3.12)

and consists of the following transformations:

x′µ = xµ + bµ translation

x′µ = λxµ dilation

x′µ = Λµ
ν x

ν Lorentz transformation

x′µ =
xµ − bµ x⃗2

1− 2 b⃗ · x⃗+ b⃗2 x⃗2
Special Conformal Transformation

Table 1: List of transformations that are considered to be conformal.

Special Conformal Transformations (SCT) are nothing more than an inversion x′µ =
xµ

x⃗2
followed

by a translation x′µ = xµ + aµ, and finally another inversion. SCTs can also be written in the form

x′µ

x⃗ ′2 =
xµ

x⃗2
− aµ

Generally, a scalar operator of conformal dimension ∆ in an n-dimensional CFT under a con-
formal transformation transforms as:

O(x⃗) =
∣∣∣∣∂x⃗ ′

∂x⃗

∣∣∣∣∆/n

O(x⃗ ′) (3.13)

2It is important not to confuse conformal transformations with Weyl trnasformations. A conformal transformation
is a space-time transformation in the coordinates which leaves the metric invariant up to scale and thus preserves
angles. A Weyl transformation actively rescales the metric.
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More information about CFTs can be found in [5]. For our purposes, we are now able to calculate
2 and 3-point functions of a scalar field in a simple way using only the conformal invariance of the
CFT.

3.2.1 The 2-point function of a scalar through CFT

Firtly we will demonstrate how we can calculate the 2-point function of 2 scalar fields. We consider
2 scalar fields φ1(x) and φ2(x) as well as 2 local operators generated by said fields, O1(x) and O2(x).
Our objective is to calculate the correlation function at the points x⃗1 and x⃗2 respectively. We also
assume that the local operator O1(x) has conformal dimension ∆1 while O2(x) has dimension ∆2.

Additionally, if we make a scaling transformation in our coordinates (xµ → λxµ) we expect (due
to 3.13) that the 2-point function will be transformed in the following manner:

⟨O1(x⃗1)O2(x⃗2)⟩ = λ∆1+∆2 ⟨O1(λx⃗1)O2(λx⃗2)⟩ (3.14)

Furthermore, due to rotation and translation invariance, the correlation function must only depend
on the spacetime distance between the 2 points, |x⃗1 − x⃗2| meaning

⟨O1(x⃗1)O2(x⃗2)⟩ = f(|x⃗1 − x⃗2|) (3.15)

Combining 3.14 and 3.15, we conclude that the 2-point function must be equal to

⟨O1(x⃗1)O2(x⃗2)⟩ =
C12

|x⃗1 − x⃗2|∆1+∆2
(3.16)

Indeed, this kind of result is invariant under boosts, dilations and translations.
The only invariance we have not used yet is the SCT which will further constrain our 2-point

function.
One can show that an SCT for the distance separating 2 points is given by

|x⃗ ′
1 − x⃗ ′

2| =
|x⃗1 − x⃗2|√(

1− 2⃗b · x⃗1 + b⃗2 x⃗21

)(
1− 2⃗b · x⃗2 + b⃗2 x⃗22

) (3.17)

By making such a transformation at 3.16, and demanding the result to be the same (due to conformal
invariance), we derive

C12

|x⃗1 − x⃗2|∆1+∆2
=

C12

γ∆1
1 γ∆2

2

(γ1 γ2)
(∆1+∆2)/2

|x⃗1 − x⃗2|∆1+∆2
(3.18)

where
γi = 1− 2 b⃗ · x⃗i + b⃗2 x⃗2i (3.19)

We can clearly see that for equation 3.18 to stand true, the dimensions must necessarily be equal,
meaning ∆1 = ∆2 = ∆. So the final result for the 2-point function is

⟨O1(x⃗1)O2(x⃗2)⟩ =
C12

|x⃗1 − x⃗2|2∆
(3.20)

We have successfully derived the behavior of the 2-point function of scalar fields, with the exception
of determining the constant factor. We will now move on on the 3-point function.
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3.2.2 The 3-point function of a scalar through CFT

The case for the 3-point function is a bit more complicated, though the methodology used is precisely
the same as before. A scale transformation would mean:

⟨O1(x⃗1)O2(x⃗2)O3(x⃗3)⟩ = λ∆1+∆2+∆3⟨O1(λx⃗1)O2(λx⃗2)O3(λx⃗3)⟩ (3.21)

Once again translation and rotation invariance imply that the 3-point function must solely depend
on the distances between 2 points out of the 3 points. That means that the correlation function
in general depends on all possible permutations of x⃗1, x⃗2, x⃗3. These are |x⃗1 − x⃗2|, |x⃗2 − x⃗3| and
|x⃗1 − x⃗3|.

Thus, our 3-point function must be of the form

⟨O1(x⃗1)O2(x⃗2)O3(x⃗3)⟩ =
C123

|x⃗1 − x⃗2|a |x⃗2 − x⃗3|b |x⃗1 − x⃗3|c
(3.22)

Due to 3.21, the powers must obey

a+ b+ c = ∆1 +∆2 +∆3 (3.23)

Now as before, all we are left to do is apply the last transformation invariance, an SCT, to determine
the powers a, b, c. After such a transformation, we find

C123

|x⃗1 − x⃗2|a |x⃗2 − x⃗3|b |x⃗1 − x⃗3|c
=

C123

γ∆1
1 γ∆2

2 γ∆3
3

(γ1γ2)
a/2(γ2γ3)

b/2(γ1γ3)
c/2

|x⃗1 − x⃗2|a |x⃗2 − x⃗3|b |x⃗1 − x⃗3|c
(3.24)

in order for equation 3.24 to stand true, the following equations must also be true

a+ c = 2∆1 a+ b = 2∆2 b+ c = 2∆3 (3.25)

From these, we can accurately derive the powers

a = ∆1 +∆2 −∆3, b = ∆2 +∆3 −∆1, c = ∆1 +∆3 −∆2 (3.26)

Therefore, the 3-point function is given by

⟨O1(x⃗1)O2(x⃗2)O3(x⃗3)⟩ =
C123

|x⃗1 − x⃗2|∆1+∆2−∆3 |x⃗2 − x⃗3|∆2+∆3−∆1 |x⃗1 − x⃗3|∆1+∆3−∆2
(3.27)

We also derived the 3-point function. Unfortunately, we cannot follow the same methodology for
calculating higher-point functions because conformal invariance will not be sufficient. But we have
gained the results we need for the objective of this thesis.

We have made an appropriate introduction in AdS and CFT, and we now have the needed tools
for introducing the AdS/CFT correspondence and calculate a few correlations functions implement-
ing a methodology that uses gravity in the bulk and not the boundary CFT.

4 The correspondence
We consider a scalar field ϕ(x⃗, z) living in the bulk, whose boundary values play the role of the
sources for local operators O(x⃗) that are descendants of the primary operators φ(x⃗). So the back-
ground fields J(x⃗) (the sources) in 3.6, are now portrayed by a scalar field ϕ(x⃗, z) in the bulk, and
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the scalar field φ(x⃗) is portrayed by the local operators O(x⃗). Thus, we can correspond the scalar
field ϕ in the CFT in the following manner:

Field in the bulk ←→ source in the boundary CFT

More accurately, supposing the scalar field ϕ(x⃗, z) living in the bulk has a boundary condition

ϕ(x⃗, z → 0) = ϕ0(x⃗)

we can write
Zbulk[ϕ(x⃗, z → 0) = ϕ0(x⃗)] =

ˆ
Dφ(x) e−S[φ]+i

´
dnxϕ0(x)O(x) (4.1)

Meaning the generating functional in the QFT is equal to the boundary value of the gravity partition
function. The partition function of gravity would generally be a complex object of the form[6]

Zbulk[g, ϕ] =

ˆ
DφDg e−

1
ℏS[g,φ]−

1
ℏ
´
dnxϕ(x)O(x) (4.2)

Fortunately, it is possible to greatly simplify this expression. In the classical limit, we can approxi-
mate this expression in the following manner:

Zbulk ≃ e−
1
ℏS[ϕ] (4.3)

In the classical picture we can take ℏ→ 0, and thus, the largest contribution from the exponential
in 4.3 comes from the smallest value of the action, meaning from the saddle points. So, the value
of the partition function is mostly governed by the scalar fields that satisfy δS

δφ
= 0, i.e, the EOMs.

Equation 4.3 now makes the calculation for the connected correlation functions a lot easier since
(we use Planck units where ℏ = 1)

Z = − logZbulk = S[ϕ] (4.4)

That means that the generating functional in the CFT is the classical gravity action in the bulk.

⟨O(x1) . . .O(xn)⟩ = (−1)n δnS

δϕ(x1) . . . δϕ(xn)

∣∣∣∣
ϕ(x)=0

(4.5)

An easy way to illustrate the interaction of the operators is by Witten diagrams. A Witten
diagram is a visual tool used to compute correlation functions in conformal field theory by utilizing
bulk information. The Witten diagrams of 2 and 3-point functions are given below.

(a) Witten diagram of a 2-point function. Pic-
ture taken from [7]

(b) Witten diagram of a 3-point function. Pic-
ture taken from [7]
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Since we are solving the classical EOMs, the interactions are tree-level interactions. No loop
interactions where included since these demand quantum corections in the bulk which we do not
investigate.

5 The 2-point function of a scalar through gravity
Let us consider a real scalar field ϕ(x⃗) acting as a source for the local operators O in the CFT.
To properly compute the 2-point function of a scalar field, one must find the EOMs for the field
and solve them to derive the propagator. We will consider the AdS to be euclidean and use the
methodology depicted in [8].

5.1 Calculation through momentum space

For the calculation of the 2-point function only quadratic terms are needed in the action. The
action is:

S =
1

2

ˆ
dnx

ˆ ∞

ϵ

dz
√
g
(
∇Mϕ∇Mϕ+m2ϕ2

)
(5.1)

Once again, by calculus of variations we can acquire the EOMs for ϕ which are

(□−m2)ϕ = 0 (5.2)

Now, using the identity ΓM
KM = 1√

g
∂K
√
g one can show that (5.2) can be written as:

1
√
g
∂M(
√
ggMN∂Nϕ)−m2ϕ = 0 (5.3)

In order to solve this equation, we need to go to the Fourier space for momentum on Rn, where
δµν∂µ∂ν = p2 and ϕ(x⃗, z)→ ϕ̃(p⃗, z). Thus for 5.3 we have:

1
√
g
∂M(
√
ggMN∂Nϕ)−m2ϕ =

1
√
g
∂z

(√
g gzz∂zϕ̃

)
+

1
√
g
∂µ

(√
g gµν∂νϕ̃

)
−m2ϕ = 0 (5.4)

Now using the fact that √g =
(
R
z

)n+1 and gµν = z2

R2 δ
µν , we get the following equation:

zn+1∂z

(
z1−n∂zϕ̃

)
− p2z2ϕ̃−m2R2ϕ̃ = 0 (5.5)

To solve (5.5) we do the following transformations:

x = pz, ϕ̃ = zn/2Φ̃ = xn/2p−n/2Φ̃

and get a familiar form:

x2 ∂ 2
x Φ̃ + x ∂xΦ̃−

(
x2 +m2R2 +

n2

4

)
= 0 (5.6)

This is the modified Bessel equation, with known solutions. So the solution is of the form:

ϕ̃(p⃗, z) = c1z
n/2Ia(pz) + c2z

n/2Ka(pz), a =

√
n2

4
+m2R2 (5.7)
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Using a few known properties for the solutions of the modified Bessel equation (Appendic C), we
derive

ϕ̃(p⃗, z → 0) ∼ zα± where α± =
n

2
±
√
n2

4
+m2R2 (5.8)

We impose regularity on the interior of AdS, meaning the solution must not diverge for z → ∞.
Since the Bessel function Ia(pz) is irregular at z → ∞, we only keep the function Ka(pz) as a
solution. Meaning

ϕ̃(pz) = c zn/2Ka(pz), ϕ̃(p⃗, z → 0) ∼ zα− (5.9)

So ϕ(x⃗, z), for each mode of the solution is:

ϕ(x⃗, z) = eip⃗·x⃗ ϕ̃(pz) (5.10)

Since from equation 4.2 the integral in the exponent must be dimensionless,
ˆ
dnxϕ(x)O(x),

and since we know the dimension of the scalar field ϕ is α− (from 5.9), the dimension of the local
operators O(x⃗) must be

∆ = n− α− = α+ (5.11)

From that definition, we conclude that

m2R2 = ∆(∆− n) (5.12)

This equation means that for a given value of the mass, there exists 2 different conformal dimensions.
Thus in an AdS space there can be 2 corresponding CFTs. For the sake of simplicity, we will assume

∆ > n/2

to avoid double quantization. In order to now properly solve the differential equation, we must
impose a boundary condition:

ϕ(x⃗, z = ϵ) = ϵn−∆ϕ0(x⃗) = ϵn−∆eip⃗ x⃗, z = ϵ→ 0 (5.13)

Now we can accurately calculate the coefficient in 5.9 and derive the following bulk-to-boundary
propagator:

ϕ(x⃗, z) ≡ Kp⃗(x⃗, z) ≡ K̃p⃗(x⃗, z) e
i p⃗·x⃗ ≡ ϵn−∆ z

n/2K∆−n/2(pz)

ϵn/2K∆−n/2(p ϵ)
ei p⃗·x⃗ (5.14)

But that is just one mode of the solution. The general solution would be of the form:

ϕ(x⃗, z) =

ˆ
dnp λp⃗ e

i p⃗·x⃗ K̃p⃗(x⃗, z) (5.15)

Our objective is to calculate the 2-point function using equation, 4.5, so our first objective would
be to simplify the action. Equation 5.1 can be rewritten as

S =
1

2

ˆ
dnx

ˆ ∞

ϵ

dz

(
−ϕ√g�������:0

(□−m2)ϕ+ ∂M
(√

g ϕ ∂Mϕ
))

(5.16)
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The first term is the EOM so, naturally, it vanishes. Since we also take the fields to vanish at
infinity in x⃗, so we are left with

S =
1

2

ˆ ∞

ϵ

dz
������������:0ˆ

dnx ∂µ (
√
g ϕ ∂ µϕ) +

ˆ
dnx

ˆ ∞

ϵ

dz ∂z (
√
g gzz ϕ ∂zϕ)

 (5.17)

So the final and simplified form of the action is

S =
1

2

ˆ
dnx

[
√
g gzz ϕ ∂zϕ

]∞
ϵ

(5.18)

Plugging in the general solution for ϕ (5.15), we get

S =
1

2

ˆ
dnx ei(p⃗+q⃗)

ˆ
dnp dnq λp⃗ λq⃗ F =

1

2
(2π)n

ˆ
dnp dnq λp⃗ λq⃗ δ

n(p⃗+ q⃗)F (5.19)

where

F = −
(
R

z

)n−1

K̃p⃗ ∂zK̃q⃗

∣∣∣
z=ϵ

= −
(
R

z

)n−1

K̃p⃗ ∂zK̃p⃗

∣∣∣
z=ϵ

(5.20)

It is important to state that from now on we choose convenient units where R = 1 as well. We
have successfully calculated the action3, however, we did so in momentum space. Unfortunately,
equation 4.5 calculates the connected n-point function in position space, so we need to change it to
momentum space. We find the procedure is almost identical. Specifically:

ˆ
dnxJ(x)O(x) =

ˆ
dnx ei(p⃗+q⃗)x

ˆ
dp dq J(p)O(q) = (2π)n

ˆ
J(−p)O(p)

So even in momentum space, we solely need to take the derivatives with respect to the sources
J(−p) to calculate the connected correlation functions.

It is obvious that the classical gravity action must depend on the sources. The only variables
that contain this information in 5.19 are the Fourier coefficients λp⃗ and λq⃗, since the rest of the terms
are simple functions that contain no dynamical value. Therefore, the connected 2-point function is:

⟨O(p⃗)O(q⃗)⟩ = ∂2S

∂λp⃗ ∂λq⃗

∣∣∣∣
λp⃗=λq⃗=0

=
1

2
(2π)n

ˆ
dnp′ dnq′

(
∂λp⃗′

∂λp⃗

∂λq⃗′

∂λq⃗
+
∂λp⃗′

∂λq⃗

∂λq⃗′

∂λp⃗

)
δn(p⃗′+q⃗′)F (5.21)

The partial derivatives result to delta functions, meaning the integrals vanish. Eventually, the
outcome is

⟨O(p⃗)O(q⃗)⟩ = (2π)nδn(p⃗+ q⃗)F (5.22)

This is the value of the 2-point function in the momentum space. We need to transform the
result to position space in order for our calculation to be complete. To do that, we must calculate
the following integral:

⟨O(x⃗)O(y⃗)⟩ =
ˆ
dnp dnqei p⃗·x⃗ ei q⃗·y⃗ ⟨O(p⃗)O(q⃗)⟩ (5.23)

3Because of the presence of the delta function in 5.19 we can switch q⃗ with −p⃗ without loss of generality. Ad-
ditionally, due to the properties of the modified Bessel function of the second kind, we can write K̃p⃗ = K̃−p⃗. So,
K̃p⃗ = K̃q⃗
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Now plugging equation 5.22 into 5.23 we arrive at the following outcome:

⟨O(x⃗)O(y⃗)⟩ = (2π)n
ˆ
dnp ei p⃗·(x⃗−y⃗)F (5.24)

We can greatly simplify this expression by more closely examining F for z = ϵ→ 0. First, we need
to investigate the behavior of the Ka Bessel function. We must be cautious, since this function has
different expansions depending on the nature of a. Generally, a ∈ R, but in Appendix C we can see
that the case where a /∈ Z differs from the case where a ∈ Z.

Firstly we will investigate the case where a /∈ Z. From C.6 we know that for z = ϵ→ 0

Ka(pz) = c1 (pz)
−a
(
1 + · · ·+ c2 (pz)

2a + . . .
)

(5.25)

where c1 and c2 are the constants evaluated at C.6. Thus, K̃p⃗ defined in 5.14, can be expanded to

K̃p⃗ = c3 z
n/2K∆−n/2(pz) = c1 c3 p

n/2−∆zn−∆
(
1 + · · ·+ c2 (pz)

2∆−n + . . .
)

(5.26)

where as c3 we define the constant in 5.14, meaning

c3 =
ϵn−∆

ϵn/2K∆−n/2(pϵ)

ϵ→0≃ 1

c1
p∆−n/2 (5.27)

Now using the fact that K̃p⃗ (z = ϵ) = ϵn−∆, as well as equation 5.26, we can find that for F :

F = −z1−nK̃p⃗ ∂zK̃p⃗

∣∣∣
z=ϵ

= analytic− c1 c2 c3∆ p∆−n/2 + subleading (5.28)

and plugging 5.27 into the the expression, we can rewrite 5.28 to:

F = analytic− c2 n ( p⃗ )2∆−n + subleading (5.29)

All of the summation terms but one, are either subleading or analytic. Subleading are the terms
that contain a factor of the form # ϵk where k > 0, and thus vanish when ϵ→ 0.

Analytic are the terms that diverge in ϵ, but they are also terms that contain an even power of
p, meaning they are terms of the form # p2k, k ∈ N. Terms of this kind result to delta functions
once transformed back to position space, meaning they are contact terms that serve no physical
value and can be discarded.

To show that, we need to transform terms of the form # p2k to position space. To do that, we
must calculate the integral

I2k(ξ⃗ ) =

ˆ
dnp ei p⃗·ξ⃗ (p⃗ )2k =

ˆ
dnp ei p⃗·ξ⃗ |p⃗ |2k =

ˆ
dnp ei p⃗·ξ⃗ (pλ p

λ)k, k ∈ N (5.30)

One can easily show that 5.30 can be reformulated as follows 4

I2k(ξ⃗ ) = (−□)k I0(ξ⃗ ) (5.31)
4This is simple to demonstrate considering the case where k=1. More specifically:

−□ I0(ξ⃗ ) = −i
ˆ

dnp gµνpν∇µ e
i pλξ

λ

=

ˆ
dnp ei pλξ

λ

pµ p
µ = I2(ξ⃗ )
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But we know that I0(ξ⃗ ) = (2π)n δn(ξ⃗ ), meaning

I2k(ξ⃗ ) = (2π)n (−□)k δn(ξ⃗ ), k ∈ N (5.32)

Conclusively, the analytic terms, give rise to δ functions. In our case, ξ⃗ = x⃗ − y⃗, so the terms in
the 2-point function will be of the form # δ(x⃗− y⃗) (i.e it is a contact term).

Correlation functions only make physical sense when x⃗ ̸= y⃗. We do not examine the case where
x⃗ = y⃗. Under this scope, the analytic terms are discarded, while the subleading ones vanish,
meaning there exists only one term in F that is neither subleading (because the orders of ϵ cancel
out) nor analytic (because p is raised in a real and not an even power). That means that the 2-point
function in 5.24 can be expressed as

⟨O(x⃗)O(y⃗)⟩ = −(2π)n c2 n
ˆ
dnp ei p⃗·(x⃗−y⃗)

(
pλ p

λ
)∆−n/2 (5.33)

This integral has the same form as the one in 5.30, with the only difference being k ∈ R. To solve
this integral, we must first perform a substitution ξ⃗ = x⃗− y⃗ as well as

uλ = pλ

√
|ξµ ξµ| = pλ |ξ⃗| (5.34)

and so the integral takes the form

I2k =
1

|ξ⃗|n+2k

ˆ
dnu ei u⃗·ξ̂ (uµuµ)

k ξ̂ =
ξ⃗

|ξ⃗|
(5.35)

We consider hyper-spherical coordinates in n dimensions. In order to simplify the integral, we will
assume that the z axis will be in the direction of ξ⃗, and thus, in spherical coordinates, u⃗ · ξ̂ = r cos θ.
The integral simplifies to

I2k =
1

|ξ⃗|n+2k

ˆ
dΩn−2

ˆ ∞

0

ˆ π

0

dr dθ r2k+n−1 sin θ eir cos θ (5.36)

One can quite easily perform the integral on θ. By doing so, we end up with

I2k =
2

|ξ⃗|n+2k

2π(n−1)/2

Γ
(
n−1
2

) ˆ ∞

0

dr sin r r2k+n−2 (5.37)

In order to evaluate the integral

Y =

ˆ ∞

0

dr sin r r2k+n−2 (5.38)

some knowledge in complex analysis is required.
Consider the below complex function

f(z) = za−1 e−cz (5.39)

Integrated in the following contour (a quarter annulus)˛
C

f(z) dz =

ˆ
C1

f(z) dz +

ˆ
C2

f(z) dz +

ˆ
C3

f(z) dz +

ˆ
C4

f(z) dz (5.40)

C1(t)→ z = t, dz = dt, t ∈ (ϵ, R)

C2(θ)→ z = Reiθ, dz = iR eiθ dθ θ ∈ (0, b)

C3(t)→ z = t eib, dz = eib dt t ∈ (ϵ, R)

C4(θ)→ z = ϵ eiθ, dz = i ϵ eiθdθ θ ∈ (0, b)
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It is important to note that the integral has no poles inside our contour, thus
ˆ R

ϵ

ta−1 e−ct dt+ iRaeiθa
ˆ b

0

e−cR eiθdθ + eiba
ˆ ϵ

R

ta−1 e−ct eibdt+ iϵa
ˆ 0

b

eiθa e−cϵ eiθdθ = 0 (5.41)

For R→∞ and ϵ→ 0 we notice

iRa

ˆ b

0

eiaθ e−cR eiθ dθ
R→∞−→ 0 (5.42)

i ϵa
ˆ 0

b

eiθa e−cϵ eiθ e→ 0−→ 0 (5.43)

thus from equation (5.40) we conclude that

eiba
ˆ ∞

0

ta−1 e−ct eib dt =

ˆ ∞

0

ta−1 e−ct dt (5.44)

The integral on the right can be easily evaluated in terms of the Gamma function. Equation (5.44)
now takes the form ˆ ∞

0

ta−1 e−ct eib = e−ibac−aΓ(a) (5.45)

Now assuming b = π/2 and c = 1, we have
ˆ ∞

0

ta−1 e−it = e−iba Γ(a) (5.46)

Finally, by only taking the imaginary part and setting 2k = 2∆− 1 and a = 2k + n− 1 = 2∆− 1,
a familiar integral appears:

Y =

ˆ ∞

0

t2k+n−2 sin t dt = sin (π (∆− 1/2)) Γ(2∆− 1) = 22∆−2
√
π

Γ(∆)

Γ
(
3
2
−∆

) (5.47)

Hence,

I2k =
2

|ξ⃗|2∆
2π(n−1)/2

Γ
(
n−1
2

) Y =
22∆ πn/2 Γ(∆)

Γ
(
3
2
−∆

)
Γ
(
n−1
2

) 1

|x⃗− y⃗|2∆
(5.48)

In our case, 2k = 2∆− n, thus the complete result of the 2-point function in 5.33 is

⟨O(x⃗)O(y⃗)⟩ = −22n π3n/2 nΓ(n/2−∆)

Γ(∆− n/2)
Γ(∆)

Γ
(
3
2
−∆

)
Γ
(
n−1
2

) 1

|x⃗− y⃗|2∆
(5.49)

It is important not to forget that this is for the case where ∆− n/2 /∈ Z. We will now verify that
the same result stands true for the case where ∆ − n/2 ∈ Z. For a ∈ Z, we know from Appendix
C that Ka behaves as

Ka(x) = c̃1 x
−a(1 + · · ·+ c̃2 x

2a log x+ . . . ) (5.50)

Following the exact same methodology as before, we find for F

F = analytic+ n c̃2 p
2∆−n (log p− log z) + subleading (5.51)

We can immediately see why this expression is problematic. For z → 0, there exists a logarithmic
divergence in our 2-point function. This is called a type-B anomaly which we will not delve into
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here. More information about it can be found in [9]. In our case, we will discard the anomaly, hence
the integral we have to calculate is

I ′2k =

ˆ
dnp ei p⃗·x⃗ p2k log |p| k ∈ N (5.52)

We will firstly look into the case where k = 0. By following the same procedure shown from (5.34)to
(5.37), the integral takes the form

I ′0 =
1

|ξ⃗|n

(
4π(n−1)/2

Γ
(
n−1
2

) ˆ ∞

0

dr sin r rn−2 log r dr − log |ξ|
ˆ

dnu eix⃗·ξ̂

)
(5.53)

The second term gives rise to a delta function δn(ξ̂) and is thus a contact term that can be discarded.
We calculate the integral

Y ′ =

ˆ ∞

0

sin z log z zn−2 dz = Im
(ˆ ∞

0

eiz log z zn−2 dz

)
(5.54)

We have to be careful calculating this integral since the logarithm has a branch cut at (0,∞). The
contour we will use is a semi circle with the following parametrizations

C1(t)→ z = t+ iϵ, dz = dt, t ∈ (ϵ, R)

C2(θ)→ z = Reiθ + iϵ, dz = iR eiθ dθ θ ∈
(
0,
π

2

)
C3(t)→ z = t ei

π
2 , dz = ei

π
2 dt t ∈ (ϵ, R) (5.55)

The integral in the closed contour has no poles and thus vanishes. Furthermore, for R → ∞ the
contribution from C2(t) also vanishes similarly as before. If we also take ϵ → 0 we arrive at the
following expressionˆ ∞

0

eiz log z zn−2 dz = ei
π
2
(n−1)

ˆ ∞

0

e−t tn−2 log t dt+ ei
nπ
2

ˆ ∞

0

e−t tn−2 dt (5.56)

By observing that
∂

∂n

(ˆ ∞

0

e−t tn−2 dt

)
=

ˆ ∞

0

e−t tn−2 log t dt (5.57)

we conclude thatˆ ∞

0

eiz log z zn−2 dz = ei
π
2
(n−1)Ψ(n− 1) Γ(n− 1) +

π

2
ei

nπ
2 Γ(n− 1) (5.58)

where
Ψ(z) =

1

Γ(z)

dΓ

dz

is the digamma function. By only taking the imaginary part we conclude that

Y ′ = sin
(π
2
(n− 1)

)
Ψ(n− 1) Γ(n− 1) +

π

2
sin
(nπ

2

)
Γ(n− 1) =

= Γ(n− 1)

(
πΨ(n− 1)

Γ
(
n−1
2

)
Γ
(
3−n
2

) + π2

2

1

Γ
(
n
2

)
Γ
(
1− n

2

)) (5.59)
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Thus for I ′2k we find

I ′0 =
1

|ξ|n
4π

n−1
2 Γ(n− 1)

Γ
(
n−1
2

) (
πΨ(n− 1)

Γ
(
n−1
2

)
Γ
(
3−n
2

) + π2

2

1

Γ
(
n
2

)
Γ
(
1− n

2

)) (5.60)

As for I ′2k, one can show, as before, that

I ′2k = (−□)n I ′0 =
1

|ξ|2k
I ′0 (5.61)

The final result for the 2-point function where ∆− n/2 ∈ Z is

⟨O(x⃗)O(y⃗)⟩ = A

|x⃗− y⃗|2∆
(5.62)

A =
(−1)∆−n/2 n 22n−2∆+3 π

3n−1
2

(∆− n/2)!
Γ(n− 1)

Γ
(
n−1
2

) ( πΨ(n− 1)

Γ
(
n−1
2

)
Γ
(
3−n
2

) + π2

2

1

Γ
(
n
2

)
Γ
(
1− n

2

)) (5.63)

We can see that the behavior of the function is the same as in (5.49). We would expect for
the coefficient to be the same, so we conclude that there must be some error in our calculations.
Nonetheless, the behavior of the 2-point function agrees to the result (3.16) up to a constant as
governed by the CFT.

5.1.1 Calculation by deriving the Bulk-to-boundary propagator

In the previous chapters we managed to derive the 2-point function of a scalar through gravity. One
can also compute it with an alternative way using a similar, but different, technique. We once again
take the same quadratic action as before, simplified at 5.18 and attempt to solve the Klein-Gordon
equation for ϕ in a different way, using the Kernel function, or, as it is called under this context,
the "bulk-to-boundary" propagator.

Once again, the boundary condition used is

ϕ(x⃗, z → 0) = zn−∆ϕ0(x⃗) (5.64)

Using that, complete solution for ϕ works out to be:

ϕ(x⃗, z) =

ˆ
dny K∆(x⃗− y⃗, z)ϕ0(y⃗) (5.65)

with the Kernel function satisfying:

(−□+m2)K∆ = 0, K∆(x⃗− y⃗, z → 0) = zn−∆ δn(x⃗− y⃗) (5.66)

In order to solve this differential equation we need to examine the box operator more closely. To
be explicit, for scalars, it transforms to:

□ = gMN∇M∇N = gMM ∂M ∂M − gMMΓΛ
MM ∂ΛG (5.67)
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Now using 2 very well known properties of the Christoffel symbols (Eqs. 3.214 and 3.216, p. 147,
in [10])

ΓΛ
MM = −1

2
gΛΛ ∂Λ gMM Λ ̸=M (5.68)

ΓM
MM = ∂M

(
log
√
|gMM |

)
(5.69)

The d’Alambert operator works out to be

□ = z2 ∂2z − z(d− 1) ∂z + z2 δµν∂µ∂ν (5.70)

A perceptive reader can observe that
K∆ = z∆

satisfies the Klein-Gordon equation (but not the boundary condition). In order for it to satisfy the
boundary condition as well, one can detect that we need to transfer the point at infinity (z →∞)
to z → 0. To do that, we use an inversion.5

z → z

z2 + x⃗2
, x⃗→ x⃗

z2 + x⃗2
(5.71)

By doing so, the Kernel function becomes:

K∆(x⃗, z) = c

(
z

z2 + x⃗2

)∆

(5.72)

The constant c can now be fixed so that the solution satisfies the boundary condition. We implement
5.72 into 5.65 and obtain:

ϕ(x⃗, z) = c

ˆ
dny

(
z

z2 + (x⃗− y⃗)2

)∆

ϕ0(y⃗) = c zn−∆

ˆ
dnu

ϕ0(x⃗− zu⃗)
(1 + u2)∆

(5.73)

For z → 0, equation 5.73 translates to

ϕ(x⃗, z → 0) = c zn−∆

ˆ
dnu

ϕ0(x⃗)

(1 + u2)∆
= c zn−∆ πn/2 Γ(∆− n/2)

Γ(∆)
ϕ0(x⃗) (5.74)

But the boundary condition demands that

ϕ(x⃗, z → 0) = zn−∆ϕ0(x⃗)

therefore
c =

Γ(∆)

πn/2 Γ(∆− n/2)
(5.75)

Now that we have the exact solution for K∆, we can investigate how our solution behaves at the
boundary. Generally, the Klein-Gordon equation that we have is a second order O.D.E, so we expect
2 linearly independent solutions with different starting powers, a and b. In our case, we already

5This is allowed without loss of generality since an inversion keeps the AdS metric invariant, since it is an isometry
as discussed in section 8.1 of [3]
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know one starting power since this information is contained in the boundary condition. Thus, we
expect our final solution to behave near the boundary as:

ϕ(x⃗, z) = ϕ0(x⃗)(z
n−∆ + . . . ) + # (zb + . . . ) (5.76)

where . . . are the series expansion in our solutions and b is the starting power of the second solution.
Now, to also determine the second starting power, we have to follow a procedure similar to 5.73.

ϕ(x⃗, z) = c z∆
ˆ
dny

ϕ0(y⃗)(
1 +

(
z

x⃗− y⃗

)2
)∆

1

(x⃗− y⃗)2∆
z→0≃ z∆ · c

ˆ
dny

ϕ0(y⃗)

(x⃗− y⃗)2∆
(5.77)

Conclusively, ϕ behaves at the boundary as

ϕ(x⃗, z) = ϕ0(x⃗)(z
n−∆ + . . . ) + ϕ1(x⃗)(z

∆ + . . . ) (5.78)

where
ϕ1(x⃗) = c

ˆ
dny

ϕ0(y⃗)

(x⃗− y⃗)2∆
(5.79)

This is an interesting outcome considering the fact that ϕ1(x⃗) is a non-local functional of ϕ0(x⃗),
meaning we need to know the value of ϕ0 in all of the boundary in order to calculate ϕ1 at one
point.

Now that we have calculated ϕ, we insert it in the action

S =
1

2

ˆ
dnx

ϕ ∂zϕ

zn−1

∣∣∣∣∞
z→0

(5.80)

This calculation will lead up of terms of the form #ϕ2
0, #ϕ2

1 and #ϕ0 ϕ1. We will attempt to show
that for both 1 and 2-point functions, only terms of the form #ϕ0 ϕ1 contribute to the result, the
rest vanish.

For 1-point functions:

δ

δϕ0(x⃗)

(ˆ
dnx′ϕ2

0(x⃗
′)

) ∣∣∣∣
ϕ0=0

= 2

ˆ
dnx′ ϕ0(x⃗′)

δϕ0(x⃗′)

δϕ0(x⃗)

∣∣∣∣
ϕ0=0

=

= 2

ˆ
dnx′ϕ0(x⃗′)δ

n(x− x′)
∣∣∣∣
ϕ0=0

= ϕ0(x⃗)

∣∣∣∣
ϕ0=0

= 0 (5.81)

We gain a similar result for ϕ2
1. Specifically:

δ

δϕ0(x⃗)

(ˆ
dnx′ϕ2

1(x⃗
′)

) ∣∣∣∣
ϕ0=0

=

ˆ
dnx′ ϕ1(x⃗

′)

ˆ
dny

δϕ0(y⃗)
δϕ0(x⃗)

(x⃗′ − y⃗)2∆

∣∣∣∣
ϕ0=0

=

=

ˆ
dnx′

ϕ1(x⃗
′)

(x⃗′ − x⃗)2∆

∣∣∣∣
ϕ0=0

= 0 (5.82)

For 2-point functions:

δ2

δϕ0(x⃗) δϕ0(y⃗)

(ˆ
dnx′ ϕ2

0(x⃗
′)

) ∣∣∣∣
ϕ0=0

= 2
δ

δϕ0(x⃗)

ˆ
dnx′ϕ0(x⃗

′)
δϕ0(x⃗

′)

δϕ0(y⃗)

∣∣∣∣
ϕ0=0

=

= 2
δ

δϕ0(x⃗)

ˆ
dnx′ ϕ0(x⃗

′) δn(x⃗′ − y⃗)
∣∣∣∣
ϕ0=0

= δn(x⃗− y⃗) (5.83)
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This is a contact term and thus is discarded.
The case for terms of the form ϕ2

1 is even more subtle. If we carefully take into consideration
the powers of z, we deduce:

# z2∆−n ϕ2
1

but since ∆ > n/2⇒ 2∆− n > 0 we conclude

# z2∆−n ϕ2
1

z→0−→ 0 (5.84)

Eventually, the action (with just one term remaining) can be expressed as:

S =
n

2

ˆ
dnxϕ0(x⃗)ϕ1(x⃗) =

n · c
2

ˆ
dnx dny

ϕ0(x⃗)ϕ0(y⃗)

|x⃗− y⃗|2∆
(5.85)

The 1-point function is:

⟨O(x⃗)⟩ = δS

δϕ0(x⃗)

∣∣∣∣
ϕ0=0

= n · ϕ1(x⃗)
∣∣
ϕ0=0

= 0 (5.86)

As expected.
The 2-point function would be (substituting the constant c):

⟨O(x⃗)O(y⃗)⟩ = δ2S

δϕ0(x⃗) δϕ0(y⃗)

∣∣∣∣
ϕ0=0

=
nΓ(∆)

πn/2 Γ(∆− n/2)
1

|x⃗− y⃗|2∆
(5.87)

This result once again verifies our 2 previous outcomes up to a consant, equations 3.20 and 5.49.
Unfortunately, the constant we derived is only partially correct, as one can see the correct result in
Eq. 56 of [11].

6 The 3-point function of a scalar through gravity
For the scalar 3-point function, the methodology that we are going to follow is the same as before,
but we have to notice that the quadratic action is no longer suitable for us. For the 3-point function,
we need an interaction term in the action. The Witten diagram would be tree-level since we are
only solving the classical EOMs. Non-tree-level behavior requires quantum corrections that we do
not investigate. For the 3-point function, the action that we are going to use is

S =

ˆ
dnx dz

√
g

(
1

2

3∑
i=1

(
∂Mϕi ∂

Mϕi +m2
iϕ

2
i

)
+ λϕ1 ϕ2 ϕ3

)
(6.1)

Where we use 3 different fields, ϕ1, ϕ2, ϕ3 so that each one can act as a source to their corresponding
operator O1, O2, O3,. The last term is the interaction term, with the constant λ defining the
strength of the interaction. By varying with respect to ϕi we find the following EOMs

(−□+m2)ϕ1 = λϕ2 ϕ3 (6.2)

(−□+m2)ϕ2 = λϕ1 ϕ3 (6.3)

(−□+m2)ϕ3 = λϕ1 ϕ2 (6.4)
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These equations are non-linear and can only be solved pertubatively. We assume that the interaction
is a first and not a zeroth order interaction, meaning we assume the expansion:

ϕi = ϕ
(0)
i + ϕ

(1)
i , λ ≡ λ(1) (6.5)

Pertubation theory demands the following equations to be true:

(−□+m2)ϕ
(0)
i = 0, ϕ

(0)
i (x⃗, z → 0) = zn−∆ ϕ

(0)
i,0 (x⃗) (6.6)

(−□+m2)ϕ
(1)
1 = λϕ

(0)
2 ϕ

(0)
3 , ϕ

(1)
1 (x⃗, z → 0) = 0 (6.7)

(−□+m2)ϕ
(1)
2 = λϕ

(0)
1 ϕ

(0)
3 , ϕ

(1)
2 (x⃗, z → 0) = 0 (6.8)

(−□+m2)ϕ
(1)
3 = λϕ

(0)
1 ϕ

(0)
2 , ϕ

(1)
3 (x⃗, z → 0) = 0 (6.9)

To make our calculations easier, we use the same trick that we used before to simplify the action
(equations 5.16 to 5.18). Finally, the actions transforms to:

S =
1

2

ˆ
dnx

ϕ1 ∂zϕ1 + ϕ2 ∂zϕ2 + ϕ3 ∂zϕ3

zn−1

∣∣∣∣∞
z→0

+
11λ

2

ˆ
dnx dz

√
g ϕ1 ϕ2 ϕ3 (6.10)

But this can be even more simplified considering we want to keep terms only up to the first order.
So by imposing the expansion at 6.5, the action is rewritten as

S =
1

2

ˆ
dnx

1

zn−1

3∑
i=1

[
ϕ
(0)
i ∂zϕ

(0)
i + ∂z

(
ϕ
(0)
i ϕ

(1)
i

)] ∣∣∣∣∣
∞

z→0

+
11λ

2

ˆ
dnx dz

ϕ
(0)
1 ϕ

(0)
2 ϕ

(0)
3

zn+1
(6.11)

The 3-point function will therefore be given by

⟨O(x⃗1)O(x⃗2)O(x⃗3)⟩ = −
δ3S

δϕ
(0)
1,0(x⃗1) δϕ

(0)
2,0(x⃗2) δϕ

(0)
3,0(x⃗3)

∣∣∣∣∣
ϕ
(0)
1,0=ϕ

(0)
2,0=ϕ

(0)
3,0=0

(6.12)

Our objective now is to calculate ϕ(0) and ϕ(1), governed by the equations 6.6 to 6.9. We have
already solved equation 6.6, using the Kernel function, the bulk-to-boundary propagator:

ϕ
(0)
i (x⃗, z) =

ˆ
dnx′K∆i

(x⃗− x⃗ ′, z)ϕ
(0)
i,0 (x⃗

′) (6.13)

K∆i
(x⃗− x⃗ ′, z) = Ci

(
z

z2 + (x⃗− x⃗ ′)2

)∆i

Ci =
Γ(∆i)

πn/2 Γ(∆i − n/2)
(6.14)

6.1 The bulk-to-bulk propagator

In order to account for the interaction in the bulk as well, which is a first order interaction, we need
to solve equations (6.7) to (6.9). The solution is not trivial but can be done by using the Green’s
function, the bulk-to-bulk propagator. The solution will be of the form

ϕ
(1)
1 (x⃗, z) = λ

ˆ
dnx′ dz′

√
g G(x⃗− x⃗ ′, z, z′)ϕ

(0)
2 (x⃗ ′, z′)ϕ

(0)
3 (x⃗ ′, z′) (6.15)

ϕ
(1)
2 (x⃗, z) = λ

ˆ
dnx′ dz′

√
g G(x⃗− x⃗ ′, z, z′)ϕ

(0)
1 (x⃗ ′, z′)ϕ

(0)
3 (x⃗ ′, z′) (6.16)

ϕ
(1)
3 (x⃗, z) = λ

ˆ
dnx′ dz′

√
g G(x⃗− x⃗ ′, z, z′)ϕ

(0)
1 (x⃗ ′, z′)ϕ

(0)
2 (x⃗ ′, z′) (6.17)
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where the Green’s function satisfies

(−□+m2)G(x⃗, x⃗ ′, z, z′) =
1
√
g
δn(x⃗− x⃗ ′) δ(z − z′) (6.18)

This equation is a bit tricky but it can be solved, using equation 5.70 and a number of transforma-
tions. We will firstly solve it treating it as a homogeneous equation and temporarily discarding
the delta function source (we will see more about it shortly). Meaning we will first attempt to solve

(−□+m2)G(x⃗, x⃗ ′, z, z′) = 0 (6.19)

Naturally, we expect for the Green’s function to depend only on the geodesic distance between
the points (x⃗, z) and (x⃗ ′, z′), so a transformation on the coordinates that implements the geodesic
distance would greatly simplify the PDE. The geodesic distance for a 2-dimensional AdS is given
by (2.28) but due to its algebraic complexity, it is more convenient to work with the choral distance
u. So we apply the following transformation and calculate the transformed derivatives:

u =
δµν(x− x′)µ (x− x′)ν + (z − z′)2

2zz′
=

(x⃗− x⃗ ′)2 + (z − z′)2

2zz′
(6.20)

∂z =

(
−u
z
+
z − z′

zz′

)
(6.21)

∂2z =
1

z2

[
2u+ 1− z − z′

z′
d

du
+

(
u2 +

(z − z′)2

z′2
− 2u(z − z′)

z′

)
d2

du2

]
(6.22)

which result in the following ODE.

(u2 + 2u)G′′ + (d+ 1)(u+ 1)G′ −m2G = 0 (6.23)

This is remarkable since with a single transformation we managed to convert a PDE into an ODE.
But our work is not finished yet, we still do not have a satisfactory form for our ODE. We use 2
more transformations on our independent variable u:

ξ =
1

u+ 1
(6.24)

w = ξ2 (6.25)

from which the ODE reshapes to

4w2(1− w)G′′ + 2w(2− d− 3w)G′ −∆(∆− n)G = 0 (6.26)

where we recalled that m2 = ∆(∆ − n). The final transformation needed is one in the dependent
variable G. In particular,

G = w∆/2 Y (6.27)

This final transformation allows us to write our ODE in a rather familiar form

w(1− w)Y ′′ +

[
∆+ 1− n

2
−
(
∆

2
+

∆

2
+

1

2
+ 1

)
w

]
Y ′ − ∆(∆ + 1)

4
Y = 0 (6.28)
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This is the hypergeometric equation. That means that the solution for (6.28) (taking into account
all the transformations we performed) is

G(ξ) = C ξ∆ 2F1

(
∆

2
,
∆+ 1

2
;∆ + 1− n

2
; ξ2
)

ξ =
2zz′

z2 + (z′)2 + (x⃗− x⃗ ′)2
(6.29)

where 0 < ξ ≤ 1, the equality (ξ = 1) holds true for (x⃗, z) = (x⃗ ′, z′).
For 0 ≤ ξ < 1 equation (6.18) reduces to (6.19) since for ξ ̸= 1 we can omit the delta function

source. That means that the hypergeometric function is actually a solution of (6.18) (for 0 ≤ ξ < 1).
All we need to do now is to more closely examine the behavior of the hypergeometric function at
ξ = 1. It is known that for ξ → 1 we have

F (a, b; c; z) ∼ (z − 1)c−a−b z → 1 (6.30)

In our case,

2F1

(
∆

2
,
∆+ 1

2
;∆ + 1− n

2
; ξ2
)
∼ (ξ2 − 1)(1−n)/2 ξ2 → 1 (6.31)

For n > 1, then 1−n
2

< 0, thus for ξ → 1 the hypergeometric function diverges, just like the delta
function. One could also verify that indeed the power 1−n

2
is the appropriate one.6 Therefore,

since the Green’s function diverges with the exact behavior predicted by the delta function, it is a
solution for equation (6.18).

6.2 Calculation of the 3-point function

We will use the methodology depicted in [12]. The action written in the form of (6.11) essentially
has 3 terms. The first one,

ϕ
(0)
i ∂zϕ

(0)
i

zn−1
(6.32)

is identical to the action examined in the 2-point function case. Varying with respect to ϕ(0)
i,0 will

result to
δ

δϕ
(0)
i,0 (x⃗i)

(ˆ
dnx

[
ϕ
(0)
i ∂zϕ

(0)
i

zn−1

]∞
z→ 0

)∣∣∣∣∣
ϕ
(0)
i,0=0

= ⟨Oi(x⃗i)⟩ = 0 (6.33)

6Let us examine a 3-dimensional equivalent. It is known that for the Poisson equation with a delta-like source

∇2V =
δ(r⃗ − r⃗ ′)

ε0

that the Green’s function will be given by

G(r⃗, r⃗ ′) = − 1

4π

1

|r⃗ − r⃗ ′|

So if we assume a 3-dimensional AdS spacetime, we should expect equation (6.31) to result to a behavior analogous
to

G ∼ 1

|x⃗− x⃗ ′ + z − z′|
and indeed, for n=2 and (x⃗, z)→ (x⃗ ′, z′) we have

(ξ2 − 1)−1/2 ∼ u−1/2 ∼ 1

|x⃗− x⃗ ′ + z − z′|

So our results are verified.
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As we can see, from the first term emerges the sum of three 1-point functions that naturally vanish
as shown in (5.86).

Moving on to the next term, that is a bit more delicate.

∂z

(
ϕ
(0)
i ϕ

(1)
i

)
zn−1

∣∣∣∣∣
∞

z=ϵ

=
ϕ
(1)
i ∂zϕ

(0)
i + ϕ

(0)
i ∂zϕ

(1)
i

zn−1

∣∣∣∣∣
∞

z=ϵ

(6.34)

We have used a cut-off value for z. It is apparent that we need to examine the behavior of ϕ(0) and
ϕ(1) for z = ϵ→ 0 and z →∞.

We will firstly investigate the case for z = ϵ→ 0.
It is known from the boundary condition itself that,

ϕ
(0)
i (x⃗, z = ϵ)

ϵ→0
= ϵn−∆ ϕ

(0)
i,0 (x⃗) (6.35)

For ϕ(1) more calculations are needed. We recall that ξ, as governed by (6.29), behaves as

ξ
ϵ→0∼ ϵ (6.36)

Therefore, since 2F1(a, b; c; z → 0) → 1, the bulk-to-bulk propagator must have the following
behavior

G(ξ → 0) ∼ ξ∆ ∼ ϵ∆ (6.37)

Working out how this propagates to ϕ(1)
i we find

ϕ
(1)
i

ϵ→ 0∼ ϵn+∆i−∆j−∆k−1A
(
ϕ
(0)
j,0 , ϕ

(0)
k,0

)
i ̸= j ̸= k (6.38)

where A
(
ϕ
(0)
j,0 , ϕ

(0)
k,0

)
is an integral containing all the boundary conditions of our fields ϕ(0)

j,0 , ϕ
(0)
k,0.

Plugging equations (6.35) and (6.38) into (6.34) we observe that the second term transforms to

#A
(
ϕ
(0)
j,0 , ϕ

(0)
k,0

)
ϕ
(0)
i,0 ϵ

n−∆j−∆k−1 (6.39)

By varying with respect to ϕ(0)
i,0 , ϕ

(0)
j,0 and ϕ(0)

k,0, and setting ϕ(0)
i,0 = ϕ

(0)
j,0 = ϕ

(0)
k,0 = 0, the term vanishes

regardless of the value of ϵ.
We examined the behavior of the second term when z → 0 but in order for our calculation to

be complete we need to also account for z →∞.
We understand from (6.13) that ϕ(0)

i has the following expansion

ϕ
(0)
i

z→∞∼ B
(
ϕ
(0)
i,0

)
z−∆ (6.40)

where B
(
ϕ
(0)
i,0

)
is another integral containing ϕ(0)

i,0 .
The behavior of ξ is also straightforward, and equal to

ξ
z→∞∼ 1/z → 0 (6.41)

Therefore the hypergeometric function has the same expansion as before. Similarly, the bulk-to-bulk
propagator behaves as

G(ξ → 0) ∼ ξ∆ ∼ z−∆ (6.42)
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and thus, for ϕ(1)

ϕ(1) z→∞∼ C
(
ϕ
(0)
j,0 , ϕ

(0)
k,0

)
z−∆i−∆j−∆k−n−1 (6.43)

where C
(
ϕ
(0)
j,0 , ϕ

(0)
k,0

)
is an integral similar to A

(
ϕ
(0)
j,0 , ϕ

(0)
k,0

)
.

Finally, for the behavior of the second term (6.34) for z →∞ we discover

#B
(
ϕ
(0)
i,0

)
C
(
ϕ
(0)
j,0 , ϕ

(0)
k,0

)
z−2∆1−∆j−∆k−2n−1 (6.44)

This term vanishes either by varying with respect to ϕ(0)
i,0 , ϕ

(0)
j,0 and ϕ(0)

k,0, and setting ϕ(0)
i,0 = ϕ

(0)
j,0 =

ϕ
(0)
k,0 = 0, or when z →∞ since it is raised in a negative power.

We have now fully examined the behavior of the second term (6.34) and have found out that it
vanishes completely.

Consequently, the only term that will contribute to the overall result for the 3-point function is
the last one. Given the recent developments, the 3-point function is rewritten as:

⟨O(x⃗1)O(x⃗2)O(x⃗3)⟩ = −
δ3

δϕ
(0)
1,0(x⃗1) δϕ

(0)
2,0(x⃗2) δϕ

(0)
3,0(x⃗3)

(
11λ

2

ˆ
dnx dz

√
g ϕ

(0)
1 ϕ

(0)
2 ϕ

(0)
3

) ∣∣∣∣∣
ϕ
(0)
1,0=ϕ

(0)
2,0=ϕ

(0)
3,0=0

(6.45)
But knowing (using (6.13)) that

δϕ
(0)
i

δϕ
(0)
i,0

= K∆i
(x⃗− x⃗i, z) (6.46)

we find

⟨O(x⃗1)O(x⃗2)O(x⃗3)⟩ = −
11λ

2

ˆ
dny dz

√
g K∆1(y⃗ − x⃗1, z)K∆2(y⃗ − x⃗2, z)K∆3(y⃗ − x⃗3, z) (6.47)

where we renamed the variables x⃗ as y⃗ to avoid confusion. We can use translation symmetry to
move the position of x⃗3 to 0. Meaning we perform the translation

x⃗1 → x⃗1 − x⃗3 x⃗2 → x⃗2 − x⃗3 x⃗3 → 0 (6.48)

followed by an inversion,

yµ =
y′µ

y⃗ ′2 + z′2
, z =

z′

y⃗ ′2 + z′2
x⃗i =

x⃗ ′
i

(x⃗ ′
i)
2

(6.49)

where the inversion of the points x⃗i i = 1, 2, 3 is independent of z because these points exist in the
boundary of AdS.

Utilizing the relations at (6.49), the bulk-to-boundary propagator transforms as follows

K∆i
(y⃗ − x⃗i, z) = |x⃗ ′

i|2∆i K(y⃗ ′ − x⃗ ′
i, z

′) =
1

|x⃗i|2∆i
K∆i

(y⃗ ′ − x⃗ ′
i, z

′) (6.50)

We should be careful since the above transformation holds true solely for i = 1, 2 since x⃗3 = 0 after
the translation. So for K∆3 , the transformation is

K∆3 = C3

(
z

z2 + y⃗2

)∆3

= C3


z′

z′2 + y⃗ ′2

z′2

z′2 + y⃗ ′2 +
y⃗ ′2

z′2 + y⃗ ′2


∆3

= C3 (z
′)∆3 (6.51)
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Moreover, we notice that

√
g =

1

zn+1
=

(z′2 + x⃗ ′2)
n+1

(z′)n+1
=
(
z′2 + x⃗ ′2)n+1√

g′

dnx dz =
dnx′

(z′2 + x⃗ ′2)n
dz′

z′2 + x⃗ ′2 =
dnx′ dz′

(z′2 + x⃗ ′2)n+1


√
g dnx dz =

√
g′ dnx′ dz′ (6.52)

This result is to be expected since inversion is an isometry in AdS. Finally, the 3-point function
takes the form

−11λ

2

1

|x⃗1|2∆1

1

|x⃗2|2∆2
C1C2C3

ˆ
dny′ dz′

(z′)∆1+∆2+∆3−n−1

[(z′)2 + (y⃗ ′ − x⃗ ′
1)

2]∆1 [(z′)2 + (y⃗ ′ − x⃗ ′
2)

2]∆2
(6.53)

The integral we have to calculate is challenging, but can be estimated using a number of transfor-
mations

I(a, b, c; x⃗1, x⃗2) =

ˆ
dnx dz

za

[z2 + (x⃗− x⃗1)2]b [z2 + (x⃗− x⃗2)2]c
(6.54)

First, it is trivial to show from the definition of the Gamma function, that this identity holds true

1

Qq
=

1

Γ(q)

ˆ ∞

0

ds sq−1 e−sQ (6.55)

Inserting this identity twice we get the following

I =
1

Γ(b) Γ(c)

ˆ ∞

0

dz

ˆ ∞

0

ds

ˆ ∞

0

dt

ˆ
R⋉
dnx za sb−1 tc−1 e−V1 (6.56)

V1 = s(z2 + (x⃗− x⃗1)2) + t(z2 + (x⃗− x⃗2)2) =

= s(z2 + x⃗21) + t(z2 + x⃗22) + (s+ t)x2 − 2x⃗(sx⃗1 + tx⃗2) (6.57)

We notice that one of the integrals simplifies since it is an n-dimensional gaussian integral:
ˆ
dnx e−V1 = e−s(z2+x⃗2

1)−t(z2+x⃗2
2)+

(sx⃗1+tx⃗2)
2

s+t

ˆ
Rn

dnx e
−(s+t)

(
x⃗− sx⃗1+tx⃗2

s+t

)2

=

= eV2

(
π

s+ t

)n/2

(6.58)

V2 =
(sx⃗1 + tx⃗2)

2

s+ t
− s(z2 + x⃗21)− t(z2 + x⃗22) = −

z2(s+ t)2 + st(x⃗1 − x⃗2)2)
s+ t

(6.59)

Thus it transforms to

I =
πn/2

Γ(b) Γ(c)

ˆ ∞

0

ds

ˆ ∞

0

dt sb−1 tc−1 (s+ t)−n/2 e−
st(x⃗1−x⃗2)

2)
s+t

ˆ ∞

0

dz za e−(s+t)z2 (6.60)

By making a (s+ t)z2 → z substitution, one can easily solve the latter integral, and rewrite I

I =
πn/2 Γ(a+1

2
)

2Γ(b) Γ(c)

ˆ ∞

0

ds

ˆ ∞

0

dt sb−1 tc−1 (s+ t)−
a+1+n

2 e−
st(x⃗1−x⃗2)

2

s+t (6.61)
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Our job is not done yet, we have to perform 2 more substitutions:

s′ =
s

(x⃗1 − x⃗2)2
t′ =

t

(x⃗1 − x⃗2)2
(6.62)

and

s′ = uv t′ = (1− v)u∣∣∣∣∣
∂s
∂u

∂s
∂v

∂t
∂u

∂t
∂v

∣∣∣∣∣ = −u (6.63)

The updated form of the integral is

I =
πn/2 Γ

(
a+1
2

)
2 Γ(b) Γ(c)

1

|x⃗1 − x⃗2|2b+2c−a−1−n

ˆ ∞

0

du ub+c−1−a+n+1
2 e−uv(1−v)

ˆ 1

0

dv vb−1 (1− v)c−1 (6.64)

One final substitution
w = vu(1− v) (6.65)

results to

I =
πn/2 Γ

(
a+1
2

)
2 Γ(b) Γ(c)

1

|x⃗1 − x⃗2|2b+2c−a−1−n

ˆ ∞

0

dwwb+c−1−a+n+1
2 e−w

ˆ 1

0

dv v
a+n+1

2
−c−1 (1− v)

a+n+1
2

−1−b

(6.66)
From the definitions of the Gamma and Beta functions, we can easily compute these 2 integrals.
Eventually, the final result is

I(a, b, c; x⃗1, x⃗2) =
πn/2 Γ

(
a+1
2

)
Γ
(
b+ c− a+n+1

2

)
Γ(a+n+1

2
− b) Γ(a+n+1

2
− c)

2 Γ(b) Γ(c) Γ(a+ n+ 1− b− c)
· 1

|x⃗1 − x⃗2|2b+2c−a−1−n

(6.67)
In our case, we have I(∆1 +∆2 +∆3−n− 1,∆1,∆2; x⃗

′
1, x⃗

′
2). We also need to transform back from

x⃗ ′
i to x⃗i in order to arrive at a proper result. We observe that

|x⃗ ′
1 − x⃗ ′

2|2 = (x′µ1 − x′2µ)(x
′µ
1 − x′2µ) = |x⃗′1|2 + |x⃗′2|2 − 2 x⃗1 · x⃗2 = (6.68)

1

|x⃗+ 1|2
+

1

|x⃗2|2
− 2 x⃗1 · x⃗2
|x⃗1|2|x⃗22|

=
|x⃗1 − x⃗2|2

|x⃗1|2|x⃗2|2
(6.69)

If we also take into account the translation we formerly did in (6.48) and transform this back as
well, the final result for the 3-point function would be

⟨O(x⃗1)O(x⃗2)O(x⃗3)⟩ =
Λ

|x⃗1 − x⃗3|∆1+∆3−∆2 |x⃗2 − x⃗3|∆2+∆3−∆1 |x⃗1 − x⃗2|∆1+∆2−∆3
(6.70)

Λ = −11λ

4

Γ
(
1
2
(∆1 +∆2 −∆3)

)
Γ
(
1
2
(∆2 +∆3 −∆1)

)
Γ
(
1
2
(∆1 +∆3 −∆2)

)
Γ
(
1
2
(∆1 +∆2 +∆3 − n)

)
Γ(∆1 − n/2) Γ(∆2 − n/2) Γ(∆3 − n/2)

(6.71)

We can see that this outcome agrees with the behavior of the 3-point function indicated in (3.27)
as well as with the exact result found in Eq. 25 of [12].
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Appendices

A Derivation of the Einstein field equations
We will start by varying with respect to gµν on the Einstein-Hilbert action with a cosmological
constant

S =

ˆ
dn+1x

√
g (R− 2Λ) (A.1)

This will result to

δSEH = δS1 + δS2 + δS3 + δS4 (A.2)

δS1 =

ˆ
dn+1x

√
g gµν δRµν (A.3)

δS2 =

ˆ
dn+1x

√
gRµν δg

µν (A.4)

δS3 =

ˆ
dn+1xR δ√g (A.5)

δS4 = −2
ˆ
dn+1xΛ δ

√
g (A.6)

The most challenging computation is the one of (A.3), the Ricci scalar. so we will begin with that.
Firstly, using the definition of the Riemann tensor

Rρ
λµν = ∂µΓ

ρ
νλ + Γρ

µσ Γ
σ
νλ − ∂νΓ

ρ
λµ − Γρ

νσ Γ
σ
λµ (A.7)

one can show that a variation in the Riemann tensor will yield

δRρ
λµν = ∇µδ Γ

ρ
νλ −∇νδ Γ

ρ
λµ (A.8)

We have now established the necessary groundwork to demonstrate the variations on the Ricci
tensor.

δRµν = δRρ
µρν = ∇ρδ Γ

ρ
νµ −∇νδ Γ

ρ
µρ (A.9)

This is known as the Palatini identity. We can now rewrite δS1 as

δS1 =

ˆ
dn+1x

√
g∇ρ

(
gµν δ Γρ

νµ − gµρ δ Γσ
µσ

)
(A.10)

In order to complete our analysis on the Ricci scalar we also need to further investigate the variations
on the Christoffel symbols’. With the help of the Christoffel symbols definition

Γρ
νµ =

1

2
gρσ (∂µgνσ + ∂νgσµ − ∂σgµν) (A.11)

and this straightforward identity

δ µ
ν = gµσ g

σν ⇒ δgµν = −gµσgλν δgσλ (A.12)

we can show that
δ Γρ

νµ =
1

2
gρσ (∇µδgνσ +∇νδgσµ −∇σδgµν) (A.13)
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and with a few more algebraic calculations, we prove that

gµν δ Γρ
νµ − gµρ δ Γσ

µσ = gµν ∇ρ δgµν −∇σ δg
σρ (A.14)

Taking the above into account, δS1 takes the form

δS1 =

ˆ
dn+1x

√
g∇ρ (gµν ∇ρ δgµν −∇σ δg

σρ) = (A.15)

=

ˆ
dn+1x ∂ρ (

√
g (gµν ∇ρ δgµν −∇σ δg

σρ)) = 0 (A.1)

We notice that this integral has a total derivative, and according to Stoke’s theorem this is equal
to the boundary contribution at infinity. But since we take the variation to vanish at infinity, δS1

vanishes as well.
As for the rest of the terms, equation (A.4) is already in the appropriate form, but as for (A.5)

and (A.6), we need to calculate the variation δ√g.
Starting from the well known identity

log g = Tr(log gµν)⇒
δg

g
= gµν δgµν ⇒ δg = −g gµν δgµν (A.16)

We conclude that for √g we have

δ
√
g =

δg

2
√
g
= −1

2

√
g gµν δg

µν (A.17)

With that information we can also rewrite δS3 and δS4 in the proper form. Eventually, the variation
in the action is written as

δS =

ˆ
dn+1x

√
g

(
Rµν −

1

2
R gµν + Λ gµν

)
δgµν (A.18)

Since the EOMs are found from the local minima of the action, we demand

δS

δgµν
= 0

hence the Einstein field equations are

Rµν −
1

2
Rgµν + Λgµν = 0 (A.19)

B Derivation of the equations of motion of a scalar field
In this appendix we will derive the equations of motion for a scalar field assuming a quadratic action
of the form

S =
1

2

ˆ
dn+1x

√
g
(
∇µϕ∇µϕ+m2ϕ2

)
(B.1)

By varying with respect to ϕ, we get the following

δS =

ˆ
dn+1x

√
g

(
1

2
gµν ∂µ(δϕ) ∂νϕ+

1

2
gµν ∂µϕ ∂ν(δϕ) +m2 ϕ δϕ

)
= (B.2)

=

ˆ
dn+1x

√
g
(
gµν ∂µ(δϕ) ∂νϕ+m2 ϕ δϕ

)
(B.3)
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By integrating by parts and assuming that the variation vanishes at the boundary, the variation at
the action transforms to

δS =

ˆ
dn+1x

(
−∂µ (

√
g gµν ∂νϕ) +m2ϕ

)
δϕ =

=

ˆ
dn+1x

√
g
(
−∇µ (g

µν ∇νϕ) +m2ϕ
)
δϕ =

=

ˆ
dn+1x

√
g
(
−□+m2

)
ϕ δϕ (B.4)

By once again demanding
δS

δϕ
= 0

we arrive at the famous Klein-Gordon equation

(−□+m2)ϕ = 0 (B.5)

We can also add an interaction term in the action

S(3) =

ˆ
dn+1x

√
g

(
1

2
∇µϕ∇µϕ+

1

2
m2ϕ2 +

λ

3
ϕ3

)
(B.6)

It is straightforward to show that
δ

δϕ

(
λ

3
ϕ3

)
= λϕ2

Therefore the EOMs take the form
(−□+m2)ϕ = λϕ2 (B.7)

C Properties of modified Bessel functions
The function Ia(x) is known as modified Bessel function of the first kind and is defined by:

Ia(x) =
∞∑
k=0

1

k! Γ(a+ k + 1)

(x
2

)a+2k

(C.1)

The function Ka(x) is known as modified Bessel function of the second kind and is defined by:

Ka(x) =


π

2

I−a(x)− Ia(x)
sin aπ

a /∈ Z

π

2
lim
p→a

I−p(x)− Ip(x)
sin pπ

a ∈ Z
(C.2)

In greater detail, Ka(x) for a ∈ Z can be written as

Ka(x) = (−1)a+1
(
log

x

2
+ γE

)
Ia(x) +

1

2

a−1∑
k=0

(−1)k (a− k − 1)!
(x
2

)2k−a

(C.3)

+
(−1)a

2

∞∑
k=0

Φ(k) + Φ(a+ k)

k! (a+ k)!

(x
2

)a+2k

, a ∈ Z
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where γE = ψ(z = 1) with ψ(z) being the Digamma function. Φ(n) is called the harmonic sum and
is equal to

Φ(n) =
n∑

k=1

1

k
Φ(0) = 0 (C.1)

The asymptotic behaviors of the Bessel functions at x→ 0 are given by

Ia(x→ 0) ∼ xa, Ka(x→ 0) ∼ x−a α > 0 (C.4)

while for x→∞ we have

Ia(x→∞) ∼ ex√
x
, Ka(x→∞) ∼ e−x

√
x

(C.5)

It is also useful for our calculations to examine the starting powers of Ka(x) power series. It is
clear from C.1 that the starting power of Ia(x) is xa. Additionally, from C.2 we can also derive
the starting powers of Ka(x) that work out to be xa as well as x−a. Therefore, for x → 0, we are
allowed to expand Ka(x) in the following manner:

Ka(x) =
π

2 sin(aπ)

(
1

Γ(−a+ 1)

(x
2

)−a

+ · · ·+ 1

Γ(a+ 1)

(x
2

)a
+ . . .

)

= 2a−1 Γ(a)x−a

(
1 + · · ·+ 2−2a Γ(−a)

Γ(a)
x2a + . . .

)
a /∈ N (C.6)

Ka(x) = 2a−1 (a− 1)!x−a

(
1 + · · ·+ (−1)a+1 2−a

2a−1 a!
x2a log x

)
a ∈ N (C.7)

where . . . represent the rest of the summation terms.
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