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Iepiinyn

H ovvepyoasio otig acvppoteg emkovovieg, CUUPAALEL GTO VO AVIILETOTICTOVLV TO
mpofpata g e€acBévions kot Tov SuAelyemv o610 acLpHOTo KavdAl. O kdplog
610Y0G lvarl va avéndel o puBuog dwpeTaymyng oe éva diktvo kab®G kot 1 a&lomotio
TV Ypovika petafoarropevav (evéemv. Elval yvootd 0Tt ol acOppateg emkovmvieg
UopoHV Vo ETOPEANB0VV 0md TV GLVEPYAGIN AVALEGH 6TOVG KOPPoVG Ady® TG pOoNg
™¢ acvppatng petddoonc. Ilpog 10 mapdv n TAEOYNEIO TOV TEYVIKOV GUVEPYUGIOG
neplopileron oto Puokod eninedo. H ovvepyaoia og enimedo diktHov opiletor oG n amin
OVOUETAS00T YOPIS KO avauén Tov QLoIkoy emmédov. Ymdpyovv evoei&elg 0Tt n
ovvepyaoia 6g EMIMESO OIKTVOV UTOPEL Vo £xEL TOPOLOLD OQEAT [LE TNV CLVEPYACIO GTO

QLOIKO EMTEDO, TAVTOYPOVA OLMG EIVOL TLO OTAT] GTNV LVAOTOINON.

210 TPMOTO PEPOS TNG STPIPNG, LEAETAUE TNV AEtTovpyio VOGS KOUPOV TOV ovapETOSTIOEL
TokETO, omd TOAAOVG YPNOTEG GE £vav TPOOoPIoUd. OepPNGaE TNV TEPITTOOT OTOL O
AVOLETAOOTNG OEV £XEL OIKA TOV TOKETO KO OTAL OVOUETAOIOEL TAKETO OO TOVG YPNOTES
O1 xpNoTEG £X0VV KOPEGUEVEG OVPES, 1 TPOGPACT] GTO OGVLPUATO KAVAAL EVOL TUY LI EVD
EMTPEMETOL 1] TOVTOYPOV UETAOOCON TOALOTADV TOKET®V. MEAETNOOUE AVOAVTIKG TV
evotdlela otV ovpd TOL OVOUETOSOTN (ONAadN TIC CLVONKEC Yoo TIG omoieg €lval
epayuévn). Mehetoope avoAVTIKA T puOUO SOUETOY®OYNG oV ¥PNOTN KOODS Kot TOV
OLVOMKO pvOUd Ko Ppnkape TG cvvOnKeS KAT® omd TIG OMOlEG O OVOUETOOOTNG
Tpocpépel 0perog oto diktvo. ‘Eva emiong yprioyo oamotéhecpo mov mTpodkvye amod
avtV TV HEAETN €ivol 0 aplBlog TV XpNoTAOV TOL UEYIGTOMOLEL TOV GLVOAMKSO pLOUO
OLWUETOY®YNG TOV OIKTVLOV UE TOV avapeTadoTn. To mponyoduevo ival Eva Bempntikd
OMOTEAEGLLO. OAAGL e TTOAAES TTPOKTIKES EQPAPUOYES, EWOKA Y10 TOV TOPOYOVS OGVPLOTNG
TpoOcPoong. MeLETNOAE TIC TEPUTTOGELS OOV O AVOUETAOOTNG UTOPEL Vo LETAOIOEL Kot
vo AopPavel Tontdxpovae 0AAL Kol TNV TEPITTOOT OV eV EYEL QLTI TNV OLVOTOTNTO.
2myv mepintmon Omov 0 avoueTadotng umopel var Aapfdvel kot va oTtéAvel maKETo
TOVTOYPOVA  TPOKLTTEL TO TPOPANua ¢  avtd-mapepPoing  (self-interference).
Aoappdvovtog voyn v avTO-TopePPOAN HEAETNOOUE OVOALTIKA THV €voTdfelo. otV

oVpd TOVL AVAUETAOOTY, TO PLOUO SLOUETAY®YNG AV YPNOTN KOODS KOl TOV GLVOAKO



poOuod. Opicape TV €vvolo TG HEPIKNG cLvePYaciag (e TOAVOKPATIKOVG OpOVG) GE
EMimed0 O1KTVLOV, ONAAdN OTaV Evag KOUPOg dev cuvepydleTol TANP®S GALL LEPIKMG UE
Toug GAAOVG KOUPoLC TOL OIKTOOL Ko, omodsiEope OTL VIO CLVONKEG 1 HEPIKN
ocvvepyaoio glvar  BEATIOT €m0y OCOV AQOPE TNV TEPLOYN E€VOTAOENG Kol KT
ouvémela TV péytotn oapetaywyn. H tomoloyia mov peietdpe amoteieiton omd Evav
YPNOTN, EVOV OVOUETAOOTN O 0Toiog £l TNV KN TOL Kivnon kot évav kowd déktn. O
avapeTad0TNG €€opTOUEVOG 0md O1dPopes cLVONKES TOL dKTVOV amoacilel av Oa
oLVEPYOOTEL 1 Oyl TNV TPEYOLGO. YPOVIKN OTIYUN dcTe va PBondnocel tov ypnotn va
LETAOMGEL TO, TOAKETA TOV dgv PTAVOLV amevbeiag otov déktn. Ot cuvOnKeg Tov Exovv
onpacio glvat n €vtaon g Kivnong 6tovg ypotes KabmG Kot 1 TodTnTo TV KAVIAIDV
HeTA&D TV YPNOTOV Kol TOV OEKTN. ATodeiape 0Tt avaAoya e Tig GLVONKES, N BEATIOT

OTPATNYIKY GLVEPYAGIOG Y10 TOV AVOUETAOOTT £ival 1 LEPIKN cLVEPYOTiaL.

To debvtepo puépog g datpPnc eoTidlel OTIC AGVPUATEG ETIKOIVMOVIEG UE AVOVEDOLLES
mmYyég evépyeog (mpdotveg emkowvmvieg). ITo cuykekpuéva peletnoape v enidpoon
NG CLVEPYATING o€ EMIMEDO SIKTHOV GTNV TEPLOYN EVOTADELNG GE SIKTVLO UE OVOVEDGUES
mmyég evépyelag. Emiong peketioape v enidpocn TV avoveOGE®Y TNYMOV EVEPYELNS GE
YVOOTIKG dikTua  emkowvmvidv  (cognitive networks) (60mov ot kopupor  €xovv
OLPOPETIKOVG EVEPYELOKOVG TEPLOPIGHOVG KOt Holpdlovtal €va 0cVPUATO KOVAAL).
Melemoape éva diktvo oamotelobuevo amd 6vo (ehyn mNYNG-TPOOPIGHOV, OTOL GTO
TPOTEVOV (VYNNG TpoTepatdTNTOC) CELYAPL O TOUTOC EXEL EVEPYELNKOVS TTEPLOPLGLOVG
eV® 610 devtepevoV Oyl. O ToumdS He TNV YOaUNAY TPOoTEPOLATNTO LETOSIOEL OTAV O GAAOG
TOPAUEVEL aAVEVEPYOS, EVED OTav elvar evepydg petadidel pe por doouévn mbavotnta.
Emiléyovpe avtv v mbavoétta oote va peytotomombel o puBudg dapetaywyns tov
devTePELOVTOG (EVYOPLOV KOl TAVTOYPOVA VO TAPAUEVEL EVOTAONG 0 KOPLOG HETAOOTNG.

Eniong kaBopilovpe mAinpwg v meptoyn votdheiog Tov StkTvov.

Y10 tehevtaio pEPOC G OwTpifng, mpoteivope pio TEYVIKY OPOHOAOYNONG 7OV
ovvovdalel v Kodikonoinon Awktvov (KA) pe mheovaopd oe moAAamAd pLovomdrtiol, Kot
EPEVLVNGOLE TNV amOO00N Kol TNV 0E0MoTio TOV pwopel vo emttevydel pe avtiv v
teyvikn. ITo ovykekpuéva pekemnoope 1o 16olbyo avapeso oty kaBuotépnon AMynmg

TOKETOV KoL TNV ToXOTNTO SIOUETOY®YNG KOl £YVE GUYKPION HE GALEC KAOGGIKEG



pebddovg  SpopordyNoNg OmmG:  PEATIOCTOL  HOVOTOTION, TOAAMTAMY  LOVOTATIDV,
TOALOTTAMY  HOVOTOTIOV OAAG pe Tnv 10w mAnpoopio. oe Oha (u€yiotn dvvatn
mieovdlovoa mAnpogopia). H perém €ywve oe acOppato diktuo Le LOVOTATION TOV OEV
Exovv 00te KOWEG (evEelg adAd ovTe Ko Kovovg kOpPovs. EmmAéov n avapetrddoon tov
E0QOALEVOV TOKETOV YiveTol omd v apyn tov kdbe povomartod. Eniong, peletioape
mv KA pe mieovacpd ce moAAamAd LOVOTATIOL KOl GE TO PENAGTIKES TOTOAOYIES Y0l
acvppoto diktva. [To cvykekpluéva GTIG TOTOAOYIEC OVTEG TO TOAAOTAG LOVOTATIOL
UIopohV vor £0uV KOvovg KOUPoS, Kot emmALoV 0Tov cupuPaivel GEAALO OTn HeTAd0oN
€VOG TOKETOV GE £VOL LOVOTIATL TOTE 1) AVOUETAO0GT AAUPAVEL YDPO OO TOV TPONYOVLEVO

KOpPo Kot Oyt amd Tov apykd KOUPO TOL HoVOTaTLOV.






Abstract

Cooperative communications help overcome fading and attenuation in wireless networks. Its
main target is to increase the communication rates across the network and the reliability of
time-varying links. It is known that wireless communications can benefit from the cooperation
of nodes that overhear the transmissions. Most cooperative techniques studied so far have been
on physical layer cooperation. The Network-Level cooperation is plain relaying without any
physical layer considerations. There is evidence that network-level cooperation can achieve
similar gains with physical-layer cooperation, and at the same time is simpler to implement.
In the first part of the thesis, we study the impact of a relay node to a network with a finite
number of users-sources and one destination node. We assume that the users have saturated
queues and the relay node does not have packets of its own; we have random access of the
medium and the time is slotted. The relay node stores a source packet that it receives success-
fully in its queue when the transmission to the destination node has failed. The relay and the
destination nodes have multi-packet reception capabilities. We obtain analytical equations for
the characteristics of the relays queue such as average queue length, stability conditions etc.
We also study the throughput per user and the aggregate throughput for the network. We study
both the cases of a half and a full-duplex relay. For the full-duplex relay, we also study the
impact of self interference on the stability, the throughput per user-source as well as the aggre-
gate throughput. Furthermore, we evaluate the benefits of using one user of a two-user random
access system to relay traffic of the other user. We introduce the notion of Network-Level Par-

tial Relay Cooperation, and we prove that under certain conditions the optimum cooperation

Xii



strategy for the relay is to partially cooperate.

The second part of the thesis is devoted to energy harvesting wireless networks. We study
the impact of energy constraints on a network with a source-user, a relay and a destination.
This part studies the impact of energy harvesting on network-level cooperation. Specifically,
we provide an exact characterization of the stability region. We also consider the concept
of cognitive radio communication (with nodes with different energy constraints) in sharing
a common wireless channel. Specifically, we give high-priority to the energy-constrained
source-destination pair, i.e., primary pair, and low-priority to the pair which is free from such
constraint, i.e., secondary pair. In contrast to the traditional notion of cognitive radio, in which
the secondary transmitter is required to relinquish the channel as soon as the primary is de-
tected, the secondary transmitter not only utilizes the idle slots of the primary pair but also
transmits along with the primary transmitter with a given probability. We choose that proba-
bility to maximize the secondary pairs throughput. We obtain the two-dimensional maximum
stable throughput region. The region is obtained for both cases in which the capacity of the
battery at the primary node is limited or unlimited.

Finally, we investigate the performance that can be achieved by exploiting path diver-
sity through multipath forwarding together with redundancy through linear network coding,
in wireless mesh networks with directional links. We capture the tradeoff between packet
delay and throughput achieved by combining multipath forwarding and network coding, and
compare this tradeoff with that of simple multipath routing where different flows follow differ-
ent paths, the transmission of multiple copies of packets over multiple paths, and single path

routing.
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Chapter 1

Introduction

Traditional analysis of wireless networks still considers the network as a collection of point-
to-point links. However this approach in most cases is not appropriate. In a wireless multiple
access network, the users can share the common medium, overhearing each other’s transmis-
sions and “pushed” to consider cooperating in order to deliver their messages more efficiently.
As aresult the study of cooperation techniques such as the classical relay channel or the multi-

access wireless channel is of great importance.

1.1 Cooperative Communications

Cooperative communications help overcome fading and attenuation in wireless networks. Its
main target is to increase the communication rates across the network and to increase the re-
liability of time-varying links. It is known that wireless communications from a source to
a destination can benefit from the cooperation of nodes that overhear the transmission. The
classical relay channel was originally introduced by van der Meulen [1] and exemplifies this
situation. Earlier works on the relay channel were based on information theoretical formula-
tions as in [2], [3] and [4].

Most cooperative techniques studied so far have been on physical layer cooperation, in-



cluding decode-and-forward (DF), amplify-and-forward (AF) and compress-and-forward (CF).
The physical layer cooperation enables non-trivial benefits. However, there is evidence that
similar gains can be achieved with “network-layer” cooperation (or packet-level cooperation),
that is plain relaying without any physical layer considerations [4] and [5].

Our work in this dissertation focuses at the network-level cooperation, taking into account

the physical layer properties and realizations as well as the MAC layer.

1.1.1 Network-Level Cooperation

The work in [6] investigated the network-level cooperation in a network consisting of a source
and a relay by considering the cases of either full or no cooperation at the relay.

In this part of our work for the network-level cooperation we consider a network with
N users-sources, one pure relay node and a single destination. We assume random access
to the channel, time is considered slotted, and each packet transmission takes one time slot.
The wireless channel between the nodes in the network is modeled by a Rayleigh narrowband
flat-fading channel with additive Gaussian noise. The relay and the destination are equipped
with multiuser detectors, so that they may decode packets successfully from more than one
transmitter at a time (MPR capability). A user’s transmission is successful if the received
signal to interference plus noise ratio (SIN R) is above a threshold . We also assume that
acknowledgements (ACKSs) are instantaneous and error free. The relay does not have packets
of its own and the sources are considered saturated with unlimited amount of traffic. The
sources transmit packets to the destination with the cooperation of the relay. The relay node
stores a source packet that it receives successfully in its queue when the direct transmission
to the destination node has failed signified by the absence of ACK from the destination. The
queue in the relay has infinite capacity. Our study includes both cases for the relay, half and
full duplex (receives and transmits simultaneously).

In wireless networks when a node transmits and receives simultaneously the problem of

self interference arises. Information theoretic aspects of this problem can be found at the



work of Shannon on [7], although the capacity region of the two-way channel is not known
for the general case [8]. There are some techniques that allow the possibility of perfect self
interference cancelation [8]. In practice though, there are technological limitations [9]- [10]
which can limit the accuracy of the self interference cancelation. Various methods for per-
forming self interference cancelation at the nodes’ receivers can be found in [11] and [12].
The conclusion is that there is a trade off between transceiver complexity and the accuracy of
the self interference cancelation. However in this dissertation we do not consider any specific
self interference cancelation mechanism, because it is out of the scope of this work. The self

interference cancelation at the relay is modeled as a variable power gain.

1.1.2 Network-Level Partial Relay Cooperation

In [6], it was shown that the stability region of full cooperation under random-access does
not always strictly contain the non-cooperative stability region. A major contribution in this
dissertation, is to introduce the notion of partial network-level cooperation (or probabilistic
cooperation). By probabilistic cooperation we mean that under certain conditions in the net-
work, the cooperating node may accept a packet from the source with a certain probability. We
consider the collision channel with erasures and random access of the medium. The network
consists of a source and a relay node. The source and the relay node have external arrivals;
furthermore, the relay is forwarding part of the source node’s traffic to the destination. Unlike
the work in [6], the relay node is equipped with a flow controller that regulates the internal
arrivals from the source based on the conditions in the network to ensure the stability of the
queues. The flow controller regulates the rate of endogenous arrivals by randomly accepting
the incoming packets with a probability; that is, it controls the amount of cooperation that it
is willing to provide. We prove that the system is always better than or at least equal to the
system without the flow controller.

A key difference between physical-layer and network-layer cooperation ideas is that the

objective rate function that is maximized is the so-called stable throughput region which cap-



tures the bursty nature of traffic from the source. Another major difference is that network-

level cooperation is simple to implement.

1.2 Energy harvesting wireless networks

Exploiting renewable energy resources from the environment (there are various forms of en-
ergy that can be harvested including thermal, vibration, solar, acoustic and wind), often termed
as the energy harvesting, offers unattended operability of infrastructureless wireless networks.

In [13], the capacity of the additive white Gaussian noise channel with stochastic energy
harvesting at the source was shown to be equal to the capacity with an average power constraint
given by the energy harvesting rate. However, like most of information-theoretic research, the
result is obtained for point-to-point communication with an always backlogged source. In [14],
the slotted ALOHA protocol was considered for a network of nodes having energy harvesting
capability and the maximum stable throughput region was obtained for bursty traffic. An
exact characterization of the region was given in the paper for a two-node case over a collision

channel.

1.2.1 The effect of energy harvesting in network-level cooperation

In this dissertation we study among others the impact of energy constraints in a network with
a source-user, a relay and a destination. The source and the relay node have external arrivals;
furthermore, the relay is forwarding part of the source node’s traffic to the destination. The
source and the relay nodes have energy harvesting capability and a battery to store the har-

vested energy.

1.2.2 Cognitive Channel

Cognitive radio communication provides an efficient means of sharing radio spectrum between

users having different priorities [15]. The high-priority user, called primary, is allowed to



access the channel whenever it needs, while the low-priority user, called secondary, is required
to make a decision on its transmission based on what the primary user does. The system
considered in this part of the dissertation is comprised of nodes that are either subject to energy
availability constraint imposed by the battery status and stochastic recharging process or are
free from such constraint by assuming that they are connected to a constant power source.
We consider the simple cognitive system of two source-destination pairs and derive the
maximum stable throughput region for a cognitive access protocol on the general multipacket
reception channel model! in which a transmission may succeed even in the presence of in-
terference [16—18]. The secondary node can take advantage of such an additional reception
capability by transmitting simultaneously with the primary. We adopt a similar cognitive ac-
cess protocol proposed in [19], and also studied in [20], in which the secondary node not only
utilizes the idle periods of the primary node, but also competes with the primary by randomly
accessing the channel to increase its own throughput. However, the secondary user is still
required to coordinate its transmission in order not to hamper the required throughput level of
the primary link given the energy harvesting rate and this is done by appropriately choosing

the random access probability.

1.3 Network Coding for Wireless Mesh Networks

The core notion of network coding introduced in [21] is to allow and encourage mixing of
data at intermediate network nodes. Network coding is a generalization of the traditional store
and forward technique. Most of the theoretical results in network coding are for multicast but
the vast majority of Internet traffic is unicast. An application of network coding to wireless
environments has to address multiple unicast flows, if it has any chance of being used. In
particular, with multicast, all receivers want all packets. Thus intermediate nodes can encode

any packets together, without worrying about decoding which will happen eventually at the

"'When compared to collision channel model, it better captures the effects of fading, attenuation and interference
at the physical layer.



destinations.

We consider unicast flows in a multi-hop wireless mesh network with lossy directional
links. In such networks the largest percentage of uplink traffic is destined for or originates
from a gateway interconnecting the mesh network to a wired network. Moreover, a mesh
node can provide access to multiple clients. Hence, the uplink traffic from these clients that
is destined to the same gateway can be coded at the mesh node, and decoded at the gateway.
Similarly, downlink traffic destined for the clients of the same mesh node can be coded at the
gateway and decoded at the mesh node.

In this dissertation we investigate the performance that can be achieved by exploiting path
diversity through multipath forwarding and redundancy through network coding. The ana-
Iytical framework presented in this part considers the case of end-to-end and hop-by-hop re-
transmission for achieving reliability, and is generalized for an arbitrary number of paths and
hops. We consider both end-to-end and hop-by-hop coding. The application of linear network

coding results in the considerable reduction of the computational complexity at the nodes.

1.4 Performance Measures

In Chapters 2 and 3, we obtain analytical expressions for the characteristics of the relay’s
queue such as arrival and service rate of the relay’s queue, the stability condition and the
average length of the queue as functions of the probabilities of transmissions and the outage
probabilities of the links. We study the impact of the relay node on the throughput per user-
source and the aggregate throughput. We show that the throughput per user-source does not
depend on the probability of the relay transmissions and that there is an optimum number
of users that maximizes the aggregate throughput. Furthermore, in Chapter 3, we study the
stability condition and the average length of the queue as functions of the self interference
coefficient (because the relay can transmit and receive simultaneously). We study the impact

of the relay node and the self interference coefficient on the throughput per user-source and



the aggregate throughput.

In the chapters 4, 5, and 6, the emphasis will be given on the stable throughput region,
also called the stability region. The stability region is a rate measure based on the networking
perspective under bursty arrivals. It quantifies the maximum rates sustainable by the net-
work while ensuring that all queues remain stable. In Chapter 4 we characterize the stable
throughput region under conditions of no cooperation at all, full cooperation, and probabilistic
(opportunistic) cooperation. We prove that the system with the flow controller is always better
than or at least equal to the system without the flow controller.

In Chapter 5 (cooperation and energy harvesting) we provide the stability region of a
cooperative network under energy harvesting capabilities. In Chapter 6, the stability region is
obtained for a cognitive access on the general multipacket reception channel model, and the
nodes have different energy constraints.

In Chapters 7 and 8 we compare the performance and tradeoff in terms of packet delay
and throughput achieved by combining multipath forwarding and network coding, with that
of simple multipath routing of different flows (which achieves the highest throughput), the
transmission of multiple copies of a single flow over multiple paths (which achieves the highest

redundancy and the least delay), and traditional single path routing.

1.5 Outline of the Dissertation

The work we present in this dissertation is organized in three parts. The first part consisting
of the chapters 2, 3 and 4 is about network-level cooperation. In Chapters 2 and 3, we study
the impact of a relay node to a network with a finite number of users-sources and a destination
node. We assume that the users have saturated queues and the relay node does not have packets
of its own; we have random access of the medium and the time is slotted. The relay node
stores a source packet that it receives successfully in its queue when the transmission to the

destination node has failed. The relay and the destination nodes have multi-packet reception



capabilities. We obtain analytical equations for the characteristics of the relay’s queue such as
average queue length, stability conditions etc. We also study the throughput per user and the
aggregate throughput for the network. In chapter 2 the relay is half-duplex, in 3 the relay can
transmit and receive at the same time, thus in 3, we also study the impact of self interference
on the stability, the throughput per user-source as well as the aggregate throughput. In 4, we
evaluate the benefits of using one user of a two-user random access system to relay traffic of
the other user. Furthermore, we define the notion of Network-Level Partial Relay Cooperation.

The second part consisting of the chapters 5 and 6 is devoted to energy harvesting wire-
less networks. In Chapter 5 we study the impact of energy constraints on a network with a
source-user, a relay and a destination. Specifically, we provide an exact characterization of the
stability region of a network consisting of a source, a relay and a destination node. This chap-
ter studies the impact of energy harvesting on network-level cooperation. In Chapter 6, we
consider two source-destination pairs and apply the concept of cognitive radio communication
in sharing the common channel. Specifically, we give high-priority to the energy-constrained
source-destination pair, i.e., primary pair, and low-priority to the pair which is free from such
constraint, i.e., secondary pair. In contrast to the traditional notion of cognitive radio, in
which the secondary transmitter is required to relinquish the channel as soon as the primary
is detected, the secondary transmitter not only utilizes the idle slots of primary pair but also
transmits along with the primary transmitter with probability p. This is possible because we
consider the general multi-packet reception model. Taking into account the requirement on
the primary pair’s throughput, the probability p is chosen to maximize the secondary pair’s
throughput. To this end, we obtain the two-dimensional maximum stable throughput region
which describes the theoretical limit on rates that we can push into the network while main-
taining the queues in the network to be stable. The result is obtained for both cases in which
the capacity of the battery at the primary node is infinite and also finite.

The last part, including the Chapters 7 and 8, is about network coding and path diversity

in wireless mesh networks. We investigate the performance that can be achieved by exploiting



path diversity through multipath forwarding together with redundancy through linear network
coding, in wireless mesh networks with directional links. A key contribution of this part is
to capture the tradeoff between packet delay and throughput achieved by combining multi-
path forwarding and network coding, and compare this tradeoff with that of simple multipath
routing where different flows follow different paths, the transmission of multiple copies of
packets over multiple paths, and single path routing. The analytical framework in Chapter 7
considers the case of end to end retransmissions, hop-by-hop case is considered in chapter 8.
Additionally in chapter 8, we consider the case of hop-by-hop coding process.

A summary of our contributions and a description of future work are included in Chap-

ter 9.



Chapter 2

Stability and Performance Issues of a
Relay Assisted Multiple Access
Scheme with MPR Capabilities

The material in this chapter was presented in [22].

2.1 Introduction

The classical relay channel was originally introduced by van der Meulen [1]. Earlier works
on the relay channel were based on information theoretical formulations as in [2] and [4]. Re-
cently several works have investigated relaying capability at the MAC layer [4], [23], [5], [24].
More specifically, in [4], the authors have studied the impact of cooperative communications at
the multiple-access layer with TDMA. They introduced a new cognitive multiple-access pro-
tocol in the presence of a relay in the network. The relay senses the channel for idle channel
resources and exploits them to cooperate with the terminals in forwarding their packets. Most
cooperative techniques studied so far have been on physical layer cooperation, however there

are evidences (as in [4]) that the same gains can be achieved with network layer cooperation,
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that is plain relaying without any physical layer considerations.

The classical analysis of random multiple access schemes like slotted ALOHA [25] has
focused on the so called collision model, the collision channel however is not the appropri-
ate for wireless networks. Random access with multi-packet reception (MPR) has attracted
attention recently [26], [27]. The authors in [28] consider the effect of MPR on stability and
delay of slotted ALOHA based random-access system and it is shown that the stability re-
gion undergoes a phase transition from a concave region to a convex polyhedral region as the
MPR capability improves. All these previous approaches come together in the model that we
consider in this work.

In this work we examine the operation of a node relaying packets from a number of users-
sources to a destination node as shown in Fig. 2.1, and is an extension of our work in [29]
(in that work we assumed random access scheme with collision channel model with erasures).
We assume MP) capability for the relay and the destination node.

We assume random access to the channel, time is considered slotted, and each packet
transmission takes one time slot. The wireless channel between the nodes in the network is
modeled by a Rayleigh narrowband flat-fading channel with additive Gaussian noise. The re-
lay and the destination are equipped with multiuser detectors, so that they may decode packets
successfully from more than one transmitter at a time (MPR capability). A user’s transmission
is successful if the received signal to interference plus noise ratio (SIN R) is above a thresh-
old . We also assume that acknowledgements (ACKSs) are instantaneous and error free. The
relay does not have packets of its own and the sources are considered saturated with unlimited
amount of traffic.

We obtain analytical expressions for the characteristics of the relay’s queue such as arrival
and service rate of the relay’s queue, the stability condition and the average length of the queue
as functions of the probabilities of transmissions and the outage probabilities of the links.
We study the impact of the relay node on the throughput per user-source and the aggregate

throughput. We show that the throughput per user-source does not depend on the probability
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of the relay transmissions and that there is an optimum number of users that maximizes the
aggregate throughput.

Section 2.2 describes the system model, in Section 2.3 we study the characteristics of
the relay’s queue and we derive the equations for the throughput per user and the aggregate
throughput. We present the arithmetic and simulation results in Section 2.4 and, finally, our

conclusions are given in Section 2.5.

2.2 System Model

2.2.1 Network Model

We consider a network with /N users-sources, one relay node and a single destination node.
The sources transmit packets to the destination with the cooperation of the relay; the case of
N = 2is depicted in Fig. 2.1. We assume that the queues of the two sources are saturated (i.e.
there are no external arrivals); the relay does not have packets of its own, and just forwards
the packets that it has received from the two users. The relay node stores a source packet
that it receives successfully in its queue when the direct transmission to the destination node
has failed. We assume that we have random access of the medium. Each of the receivers
(relay and destination) is equipped with multiuser detectors, so that they may decode packets
successfully from more than one transmitter at a time. Nodes cannot transmit and receive at
the same time. The queue in the relay has infinite capacity.

It is important to note that the relay node must be easier accessible than the destination,
meaning that the user - relay channel has to be more reliable than the user-destination one. At
the same time the relay - destination channel must be more reliable than the user - destination
channel. Otherwise the presence of the relay degrades the performance of the whole network.
In the following subsection we present all the details about the physical layer model assumed

in this work.
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Figure 2.2: Markov Chain model

2.2.2 Physical Layer Model

The MPR channel model used in this work is a generalized form of the packet erasure model.
In the wireless environment, a packet can be decoded correctly by the receiver if the received
SIN R exceeds a certain threshold. More precisely, suppose that we are given a set 1" of nodes
transmitting in the same time slot. Let P, (7, j) be the signal power received from node 7 at

node j (when i transmits), and let STN R(i, j) be the STN R determined by node 7, i.e.,

PT$(Z7])
i+ Lker\giy Pra(k, J)

SINR(i,j) =

where 7; denotes the receiver noise power at j. We assume that a packet transmitted
by i is successfully received by j if and only if SINR(4,j) > ~;, where v; is a threshold
characteristic of node j. The wireless channel is subject to fading; let P, (7) be the transmitting

power at node i and (4, j) be the distance between i and j. The power received by j when i
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transmits is Py, (¢, 7) = A(i,7)g(i, j) where A(i, j) is arandom variable representing channel
fading. We assume that the fading model is slow, flat fading, constant during a timeslot and
independently varying from timeslot to timeslot. Under Rayleigh fading, it is known [30] that
A(i, j) is exponentially distributed. The received power factor ¢(i, j) is given by g(i,j) =
Py (2)(r(4, 7))~ where « is the path loss exponent with typical values between 2 and 4. The

success probability of link 5 when the transmitting nodes are in 7" is given by

pi :exp<_ iN > 11 (1+7Av(k,j)g(7€,j)>_1 @1
v o090 ) | piiy " o(i,5)g(i, )

where v(i, 7) is the parameter of the Rayleigh random variable for fading. The analytical

derivation for this success probability can be found in [31].

2.3 Analysis

In this section we will derive the equations for the characteristics of the relay’s queue, such
as the arrival and service rates, the stability conditions, and the average queue length. We
will provide an analysis for two cases: first, when the network consists of two users (non-

symmetric) and the second is for n > 2 symmetric users.

2.3.1 Two-user case

The service rate is given by

1= qo(1 = q1)(1 = q2) P + q0q1 (1 — 42) By 1 + q0a2(1 — @1) P 5 + 200102 P01 2
2.2)

where ¢q is the transmission probability of the relay given that it has packets in its queue,
q; for i # 0 is the transmission probability for the i-th user.The term Pij/i i 1s the success
probability of link 75 when the transmitting nodes are ¢ and %k and is given by (2.1). If the

queue of the relay node is empty, the arrival rate is denoted by Ag and if it is not by A;; thus
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we have the following equation for the average arrival rate \ (where @) is the size of the relay’s
queue)

A=P(Q=0)A+P(Q>0)X\ 2.3)

If the queue of the relay is empty then the relay, naturally, does not attempt to transmit,
thus the probability of arrival is A\g = p{ + 2pJ, where p{ is the probability of receiving i

packets given that the queue is empty. The expressions for the pg are:

p(l] =q(l—g)(1— P{i/1)P10/1 +¢(1—aq)(1 - P2d/2)P20/2+
+q1q2(1 - Pfi/1,2)P10/1,2 [PQd/l,Z +(1- Pzd/l,z)(l - P20/1,2)} + (2.4

+q1q2(1 — P2d/1,2)P20/1,2 [Pfl/m +(1- Pld/1,2)(1 - P10/1,2>}

pg =qq2(1 - P1d/1,2)(1 - Pg/1,2)P1O/1,2P20/1,2 (25)

If the queue is not empty then the arrival rate is given by A\; = p! + 2pl, where p% is the
probability of receiving ¢ packets given that the queue is not empty and p} =(1—qo) p?; thus
A1 = (1 — go) o, this is because the relay cannot receive and transmit at the same time. In
Fig. 2.2, we present the discrete time Markov Chain that describes the queue evolution. Each
state, denoted by an integer, represents the queue size at the relay node. The transition matrix

of the above DTMC is a lower Hessenberg matrix and is given by:

apg bp 0 O
a b1 b() 0
an b2 b1 bo s
pP= (2.6)
0 b3 by by ---
0 0 b3 by

Where ag = 1 — p{ — pY,a1 = p,as = py and by = 11,01 = 1 — pu — pj — p, by =
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pi; b3 = p.

Since the P is an infinite-dimension matrix, we are going to obtain the expression for the
steady-state distribution vector s using difference equation technique. The difference equa-
tions are given by:

i1
Ps=s= s, =a;s0+ Z bi_j+18j 2.7)

j=1

We apply Z-transform technique to compute the steady-state distribution:

2 3 00
Az) =) aiz ', B(z) =Y biz ', 8(z) = > sz 2.8)
=0 =0 =0

It is known that [32]:
27 1A(z) — B(2)

5(2) = 50 2=1 — B(z)

2.9)

The probability that the queue in the relay is empty is given by the following formula [32]:

1+ B'(1)
1+B(1)— A1)

P(Q=0)=s0= (2.10)

Where A'(1) = —p{ —2p and B'(1) = p1— p} — 2p3 — 1. Then the probability that the queue

in the relay is empty is given by:

= A1
P =)= """ 2.11
From the above equations we can compute the average arrival rate \:
A:P(Q:O)AO+P(Q>O))\1:M7)\O (2.12)
= A1+ Ao

Note that the average arrival rate does not depend on qq (the proof is straightforward and thus
is omitted). An important tool to determine stability is Loyne’s criterion [33], which states

that if the arrival and service processes of a queue are jointly strictly stationary and ergodic,
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the queue is stable if and only if the average arrival rate is strictly less than the average service
rate. If the queue is stable, the departure rate (throughput) is equal to the arrival rate. The
queue is stable if qq satisfies qomin < qo < 1. The expression for gomy, 1S given by (2.13), in

order to obtain gg,,, We have to solve the inequality A; < p.

Ao

Mo+ (1=a)(1 = a2) By + ar(l = @) Py + a2(1 = a1) Py 5 + q1a2Fy
(2.13)

qomin =

Notice that the conditions % < 1and % < 1 are equivalent in our model.

A Lo Ao A
—<lellpyese ———<pupe ————<lep<pu—- A+ e —<1
% : = A1+ Ao : p— A1+ Ao oS pTmATA %

It is known [32] that the average queue size is Q = —S' (1), where S’ (1) = so%. The

expression for K (z) is given by

K(z) = (—Z’QA(Z) A (2) - B’(z)) (z7 = B(2))— (2 "'A(2) — B(2)) (-ﬂ - B’(z))

(2.14)
and L(z) = (=' — B(2))%.
After some algebra the average queue size is given by:
— (A= )29 +5p3) + Ao (ke — 2pY — 5pY
Q:( 1 — 1) (2P +5p3) + Ao(p — 2p) — 5py) (2.15)

(b= A1+ Xo) (A1 — p)

The throughput rate p; for the user ¢ is given by the (2.16) and (2.17).
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1= qoP (Q >0)q ((1 — @) P, + Q2P1d/o,1,2) +

+[1—qP(Q>0)]a [(1 — q2) (Pld/l + (1= P1d/1)P{)/1) + ¢ (Pld/l,2 +(1- Pfl/1,2)P10/1,2”
(2.16)

p2 = qoP (Q > 0) g2 ((1 - ‘J1)P2d/0,2 + ‘J1P2d/o,1,2> +

+[1=qP (Q>0)]g [(1 - q) (P2d/2 +(1- Pg/z)Pg/z> +q (P2d/1,2 + (1= P2d/1,2)P20/1,2ﬂ
2.17)

In the (2.16) and (2.17) we assume that the queue is stable, hence the arrival rate from
each user to the queue is the contributed throughput from it. The aggregate throughput is
Wiotal = M1 + p2. Notice that the throughput per user is independent of ¢y as long as it is
in the stability region. This is explained because the product go P (@) > 0) is constant. If we
consider the previous network without the relay node then the throughput rates for the users

are the following:

p = ai(l = @) Pl + agPl)

2 = q2(1 — ql)PQd/Q + Q1Q2P2d/172
2.3.2 N-symmetric users

We now generalize the above for the case of a symmetric n-users network. Each user at-
tempts to transmit in a slot with probability ¢; the success probability to the relay and the
destination when 7 nodes transmit are given by I ;, P ; respectively. There are two cases
for the Py ;, Py 0, Pyi1 denoting success probability when relay remains silent or transmits
respectively. Finally Pyq; is the link probability of success from the relay to the destination

when ¢ nodes transmit. The above success probabilities for the symmetric case are given by

Pos = B (L) P = () (Y j = 0,1and § = “0dod > ]
0,2 0 T+v0 s 47dig d T4 1+Bo > J ) Vagd .
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i
POd ‘ POd ( 5’Yd> PO = CXp < UOQO) Pd = €Xp ( ’L)dgd) POd = exp ( Zgzg)

The service rate is given by the following equation:

p= Z( >(J0q (1= )" " Poay (2.18)

=0

The average arrival rate )\ of the queue is given by:
A=P(Q=0)+P(Q >0\ (2.19)

Where A\g = Y7 ip{ and Ay = (1 — go)Ao. pY is the probability of receiving i packets
given that the queue is empty, the expression for p! is given by ( 2.20). p} is the probability of

receiving ¢ packets given that the queue is not empty and p,lC =(1—qo) pg.

Z ( ) <> (1= )" 7Py (1= Pago)* [1 = Poi(1 = Pago)] ™" 1<k <n
(2.20)

The elements of the transition matrix are ag = 1 — Y 1 ; p?, a; = p? Vi > 0 and by = p

by =1—pu—>" phbit1 = p}Vi> 1. The Z-transforms are:

n n+1 o]
A(z) =) aiz " B(z) =Y biz ", S(2) =Y sz (2.21)
1=0 =0 1=0

Following the same methodology as in the two-user case and applying the above to (2.10)
we obtain the probability that the queue in the relay is empty is given by:

p— A1

P(QZO):M—APFAO

(2.22)

The queue is stable if g satisfies gomin < qo < 1. The expression for gomy s given by

the (2.23).
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qomin = n (2.23)

where

n n

c=2.

n 7 . . o
=% k() ()= 0 P P - Pt = Pagol)
k=1 i=k

Following the same methodology as in the two-user case, we obtain that the average queue

size is given by:

(A=) > ili+3)p) + A <2u =) i+ 3);0})

= i=1 i=1
9= 2(p— M+ Xo) (A — )

(2.24)

The throughput per user for the network without the relay is given by

n—1
n—1 n_l_
p=">y < ) )qk“(l—q) R P
k=0

The throughput per user for the network with the relay is given by ( 2.25). The aggregate

throughput is fizora; = npt.

n—1
n—1 g
p=qP(@Q>0)) ( N )qk“(l — )" Pyt
k=0

—_

n—

n—1 1
=P @0 (")) 0 P + (1= Paseno) Poe

(2.25)

]
k=0

The throughput per user as a function of ¢ is given by (2.26). In order to maximize y(q),
we need to find ¢* such that 11(¢*) > p(q) ¥ 0 < g < 1. The analysis for finding the optimum

is straight forward, has some complex calculations and will not add new insights to the results.
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We will present a numerical evaluation of this problem in the next section.

: =l NG
p(g) = (1 -q) DZ k 1—¢ P11+
k=0

N g\ (2.26)
+(1—¢q)"(1 - D)Z < i ) (q) (Pak+1,0 + (1 = Pgpt1,0)Pok+1]

n\ (1 i n
where A; ), = k’<l) (k:) Pf; (1= Pyi0)* (L — Poi(1— Pyio)] ™" and By, = (k:) Poa

2.4 Numerical Results

In this section we present numerical results for the analysis presented above. The results pre-
sented below have been verified by simulations which confirmed the accuracy of the analysis
in the previous section. To simplify the presentation we consider the case where all the users
have the same link characteristics and transmission probabilities. The parameters used in the
numerical results are as follows. The distances in meters are given by r(i,d) = rq = 130,
r(i,0) = rog = 60 Vi > 1 and r(0,d) = r9q = 80. The path loss is & = 4 and the receiver
noise power 17 = 10711, The transmit power for the relay is P;,(0) = 10 mW and for the i-th

user Py, (i) = 1 mW.

2.4.1 Properties of the queue of the relay for the case of n = 2 users

Fig. 2.3(a) and 2.3(b) present the average queue size and the probability of the queue to be

empty as the gg varies for various values of ¢ and . As the relay transmission probability qg
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increases then the queue is more likely to be empty

average queue size as qg increases.

Average Qlueue Size

. Equally expected is the decrease of the
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(b) Probability of the queue to be empty

Figure 2.3: Properties of the relay’s queue for the case of two-users

2.4.2 The impact of the number of users

Fig. 2.4(a) - 2.4(b) and Fig. 2.5(a) - 2.5(b) show the aggregate throughput versus the number

of users for v < 1 and v > 1 respectively. Notice that with small values of v is more likely

to have more successful simultaneous transmissions comparing to larger y. For v < 1 it is

possible for two or more users to transmit successfully at the same time, comparing to v > 1
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which that probability tends to zero.

The figures show that the relay offers a significant advantage compared to the network
without the relay. When the threshold ~y increases the gain in term of percentage it is greater.
Another interesting observation is that given the link characteristics and the transmission prob-
abilities, there is an optimum number of users N* that maximizes the aggregate throughput.
This number could be used as a criterion for finding the optimum size of a subset of users that

a relay can serve.
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Figure 2.4: Aggregate throughput vs number of users for v < 1

Fig. 2.6(a) and 2.6(b) show the aggregate throughput versus the number of the users served
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q, as the ¢ increases.
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Figure 2.5: Aggregate throughput vs number of users for v > 1
by the relay for several values of ¢ and ~y. As 7y increases the number of users that achieves the

maximum aggregate throughput is decreasing. The same conclusion comes for the values of

Fig. 2.7(a) and 2.7(b) show the throughput per user versus the user’s transmission probabil-

ity ¢ for several values of n and 7. An intuitive result for the ¢* (the value of ¢ that maximizes

that as n increases then the ¢* decreases.

Fig. 2.8(a) and 2.8(b) present the qo.,in threshold versus the number of users for v < 1
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Figure 2.6: Aggregate throughput with relay vs number of users

The advantage that the relay offers is more obvious when the number of users is large.
This is expected and feasible because of the MPR capabilities and the capture effect of the
channel comparing to the collision channel in our previous work.

2.5 Conclusions

In this work, we examined the operation of a node relaying packets from a number of users to

a common destination node. We assumed MPR capability for the relay and for the destination
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Figure 2.7: Throughput per user vs q

node. We studied a multiple capture model, where a user’s transmission is successful if the
received SIN R is above a threshold . We obtained analytical expressions for the relay’s
queue characteristics such as the stability condition, the values of the arrival and service rates,
the average queue size. We showed that the arrival rate at the queue is independent of the
relay probability of transmission, when the queue is stable. We studied the throughput per
user and the aggregate throughput, and found that, under stability conditions, the throughput
per user does not depend on the relay probability of transmission. The analytical results have

been verified with simulations. In Section 2.4 we have given the conditions under which the
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Figure 2.8: qomin vs Number of users

utilization of the relay offers significant advantages. An interesting result is that, given the
link characteristics and the transmission probabilities, there is an optimum number of users
that maximizes the aggregate throughput. These results could be useful in a network with
many users and multiple relays for determining the way to allocate the users among the relays.
With the MPR and the capture effect the advantages from deploying a relay node are more
pronounced.

An extension of the present work is the case of the relay node which is capable of trans-

mitting and receiving packets at the same time (full duplex), the case of multiple relays (with
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possible cooperation among them) it is interesting too. Another possible extension is the case
of dynamic adjustment of the transmission probabilities depending on the network conditions.
Future extensions of this work will include users with non-saturated queues i.e. sources with
external random arrivals, a relay node with its own packets and different priorities for the
users. Another interesting extension of this work concerns the energy consumption in the total

network, and in particular at the relay node.
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Chapter 3

Relay-Assisted Multiple Access with
MPR Capability and Simultaneous

Transmission and Reception

The material in this chapter was presented in [34].

3.1 Introduction

In wireless networks when a node transmits and receives simultaneously the problem of self
interference arises. Information theoretic aspects of this problem can be found at the work
of Shannon on [7], although the capacity region of the two-way channel is not known for the
general case [8]. There are some techniques that allow the possibility of perfect self interfer-
ence cancelation [8]. In practice though, there are technological limitations [9]- [10] which
can limit the accuracy of the self interference cancelation. Various methods for performing
self interference cancelation at the nodes’ receivers can be found in [11] and [12]. The con-
clusion is that there is a trade off between transceiver complexity and the accuracy of the self

interference cancelation.
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In this work we examine the operation of a node relaying packets from a number of users-
sources to a destination node as shown in Fig. 3.1, and is an extension of [29] and [22]. We
assume MPR capability for the relay and the destination node. The relay node can transmit
and receive at the same time. We assume random access to the channel, time is considered
slotted, and each packet transmission takes one time slot. The wireless channel between the
nodes in the network is modeled by a Rayleigh narrowband flat-fading channel with additive
Gaussian noise. A user’s transmission is successful if the received signal to interference plus
noise ratio (SIN R) is above a threshold . We also assume that acknowledgements (ACKs)
are instantaneous and error free. The relay does not have packets of its own and the sources
are considered saturated with unlimited amount of traffic. We do not consider any specific
self interference cancelation mechanism, because it is out of the scope of this work. The self
interference cancelation at the relay is modeled as a variable power gain.

We obtain analytical expressions for the characteristics of the relay’s queue (such as arrival
and service rates), we study the stability condition and the average length of the queue as
functions of the probabilities of transmission, the self interference coefficient and the outage
probabilities of the links. We study the impact of the relay node and the self interference
coefficient on the throughput per user-source and the aggregate throughput.

Section 3.2 describes the system model, in Section 3.3 we study the characteristics of
the relay’s queue and we derive the equations for the throughput per user and the aggregate
throughout. We present the numerical results in Section 3.4 and, finally, our conclusions are

given in Section 3.5.

3.2 System Model

3.2.1 Network Model

We consider a network with /N sources, one relay node and a single destination node. The

sources transmit packets to the destination with the cooperation of the relay; the case of N = 2
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Figure 3.1: The simple network model

j2 2

1-pli—pi—1;
Figure 3.2: Markov Chain model for the two-user case

is depicted in Fig. 3.1. We assume that the queues of the two sources are saturated (i.e. there
are no external arrivals but unlimited packet volume in the buffers); the relay does not have
packets of its own, and just forwards the packets that it has received from the two users. The
relay node stores a source packet that it receives successfully in its queue when the direct
transmission to the destination node has failed. We assume random access to the channel.
Each of the receivers (relay and destination) is equipped with multiuser detectors, so that they
may decode packets successfully from more than one transmitter at a time. The relay node can

receive and transmit packets simultaneously.

3.2.2 Physical Layer Model

The MPR channel model used in this work is a generalized form of the packet erasure model.
We assume that a packet transmitted by i is successfully received by j if and only if STN R(i, j)

vj» where +; is a threshold characteristic of node j. The wireless channel is subject to fad-
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ing; let P, (i) be the transmitting power at node 4 and r (i, j) be the distance between ¢ and
j. The received power by j when ¢ transmits is Py, (i,7) = A(i,7)g(i,7) where A(i,7) is
a random variable representing channel fading. Under Rayleigh fading, it is known [30] that
A(i, j) is exponentially distributed. The received power factor ¢(i, j) is given by g(i,j) =
Py (i) (r(4,7))”“ where « is the path loss exponent with typical values between 2 and 4. We
model the self interference by a scalar g € [0, 1]. We refer to the g as the self interference
coefficient. When g = 1, no self interference cancelation technique is used and ¢ = 0 when

there is perfect self interference cancelation. The success probability in the link 75 is given by:

. N\ —1
: iN; e v(k, 5)g(k, j)
P/ = exp ( = )(1+7‘(7‘(Z o™ 11 (HV'
i/T - - J ) j . —
v(i,7)9(i, j) keT\(ig) v(i,7)g(, 7)
(3.1
where T is the set of transmitting nodes at the same time, v(i, j) is the parameter of the

Rayleigh random variable for fading; m = 1 when j € T"and m = 0 else. The analytical

derivation for this success probability can be found in [31] and [35].

3.3 Analysis

In this section we derive the equations for the characteristics of the relay’s queue, such as the
arrival and service rates, the stability conditions, and the average queue length. We will pro-
vide an analysis for two cases: first, when the network consists of two users (non-symmetric)

and the second is for n > 2 symmetric users.
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3.3.1 Two-user case
Computation of the average arrival and service rate

The service rate is given by:

1= qo(1 = q1)(1 = q2) P + q0q1 (1 — 42) By 1 + q0a2(1 — @1) P2 + 900102 PS01 2
(3.2)
where qq is the transmission probability of the relay given that it has packets in its queue, g; for

J

i # 0 is the transmission probability for the i-th user. The term Pz/l ;. 18 the success probability

of link 77 when the transmitting nodes are ¢ and k and can be calculated based on (3.1).

The average arrival rate A of the queue is given by:
A=P(Q=0)A+P(Q>0)\ (3.3)

Where )¢ is the average arrival rate at the relay’s queue when the queue is empty and \;
when it’s not. A\g = ¥ + 279, where 7 is the probability of receiving i packets given that the

queue is empty. The expressions for ¥ are given by:

7“(1) =q(l —q2)(1— Pld/l)Plo/l +q2(1—q1)(1 - P2d/2)P20/2 +q1g2(1 — Pfi/l,z)PP/l,QPzd/1,2+
+q1g2(1 — P2d/1,2)P20/1,2P1d/1,2 + aq2(1 - Pfi/1,2)PP/1,2(1 - P2d/1,2)(1 - on/l,z)+
+q1q2(1 — P2d/1,2)P§/1,2(1 - Pld/l,z)(l - P{)/I,Q)

3.4)

7"8 =qg2(1 — Pld/l,Z)(l - P2d/1,2)P10/1,2P20/1,2 (3-5)

Accordingly, \; = 7§ + 2rd, where r} is the probability of receiving i packets when the

queue is not empty. The expressions for the r} are lengthy and given by:
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ri=(1-q0)qi (1 —g2)(1 - Pfl/l)Plo/l +q0q1(1 —g2)(1 — P1d/071)P10/o,1 + (1 —q0)q2(1 —q1)(1 — P2d/2)P20/2+
+a0a2(1 — q1)(1 = P3g 5) Peyg o + (1= q0)qra2(1 — Py 5) Py o(1 = Pgyy o) (1 = Py 5)+

+909192(1 = P 1 5)PYo1.0(1 = Ps)o 1 ) (1= Pyg 1 o) + (1= q0)a1g2(1 = Py 5)PY)y o sy ot

+q0q142(1 — P1d/0,1,2)P1O/0,1,2P2d/0,1,2 + (1 —qo0)qq2(1 — P2d/1,2)P:9/1,2(1 - Pld/1,2)(1 - P10/1,2)+

+qoqua2(1 — PQd/0,1,2)P20/0,1,2(1 - Pld/(),l,2)(1 - P10/0,1,2) + (1= qo)qg2(1 - Pg/l,z)Pz()/1,2Pfi/1,2+

d d
+q0q192(1 — P2/0,1,2)P20/0,1,2P1/o,1,2
(3.6)

1 d 0 d 0 d 0 d 0
ry = (L—qo)qua2(1 = Py o) Py (1= P31 5) Py o +aq0q1a2(1 = Piyg 1 9)Pryo1,0(0 = P3012)Pas01,2 BT

In Fig. 3.2 we present the discrete time Markov Chain (DTMC) that describes the queue
evolution. Each state is denoted by an integer and represents the queue size at the relay node.

The transition matrix of the above DTMC is is a lower Hessenberg matrix given by:

ap b[) 0 0
al b1 bo 0
azg ba by by ---
P = (3.8)
0 b3 by b
0 0 b3 by

Where ag = 1 — p{ — p3,a1 = p?, a2 = pY, bo = pL| and b1 = pl i = 0,1,2,3. The
quantity p? (p}) is the probability that the queue size increases by i packets when the queue
is empty (not empty). Note that pg = r?, because when the queue is empty the probability of
1 packets arriving is the same with the probability that the queue size increases by ¢ packets;
when the queue is not empty however, this is not true. For example the probability of 2 packets

arriving is not the same with the probability of increasing the queue size by 2; this is because

34



both arrivals and departures can occur at the same time. The expressions for the p} are also

given by lengthy expressions listed below:

PLi = a0(1 —q1)(1 — a2) Po + ao(1 — a1)a2 P 5 Psg 5 + a0(1 — 1)a2 P g o (1 = Psg ) (1 = P o)+
qoq1(1 — qZ)P(l)i/O,IP{j/O,l +aqoqi(l — QQ)PSZ 0,1(1 - Pfl/o,l)(l - Plo/o,l) + QOQ1QQP(31/0,1,2Pfl/o,l,QPg/o,l,er
+QOQ1QZP0/012(1 1/012)(1 1/012)(1 2/012)(1 2/012)+‘I0‘11‘12P0/0,1,2 1/012(1 2/012)(1 2/012)"‘

Q0q192P5 01 o(1 = P 4 5)(1 = 1/012)P2/0,1,2
3.9

py=1-p', —pl —pj (3.10)

pi=(—a0)ar(l —a)(1 =P )Py + (1= qo)araz(l = Py )Py 5 P50t

(1= gqo)araz(1 = P{Yy 5)PYy 5(1 = sy 0)(1 = Py o) + (1= q0)(1 = a1)a2(1 = Ps)o) 3 pt

(1—qo)qrq2(1 — 2/1 2) 2/1,2 {1/1,2"‘(1—‘10)111(12(1 2/1 2) 2/1, 2(1— 5/1,2)(1_]310/1,2)4‘

+‘10‘11‘12P0/0 1,201 = 1/0 1, )P 10,1,2(1— 2/0 1 2)P2/0 1,2 F 0@ (1 —g2)(1— 0/0,1)(1 - Pld/o,l)Plo/o,l"‘

+q0q142(1 - P(;i/o,l,Z)(l - P1/0,1,2)P1/0,1,2P2/0,1,2 + qoqig2(1 — Po/o,l,z)(l - P1/0 1 2)P1/0 1, 21— 2/0 1, 21— 2/0 1, 2)+
+QOQZ(1—‘11)(1_Pg/0,2)(1 2/0 2) P /02"“10‘11(12(1 0/012)(1 2/012) 2/0,1,2 1/0,1,2"‘

+q0q1q2(1 — 0/0 1, 2)(1— 2/0 1, 2) 2/0,1, o(1— /0 1, 2)(1— 1/0,1,2)
3.11)

Pz = (1 q0)q1q2(1 — 1/12) 1/12(1_ 2/12) 2/12"“10‘11‘12(1_ 0/012)(1_ 1/012) 1/012(1_ 2/012) 2/0,1,2

(3.12)
The difference equations that govern the evolution of the states are given by:
i1
Ps=s=s;,=a;s0+ Z bi—jt15; (3.13)
j=1
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We apply the Z-transform technique to compute the steady state distribution, i.e. we let

2 3

A(z) = Z aiz"', B(z) = Z biz ™", 8(z) = i 527" (3.14)
=0

=0 =0

z71A(2) — B(2)
271 — B(z)

(3.15)
It is also known that the probability of the queue in the relay is empty is given by [32]:

1+ B'(1)
1+B'(1)-A(1)

P(Q=0)= (3.16)

The expressions of A'(1) and B'(1) are:

i

2 2 2 2
Az) = <Z “"Z_i> ==Y iz 5 A1) = =) Jdai = A1) ==Y il =X
i =1 =1

=0 =1 = =
(3.17)
3 ‘ 3 ‘ 3
B'(2) = (Z bz> == ibiz ") = B'(1) = = "ibj = —by — 2by — 3bg = —1+p' | — pi — 2p}
i=0 i=0 i=0
(3.18)
Then the the probability of the queue in the relay is empty is
1 1 1
P_y — D1 — 2Ds
P(Q=0)= (3.19)
pLi—pi—2p3+Xo
So, the average arrival rate A is given by:
Lo _ 19l A
A= LB, 0 M (3.20)
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Condition for the stability of the queue

An important tool to determine stability is Loyne’s criterion [33], which states that if the arrival
and service processes of a queue are jointly strictly stationary and ergodic, the queue is stable
if and only if the average arrival rate is strictly less than the average service rate. If the queue
is stable, the departure rate (throughput) is equal to the arrival rate. \; < p1 < i + 21 <
where 71 = (1 — qo) A1 + qoB1, 73 = (1 — qo) A2 + qo B2 and p = go A. The expressions for

A, A;, B; are given by:

A1 =qi(1 = q2)(1 = P )Py + a2(1 = qu)(1 = Ps)o) PYyy + q1a2(1 = Piy 5) Py o(1 = Psyy o)(1 = Pg)y o)+

+q1q2(1 — Pld/l,Z)PP/l,QPQd/l,Z +q1g2(1 — P2d/1,2)P20/1,2(1 - Pld/l,Q)(l - P10/1,2) +q1g2(1 — P2d/1,2)P20/1,2P1d/1,2

Br=q(l-q)1- P{i/o,1)P10/o,1 +a2(1—q1)(1 - Péi/o,g)Pg/o,z +aq1q2(1 — Pfi/o,1,2)P{)/o,1,2(1 - Péi/o,l,g)(l - P20/0,1,2)+
d 0 d d 0 d 0
Fa192(1 = P{g 1 2) P01 0P5/0,1,0 + 0102(1 = P30 1 2)Paso1,2(1 = Plg 1 2) (1= Pryg 1 2)+

d 0 d
+q1q2(1 — Pz/o,1,2)P2/0,1,2P1/0,1,2
(3.21)

As = qugp(1 — P1d/1,2)P10/1,2(1 - P2d/1,2)P20/1,2’

d d
By = q1g2(1 — P1/0,1,2)P10/0,1,2(1 - P2/0,1,2)P20/0,1,2

(3.22)

A=(1=q)1—q)Pn+al —q)Po, +a(l — )Py + 0@2Pe,, 323

Then the values of go for which the queue is stable is given by qomin < qo < 1, where:

o Ay + 249
omin = A+ A +2A9 — By — 2By

(3.24)
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Average queue size

K/,(l)

The average queue size is given by [32]: Q = —S'(l) where S/(l) = S0y

The expres-

sions for K (z) and L(z) are given by:

K(z) = <—z‘2A(z) 4214 () - B’(z>) (:' = B(2)) — (: *A(2) — B(2)) <—z—2 - B’(z))
(3.25)

(3.26)

Then K" (1) and L" (1) are given by:
= K'(1) = <2A(1) 24 (1) +A"(1) - B”(1)) (—1 - B’(l)) - (2 - B”(1)) (—A(l) + A1) - B/(l))
(3.27)

’

L'(z) = [2 (=7 - B(2)) (—2*2 - B (z))} = L'(1)=2 (—1 - 13’(1))2 (3.28)

The values of A”(1) and B” (1) are:

!

2 2
= ( Ziaiz_(”l)) Zz i+ Daiz= 2 = A" (1) = 200 + 6p  (3.29)
i= i=1

/

3

3

B'(2) = (- > bz Y ) = i(i+ )bz~ = B"(1) = 2 — 2p | + 4p} + 10p}
=1 i=1

(3.30)

The average queue size is given by:
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(p} + 2p% — pLy)(4pY + 10p9) + Ao (2p1, — 4p] — 10p))
2(pt +2p5 — pL (L, — pt — 2p% + Ao)

Q= (3.31)

The throughput per user and the aggregate throughput

The throughput rates 1, po for the users 1, 2 are given by:

p1 = qoP (Q > 0) q1 {(1 - Q2> [Pfi/o,l + (1 - Pfi/o,l)Plo/o,l} +q2 [Pfi/o,m + (1 - Pld/(],l,Z)Plo/O,l,Q} } +

+[1=qP(Q>0)]a {(1 ~q2) |:P{i/1 +(1- Pfi/1)P10/1} t G2 [Pfi/l,z +(1- Pil/l,Q)Plo/l,Q}}
(3.32)

p2 = qoP (Q > 0) q2 {(1 - Q1> [Pzd/o,z + (1 - Pzd/o,z)PQO/o,Q} +q [Pzd/o,l,z + (1 - P2d/0,1,2)P20/0,1,2} } +

+[1-qP(Q>0)]g {(1 —q) [Pzd/z + (1= Pzd/z)on/z} +a [Pzd/l,z + (1 - P2d/1,2)P20/1,2} }
(3.33)

In the equations above we assume that the queue is stable, hence the arrival rate from
each user to the queue is a contribution to its overall throughput. The aggregate throughput is
Wtotal = M1 + 2. Notice that the throughput per user is independent of ¢y as long as it is in
the stability region. This is explained because the product go P (@) > 0) is constant. The proof
is straightforward and thus is omitted.

When the queue is unstable however, the aggregate throughput is the summation of all the

direct throughput between the users and the destination plus the service rate of the relay.

3.3.2 N-symmetric users

We now generalize the above for the case of a symmetric n-users network. Each user at-
tempts to transmit in a slot with probability ¢; the success probability to the relay and the
destination when 7 nodes transmit are given by I ;, Py ; respectively. There are two cases

for the Py; , Py 0, Pas1 denoting success probability when relay remains silent or transmits
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respectively. The above success probabilities for the symmetric case are given by FPy;; =
i

LNy L  voug _ 1 _
Pa(rts) (o) = 01 and = i > 0 Pai = R () b =

exp <—M) P; = exp (—W"d>, Pyy = exp <—M) There are two cases for the P ;,

V090 Vd9d V090

Py.i0, Pos,1 denoting success probability when relay remains silent or transmits respectively.

i—1
The success probabilities are given by Py ;0 = Po ( ﬁ) and Py ;1 = Py (1 +~orf g)_1 (

where 7 is the distance between the users and the relay, « is the path loss exponent and g is

the self interference coefficient.

Computation of the average arrival and service rate

The service rate is given by the following equation:
— (1 k n—k
= ]_ — P . 4
I Z (k:> Q9" (1 —q) 0d,k (3.34)
k=0
The average arrival rate \ of the queue is given by:
A=P(Q=0)+P(Q >0\ (3.35)

Xo=> 4y k:rg where the 7"2 is the probability that the relay received k packets when the

queue is empty, the expression for r,g is given by:

n n Z . —q 71—
m=> (. ¢'(1— )" "P¥io (1= Pyio)[1 = Pogo(l— Paio)] ", 1<k<n
‘ ) k
(3.36)

M=>0 kr}C where the r,i is the probability that the relay received k packets when the
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queue is not empty and is given by:

n .
n ] i _q i—
r=0-aw () (k) ¢'(1=q)" P (1= Pago)* [ = Poso(l = Pago)l ™+
ik
n .
n 1 . . -
+q0 Y <Z> <k> ¢'(1—q)" Pty (1= Pyyn)* [ — Poga(1—Pyin) F, 1<k <n

(3.37)
The elements of the transition matrix are given by: a; = pg, bo = pty, by = p} and

br+1 = pj. Vk > 0 where:

" n 7 i i i—

P = ( ) <k> ¢'(1=a)" " Pl (1= Pai0)" [L = Poio(l = Pugo)l ™ 1<k <n
=k

(3.38)

n _
zfl—qo§j<)q%l—@”kaﬁﬂl—ﬂmgu—fahmk (339)

i=k
n
n 1 . i -
40 Z ( ) <k> q'(1—q)" (1 = Poas)Py;y (1 - Pain)"[1 = Poia(1— Pyia)] "+
i=k
n .
+qo Z (z) (k: " 1) q'(1—q)" ZPOd,iPéiﬁ (1= Paig)" ' 1= Poia(1— Pyg)] !
i=k+1

(3.40)

n
po=1-p1—> p (3.41)

i=1

The probability that the queue in the relay is empty is given by (3.16), the expressions for

A'(1) and B'(1) are:
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!

A(z) = <z”: aiz_i> =— Zn:iaiz_(”l) = A@1)=- zn:z'ai =A(1)=- zn:ipg =—Xo
‘ i=1

=1 1=1
(3.42)

ntl , / n+l . n+1 n+l1
B/(Z) = (Z bizl> = — Zibizi(2+1) = B/(l) = — ZZbZ =—b — Zlbz =
=0

=1 =1 =2

n
=-1+4p., - lezl
i=1
(3.43)

Then the probability that the queue in the relay is empty is given by:

n
P — Z ip;
P(Q=0)= _=le (3.44)
Py — Z ipj + Ao
=1

Condition for the stability of the queue

M < pe g kri < pwhererp = (1—qo) Ay + qoBy and = goA. The expressions for
A, Ay, By are :

Ay =

-

~
I
By

n Z > —q 71—
<Z> (k) ¢'(1— )" "Pfi0 (1= Paio)*[1 = Poio(l — Piio)] ™" (3.45)

7

=
I

~
I
B

n i\ » 3
( ) <k> q'(1—q)" ZP&J (1- Pd,z‘,1)k [1—Poin(l—Pyiq1)l k (3.46)

A= (”) ¢"(1 — )" " Poa, (3.47)
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The values of gy for which the queue is stable is given by qomin < qo < 1, where:

k=1

qomin = n n (3.48)
A+ kA =Y kBy,
k=1 k=1
Average queue size
As we showed in the Section 3.3.1, the average queue size is given by: Q = —S/(l) where

S'(1) = 30%((11))‘ The expressions for K (1) and L” (1) are given by (3.27) and (3.28). The

expressions for A”(1) and B" (1) are:

A(z) = (— Zmiz—(”l)) = i+ Dagz D = A"(1) =D Ti(i + Da; =
i=1 =1 i=1

=> i+ 1)p)

=1
(3.49)

n+1 ' ! n+1 ' n+1

B'(2) = (— Zz’biz_(”l)) = i+ bz = BY(1) = (i + 1)b; =
=1 i=1 =1

=2-2p" + ) i(i+3)p;
=1
' (3.50)

Following the same methodology as in Section 3.3.1 we obtain that the average queue size

is given by:
n n n
(Z ip} — p11> D ili+3)p) + Xo <2p11 = i+ 3)193)
- =1 =1 =1
0= L . i 3.51)
: (z i —p11> (pa Sl )\0>
i=1 i=1
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The throughput per user and the aggregate throughput

The throughput per user for the network with the relay when the queue is stable is given by:

n—1
n—1 n—1—
p=qP(@Q>0)>" ( )qk+1(1 — )" [Pygara + (1= Paggr1) Pogsra]+
1

+[1 = qP(Q>0)] (n ; 1) ¢ (1= )" [Pagsr0 + (1= Pagg10) Pojetro)
" (3.52)
When the queue is unstable though, the throughput per user is given by the summation of
the direct to the destination throughput plus the service rate of the relay divided by the number

of the users n. The aggregate throughput is fisorar = N

3.4 Numerical Results

In this section we present numerical results for the analysis presented above. To simplify the
presentation we consider the case where all the users have the same link characteristics and
transmission probabilities. The parameters used in the numerical results are as follows. The
distances in meters are given by r4 = 130, rg = 60 and ro; = 80. The path loss is « = 4 and
the receiver noise power 7 = 10~ 1. The transmit power for the relay is P;,(0) = 10 mW and
for the i-th user P, (i) = 1 mW. We used v < 1 because it is possible for two or more users
to transmit successfully at the same time.

The figures 3.3(a) and 3.5(a) present the throughput per user versus g (the self-interference
coefficient) for various values of ¢,7 and n. The figures 3.3(b) and 3.5(b) show the aggregate
throughput versus g.

The figures 3.4(a) and 3.6(a) present the throughput per user versus the number of the
users in the network for various values of g,and g for v = 0.2 and v = 0.6 respectively.

The figures 3.4(b) and 3.6(b) show the aggregate throughput versus the number of the users.
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Figure 3.3: Throughput per user and aggregate throughput vs the self interference coefficient
fory=10.2

When v = 0.2 we observe that for g = 107!? and g = 10~® (almost perfect self-interference
cancelation) the relay’s queue is unstable for relative small number of users. The previous
result is because the small value of ~y is more likely more transmissions from the users to the
relay to be successful, but at the same time the relay can transmit at most one packet per time

slot. For v = 0.6 the queue is never unstable for the parameters described in the figures, and
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Figure 3.4: Throughput per user and aggregate throughput vs the number of the users for
v=0.2
for g = 107'% and g = 1078 the advantages in term of throughput are obvious compared to
no self interference cancelation.

The Fig. 3.7(a) and Fig. 3.7(b) show the qoynin vs n for v = 0.2 and v = 0.6 respectively.
Note that gomin < ¢ < 1, so when g, > 1 then the queue is unstable as in case of v = 0.2

forg =10"1%and g = 1078.
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Figure 3.5: Throughput per user and aggregate throughput vs the self interference coefficient

forv= 0.6

3.5 Conclusions

In this work, we examined the operation of a node relaying packets from a number of users

to a common destination node. We assumed MPR capability for the relay and for the desti-

nation node. We studied a multiple capture model, where a user’s transmission is successful

if the received SIN R is above a threshold . The relay node can also receive and transmit
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Figure 3.6: Throughput per user and aggregate throughput vs the number of the users for
v=0.6
simultaneously, so the problem of self interference arises.

We obtained analytical expressions for the relay’s queue characteristics such as the stabil-
ity condition, the values of the arrival and service rates, the average queue size. We studied
the throughput per user and the aggregate throughput, and found that, under stability condi-

tions, the throughput per user does not depend on the relay probability of transmission. We
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Figure 3.7: Stability threshold vs the number of the users

studied the impact of self interference coefficient on the throughput per user and the aggregate
throughput of the network.

We showed that for perfect self-interference cancelation, the advantages are obvious. An-
other interesting result is that the self interference coefficient plays a crucial role when 7 is
small (and ¢ tends to zero) because it can easily cause an unstable queue.

Future extensions of this work should include users with non-saturated queues i.e. sources
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with external random arrivals, a relay node with its own packets and different priorities for the

users.
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Chapter 4

Wireless Network-Level Partial Relay

Cooperation

The material in this chapter was presented in [36].

4.1 Introduction

Cooperative communication helps overcome fading and attenuation in wireless networks. Its
main purpose is to increase the communication rates across the network and to increase re-
liability of time-varying links. It is known that wireless communication from a source to a
destination can benefit from the cooperation of nodes that overhear the transmission. The
classical single relay channel [1] exemplifies this situation. Further work on the relay channel
in [2] and [3] has enabled substantial performance improvement.

However, there is evidence that additional gains can be achieved with “network-layer”
cooperation (or packet-level cooperation), that is plain relaying without any physical layer
considerations [4] and [5]. In this work, we focus on this type of cooperation. The work in [6]
investigated the network-level cooperation in a network consisting of a source and a relay by

considering the cases of full or no cooperation at the relay. A key difference between physical-
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layer and network-layer cooperation ideas is that the objective rate function that is maximized
is the so-called stable throughput region which captures the bursty nature of traffic from the
source. In [6], it was shown that the stability region of full cooperation under random-access
does not always strictly contain the non-cooperative stability region.

The main contribution in this work is to introduce the notion of partial network-level co-
operation by adding a flow controller for the traffic coming to the relay from the source. We
prove that the system is always better than or at least equal to the system without the flow con-
troller. Specifically, we provide an exact characterization of the stability region of a network
consisting of a source, a relay and a destination node as shown in Fig. 4.1. We consider the
collision channel with erasures and random access of the medium. The source and the relay
node have external arrivals; furthermore, the relay is forwarding part of the source node’s traf-
fic to the destination. Unlike the work in [6], the relay node is equipped with a flow controller
that regulates the internal arrivals from the source based on the conditions in the network to
ensure the stability of the queues. We characterize the stable throughput region under condi-
tions of no cooperation at all, full cooperation, and probabilistic (opportunistic) cooperation.
By probabilistic cooperation we mean that under certain conditions in the network, the relay
may accept a packet from the source. The characterization of the stability regions is known to
be challenging because the queues of the users are coupled (i.e., the service process of a queue
depends on the status of the other queues). A tool that bypasses this difficulty is the stochastic

dominance technique [37].

4.2 System Model

We consider a time-slotted system in which the nodes are randomly accessing a common
receiver as shown in Fig. 4.1. We denote with .S, R, and D the source, the relay and the
destination, respectively. Packet traffic originates from S and R. Because of the wireless

broadcast nature, R may receive some of the packets transmitted from S and then relay those
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Figure 4.1: Network model with regulator at the relay

packets to D. The packets from S which failed to be received by D but were successfully
received by R are relayed by R. As we impose half-duplex constraint, R can overhear S
only when it is idle. Each node has an infinite size buffer for storing incoming packets, and
the transmission of each packet occupies one time slot. Node R has separate queues for the
exogenous arrivals and the endogenous arrivals that are relayed through R. But, we can let
R to maintain a single queue and merge all the arrivals into a single queue as the achievable
stable throughput region is not affected [6]. This is because the link quality between R and D
is independent of which packet is selected for transmission.

The packet arrival processes at S and R are assumed to be Bernoulli with rates A1 and Aa,
respectively, and are independent of each other. Node R is equipped with a flow controller
that regulates the rate of endogenous arrivals from S by randomly accepting the incoming
packets with probability p,; that is, it controls the amount of cooperation that it is willing to
provide. In each time slot, nodes S and R attempt to transmit with probabilities ¢; and go,
respectively, if their queues are not empty. Decisions on transmission are made independently
among the nodes. We assumed collision channel with erasures in which, if both S and R
transmit in the same time slot, a collision occurs and both transmissions fail. The probability
that a packet transmitted by node i is successfully decoded at node j(# i) is denoted by p;;

which is the probability that the signal-to-noise-ratio (SNR) over the specified link exceeds a
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certain threshold for the successful decoding. These erasure probabilities capture the effect
of random fading at the physical layer. The probabilities p13, p23, and pi2 denote the success
probabilities over the link S — R, R— D, and S — R, respectively. Node R has a better channel
to D than S, that is pag > p13.

The cooperation is performed at the protocol level as follows. When .S transmits a packet,
if D decodes the packet successfully, it sends an ACK and the packet exits the network; if D
fails to decode the packet but R does and the flow controller decides to relay the packet, then
R sends an ACK and takes over the responsibility of delivering the packet to D by placing it
in its queue. If neither D nor R decode (or if R does not store the packet), the packet remains
in S’s queue for retransmission. The ACKs are assumed to be error-free, instantaneous and
broadcasted to all relevant nodes.

Denote by Q! the length of queue i at the beginning of time slot ¢. Based on the definition
in [38], the queue is said to be stable if

Jim Pr(Q! < z] = F(z)and lim F(x) =1
—00

T—00

Loynes’ theorem [33] states that if the arrival and service processes of a queue are strictly
jointly stationary and the average arrival rate is less than the average service rate, then the
queue is stable. If the average arrival rate is greater than the average service rate, then the
queue is unstable and the value of Q! approaches infinity almost surely. The stability region
of the system is defined as the set of arrival rate vectors A = (A1, A2) for which the queues in

the system are stable.

4.3 Main Results

This section describes the stability region for the system presented in the previous section and
depicted in Fig. 4.1. The relay node R is equipped with a flow controller, and the parameter

pg of the flow controller is the probability to accept for the received packet from the source
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S. So, our objective is to find the optimum value of p, denoted by p; which maximizes the

stability region. This value reflects the cooperation degree that maximizes the stability region.

Theorem 4.3.1. The stability region of the opportunistic cooperative network depicted in
Fig. 4.1 is described by:
R =R JR2 4.1

e The subregion R is described as follows:

-ifq < plff}m, then p}; = 1 and the region is given by Eq.(4.2).

-ifq > plff})%’ then p}, = 0 and the region is given by Eq.(4.3).

o The subregion Ry is described as follows:

-ifq > plfii,Qg, then p} = 1 and the region is given by Eq.(4.4).

_ P13 . . _ 71’ " .
ifga < Drstpas’ then the subregion Ry is Ro = Ry |J Ry where:

x Iif A1 < q1(1 — q2)p13, then p}, = 0 and the region is given by Eq.(4.5).

x if \1 > q1(1 — q2)p13, then p = ql?i:g;)((lfgff)l;m and the region is given by

Eq.(4.6).

Proof. The proof is given in Section 4.4. O

As seen in the theorem, there are three possible optimal values of p,. When p}; equals to

0 or 1, the relay rejects or accepts all the incoming traffic from the source, respectively. The

more interesting case is when ¢ < o ff;o o (the relay transmission probability is less than a
threshold which is a function of the channel success probabilities) and at the same time the
average arrival rate at the source is A1 > ¢1(1 — g2)p13; in this case the optimum cooperation

strategy is probabilistic routing by the relay. The incoming traffic from the source is relayed

in part, meaning that the relay accepts a packet from the source with probability p}, where

pi = ql)(‘i:;’;)((lf_q;l)f o5 (0 < pj < 1). The intuition behind this result is that when the relay
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is not attempting to transmit “very often” and at the same time, the arrival rate at the source is

greater than a certain value, then the relay is cooperating only partially. Thus, p;, controls the

amount of cooperation.

@ip12(1 — p13) + (1 — q1)p23
Ri= 1 () : A4 Ao < (1— ,
! {( 1A2) q1[p13 + (1 — p13)p12] ' 2 < (1=aq)pzs
p12(1 — p13) }
AL+ Ao < o1 —
pia(l —pis) +piz (1= apx
A1 A }
Ri=<(A,A): + <1, Ao <ol —
1 {( 1,A2) PR € v 2 < q2(1 = q1)p2s
Ra = {0\1 A2) : (1~ g2)pia(l — pia) + q2p23)\1 + A2 < gop23
’ (1 —gq2) [p13 + (1 — p13)p12) ’
A < qi(1 = q2) [p13 + (1 — p13)p12]}
’ )\1 A? }
Ry =3 (A1, \) : + <1, M <q(l-
? {( 1 A2) (1 —q2)p13  qop23 1< all =@l

Ry = {(A1,A2) : AL+ A < q1(1 — q2)p1s + qepas(l — q1),

(1 —q)p1s <M < q(l —q2)[p13 + (1 — p13)pia] }
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4.4 Stability Analysis using Stochastic Dominance

The expressions for the average service rates seen by source .S and relay R are given by:

p1 = {1 —q2)Pr(Q2 #0) + Pr(Q2 = 0)} ¢1 (p13 + (1 — p13)p12Pa) 4.7

and

p2 = q2 [1 — 1Pr(Qq # 0)] p23 (4.8)

Since the average service rate of each queue p; and p» depends on the queue size of the other
queue, they cannot be computed directly. We bypass this difficulty by utilizing the idea of
stochastic dominance [37]; that is, we first construct hypothetical dominant systems, in which
one of the nodes transmits dummy packets even when its packet queue is empty. Since the
queue sizes in the dominant system are, at all times, at least as large as those of the original
system, the stability region of the dominant system inner-bounds that of the original system. It
turns out, however, that the stability region obtained using this stochastic dominance technique
coincides with that of the original system which will be discussed in detail later in this section.

Thus, the stability regions for both the original and the dominant systems are the same.

4.4.1 The first dominant system: source node transmits dummy packets

In this sub-section we obtain the region R of Theorem 4.3.1. We consider the first dominant
system, in which node S transmits dummy packets with probability ¢; whenever its queue is
empty, while node R behaves in the same way as in the original system. All other assumptions

remain unaltered in the dominant system. Thus, the service rate at the relay node is given by:

pQ, = q2 (1 —q1) p23 4.9)

To derive the stability condition for the queue in the relay node, we need to calculate the total

arrival rate. There are two independent arrival processes at the relay: the exogenous traffic
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with arrival rate Ay and the endogenous traffic from S. In the dominant system, when R
receives a dummy packet from S, it simply discards that packet. When the dominant system
is stable, the queue at S is stable, so the departure rate of the source packets (excluding the
dummy ones) is equal to the arrival rate A\;. Denote by S4 the event that S transmits a packet

and the packet leaves the queue, then:

Pr(Sa) = [(1 = q2)Pr(Q2 # 0) + Pr(Q2 = 0)] [p13 + (1 — p13)p12Dd] (4.10)

Among the packets that depart from the queue of .S, some will exit the network because
they are decoded by the destination directly, and some will be relayed by R. Denote by Sp

the event that the transmitted packet from S will be relayed from R, then:

Pr(Sp) = [(1 — g2)Pr(Q2 # 0) + Pr(Q2 = 0)] (1 — p13)p12pa (4.11)

The conditional probability that a transmitted packet from S (dummy packets excluded) arrives

at R given that the transmitted packet exits node .S’s queue is given by:

(1 — p13)p12pa

Pr(Sp|Sa) = 4.12)
(S5154) p13 + (1 — p13)p12pa
The total arrival rate at the relay node is:
1—
Mg, = A2 + (1 — p13)p12Pa A (4.13)

P13 + (1 — p13)p12pa

By Loyne’s Theorem, the stability condition for queue 2 at node R is given by Ag, < png,

and, thus:
(1 — p13)pi2pa
P13 + (1 — p13)P12Pa

A2 + M < q(1—q1)pas (4.14)

The probability that the queue is not empty can be computed by Little’s theorem and is given
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5+ (1—p13)p12Pa A\

)\Q 3+(1—p13)p12p
Pr(Qs #0) = —2 = s o (4.15)
(Q:70) Qs ¢ (1 —q1) p23

Thus, after substituting Eq.(4.15) into Eq.(4.7), the average service rate seen by .S is

pi = ( o {lp12pa(1 — p13) + p13] (1 — q1)p23

1—qi)p2s

— p12(1 = p13)pari — [P12(1 — p13)pa + P13) A2} (4.16)

The stability condition for queue 1 at the source node is A\; < p1, and after some algebra, we
obtain:

e o(1— pis) +
14 2P (1 —p13)a Ao D [P120a (1 — p13) p13])\2

(1 —q1)pas (1 —q1)pas

< q1 [(1 = p13)p12pa + p13] (4.17)

An important observation made in [37] is that the stability conditions obtained by using
the stochastic dominance technique are not merely sufficient conditions for the stability of the
original system but are sufficient and necessary conditions. The indistinguishability argument
applies to our problem as well. Based on the construction of the dominant system, it is easy to
see that the queues of the dominant system are always larger in size than those of the original
system, provided they are both initialized to the same value. Therefore, given Ao < o, if for
some A1, the queue at S is stable in the dominant system, then the corresponding queue in the
original system must be stable; conversely, if for some A; in the dominant system, the queue
at node S saturates, then it will not transmit dummy packets, and as long as S has a packet
to transmit, the behavior of the dominant system is identical to that of the original system
because the dummy packet transmissions are increasingly rare as we approach the stability
boundary. Therefore, we can conclude that the original system and the dominant system are

indistinguishable at the boundary points.
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Now we will find the value of p, that maximizes ;. After replacing A\; with y and A,

with x we have:

—q1 [p13 + (1 — p13)p12pa) - q1 [p13 + (1 — p13)p12pa) (1 — q1)p2s

— (4.18)
q1p12(1 — p13)pa + (1 — q1)p23 q1p12(1 — p13)pa + (1 — q1)p23
when
p12pa(l — p13)
0<x<qg(l—q)pa— 4.19)
( ) P13 + (1 — p13)p12pa
After differentiating y with respect to p,, we have
dy A\ A'B-AB
g Z2)) =27 7 4.20
dpa <B> B2 ( )
where B = q1p12(1 — p13)pa + (1 — q1)p23 and
A'B-AB = (1 = p13)p12q1 (@ — p23 + p23q1) (P13q1 — P23 + q1p23) 4.21)

From Eq.(4.9), it is obvious that x — pa3 + po3q1 < 0. If p13q1 — P23 + pasq1 < 0, then we

have that q; < m Sp j"r‘; - Then, % > 0 and y is an increasing function of p, and, thus p} = 1.

Then, Eq.(4.19) becomes

p12(1 — p13)
0<z<ql— — (4.22)
q2(1 — q1)p23 T p——
and Eq.(4.18) becomes
—q1 [p13 + (1 — p13)p12] q1 [p13 + (1 — p13)pi2] (1 — q1)p2s 4.23)

= T
ap12(1 —p13) + (1 — q1)pas @1p12(1 — p13) + (1 — q1)pas

The stability region for this case is given by Eq.(4.2). If ¢; > o ff}') = it follows that cZTya <0
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and, thus, y is a decreasing function of p, and p} = 0. Then Eq.(4.19) becomes

0<2z<q(l—q)ps (4.24)
and Eq.(4.18) becomes
g+ B ip (4.25)
(1 —q1)p2s

The stability region is given by Eq.(4.3).

4.4.2 The second dominant system: relay node transmits dummy packets

In this sub-section we obtain the region Ry of Theorem 4.3.1. We consider the second dom-
inant system, in which node R transmits dummy packets with probability g2 whenever its
queue is empty, while node .S behaves in the same way as in the original system. All the other

assumptions remain unaltered in the dominant system. The service rate for the source node is

1= qi(1 —q2) [p13 + (1 — p13)p12pa] (4.26)

Thus, queue 1 is stable if

M < qi(1 —q2) [p13 + (1 — p13)p12pa) (4.27)

The probability that the queue is not empty is:

)\1 )\1
Pr(Q1 #0)=— = (4.28)
( ) o q1(1—q2)[p13 + (1 — p13)p12pa]
The total arrival rate at the relay node is given by:
AQ, = A2 + Pr(Sg[Sa)\ (4.29)
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where S 4 and Sp are defined in the previous sub-section.

Note that Pr(S4) = (1 — ¢2) (p13 + (1 — p13)p12pa), Pr(Sp) = (1 — ¢2)(1 — p13)p12pa
and, thus, we have Pr(Sp|Sa) = %. From the above it follows that the total

arrival rate at the relay node is:

(1 = p13)p12pa

AQ, = A2+ (4.30)
T ps+ (1 pia)piopa
The service rate for the relay node is:
1, = g2 [1 — q1Pr(Q1 # 0)] pa3 (4.31)

Thus, from Loyne’s stability criterion, it follows that the queue is stable if Ag, < g, and,

thus:
(1 — p13)p12pa
P13 + (1 — p13)P12Pa

A2 + M <@l —q@Pr(Qi #0)]ps (4.32)

After some algebra, we obtain:

(1 — q2)(1 — p13)p12pa + G2p23
(1 —¢q2) [p13 + (1 — p13)P12Pd]

A2 + A1 < g2p23 (4.33)

The indistinguishability argument at saturations holds here as well. Next we find the value of

P, that maximizes Ao. After replacing A; with x and Ay with y we have:

(1 — q2)p12(1 — p13)Pa + G2p23
(1 —¢q2) [p13 + (1 — p13)P12Pd]

Y+ T = q2p23 (4.34)

After differentiating y with respect to p, we have

dy _

A\ A'B-AB
—(Z) = 2222 4.
dpa <B> B2 ( 35)
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where:

A'B— AB' = ap12(1 — p13)(1 — ¢2)(p13a2 — P13 + qop2s) (4.36)

If p13g2 — p13 + g2p23 > 0, it follows that plffng < g2 < 1 and y increases; thus pj, = 1
and, therefore:

r < q1(1—q2)[p13+ (1 — p13)pi2) (4.37)

and

(1 —q2)p12(1 — p13) + q2p23
+ x = 4.38
Y (1 —q2) [p13 + (1 — p13)p12] 2Pz (4.38)

The stability region is then given by Eq.(4.4). If g2 < o fﬁm, it follows that y decreases and

thus p} = 0, hence:

r < q(l—q2)p13 (4.39)
and
Y+ 205 Gops (4.40)
(1 —q2)p13

The stability region is then given by Eq.(4.5).

Ifx > q1(1—go)p1sand x < q1(1—q2) [p13 + (1 — p13)p12pal, it follows from Eq.(4.27)

z—q1(1—q2)p13 : .
that p, > (=) (T—p13)pis and, thus we obtain that:

. z—qi(1 —q2)pi3
D, = 4.41)
“ (1= q2)(1 — pi3)pi2
and
4y = pa3q2 + q1(1 — q2)p13 — q1q2p23 (4.42)
Finally, since 0 < p, < 1 we have that
z < qi(1—q2) [p13 + (1 — p13)p12] (4.43)

and the stability region is given by Eq.(4.6).
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Figure 4.2: Illustration of the stability region (¢; = 0.2, g2 = 0.3, p13 = 0.5, p1o = 0.9 and
p23 = 0.8)

4.5 Numerical Results

In this section, we obtain the stability region for the three cases of no-cooperation, full cooper-
ation and partial cooperation and we compare them in a numerical illustration where p, < 1.
We let g1 = 0.2, g2 = 0.3, p13 = 0.5, p12 = 0.9, and pa3 = 0.8. In Fig. 4.2, we show the
stability regions for the three cases. The region of partial cooperation contains the regions of
the other cases. The boundaries of the stability region for the partial cooperation scheme is
described by the line segments ABC'D, and contains the region of non-cooperation (ABF)
and the full cooperation (AC' D). The triangular area BEC' in Fig. 4.2 is achieved only by the
partial cooperation scheme, showing that this scheme is superior compared to the rest schemes.

The line segment AB belongs to the stability region of both no-cooperation and partial
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Table 4.1: The values of p,

Line | p}

AB |0

BF |0

AC |1

CD |1

BC |

cooperation schemes. It is the boundary when A\; < 0.07 (which is the average arrival rate at
the source) and, corresponds to the scheme of no-cooperation or when p); = 0. The line seg-
ment C'D is the boundary for the stability region for full cooperation and partial cooperation
with p} = 1 schemes when 0.133 < A\; < 0.1666. The most interesting case is the BC' seg-
ment. This boundary is achieved only by the partial cooperation scheme. The value of p} that

achieves the boundary is p} = /\BB%'g?,

as 0.07 < A1 < 0.133. In this case the relay, through
the flow controller, regulates the endogenous traffic from the source by randomly accepting
(with p) the packets from the source. Note that as A; increases (in the interval (0.07,0.133))
so does p}. The values of p; that achieve the boundaries of the regions are given in Table 4.1.

The intuition behind these results, is that when the traffic level at the source is relatively
low, the optimal scheme for the relay is not to cooperate at all. When the traffic level at
the source is high, the best scheme is to fully cooperate, Finally, when the source has an

intermediate level of traffic, the optimal scheme is to partially offer relay services.

4.6 Conclusion

We introduced the notion of partial network-level cooperation by assuming a flow controller
for the endogenous traffic to the relay from the source node of the network in Fig. 4.1. We
provided an exact characterization of the stability region for this network. We proved that the
system with the flow controller is always better than or at least equal to the system without the

flow controller. The flow controller regulates the degree of cooperation offered by the relay.
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Chapter 5

Wireless Network-Level Cooperation

with Energy Harvesting Capabilities

5.1 Introduction

Exploiting renewable energy resources from the environment, often termed energy harvest-
ing, permits unattended operability of infrastructure-less wireless networks. There are various
forms of energy that can be harvested including thermal, vibration, solar, acoustic, wind, and
even ambient radio power. The additional functionality of harvesting energy, however, permits
our assessment of the system long-term performance such as in terms of the throughput, fair-
ness and stability. In [14], the slotted ALOHA protocol was considered for a network of nodes
having energy harvesting capability and the maximum stable throughput region was obtained
for bursty traffic. An exact characterization of the region was given in the paper for a two-node
case over a collision channel.

In this chapter, we study the impact of energy constraints on a network with a source-user,
a relay and a destination. Specifically, we provide an exact characterization of the stability
region of a network consisting of a source, a relay and a destination node as shown in Fig. 5.1.

We consider the collision channel with erasures and random access of the medium. The source
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and the relay node have external arrivals; furthermore, the relay is forwarding part of the source
node’s traffic to the destination.

The analysis is not trivial even for such a simple network because the service process of a
node not only depends on the status of its battery but also on the idleness or not of the other
node. Note that the reason why the exact region is known only for the two-node and the three-
node cases (even without energy availability constraints) is the interaction between the queues
of the nodes [37-40]. In addition, we use the stochastic dominance technique and Loynes’
theorem [33] for the stability of stationary system to solve the problem. Also, as pointed out
in [14], it is important to note that the ’service process” of the battery, i.e., the use of its energy,
is independent of whether the transmission is successful or not.

The rest of this chapter is organized as follows. In section 5.2, we define the stability
region, describe the channel model, and explain the packet arrival and energy harvesting mod-
els. In 5.3, we present the stability region, the proof of the result is given in 5.4. Finally, we

conclude our work in 5.5.

5.2 System Model

We consider a time-slotted system in which the nodes are randomly accessing a common
receiver as shown in Fig. 5.1, furthermore the nodes are powered from randomly time-varying
renewable energy sources. Each node stores the harvested energy in a battery. We denote with
S, R, and D the source, the relay and the destination, respectively. Packet traffic originates
from S and R. Because of the wireless broadcast nature, R may receive some of the packets
transmitted from S and then relay those packets to D. The packets from .S which failed to
be received by D but were successfully received by R are relayed by R. As we impose half-
duplex constraint, R can overhear S only when it is idle.

Each node has an infinite size buffer for storing incoming packets, and the transmission

of each packet occupies one time slot. Node R has separate queues for the exogenous arrivals
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and the endogenous arrivals that are relayed through R. But, we can let R to maintain a single
queue and merge all the arrivals into a single queue as the achievable stable throughput region
is not affected [6]. This is because the link quality between R and D is independent of which
packet is selected for transmission.

The packet arrival and energy harvesting processes at .S and R are assumed to be Bernoulli
with rates Ag, dg and Ag, dg, respectively, and are independent of each other. A node is
called active if both its packet queue and the battery are nonempty at the same time, and
idle otherwise. In each time slot, nodes S and R attempt to transmit with probabilities ¢g
and gp, respectively, if their are active. Decisions on transmission are made independently
among the nodes. We assumed collision channel with erasures in which, if both .S and R
transmit in the same time slot, a collision occurs and both transmissions fail. The probability
that a packet transmitted by node i is successfully decoded at node j(# i) is denoted by p;;
which is the probability that the signal-to-noise-ratio (SNR) over the specified link exceeds a
certain threshold for the successful decoding. These erasure probabilities capture the effect of
random fading at the physical layer. The probabilities psp, prp, and pgr denote the success
probabilities over the link S — R, R— D, and S — R, respectively. Node R has a better channel
to D than S, that is prp > psp-

The cooperation is performed at the protocol level as follows. When S transmits a packet,
if D decodes the packet successfully, it sends an ACK and the packet exits the network; if D
fails to decode the packet but R does, then R sends an ACK and takes over the responsibility
of delivering the packet to D by placing it in its queue. If neither D nor R decode (or if R
does not store the packet), the packet remains in S’s queue for retransmission. The ACKs are
assumed to be error-free, instantaneous and broadcasted to all relevant nodes.

Denote by Q! the length of queue i at the beginning of time slot ¢. Based on the definition
in [38], the queue is said to be stable if

lim Pr[Q! < z] = F(z)and lim F(z) =1

t—o00 r—00
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Bs

As — Qs

Figure 5.1: System Model

Loynes’ theorem [33] states that if the arrival and service processes of a queue are strictly
jointly stationary and the average arrival rate is less than the average service rate, then the
queue is stable. If the average arrival rate is greater than the average service rate, then the
queue is unstable and the value of Q! approaches infinity almost surely. The stability region
of the system is defined as the set of arrival rate vectors A = (A1, \2) for which the queues in

the system are stable.

5.3 Main Results

This section describes the stability region of a network consisting of a source, a relay and a
destination as depicted in Fig. 5.1. Notice that the service process of a queue not only depends
on the status of its associated energy source but also on the status of other node’s queue and
energy source. Denote by (); and B; the steady state number of packets and energy units

in the queue and the energy source at node 4, respectively. Then, @);s and B;s, form a four
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dimensional Markov chain which makes the analysis daunting.

5.3.1 The stability region

Theorem 5.3.1. The stability region of the network in Fig. 5.1 is described by:
R =R JR2 (5.1)

where

min(ds, ¢s)(1 — psp)psr
(1 —min(ds, gs))PrD

Rl—{()\l,/\g): [1+ ])\54—

min(ds, ¢s) [psp + (1 — psp)psr|
(1 —min(ds,qs))PrD
(1 —psp)psr
psp + (1 —psp)psr

Ar < min(ds,qs) [psp + (1 — psp)psrl

AR +

As < min(dg,qr)(1 — min@s&s))pRD} (5.2)

and

(1 —min(dg, qr))(1 — psp)psr + min(dr, gr)PrD
[1 —min(dr, qr)] [psp + (1 — psp)psr]

Ro = {(M, X2) : Ar + As < min(égr, gr)PRD:

As < min(ds, gs)(1 — min(dg, qr)) [psp + (1 — psp)psr]}
(5.3)

Proof. The proof is given in Section 5.4. O

Fig. 5.2 and 5.3 illustrate the subregions R and Rs described in Theorem 5.3.1.

5.4 Analysis using Stochastic Dominance

The stochastic dominant technique is essential in order to decouple the interaction between

the queues, and thus to characterize the stability region. That is we first construct parallel
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Figure 5.2: The stability region R

dominant systems in which one of the nodes transmits dummy packets even when its packet
queue is empty. Note, that even in the dominant system, a node cannot transmit it the energy
source is empty (because even the dummy packet consumes one energy unit).

The essence of the dominant system is to make the analysis tractable by decoupling the
interaction between the queues. Since the queue sizes in the dominant system are, at all times,
at least as large as those of the original system, the stability region of the dominant system
inner bounds that of the original system. It turns out however that the stability region obtained
using this stochastic dominance technique coincides with that of the original system which
will be discussed in detail later in this section. Thus, the stability regions for both the original

and the dominant systems are the same.
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Figure 5.3: The stability region R2

To derive the stability condition for the queue in the relay node, we need to calculate the
total arrival rate. There are two independent arrival processes at the relay: the exogenous
traffic with arrival rate Ar and the endogenous traffic from S. Denote by S 4 the event that .S

transmits a packet and the packet leaves the queue, then:

Pr(Sa) = [1 = qrPr(Br # 0,Qr # 0)] [psp + (1 — psp)psr] (54

Among the packets that depart from the queue of S, some will exit the network because

they are decoded by the destination directly, and some will be relayed by R. Denote by Sp
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the event that the transmitted packet from S will be relayed from R, then:

Pr(Sp) = [1 — qrPr(Br # 0,Qr # 0)] (1 — psp)psr (5.5

The conditional probability that a transmitted packet from S (dummy packets excluded) arrives

at R given that the transmitted packet exits node S’s queue is given by:

Pr(SplSa) = pSD(i_(f)SDJSSZJ)%pSR 60
The arrivals from the source to the relay is
As—r = Pr(SB|Sa)As (5.7
The total arrival rate at the relay node is:
Artotal = Mg + — L~ PSDIPSR (5.8)

S
psp + (1 — psp)psr

We will begin the analysis with the case when dg < ¢g and 6 < qg, and we will construct
hypothetical dominant systems. In the first dominant system the source node transmits dummy
packets when its queue is empty, and each transmission occupies one energy unit. The service

rate at the relay is:
tr = {ar(1 = qs)Pr(Bs # 0, B # 0) + qrPr(Bs = 0, Br # 0)} prp (5.9)

pur = {qr(l — qs)Pr (Bg # 0) Pr (Br # 0) + qrPr(Bs = 0) Pr (Br # 0)} prp  (5.10)

However, B; forms a discrete M /M /1 which is decoupled from the remaining system and its
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arrival and service rate is d; and g respectively. From Little’s theorem we obtain that

Pr(B; £ 0) = (i (5.11)

1

Thus,

pr = 0r(1 —6s)prD (5.12)

From Loyne’s criterion, the relay is stable if Ag jora1 < UR-

(1 —psp)psr
psp + (1 —psp)psr

AR+ As < 0r(1 —6s)prD (5.13)

The average number of packets per active slot for R is (1 — ds)grprp The fraction of

active slots is given by

(1-psp)psr
psp+(1-psp)psr As (5.14)

(1 —ds)arprD

R+

A
Pr(Br #0,Qr #0) =

The service rate of the source is given by

ps = Pr(Bs # 0){qs(1 — qr)Pr(Qr # 0, Br # 0) + qs [1 — Pr(Qr # 0, Br # 0)} [psp + (1 — psp)psr]

(5.15)
g+ (1—Z£iD)pSR s
ps = 0s [psp + (1 —psp)psr] |1 — psp (- psplpsi (5.16)
(1—=4ds)prD
The queue in S is stable if Ag < pg then:
g + (1—piD)PSR Ag
Ag < b [pSD + (1 —pSD)pSR] 1— psp+(1-psp)psr (5.17)

(1 -190s)prD
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after some manipulations we have

0s(1 —psp)psr As & s [psp + (1 — psp)psr]

1+
(1 -0s)prD (1 —0s)prD

Ar < ds[psp + (1 — psp)psr]
(5.18)

An important observation made in [37] is that the stability conditions obtained by using
stochastic dominance technique are not merely sufficient conditions for the stability of the
original system but are sufficient and necessary conditions. The indistinguishability argument
applies to our problem as well. Based on the construction of the dominant system, it is easy to
see that the queues of the dominant system are always larger in size than those of the original
system, provided they are both initialized to the same value.

Therefore, given Arp < pp, if for some Ag, the queue at S is stable in the dominant system
then the corresponding queue in the original system must be stable; conversely, if for some
Ag in the dominant system, the node S saturates, then it will not transmit dummy packets,
and as long as S has a packet to transmit, the behavior of the dominant system is identical
to that of the original system because the action of dummy packet transmissions is employed
increasingly rarely as we approach the stability boundary. Therefore, we can conclude that the
original system and the dominant system are indistinguishable at the boundary points.

In the second dominant system, the relay node transmits dummy packets. The service rate

for the source is

ps = {qs(1 = qr)Pr(Bs # 0, B # 0) + qsPr(Bs # 0) [1 — Pr (Br # 0)]} [psp + (1 — psp)psr]
(5.19)

and

ps = {gs(1 —qr)Pr(Br #0) + gs [1 — Pr(Bg # 0)]} Pr(Bs # 0) [psp + (1 — psp)psr]
(5.20)

ps =0s(1 —0r)[psp + (1 — psp)psr] (5.21)
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Thus from Loynes the queue in source is stable if Ag < pg thus

As < 05(1 = 6R) [psp + (1 — psp)psrl (5.22)

The average number of packets per active slot for S'is (1 —dr)gs [psp + (1 — psp)psr] The

fraction of active slots for the source S is

As

Pr(Bg #0,Q¢ #0) = (5.23)
(Bs #0,Qs #0) (1 —=96r)gs [psp + (1 — psp)psr]
The service rate for the relay is given by
pr = Or[l — qsPr(Bs # 0,Qs # 0)] prD (5.24)
Ag ]
=0r|1— (5.25)
= on { (1 —0r) [psp + (L —psp)psl ) ™
Thus from Loynes the queue in R is stable if Ag ;o101 < UR
(1 —psp)psr { As ]
AR+ As < O0r |1 — P (5.26)
" psp+ (UL=psplpse” L (1=0r) [psp + (1= psp)psal |
after some algebra we obtain
1—-0r)(1— +46
- (1—-0r)(1 —psp)psr + OrRPRD s < SrpiD (527)

(1—=96r) [psp + (1 — psp)psr]

The indistinguishability argument at saturations holds here as well.

The next case that we will consider is where g > g5 and g < qgr. The source operates
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like no having any energy constraints (see [14]). The service rate at the source is

ps =1{qs(1 = qr)Pr(Qr # 0,Br #0) + qs [l — Pr(Qr # 0, Bg # 0)]} [psp + (1 — psp)pskr]
(5.28)

The service rate at the relay is

pr ={qr(1l —qs)Pr(Qs # 0,Br # 0) + qrPr(Br # 0)Pr (Qs = 0)}prp  (5.29)

As the previous case, we construct the dominant systems. In the first dominant system the
source keeps transmitting dummy packets and we are following the same methodology. Given

that node R is active its probability of success is ¢r(1 — ¢s)prp- Thus

g+ (1*1175_1:))10312 Ag
Pr (BR 7& 0, QR 7& 0) _ psp+(1—psp)psr (5.30)
(1 —gs)grprD
s(1 —psp)ps s psp + (1 —psp)ps
1+ 2 ((1 — (Z;;Z) Bl xs+ 1 v 1(71 —(qs)plj)wmp z Ar < qs [psp + (1 — psp)psr]
(5.31)
when
1 _
A pSD(+ (fiDp)é);])%pSR As < Or(1—gs)pro (532)
In the second dominant system, the relay transmits dummy packets.
(1 -=0r)(1 — psp)psr + OrPRD
AR+ Ag <O 5.33
BT (0 =6g) [psp + (1 —psp)psr] RPRD (5:33)
when
As < qs(1 —=6g) [psp + (1 — psp)psgl (5.34)

The next case is where dg < ¢gg and dr > gr. The relay operates like no having any
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energy constraints. The service rate at the source is

ps = {qs(1 = qr)Pr (Bs # 0,Qr # 0) + qsPr(Bs # 0) [l — Pr(Qr # 0)]} [psp + (1 — psp)psr]
(5.35)

The service rate at the relay is

pr = {qr(1 — qs)Pr(Bs #0,Qs # 0) + qr[1 — Pr(Qs # 0, Bs # 0)]} prp ~ (5.36)

In the first dominant system (source transmit dummy packets), we have:

ds(1 — psp)psr ds [psp + (1 — psp)psr]

1 A AR <9 1-—
0 sy |5 T (1= 65)pnp r <05 [psp + (1 = psp)psk]
(5.37)
when
(1 —psp)psr
A Ag < 1-0 5.38)
psp + (1 — psp)psr an( s)PRD (
from the second dominant we obtain
(1 —qr)(1 — psp)psr + qrPRD
AR+ Ag < (5.39)
B 0= qr) Ipsp + (L —psp)pse] =~ 1EPRD
when
As < 05(1 —qr) [psp + (1 — psp)psr] (5.40)

The remaining case is when dg > ¢r and dg > qg. The analysis is the same as the case
without energy harvesting constraints. The stability region is given in [6].
We obtained the stability regions for all possible cases separately and they are summarized

in Theorem 5.3.1.
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5.5 Conclusion

In this chapter, we studied the impact of energy constraints on a network with a source-user, a
relay and a destination. The source and the relay node have external arrivals; furthermore, the
relay is forwarding part of the source node’s traffic to the destination. We provided an exact

characterization of the stability region of the network depicted in Fig. 5.1.
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Chapter 6

Optimal Utilization of a Cognitive
Shared Channel with a Rechargeable

Primary Source Node

The material in this chapter was presented in [41] and [42].

6.1 Introduction

Cognitive radio communication provides an efficient means of sharing radio spectrum between
users having different priority [15]. The high-priority user, called primary, is allowed to ac-
cess the channel whenever it needs, while the low-priority user, called secondary, is required
to make a decision on its transmission based on what the primary user does. The system
considered in this chapter is comprised of nodes that are either subject to energy availability
constraint imposed by the battery status and stochastic recharging process or free from such
constraint by assuming that they are connected to a constant power source.

In this chapter, we consider the simple cognitive system of two source-destination pairs

as shown in Fig. 6.1 and derive the maximum stable throughput region for a cognitive access
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Figure 6.1: An example cognitive communication system

protocol on the general multipacket reception channel model! in which a transmission may
succeed even in the presence of interference [16—18]. The secondary node can take advantage
of such an additional reception capability by transmitting simultaneously with the primary. We
adopt a similar cognitive access protocol proposed in [19], and also studied in [20], in which
the secondary node not only utilizes the idle periods of the primary node, but also competes
with the primary by randomly accessing the channel to increase its own throughput. However,
the secondary user is still required to coordinate its transmission in order not to hamper the
required throughput level of the primary link given the energy harvesting rate and this is done
by appropriately choosing the random access probability.

To position our contribution with respect to the recent literature, we start a brief back-
ground review. In [13], the capacity of the additive white Gaussian noise channel with stochas-
tic energy harvesting at the source was shown to be equal to the capacity with an average power
constraint given by the energy harvesting rate. However, like most of information-theoretic
research, the result is obtained for point-to-point communication with an always backlogged
source. In [14], the slotted ALOHA protocol was considered for a network of nodes hav-

ing energy harvesting capability and the maximum stable throughput region was obtained for

"When compared to collision channel model, it better captures the effects of fading, attenuation and interference
at the physical layer.
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bursty traffic. An exact characterization of the region was given in the paper for a two-node
case over a collision channel. The analysis is not trivial even for such a simple network be-
cause the service process of a node not only depends on the status of its battery but also on
the idleness or not of the other node. Note that the reason why the exact region is known only
for the two-node and the three-node cases (even without energy availability constraints) is the
interaction between the queues of the nodes [37—40].

The initial study of a simple model involving only two source-destination pairs is not
only instructive but also necessary. The reason is that the interaction between nodes causes
considerable difficulties at the analytical level, and yet, reveals major insights at the conceptual
level. In addition, we use the stochastic dominance technique and Loynes’ theorem [33] for the
stability of stationary system to solve the problem. Also, as pointed out in [14], it is important
to note that the “’service process” of the battery, i.e., the use of its energy, is independent of
whether the transmission is successful or not.

The rest of the chapter is organized as follows. In Section 6.2, we define the stability
region, describe the channel model, and explain the packet arrival and energy harvesting mod-
els. In Section 6.3, we present the conditions for stability of the considered cognitive access
protocol when the capacity of the battery at the primary node is assumed to be infinite. The
proof of the result is given in Section 6.4 which utilizes the stochastic dominance technique
and arguments similar to those used in [14] and [37]. In Section 6.5, we extend the result to
the case when the capacity of battery is finite. As will be shown, the stability region for the
case with finite capacity battery is a subset of that for the case with infinite capacity battery.
For comparison’s sake, in Section 6.6, the result obtained in Section 6.3 is derived again for
the case without multipacket reception capability, i.e., for a collision channel with additional

probabilistic erasures. Finally, we draw some conclusions in Section 6.7.
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6.2 System Model

We consider a time-slotted communication system consisting of two primary and secondary
source-destination pairs of nodes, (s1,d;) and (s, ds), respectively, as shown in Fig. 6.1.
Each source node has an infinite capacity buffer Q; (i € { 1,2 }) for storing arriving packets
of fixed length. The secondary node is plugged to a reliable power supply, whereas the primary
node is powered through a random time-varying renewable energy process and has a battery
B for storing energy which is assumed to be harvested in a certain unit from the environments.
The capacity of the battery is denoted by c. We first consider the case with ¢ = oo and, after
that, we relax c to take any finite integer value. The slot duration is equal to the transmission
time of a single packet and one unit of energy is consumed in each transmission. The packet
arrival and energy harvesting processes are all modeled as independent Bernoulli processes of
rate \; and & per slot, respectively®. The primary node is considered active if both Q and B;
are nonempty at the same time. Similarly, the secondary is called active if ()2 is nonempty.
Otherwise, they are called idle.

A shared channel is assumed and a transmission is said to be successful if the received
signal-to-interference-plus-noise-ratio (SINR) exceeds a certain threshold which depends on
the modulation scheme, the target bit-error-rate, and the number of bits in the packet (i.e., the
transmission rate for a fixed packet duration). Denote by g;, 5 the probability that the transmis-
sion by source ¢ succeeds given that the sources in I are transmitting simultaneously. Specif-
ically, in our cognitive communication system in Fig. 6.1, the following success probabilities

are of interest:

q1/15 92/25 41/1,25 92/1,2

and it is assumed that q;/; > qi/12 and q2/2 > qg/1,2. Define Ay = qy/1 — ¢1/12 and

Ag = ga/3—qg/1,2- In case that the simultaneous transmissions always fail, we have g;/; o = 0

?In practice, statistics of the energy harvesting models are time varying. However they can be approximated by
piecewise stationary processes. For example, energy harvesting by solar cells could be taken as being stationary
over one hour periods. Thus, our results could be used over these time periods. See [43]
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for all 4.
Denote by Q! the length of @; at the beginning of time slot ¢, the queue is said to be stable
if
lim lim Pr[Q! < z] =1 (6.1)

T—00 t—00

Loynes’ theorem [33] states that if the arrival and service processes of a queue are strictly
jointly stationary and the average arrival rate is less than the average service rate, then the
queue is stable. If the average arrival rate is greater than the average service rate, then the
queue is unstable and the value of Q)¢ approaches to infinity almost surely. The stability region
of the system is defined as the set of arrival rate vectors A = (A1, \2) for which the queues in

the system are stable.

6.3 Main Results

This section describes the cognitive access protocol and presents our main results concerning

its stability. The proofs of the results are presented in the next section.

6.3.1 Description of the cognitive access protocol

The opportunistic cognitive access protocol proposed in [19] and also used in [20] is modified
and studied again in the context of the energy harvesting environment. The energy-constrained
primary node s; (see Fig. 6.1) transmits a packet whenever it is active. Note that the trans-
mission by the primary node s; is independent of the secondary node s3. On the other hand,
the transmission by the secondary node so must be chosen in a careful manner in order not
to impede the primary’s performance guarantees. Under our cognitive access protocol, node
s9 observes the status of s; and if s is idle, i.e., either (1 or B; is empty, it transmits with
probability 1 if its own packet queue ()2 is nonempty. Otherwise, if s; is active, so transmits
with probability p to take advantage of the multipacket reception capability by transmitting

along with the primary node although at the same time it risks impeding the primary node’s
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A A
— 22 M +22 <1, 0<0< 6q1/1,2} (6.2)

R = {(/\1,)\2) :
d1/1,292/2 q2/2

AL+ AL
/1/_{()\17/\2), q2/1,271 1A2

' <1 9 <A <0 (6.3)
8q1/192/1,2 + A1qz/2(1 — 0) q1/1,2 1 fh/l}

success. The design objective is to choose the transmission probability p such that the sec-
ondary’s throughput is maximized while maintaining the stability of primary’s packet queue

at given packet arrival and energy harvesting rates.

6.3.2 Stability Criteria

Denote by R the stability region of the system by considering all possible values of p and
define n = q1/192/1,2 + 42/291/1,2 — 42/291/1- Note that 7 reflects the degree of multipacket
reception capability. In the case of a collision channel in which ¢ /1 = ¢2/2 = 1 and ¢y /12 =
q2/12 = 0, mp = —1. Itis clear that 7 increases as the multipacket reception capability

improves.

Theorem 6.3.1. The stability region of the cognitive multiaccess system is described by
R =R JR2 (6.5)

where the subregion R is described as follows:
o Ifn >0, R =Ry URY where R} and R are given by (6.2) and (6.3).
o Ifn <0,

A A
Rl—{()\1,/\2):1+2<1, )\1<5q1/1} (6.6)
q1/1 92/2

R = {()\1 No) : q2/12M1 + A1)g

- <1, (1=9¢ <A< (1-9 +9 }
5q1/1q2/172 + A1q2/2(1 — ) ( )Q2/2 2 < ( )Q2/2 42/1,2

(6.4)

85



and the subregion R is described as R = R, |J Ry with
Ry = {(A1,A2) : A < 0q1/1,0 < Ao < (1= 0)goy0} (6.7

and RY as given by (6.4).
Proof. The proof is given in Section 6.4. UJ

The optimal p* achieving the boundary of the stability region is explicitly given in the
following section. The subregion R, is depicted in Fig. 6.2 with solid line. Specifically, if
n > 0, the line segments AB and BC' correspond to the boundaries due to the inequalities
(6.2) and (6.3), respectively. The subregion R is also illustrated in the Fig. 6.3 with solid
line. Note that when > 0, Ry is always contained in Ry, i.e., Ro C Ry, which is not

necessarily true if n < 0.

86



ﬂvz‘k

Infinite

A Finite — — =
Gy ]

0y, +(1=0)q,,,

5(1-5°) -5 |
1_5”1 9, |‘2+1_5”1 92

(1-8)q,, _|
1-6 _
I
I
I
I
| N
| | | 4
5(175()61 SGis 5(1_5()6] Sq, A
1_54‘“ /1,2 l_é‘sﬂ 1/1
(a) The case withn > 0
-~
% Infinite
Finite — — -
S

(1-0)g,,
%%/z_ \l
I
I
I
|
] »
5(1-5) 54, A
176('*»1 ql/]

(b) The case withn < 0

Figure 6.2: The subregion R; with multipacket reception capability (solid and dotted lines

depict the case when the capacity of the primary node is infinite and finite, respectively.)
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Figure 6.3: The subregion Ro with multipacket reception capability (solid and dotted lines

depict the case when the capacity of the primary node is infinite and finite, respectively.)

6.4 Analysis using Stochastic Dominance

Under the cognitive access protocol described in Section 6.3.1, the expressions for the average

service rates seen by s; and sg are given by

m = q11Pr[B1 # 0, Q2 = 0]+q1/12P1[B1 # 0,Q2 # 0lp+q1 1 Pr[B1 # 0,Q2 # 0](1-p)

and

(6.8)

p2 = qpp(l — Pr[Bi # 0,Q1 # 0]) + qo12Pr[B1 # 0,Q1 # 0Olp (6.9)

Note that computing the average service rates p; and o requires the specifications of a

88



joint probability of doublets (B1,Q2) and (B1, Q1), respectively. Since, however, Q1, Q2,
and B are all interacting, it is difficult to track them. We bypass this difficulty by utilizing
the idea of stochastic dominance [37]. That is we first construct parallel dominant systems in
which one of the nodes transmits dummy packets even when its packet queue is empty. The
essence of the dominant system is to make the analysis tractable by decoupling the interaction
between the queues. Since the queue sizes in the dominant system are, at all times, at least
as large as those of the original system, the stability region of the dominant system inner
bounds that of the original system. It turns out however that the stability region obtained using
this stochastic dominance technique coincides with that of the original system which will be
discussed in detail later in this section. Thus, the stability regions for both the original and the

dominant systems are the same.

6.4.1 The first dominant system: secondary node transmits dummy packets

Construct a hypothetical system in which the secondary node s, transmits dummy packets
when its packet queue is empty. Hence so transmits with probability 1 whenever s; is idle and

with probability p if sy is active. As a result, the average service rate of s; in (6.8) reduces to

1 = q1/1,2Pr[B1 # 0]p + q1 /1 Pr[B1 # 0](1 — p) (6.10)

Since s; transmits with probability 1 whenever it is active, if Q is saturated®, By is modeled
as a decoupled discrete-time M/D/1 system with arrival and service rates ¢ and 1, respec-
tively. It follows from Little’s theorem that By is nonempty for a fraction of time 0 [44].

Consequently, we have

1 =6(q1/1,20 + @11 (1 —p)) (6.11)

For A satisfying A\ < p1, i.e., when ()1 in this dominant system is stable, we now obtain

3Note that in describing the service rates in (6.8) and (6.9), it is assumed that the corresponding packet queue
is nonempty. This is simply because if the queue is empty, the “server” becomes idle.
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the average service rate of so. We note from (6.9) that the probability of s; being active, i.e.,
Pr[B; # 0,Q1 # 0], needs to be specified beforehand. For this, we take an approach similar
to the one used in [14]. The approach utilizes a simple property of a stable system, that is the
rate of what comes is equal to the rate of what goes out. Given the fact that s; is active, the
average number of packets out of ()1 is given by g;/12p + ¢1/1(1 — p). Because the average

number of packets into ()1 is A and, because it satisfies A\; < pu1, the fraction of active slots

must be
A1
Pr[B; #0,Q1 # 0] = (6.12)
[ ] G120+ (1 —p)
After some manipulation, the average service rate of sy can be obtained from (6.9) as
q2/1,2P — q2/2
/ 2 A1+ a3y (6.13)

H2 =
q1/12P + q1/1(1 —p)

By applying Loynes’ theorem, we find that the stability condition for the dominant system is

given by
42/1,2P — 42/2
Qi120+ (1 —p

))\1 + G2/2 (6.14)

when

A1 < 0(qi/120 + q1/1(1 —p)) (6.15)

An important observation made in [37] is that the stability conditions obtained by using
stochastic dominance technique are not merely sufficient conditions for the stability of the
original system but are sufficient and necessary conditions. The indistinguishability argument
applies to our problem as well. Based on the construction of the dominant system, it is easy to
see that the queues of the dominant system are always larger in size than those of the original
system, provided they are both initialized to the same value.

Therefore, given A\; < p1, if for some A9, the queue at s is stable in the dominant system
then the corresponding queue in the original system must be stable; conversely, if for some

A2 in the dominant system, the node sy saturates, then it will not transmit dummy packets,
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and as long as s2 has a packet to transmit, the behavior of the dominant system is identical
to that of the original system because the action of dummy packet transmissions is employed
increasingly rarely as we approach the stability boundary. Therefore, we can conclude that the
original system and the dominant system are indistinguishable at the boundary points.

The portion of the stable throughput region by the first dominant system is given by the
closure of the rate pairs (A1, \2) described by (6.14) and (6.15) as p varies over [0, 1]. To
obtain the closure of the rate pair, we first fix A; and maximize Ay as p varies over [0, 1]. By
replacing \; by = and A2 by y, the boundary of the stability region for fixed p can now be

written as
42/1,2P — 42/2
y =
qQi12p+apn(l—p

)£U+QQ/2 (6.16)

for 0 <z < 0(q1/1,2p + q1/1(1 — p)). Differentiating y with respect to p yields,

dy _ i
dp (Q1/1 +p(q1/1,2 — Q1/1))2

(6.17)

where 7 is defined in Section 6.3.2. It can be observed that the denominator is strictly positive

and the numerator can be positive or negative depending on the value of 7.

o If n > 0, the first derivative is strictly positive, and ¥ is an increasing function of p.
Therefore p* = 1. However, this is valid only if 0 < 2 < 5(q1/1,2p + q1/1(1 - D))
Thus, p* can take a value of 1 only if 0 < x < dqq /1 2. Substituting p* = 1 into (6.16)

gives the boundary of the subregion characterized by (6.2).

5¢11/1*‘73

*
e If n > 0and z > 0qy /1, then p* = =Tk

By substituting p* into (6.16) and
after some simple algebra, we obtain the boundary of the subregion characterized by

(6.3).

e If n < 0, the derivative is non-positive for all feasible p and, thus, y is a decreasing
function of p in the range of all possible values of . Therefore, p* = 0 and the stability

region is given in (6.6).
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Note that for the first dominant system the value of A; is upper bounded by the term dq; /1.

6.4.2 The second dominant system: primary node transmits dummy packets

In the previous section, we obtained the stability region of the first dominant system which
yields one part of the stability region of the original system. To finalize the analysis, consider
the complementary dominant system in which the primary node s; transmits dummy packets
whenever its packet queue is empty, and the secondary node sy behaves exactly as in the
original system. Even in the dominant system, however, s; cannot transmit if its battery is

empty. Therefore, the average service rate of s in (6.9) reduces to

p2 = qa2 (1 — Pr[By # 0]) + 91 2Pr[B1 # 0]p (6.18)

Since s; transmits with probability 1 whenever its battery is nonempty, B; is modeled as a
decoupled discrete-time M/D/1 system with arrival rate § and service rate 1. Consequently,

(6.18) becomes

2 = qao (1 —6) + q2/1,20p (6.19)
From Little’s theorem, the probability that () is nonempty for some Ay < o is given by

Ao
G272 (1 = 6) + q2/1,20p

Pr(Qs # 0] = (6.20)

Because in this dominant system B; is decoupled, i.e., independent, from the rest of the

system, we can rewrite the average service rate of s; in (6.8) as

p1 = Pr[B1 # 0[{q11 (1 — Pr[Q2 # 0])

+ q1/12P1[Q2 # 0]p + q1 1 Pr[Q2 # 0](1 — p)}  (6.21)

Plugging (6.20) into (6.21) and, after some manipulations, we find the stability condition for
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this dominant system is given by

5]9(611/1,2 - Q1/1)

A< p1 =
Lem (1—6)ga/2 + 0paa/12

A2+ 0411 (6.22)

for

A2 < (1 —6)qz/2 + 0paz)1 2 (6.23)

The indistinguishability argument at saturations holds here as well.
To specify the boundary of the stability region which is the closure of the rate pairs (A1, \2)
over feasible p, we follow the same methodology as in the previous section. By replacing Ay

and Ay by y and x, respectively, the boundary for fixed p is written as

5P(Q1/1 2 Q1/1)
= ’ r+6 (6.24)
YT 0)qas2 + 0pga/1 2 i

for0 < 2 < (1 —0) ga/2+0pga 1 2- Itis not difficult to see that its first derivative with respect

to p is given as
dy _ _ b , (6.25)
dp ((1 —0)qa/2 + 5PQ2/1,2)

where 6 = 6(1 — 0)q2/2(q1/1 — q1/1,2)- Since 6 is always non-positive under our assumption,
y is a non-increasing function of p. Therefore, the optimal value of p* maximizing y is O but
this is valid only if the condition 0 < x < (1 — §) g2 /2 + dpga/1 2 is met. Atp = 0, it becomes

0 <z < (1-90)go- Substituting p* = 0 into (6.24) yields (6.7). If z > (1 —0) gy,

z—(1-0)qz/2

we obtain p* = 503/

. By substituting p* into (6.24), we obtain (6.4). Note that in
obtaining the stability region for this dominant system, it is assumed that Ao < po. At A} = 0,
the optimal transmission probability of the secondary node is p = 1 which gives the upper

bound on Ay in (6.4).
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A c
RQZ{()\l,/\Q):Q)\1+>\2<1, OS)\lgM } (6.26)

Y=:{(A1,A2)i S5

q1/1,2
q1/1,292/2 q2/2 1 — et /b

q2/12M1 + A1 Ag - §(1 — 6C)q = 5(1 — 6C)q
- ) 1/1,2 1< — 7 N1
Tcﬂ)éh/l(h/m + AIQ2/21,157C6+1 1 —gett 1 =gt
(6.27)

6.5 The Case with Finite Capacity Battery

We now consider a realistic scenario in which the primary node is equipped with a battery

whose capacity is finite. The harvested energy units can be stored only if the battery is not

fully charged.

Theorem 6.5.1. The stability region of the cognitive multiaccess system with finite battery is

described by

R=TR, U R (6.29)

where the subregion R is described as follows:

e Ifn >0, R1 = R|URY where R} and R are given by (6.26) and (6.27). The optimal

probabilities px achieving the boundaries of the subregions R’ and R are obtained as

p* =1andp* = (%fh/l — )\1) / (%Al), respectively.

e Ifn <0,

A1 Ao 5(1—69
= (A,A ) —+ — <1, A _— 6.30
R1 {( 1,A2) i + G272 <L M <Tsgran (6.30)
q2/12M1 + A1
RIQI = {()\1,)\2) : 3(1—8°) / s <1,
Togert q1/192/1,2 + D1Gojo 5ot

1-6 1-6 5(1 — §°) } 628)

T geri®2/2 < A < T2 T T g1 212
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The optimal px achieving the boundary is zero.

The subregion Ry is described as Ry = Rby|J RY with

5(1 — 8°)

RIQ = {(}\1,)\2) : /\1 < W

1-0
Q1/1;0 <) < 156+1q2/2} (6.31)

and R’ as given by (6.28). The optimal p* achieving the boundaries of the subregions RY and

RY are obtained as p* = 0 and p* = </\2 —G2/2 1_1;11> / (i(_lg,i? q2/172>, respectively.

Proof. In the dominant system in which the primary node transmits dummy packets when its
queue is empty, B is decoupled from the remaining of the system and modeled as a discrete-
time M/D/1/c system with arrival and service rates § and 1, respectively. We know in that
case that B is always ergodic and nonempty with

5(1 — 69

(6.32)

with 0 strictly less than 1. If 6 = 1, B is nonempty with probability 1 which is not of our
interest since we can rule out the role of the battery in the steady-state. The rest of the proof is
similar to that of Theorem 6.3.1.

0

The subregion R is depicted in Fig. 6.2 with dotted line. Specifically, if n > 0, the line
segments AD and DE correspond to the boundaries due to the inequalities (6.26) and (6.27),
respectively. The subregion R is also plotted in Fig. 6.3 with dotted line. One can easily
observe from the figures that the stability region for the case with finite capacity battery is
always a subset of that for the case with infinite capacity battery. Also, note that as ¢ — oo,

the stability region for the finite battery case approaches to that for the infinite battery case.

95



6.6 Collision Channel with Probabilistic Erasures

For the completeness of our discussion, we present the stability conditions for the collision
channel case with probabilistic erasures.

The stability region is given by:

R =R, U Ro (6.33)
where
A1 Ao
Ri=1{ () —— + == <1,0< M\ < dqip (6.34)
q1/1  42/2
and
Ra = {(A1,X2) : A1 < 8g1/1,0 < Ao < (1 —6)gop0} (6.35)

The proof is omitted for brevity.

It is trivial to observe that Ry C R; and, thus, R = R;. The optimal p* achieving the
boundaries is always p* = 0. It is intuitive that the well-designed cognitive access protocol
will not allow the secondary node to access the channel when the primary node is transmitting.
This is because such simultaneous transmissions would definitely result in a collision. The
stability region is depicted in the Fig. 6.4. Since the stability region is identical with the
subregion R for the case of n < 0 with multipacket reception capability in Fig. 6.2(b),
the stability region for the collision case is a subset of that for the case with the multipacket

reception capability.
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Figure 6.4: The stability region for the case of collision channel with probabilistic erasures

(solid and dotted lines depict the subregions R; and R, respectively.)

6.7 Conclusion

We employed an opportunistic multiple access protocol that observes the priorities among the
users to better utilize the limited energy resources. Owing to the multipacket reception capa-
bility, the secondary node not only utilizes the idle slots but also can take advantage of such
an additional reception by transmitting along with the primary node by randomly accessing
the channel in a way that does not adversely affect the quality of the communication over the
primary link. Consequently, at a given input rate of the primary source, we could choose the
optimal access probability by the secondary transmitter to maximize its own throughput and
this maximum was also identified. The result is obtained for both cases when the capacity of
the battery at the primary node is infinite and also finite. This initial research provides some
insights on how to run such a network of nodes having different energy constraints. The chan-

nel model we assumed in this chapter is time invariant, we plan to study the impact of channel
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state information in future work. Extending the approach proposed here to more realistic en-
vironments with multiple set of source-destination pairs, although highly desirable, presents

serious difficulties due to the interaction between the nodes.
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Chapter 7

Path Diversity Gain with Network
Coding and Multipath Transmission

in Wireless Mesh Networks

The material in this chapter was presented in [45].

7.1 Introduction

The core notion of network coding introduced in [21] is to allow and encourage mixing of
data at intermediate network nodes. Network coding is a generalization of the traditional store
and forward technique. Most of the theoretical results in network coding are for multicast but
the vast majority of Internet traffic is unicast. An application of network coding to wireless
environments has to address multiple unicast flows, if it has any chance of being used. In
particular, with multicast, all receivers want all packets. Thus intermediate nodes can encode
any packets together, without worrying about decoding which will happen eventually at the
destinations.

We consider unicast flows in a multi-hop wireless mesh network with lossy directional
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links. In such networks the largest percentage of uplink traffic is destined for or originates
from a gateway interconnecting the mesh network to a wired network. Moreover, a mesh
node can provide access to multiple clients. Hence, the uplink traffic from these clients that
is destined to the same gateway can be coded at the mesh node, and decoded at the gateway.
Similarly, downlink traffic destined for the clients of the same mesh node can be coded at the
gateway and decoded at the mesh node.

The goal of this work is to investigate the performance that can be achieved by exploiting
path diversity through multipath forwarding and redundancy through network coding. Specif-
ically, we compare the performance and tradeoff in terms of packet delay and throughput
achieved by combining multipath forwarding and network coding, with that of simple mul-
tipath routing of different flows (which achieves the highest throughput), the transmission of
multiple copies of a single flow over multiple paths (which achieves the highest redundancy
and the least delay), and traditional single path routing.

The idea of using redundancy is central in channel coding theory. In this work we use re-
dundant paths to send coded packets in order to recover the loss of information using packets
from another path, thus decreasing the delay. The work in [46] uses path diversity for fast
recovery from link outages. The work in [47] introduces error correcting network coding as a
generalization of classical error correcting codes. The work in [48] studies the coding delay in
packet networks that support network coding. The authors in [49] propose efficient algorithms
for the construction of robust network codes for multicast connections. The goal of this work
is to to provide instantaneous recovery from single edge failures. The work in [50] presents
an approach for designing network codes by considering path failures in the network instead
of edge failures. There is a lot of work for opportunistic routing in wireless mesh networks,
with or without network coding. COPE [51], MORE [52] and MC? [53] investigate network
coding with opportunistic routing in wireless networks with broadcast transmissions, focusing
exclusively on the throughput improvements. ExOR [54] and ROMER [55] investigate op-

portunistic routing in broadcast wireless networks without network coding. Moreover, these
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works also focus on the throughput improvements, except [55] which also considers the packet
delivery ratio. The work of [56] considers diversity coding, and investigates the allocation of
data to multiple paths that maximizes the probability of successful reception. The work of [57]
extends the previous work, in the case where the failure probabilities are different for different
paths, and when the paths are not necessarily independent.

Our contribution and a key difference with the previous works is that we study the delay
and throughput tradeoff and compare network coding with other transmission schemes such as
single path, multipath and multicopy. We study the average delay per packet and the through-
put achieved, disregarding the queueing delay at the sender, the encoding and decoding delays,
and the ACK transmission delays.

The model we assume is a one-source unicast acyclic network with lossy links. The nodes
inside the network (except the source and the destination) act as relays, do not decode the
information but simply forward coded packets that have been previously received from the
source or the previous node. This allows for uncoordinated, low-complexity processing at the
nodes.

The analytical framework presented in this work considers the case of end-to-end retrans-
mission for achieving reliability, and is generalized for an arbitrary number of paths and hops.
We also derive the minimum and maximum number of coded packets that are needed at the
receiver to retrieve all packets sent by the sender; this can be used to obtain a lower and upper
bound for the delay in the case of linear network coding with multipath forwarding. The ap-
plication of linear network coding results in the considerable reduction of the computational
complexity at the nodes. An interesting conclusion that comes out from this work is that net-
work coding gives us an advantage in terms of delay-throughput trade-off. We will see that
when the number of paths increasing network coding unfolds it advantages comparing to other
routing schemes.

The chapter is organized as follows: Section 7.2 presents the analytical model for the

throughput and delay in the case of end-to-end retransmissions, for three and for 2¥ — 1 path
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Figure 7.1: Simple three path network

networks. Section 7.3 presents numerical results based on the previous models, and section 7.4

concludes the chapter.

7.2 Analytical Model

In this section we are presenting the analytical model for the throughput and delay in the case
of end-to-end retransmissions. We initially consider the simple model shown in figure 7.1,
which contains three paths from node S to node R, then we extend to 2* — 1 paths.

Recall from the previous section that node S can be a wired network gateway and node R
can be a mesh node connecting multiple wireless clients or vice versa. Each path has n hops.

We consider the following approaches for transmitting packets from S to R: With single
path routing, packets from all flows follow the same single path, leaving the other paths unuti-
lized. With simple multipath routing, all the paths are used to transmit packets from different
flows; the packets belonging to the same flow follow the same path. Another alternative is
to transmit copies of packets belonging to a single flow on all the links; we call this scheme
multicopy.

Finally the last scheme combines multipath with network coding. For the three path net-
work shown in figure 7.1 node S sends three linear combinations z;a + y;b for ¢ = 1,2, 3,
of packets a and b along the three paths; the receiver needs to receive at least two linear in-

dependent of these combinations in order to decode the packets, and retrieve the original two
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packets a and b.

We assume that the probability of a packet error on each link is the same, and equal to
e. If a path consists of n hops, then the probability of a packet correctly reaching node R is
P.=(1—-e¢)"; then P, = 1 — P, is the probability of a packet error along the whole path.

Next we compute the packet delay and throughput achieved by each of the forwarding
schemes mentioned above. The packet delay D is the delay for transmitting a packet from the
S to R, when the packet is at the head of the transmission queue at S, i.e., we do not include in
D the queuing delay at S, and we assume there is no congestion, hence no queuing delay, in the
intermediate nodes. We also assume that the transmission delay of each hop is one. Moreover,
if a packet is not correctly received by R, it is retransmitted by node S; we disregard the delay

for transmitting ACKs back from R to S.

7.2.1 Analysis for a three-path network with n hops
Single Path

The average delay is given by

Dyp= (1= PJn+ Pe(n+Dyy) & Dip = _”Pe ,
and the throughput is
Thry, = Dlsp 1 —nPe.
Multipath
Multipath has the same delay as single path
Dy = Dy,
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and its throughput is three times the throughput of single path
Thryy = 3Thrgy .

Multicopy

The delay and throughput are

n 1
Dmcop = ﬁ 3 Thrmcop = Dma)p .

Multipath with Network Coding

The delay D, is the average delay to receive at least two of the three independent linear

combinations sent by node S:

Dype = (1 = P.)*n+3P.(1 — P.)*n+

+3P%(1 — P.)(n+ D1) 4+ P3(n + Dy.)

where

Dy = (1—P*n+ P2(n+ Dy).

The first term in the expression for D,,. corresponds to the case of correct transmission on all
three paths. The second term corresponds to the case of an error in one of the three paths.
The third term corresponds to the case of errors in two of the three paths, hence there is an
additional delay D to receive one more linear combination. The last term corresponds to the
case where there were errors on all three paths. Since in the time interval D,,. node R receives

two data packets, the average throughput is given by

2
Th'r'nc = Df

nc
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7.2.2 Generalization for 2* — 1 paths

Here we extend the previous model to the case of 2¥ — 1 paths,

Single Path
n 1
Dy, = , Thrg =—
PrT1-Pn "r =D,
Multipath
Dimp = Dsp, Thryy = (28 — 1)Thrg, .
Multicopy
n 1
Dmco = T ok 1 Thrmco = .
v 1-— ngil P Dmcop

Multipath with Network Coding

We have k packets to transmit through 2¥ — 1 paths with n hops each. We calculate the delay
for the reception of at least k& from a set of 2¥ — 1 packets. The delay to receive k packets

when we have already received j packets is denoted by Dy, ;. The delay we are interested in

is Dy = Dy .
2k —j-1
AL p— . o
T G
i=k—j
k—j—1 k
w3 (BT et D),
1=0
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7.3 Numerical Experiments

In this section we present arithmetic results based on the models in section 7.2. Figures 7.2(a)
and 7.2(b) show the delay - throughput tradeoff for error probabilities 0.2 and 0.4 respectively
for networks with three paths of one hop each. Multipath with network coding achieves de-
lay which is smaller than single and multipath, but worst than multi-copy forwarding. The
throughput achieved by multipath with network coding is better than that achieved by multi-
copy forwarding.

Error probabilities are assumed to be between 0.1 and 0.8 in the figures shown in current
section. We want to compare the presented routing schemes in environments with heavy noise.
Heavy noise in the wireless medium can be explained by interference, path losses and fading

as it is well known.
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Figure 7.2: Delay-throughput tradeoff in the case of three paths with one hop each

Figure 7.3(a) shows that, as expected, the improvement in terms of lower delay which
is achieved by multipath with network coding and multi-copy increases with increasing error
probability. Regarding throughput, observe that a higher loss probability does not significantly
affect the gains of multipath with network coding over single path forwarding, as much as it

does for multicopy forwarding; this is also shown in figure 7.3(b).
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Figure 7.4: Delay and throughput for different number of hops, in the case of three paths and

e=20.3

Figures 7.4(a) and 7.4(b) show how the number of hops affects the throughput and delay.
In particular, figure 7.4(a) shows that the improvement in terms of lower delay compared to
single path forwarding increases with the number of hops, for both multipath forwarding with
network coding and multicopy forwarding. Moreover, figure 7.4(b) shows that whereas for
multipath forwarding with network coding, the throughput improvement compared to simple
multipath forwarding remains relatively constant as the number of hops increase, for multi-

copy forwarding the throughput gain increases and after some number of hops, the gain with
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multicopy forwarding is higher compared to the gain with multipath forwarding with network
coding. The above results for three paths indicate that the network coding delay gain over
the single path and multipath schemes is about 15 — 20%. On the other hand, multicopy
forwarding is superior when the loss becomes large and for a large number of hops because of
its higher redundancy.

Figures 7.5(a) and 7.5(b) show the delay - throughput tradeoff for error probabilities 0.2
and 0.4 respectively for a network with seven paths, each with one hop. These figures include
two graphs for network coding, one corresponding to the case of decoding after receiving
three linear combinations (which is denoted by NC-L) and one for decoding after receiving
four (which is denoted by NC-U); These numbers represent the lower and upper bound of
the number of coded packets required to retrieve all packets at the receiver, as indicated by
lemma 7.5. Multipath with network coding achieves delay, which is better than single and
multipath, but approaches the delay of multicopy forwarding. Comparison of Figures 7.5(a)
and 7.5(b), with Figures 7.2(a) and 7.2(b) shows that the improvements of network coding
increase as the number of paths increases. Also, the throughput achieved by multipath with

network coding is better than that achieved by multicopy forwarding.
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Figure 7.5: Delay-thoughput tradeoff in the case of seven paths

Figure 7.6(a) shows that, as in 7.3(a), the improvement in terms of lower delay which
is achieved by multipath with network coding and multicopy increases with increasing error

probability for the case of seven paths.
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Figure 7.7: Delay and throughput for a different number of hops, in the case of seven paths

ande = 0.3

Figures 7.7(a) and 7.7(b) show how the number of hops affects the throughput and delay
for a network with seven paths. In particular, figure 7.7(a) shows that the improvement in terms
of lower delay compared to single path forwarding increases with the number of hops, for both
multipath forwarding with network coding and multicopy forwarding. Moreover, figure 7.7(b)
shows that whereas for multipath forwarding with network coding, the throughput improve-
ment compared to simple multipath forwarding remains relatively constant as the number of

hops increases, for multicopy forwarding the throughput gain increases and after some num-
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ber of hops, the gain with multicopy forwarding is higher compared to the gain with multipath
forwarding with network coding. The above results for seven paths suggest that the network
coding delay gain compare to single path and multipath forwarding is about 20 — 40%. On
the other hand, in the case of seven paths, the delay with network coding is close to the delay

with multicopy forwarding.

7.4 Conclusion

In this chapter we investigated the performance and reliability that can be achieved by ex-
ploiting path diversity through multipath forwarding together with redundancy through net-
work coding, when end-to-end retransmissions are used for achieving reliable packet trans-
mission. The work in this chapter is at very fundamental level and it is not supposed to pro-
vide blueprints for a real network, however it helps understanding about network coding and
its impact on redundancy and the trade-off among other routing schemes. We compared the
performance and tradeoff in terms of packet delay and throughput achieved by combining mul-
tipath forwarding and network coding, with that of simple multipath routing of different flows,
transmission of multiple copies of a single flow over multiple paths, and single path routing.
We saw that network coding decreases the delay that is needed for the transmission of a packet
compared with multipath and traditional single path forwarding, achieving a delay-throughput
balance that lies between the corresponding performance of simple multipath and multicopy
forwarding, which sends the same packet across all available paths. Another important result
is that as the number of available paths increases, the gain from network coding also increases.

Future work will investigate the delay - throughput tradeoffs in the case of hop-by-hop
retransmissions. Another important issue is the correlation of losses among the paths, it is
interesting also the study of paths that contain links with bursty errors. Initial results indicate
that in the case of networks that have paths with common links, the advantages of network

coding are more pronounced. The analysis done in the present chapter will serve as a guideline
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for a more general network model including the previous considerations.

7.5 Lemma

In this appendix we give a Lemma that identifies the minimum and the maximum number of

linear combinations needed in order to retrieve all the packets when we use network coding.

Lemma 7.5.1. Consider a linear n dimensional vector space GF(2)". We need exactly n
linear independent vectors and at most [(2" — 1)/2] = [2"~! — 1/2] = 2"~ ! different

vectors(not independent) (excluding the zero vector) in order to reconstruct the vector space.

Proof. It is obvious that we need exactly n linear independent vectors, but with a random
selection of n linear combinations there is a possibility that the vectors cannot span the space
due to linear dependency. The vectors in GF'(2)" have n coordinates and there are 2" — 1
vectors (excluding the zero one). If we choose 2! — 1 we can span an n — 1 dimensional
subspace of GF'(2)™ space; this means that we have a collection of vectors that in total have
n — 1 coordinates with value 1. So, we need one more coordinate to be different than zero in
the previous collection of 2! — 1, we choose another one from the pool of the 2™ — 1 vectors.
Now it is obvious from Pigeonhole principle that we are able to span the n dimensional space.

O

For example, if n = 3, we need three linear independent vectors in order to construct the
vector space, and any collection of 4 = 23~! different vectors spans the three dimensional

vector space.

7.6 Generalization for 2" — 1 paths with different error probabil-
ities
In this appendix we extend the model in section 7.2.2 to the case of paths with different error

characteristics. With this extension we are able to encapsulate to our study notions as conges-
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tion that exist in real networks. We denote P, ; the probability of a transmission error at path

i.

Single path
n
Dgyy=—"—"—
P 1-— mini Peﬂ‘
1
Thrg, =
Sp Dsp
Multipath
1 =,
Dy = 373 > 1-P.,
i=1 '
2k —1
Thrpy =28 ~1- 3" P,
i=1
Multicopy

2k 1
Dmcop = n/(l - H Pei)
=1

Thrme =

Multipath with Network Coding

If N = 2F — 1 is the number of paths and K is the number of linear combinations necessary

to decode correctly the original k packets, then from lemma 7.5 we must have k < K < 281,
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The delay to receive these K linear combinations is

N N N
Dye = [[ (0= Peayn+ > P [ (0 = Pei)nt
i=1 =1 =1
J#i
N N N
+3 N PPy [ 0= P+ ..
i=1 j=1 k=1
J#i k#4,5
N N N-K N
> 2 I ra II =P+
i1=1 IiN_g=1 k=1 =1
iN—K7£i1,...,iN_K_1 j#il,...,iN,K
N N
+> (1= Pey) [[ Pe(n+ Di)+
i1 J=1
J#i
N N N
+ Z Z( —P.i)(1— Peyj) H P&k(n +D;j)+ ...
i=1 j=1 k=1
J#i k#i,j
N N K-1 N
+Z Z H H Pevj(l_P&ik)(n"’_DiL...,iK_l)“r
ii=1  ig_1=1 k=1 j=1
ik 17 o J7
114yl K2 11yl K —1
N
+ H Pe,i(n + Dnc)
=1

where Dj,

is the delay to receive the additional K — j linear combinations after re-

ceiving j linear combinations. The calculation of this delay is similar to the calculations in

the preceding sections. Note that when a packet needs to be retransmitted, it follows the same

path as the path of the initial transmission attempt. An interesting extension is to retransmit

packets using the paths with the smallest error probability. Finally, the throughput is given by

k
Th?"nc = Df

nc
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Chapter 8

Delay and Throughput of Network
Coding with Path Redundancy for

Wireless Mesh Networks

The material in this chapter was presented in [58].

8.1 Introduction

In this chapter, we extend our work in [45]. In that work we investigated the performance
that can be achieved by exploiting path diversity through multipath forwarding for end to end
retransmissions. We saw that network coding decreases the delay that is needed for the trans-
mission of a packet compared with multipath and traditional single path forwarding, achieving
a delay-throughput balance that lies between the corresponding performance of simple multi-
path and multicopy forwarding, which sends the same packet across all available paths. An-
other result was that as the number of available paths increases, the gain from network coding
also increases.

We consider unicast flows in a multi-hop wireless (mesh) network with lossy directional
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links. In such networks the largest percentage of uplink traffic is destined for or originates from
a gateway interconnecting the mesh network to a wired network. Moreover, a mesh node can
provide access to multiple clients. Hence, the uplink traffic from these clients that is destined
to the same gateway can be coded at the mesh node, and decoded at the gateway. Similarly,
downlink traffic destined for the clients of the same mesh node can be coded at the gateway and
decoded at the mesh node. In real-world wireless scenarios, end-to-end connectivity is often
intermittent, limiting the performance of end-to-end transport protocols. For this reason hop
by hop retransmission is preferred [59] and this work will focus on hop by hop retransmission
in the presence of link losses with either end to end or hop by hop network coding process.

The goal of this work is to investigate the performance that can be achieved by exploiting
path diversity through multipath forwarding and redundancy through network coding in a mul-
tihop network using hop by hop retransmission. Specifically, we compare the performance and
tradeoff in terms of packet delay and throughput achieved by combining multipath forwarding
and network coding, with that of simple multipath routing of different flows, the transmission
of multiple copies of a single flow over multiple paths (which achieves the least delay due to
the highest redundancy), and traditional single path routing.

The idea of using redundancy is central in channel coding theory. In this work we use
redundant paths to send coded packets in order to recover the loss of information using packets
from another path, thus decreasing the delay. The work in [46] uses path diversity for fast
recovery from link outages. The work in [47] introduces error correcting network coding
as a generalization of classical error correcting codes. The work of [56] considers diversity
coding, and investigates the allocation of data to multiple paths that maximizes the probability
of successful reception. The work of [57] extends the previous work, in the case where the
failure probabilities are different for different paths, and when the paths are not necessarily
independent.

Our contribution and a key difference with the previous works is that we study the delay

and throughput tradeoff and compare network coding with other transmission schemes such as
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single path, multipath and multicopy. We study the average delay per packet and the through-
put achieved, disregarding the queueing delay at the sender, the encoding and decoding delays,
and the ACK transmission delays. The model we assume is a one-source unicast acyclic net-
work with lossy directional links. The analytical framework presented in this work considers
the case of hop by hop retransmission for achieving reliability, and is generalized for an arbi-
trary number of paths and hops. The coding process we study includes end to end and hop by
hop coding.

The rest of the chapter is organized as follows: Section 8.2 presents the network mod-
els assumed in the present work. Sections 8.3 and 8.4 presents the analytical model for the
throughput and delay in the case of hop by hop retransmissions where the coding is end to
end and hop by hop respectively. Section 8.5 presents the case of a network with three paths
and different error probabilities. Section 8.6 presents numerical results based on the previous

models, and finally section 8.7 concludes the chapter.

8.2 The model of the network

The model we assume is a one-source unicast acyclic network with lossy directional links.
We consider the case of hop by hop retransmission. When an error occurs at the transmission
between two nodes for example node i to ¢ 4+ 1, node ¢ re-sends the information to ¢ + 1.
Figure 8.1 shows a network with node-disjoint paths where the coding process is end to end.
Figure 8.2(b) presents a network with paths having nodes in common where the coding process
is hop by hop. When the network has more than one hop, the inner nodes can decode the
information and then re-encode it. In this work we study the average delay per packet and the
throughput achieved, disregarding the queueing delay at the sender, the encoding and decoding
delays, and the ACK transmission delays. For the sake of simplicity we assume that the
number of hops is the same for every path in the network and every link has the same error

probability e. In section 8.5 we relax this assumption and present the analysis of a network
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Figure 8.1: An instance of a network with node-disjoint paths, with n = 3 and m = 3, the
corresponding state is S = (1, 2, 2).

with three paths each with a different error probability.

8.3 Analytical model for node-disjoint paths (End to end coding)

Consider a source s and its receiver d. The network we study here has n paths, each path
having m hops. The original packets are k£ (where k& < n). In order to find the average time
that is needed for d to receive the packets, we model our problem using absorbing Markov
Chains [60]. The chain is absorbed when the receiver d has received k packets. A state of
this chain is denoted by S. S is a n- tuple: S = (s1, S2, ..., Sp), Where s; is the number of
hops traversed by a packet on path 7, note that 0 < s; < m and 1 < 4 < n. For example in

Figure 8.1, the nodes with black color are the ones that have received already the packet.

(a) One hop (b) n hops

Figure 8.2: Simple network with three paths having nodes in common

The state space denoted by Vs contains all the (m + 1)™ states of the Markov Chain. Vg is
divided into two sub-spaces V and V4, Vg = Vp U V4. Vp and V4 are the spaces that contain
the transient and absorbing states respectively. There are |Vg| = (m + 1)" states in total. The

absorbing ones are:

Val=>" <7Z> (8.1)

i=k
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The transient states are:

Vil =m0 -3 (1) 2)

i=k

The transition matrix 7' of the Markov Chain has the following canonical form [60]:

T — (8.3)

Pisan |Vp| x |Vp| matrix, R is |Vp| x |Va| and I is |V4| x |V4| matrix. It is known that

for an absorbing Markov Chain the matrix / — P has an inverse [60]. Also it is known that:
t=(—P) a1 (8.4)

where ¢ is the expected number of steps before the chain is absorbed and 1}y, is the
all-ones column vector. The first element of ¢ is the expected time for the chain to be absorbed
starting from the initial state, that is the delay we want to compute. The rest of this section
presents the procedure in order to compute the matrix P. We assign indices for the transient
states, the initial state Sy = (0,0,...,0) being the first one. This indexing facilitates the
computation of the elements of matrix P, for example I is the probability of transition from

S;=(si,...,s) 08 = (s{, vy sil) The elements of P can be computed by the following:

0, if 3k s.t. s <s§f orsj—sz>1
Py = ’ : (8.5)

en—correct—fmal(l _ e)com“ect’ otherwise.

final = L% | (8.6)
= "
correct = Z (s?C —st) (8.7)
k=1
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The chain is absorbed when the receiver has received at least k packets, which means final >
k.
Next we show how the previous procedure can be applied for the computation of the delay

and throughput for single path, multipath, multicopy and multipath with network coding.

8.3.1 Single Path

For this case, we apply the previous procedure with n := 1 and k := 1, to calculate the delay
is oi - 1
Dyp,. The throughput is given by T'hrg, = Dy

8.3.2 Multipath

The delay for multipath is equal to Dy,. The throughput is given by Thry,, = 5

sp

8.3.3 Multicopy

Multicopy is the technique for maximum redundancy, we send the same symbol to all paths.

We apply the previous procedure with n := n and k := 1, to calculate the delay for multicopy

1
Dmcop ’

Dycop- The throughput is given by T'hrp,cop =

8.3.4 Multipath with Network Coding

There are n paths and we send k original(uncoded) symbols through n linear combinations
(redundancy), the procedure is applied with parameter n := n and k := k, to calculate the
delay for network coding D,,.. The throughput is given by T'hr,. = DLM

In section 8.6 we will present the arithmetic results derived from the previous procedure

for various numbers of paths and hops.
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8.4 Analytical model for paths with nodes in common (Hop by hop

coding)

The derivation of the equations in this section is based on [45] section II. There is a small

change for the case of network coding.

8.4.1 Three paths

In this part we will present the equations corresponding to network depicted in Figure 8.2(a).

The probability of error in each path is e.

Single Path

The average delay is given by D), = %_6 and the throughput is Thrg, = D%p =1-—e.

Multipath

Multipath has the same delay as the single path D,,, = D, and its throughput is three times

the throughput of single path T'hr,, = 3T hry, .

Multicopy

The delay and throughput are D,,cop = —L - and Thrmeop =

T respectively.

Dm,(;op

Multipath with Network Coding

The delay D, is the average delay to receive at least two of the three independent linear com-

_ (1—e)3+3e(1—e)?+3e?(1—e)(1+Dq)+e?
- 1—e3

binations sent by node S: D,,. where D1 = Dyeop =

1

1—3- The additional delay D is to receive one more linear combination when we have already

received one. Since in the time interval D, node R receives two data packets, the average

throughput is given by Thr,. = DLM.

124



8.4.2 Seven paths
Single Path

The average delay is given by D), = ﬁ and the throughput is T'hrg, = % =1—e.

sp

Multipath

Multipath has the same delay as the single path D,,,;, = Dy, and its throughput is seven times

the throughput of the single path T'hr,, = TThr,.

Multicopy

The delay and throughput are Diy,cop = ﬁ and T'hrmeop = ﬁm respectively.

Multipath with Network Coding

We have 3 packets to transmit through 23 — 1 = 7 paths. According to lemma in appendix A
in [45] we need at least 3 and at most 4 linear packet combinations to be able to decode the
initial packets. The delay for receiving 3 or 4 linear combinations is denoted by D,,c—1,Dne—tv

respectively.

Dyt = 1167& (:) (1—e)ie™ +§1 (:) (1—e)'e™"(1+ Dszi) +e'],

=3

where D3 ; is the delay to receive ¢ = 1,2 encoded packets when 3 needed, D31 = 1=7>

D35

2 = Tlcj[l — e’ 4+ (1+ 27)(e*(1 — e*) + €*(1 — €®)] The average delay to receive 4

linear combinations is given by:

Doty = 1le7[i (:) (1—e)e™ " + Zil (:) (1—e)'e™ (14 Dyygy) +€7],

i=4

where Dy ; is the delay to receive ¢ = 1, 2, 3 encoded packets when 4 needed, Dy = D31,

Dyo = D32, Dy3 = Dy.—r. The throughput is given by: Thr,,. = Di

nc
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Note: If the network topology has n hops as in figure 8.2(b), then in order to find the total
delay with the previous models we just need to add the delays for all the hops. In the case
where all links have the same error probabilities then the total delay is n times the delay for

one hop.

8.5 Analytical model for the network with three paths and one

hop each with different link errors

In this section we will give the equations for the delay and throughput for the above routing
schemes when then paths have different error probabilities. The derivation of the equations
in this section is based on [45] Appendix B. There is a small change for the case of network

coding.

8.5.1 Single Path

The single path routing scheme selects the best available path from the three available. Thus

1

1—min; e;

and the throughput is Thrg, = 5—

sp

the delay is D), =

8.5.2 Multipath

In this routing scheme different data flows follow different paths, so the average delay per
packet and the throughput are: D,,,, = % Z?Zl 1%61_, Thrpp = Dimp respectively.

8.5.3 Multicopy

The multicopy scheme uses all available paths to forward the same flow, in this way achieves
the maximum redundancy (but wasting resources). The average delay is: Dycop = 1/(1 —

H?Zl e;) and the average throughput is: Thr,. = %

mc
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8.5.4 Multipath with Network Coding

Multipath with Network Coding uses all available paths sending linear combinations of initial
packets to each of them. In this case with three paths available, we encode two packets and
there are three linear combinations. In order to decode the initial packets we have to receive

two linear independent combinations. The average delay is given by:

3 3 3
1
Dnc_l 3 [H(1_€1)+Zel H (1_€])+
— Iz e i=1  j=1,j#i
3 3 3
+> (1 —e)1+D1) ] ei+]]eil
=1 J=1j#i i=1
where D1 = 1IT+E
—lli=1¢

Notice that for the Multipath with Network Coding scheme we are not able to compute
the average delay per packet (because of the linear combinations) thus we calculate the delay
needed to receive at least two linear independent combinations. This means that the above
delay is the delay to receive all the uncoded packets. The throughput is: Thr,. = Di

nc

8.6 Numerical Experiments

In this section we present arithmetic results based on the models described in the sections 8.3, 8.4

and 8.5.

8.6.1 Results for networks with node disjoint paths (End to end coding)

Table 8.1 shows the delay - throughput tradeoff for networks with node disjoint pats. Multipath
with network coding achieves delay which is smaller than single and multipath, but worst than
multi-copy forwarding. The throughput achieved by multipath with network coding is better
than this achieved by multicopy forwarding. The gain from network coding is not so much,

about 7 — 9% in terms of delay for the errors e = 0.2, ¢ = 0.4 and three paths with two hops
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each.
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Scheme Error Paths Hops Delay/DelaySP  Thr/ThrSP
NC 0.2 3 2 0.9312 2.148
Sp 0.2 3 2 1 1
MP 0.2 3 2 1 3
MCOP 0.2 3 2 0.819 1.221
NC 0.2 3 4 0.967 2.07
Sp 0.2 3 4 1 1
MP 0.2 3 4 1 3
MCOP 0.2 3 4 0.845 1.184
NC 0.4 3 2 0.93 2.15
Sp 0.4 3 2 1 1
MP 0.4 3 2 1 3
MCOP 04 3 2 0.694 1.44
NC 0.4 3 4 0.967 2.07
Sp 0.4 3 4 1 1
MP 0.4 3 4 1 3
MCOP 04 3 4 0.761 1.31
NC-L 0.2 7 2 0.825 3.64
NC-U 0.2 7 2 0.888 3.38
Sp 0.2 7 2 1 1
MP 0.2 7 2 1 7
MCOP 0.2 7 2 0.8 1.25
NC-L 0.4 7 2 0.771 3.89
NC-U 0.4 7 2 0.903 3.32
Sp 0.4 7 2 1 1
MP 0.4 7 2 1 7
MCOP 04 7 2129 0.613 1.63

Table 8.1: Delay-Throughput Tradeoff for node disjoint paths



Multipath with network coding achieves delay, which is slightly better than single and
multipath (about 4%), but worst than multi-copy forwarding for error probabilities 0.2 and 0.4
for the network with three paths and four hops. In comparing with two hops we observe that
the gain for network coding is decreased. We see that network coding approaches multipath
in term of delay, this is expected because of the relatively small number of paths and packets.

Figures 8.3(a) and 8.3(b) show how the number of hops affects the delay and throughput

compared to delay for single path and throughput for multipath respectively.
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Figure 8.3: Delay and throughput for a different number of hops, in the case of three paths and

e = 0.2 (node disjoint paths)

In the following there are plots for the network with seven paths and two hops. Table 8.1
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includes two lines for network coding, one corresponding to the case of decoding after receiv-
ing three linear combinations (which is denoted by NC-L) and one for decoding after receiv-
ing four (which is denoted by NC-U); These number represent the lower and upper bound of
the number of coded packets required to retrieve all packets at the receiver, as indicated by
lemma [45]. Multipath with network coding achieves delay, which is better than single and
multipath (about 20%), but worst than multi-copy forwarding. In term of throughput, network
coding is much better(150%) than multicopy. Multicopy is superior when the loss become
large and for a large number of hops because of its higher redundancy.

Throughput achieved by multipath with network coding is better than that achieved by
multi-copy routing. Figure 8.4(a) shows that, as expected, the improvement in terms of lower
delay which is achieved by multipath with network coding and multi-copy increases not so
much with increasing error probability. Regarding throughput, we observe that a higher loss
probability does affect the gains of multipath with network coding over single-path forwarding,

as much they do in the case of multi-copy transmission; this is also shown in figure 8.4(b).
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Figure 8.4: Delay and throughput vs e, in the case of seven paths and two hops each (node

disjoint paths)
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8.6.2 Results for networks with paths having common nodes (hop by hop cod-
ing)

Scheme Error Paths Delay/DelaySP  Thr/ThrSP

NC 0.2 3 0.8845 2.261
Sp 0.2 3 1 1
MP 0.2 3 1 3
MCOP 0.2 3 0.807 1.24
NC 0.4 3 0.838 2.386
Sp 0.4 3 1 1
MP 0.4 3 1 3
MCOP 04 3 0.641 1.56
NC-L 0.2 7 0.804 3.733
NC-U 0.2 7 0.827 3.629
Sp 0.2 7 1 1
MP 0.2 7 1 7
MCOP 0.2 7 0.8 1.25
NC-L 0.4 7 0.656 4.573
NC-U 0.4 7 0.777 3.862
Sp 0.4 7 1 1
MP 0.4 7 1 7
MCOP 04 7 0.601 1.664

Table 8.2: Delay-Throughput Tradeoff for paths with node in common

Figures 8.5(a) and 8.5(b) show how the error probability e affects the delay and throughput

compared to delay for single path and throughput for multipath respectively for the network
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with three paths and hop by hop coding process. Figures 8.6(a) and 8.6(b) show how the
error probability e affects the delay and throughput compared to delay for single path and
throughput for multipath respectively for the network with seven paths. In these plots we
see the advantage of network coding as error increases. In heavy noise the network coding
outperforms even multipath in terms of throughput and it has only a fraction of delay of the

singlepath (and multipath) scheme.
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Figure 8.5: Delay and throughput vs e, in the case of three paths (paths with common nodes)

Table 8.2 shows the delay - throughput tradeoff the networks with paths having nodes in
common for error probabilities e = 0.2 and e = 0.4. For the case of three paths multipath with

network coding achieves delay, which is better than single and multipath (about 13— 18%), but
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worst than multi-copy forwarding. In term of throughput network coding is much better(90%)
than multicopy. For the case of seven paths multipath with network coding achieves delay,
which is better than single and multipath (about 22 — 40%), but slightly worse than multi-copy

forwarding. In term of throughput network coding is much better(200—350%) than multicopy.
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Figure 8.6: Delay and throughput vs e, in the case of seven paths (paths with common nodes)

The above results indicate that the network coding in a network with paths with nodes in

common has profound advantages compared to topologies with node-disjoint paths.
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8.6.3 Results for Network with three paths with different error probabilities

Table 8.3 shows the delay-throughput trade-off for two different scenarios.

Scheme e; ey ey Delay/DelaySP  Thr/ThrSP

NC 03 04 05 0.974 2.053
Sp 03 04 05 1 1
MP 03 04 05 1.189 2.523
MCOP 03 04 05 0.745 1.343
NC 05 06 038 1.056 1.894
Sp 05 06 038 1 1
MP 05 06 038 1.583 1.895
MCOP 05 06 0.8 0.658 1.52

Table 8.3: Delay-Throughput Tradeoff for three paths with different error probabilities

In the case of e; = 0.5, e = 0.6 and e3 = 0.8 the multipath with network coding
is the superior routing scheme, has almost the same delay as the singlepath but the double
throughput. Multipath has the same throughput with network coding but 60% more delay than
single path.

Summarizing the above we can state that network coding offers significant advantages
as the number of paths increases, when the nodes inside the network are able to decode and

encode the received packets and finally under heavy noise environments.

8.7 Conclusion

In this chapter we investigated the performance and reliability that can be achieved by exploit-
ing path diversity through multipath forwarding together with redundancy through network

coding, when hop by hop retransmissions are used for achieving reliable packet transmission
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with end to end and hop by hop coding. We compared the performance and tradeoff in terms of
packet delay and throughput achieved by combining multipath forwarding and network cod-
ing, with that of simple multipath routing of different flows, transmission of multiple copies
of a single flow over multiple paths, and single path routing. We saw that network coding
decreases the delay that is needed for the transmission of a packet compared with multipath
and traditional single path forwarding, achieving a delay-throughput balance that lies between
the corresponding performance of simple multipath and multicopy forwarding, which sends
the same packet across all available paths. We saw that as the number of hops increases the
gain for delay decreases for the network with node disjoint paths (end to end coding). Another
important result is that as the number of available paths increases, the gain from network cod-
ing also increases. The significant advantages of network coding with redundancy appeared
when hop by hop coding (paths with nodes in common) applied. Under heavy noise though
the network coding scheme outerforms all the other routing schemes. This is obvious from the
arithmetic results in the network with paths having different error probabilities.

The hop by hop coding process is not computationally expensive due to the linearity of the
network coding technique and for this reason the delay from decoding and encoding is not so
important.

The conclusion is that network coding offers significant advantages as the number of paths
increases, when the nodes inside the network are able to decode and encode the received
packets and finally under heavy noise environments.

Future work will investigate the delay - throughput tradeoff in the presence of bursty errors
for hop by hop retransmissions. Another extension of this work should be the study of net-
works with different error probability for each hop for more complex topologies. Our future

work involves the impact of interference and congestion to schemes described above.
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Chapter 9

Conclusions

9.1 Summary of Contributions

In this dissertation, we focused on the wireless network-level cooperation.

We first examined the operation of a node relaying packets from a number of users to a
common destination node. We assumed MPR capability for the relay and for the destination
node. We studied a multiple capture model, where a user’s transmission is successful if the re-
ceived SIN R is above a threshold . We obtained analytical expressions for the relay’s queue
characteristics such as the stability condition, the values of the arrival and service rates and the
average queue size. We showed that the arrival rate at the queue is independent of the relay
probability of transmission, when the queue is stable. We studied the throughput per user and
the aggregate throughput, and found that, under stability conditions, the throughput per user
does not depend on the relay probability of transmission. We also have given the conditions
under which the utilization of the relay offers significant advantages. An interesting result
is that, given the link characteristics and the transmission probabilities, there is an optimum
number of users that maximizes the aggregate throughput. These results could be useful in
a network with many users and multiple relays for determining the way to allocate the users

among the relays. With the MPR and the capture effect the advantages from deploying a relay
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node are more pronounced.

In Chapter 3 we extend the analysis of Chapter 2 by assuming that the relay node is ca-
pable of transmitting and receiving packets at the same time (full duplex) thus, the problem
of self interference arises. We studied the impact of the self interference coefficient on the
throughput per user and the aggregate throughput of the network. We showed that for perfect
self-interference cancelation, the advantages are more pronounced. Another interesting result
is that the self interference coefficient plays a crucial role when -y is small because it can easily
cause an unstable queue at the relay.

In Chapter 4, we introduced the notion of partial network-level cooperation by assuming a
flow controller for the endogenous traffic to the relay from the source node. The flow controller
regulates the degree of cooperation offered by the relay. The network was consisting of a
source, a relay and a destination node. We provided an exact characterization of the stability
region for this network. We proved that the system with the flow controller is always better
than or at least equal to the system without the flow controller.

In Chapter 5, we studied the impact of energy constraints on a network with a source-user,
a relay and a destination. The source and the relay node have external arrivals; furthermore,
the relay is forwarding part of the source node’s traffic to the destination. We provided an
exact characterization of the stability region.

In Chapter 6, we employed an opportunistic multiple access protocol that observes the
priorities among the users to better utilize the limited energy resources. Owing to the mul-
tipacket reception capability, the secondary node not only utilizes the idle slots but also can
take advantage of such an additional reception by transmitting along with the primary node by
randomly accessing the channel in a way that does not adversely affect the quality of the com-
munication over the primary link. Consequently, at a given input rate of the primary source,
we could choose the optimal access probability by the secondary transmitter to maximize its
own throughput and this maximum was also identified. The result is obtained for both cases

when the capacity of the battery at the primary node is infinite and also finite. This initial re-
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search provides some insights on how to run such a network of nodes having different energy
constraints.

In Chapters 7 and 8, we investigated the performance and reliability that can be achieved
by exploiting path diversity through multipath forwarding together with redundancy through
network coding, when end-to-end hop-by-hop retransmissions are used for achieving reliable
packet transmission. The work in these chapters is at a very fundamental level and it is not
supposed to provide blueprints for a real network, however it helps our understanding about
network coding and its impact on redundancy and the trade-off among other routing schemes.
We compared the performance and tradeoff in terms of packet delay and throughput achieved
by combining multipath forwarding and network coding, with that of simple multipath rout-
ing of different flows, transmission of multiple copies of a single flow over multiple paths,
and single path routing. We saw that network coding decreases the delay that is needed for
the transmission of a packet compared with multipath and traditional single path forward-
ing, achieving a delay-throughput balance that lies between the corresponding performance of
simple multipath and multicopy forwarding, which sends the same packet across all available
paths. Another important result is that as the number of available paths increases, the gain from
network coding also increases. The significant advantages of network coding with redundancy
appeared when hop by hop coding (paths with nodes in common) was applied. Under heavy
noise though the network coding scheme outerforms all the other routing schemes. The hop
by hop coding process is not computationally expensive due to the linearity of the network
coding technique and for this reason the delay from decoding and encoding is not so impor-
tant. The conclusion is that network coding offers significant advantages when the number of
paths increases, when the intermediate nodes of the network are able to decode and encode the

received packets and finally when operating in heavy noise environments.
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9.2 Future Work

In Chapters 2 and 3, we assumed saturated queues of the users. A very interesting extension
is to assume sources with external random arrivals (bursty traffic). However, this extension
will present analytical difficulties because of the interactions between the queues. Another
extension could be the application of different priorities for the users in accessing the relay
and the impact on the throughput per user and the aggregate throughput. The case of dynamic
adjustment of the transmission probabilities depending on the network conditions is very in-
teresting.

In Chapter 4, we introduced the notion of partial network-level cooperation in a network
with one relay. Extending this type of cooperation in networks with more users and many
relays with possible cooperation among them would be very interesting.

In Chapter 6, the channel model we assumed is time invariant, a future extension could
study the impact of channel state information. Extending the approach proposed in that chapter
to more realistic environments with multiple set of source-destination pairs, presents serious
difficulties due to the interaction between the nodes.

In Chapters 7 and 8, we investigated the performance and reliability that can be achieved
by exploiting path diversity through multipath forwarding together with redundancy through
network coding. An important issue is the correlation of losses among the paths, it is inter-
esting also the study of paths that contain links with bursty errors. Initial results indicate that
in the case of networks that have paths with common links, the advantages of network cod-
ing are more pronounced. The analysis done in these chapters will serve as a guideline for a
more general network model including the previous considerations. Another extension of this
work should be the study of networks with different error probability for each hop for more
complex topologies. Our future work involves the impact of interference and congestion to

schemes described above.
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