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Automated Feature Engineering on Relational Data

Abstract

Machine learning typically learns from a single table. However, in the age of big data it is often the case that data are distributed across many different tables in a relational database for efficiency. To work with relational data it is not rare for scientists perform feature engineering manually and intuitively. Additionally, many algorithms that produce a single table from a relational database have been proposed for this problem but none of them takes into account complex relational data schemas or they are limited in the paths they follow and the combinations of joins and aggregations they perform during feature generation. Moreover these algorithms, during feature generation, accumulate large number of features before performing feature selection and the feature selection algorithms are not optimized. To this end we created SRFGA a novel online feature engineering algorithm that performs joins and aggregations on the tables to create features and keeps only the most useful features, using the residuals calculated by a model to guide the feature selection. This algorithm can be used without any knowledge expertise, and it also unifies all the previous works in terms of visited paths and actions performed.
Αυτοματοποιημένη Κατασκευή Χαρακτηριστικών σε Σχεσιακά Δεδομένα

Περιγραφή

Στην Μηχανική Μάθηση συχνά μαθαίνουμε μονάδες από ένα μοναδικό πίνακα. Όμως, στην εποχή των μεγάλων δεδομένων στην οποία ζούμε, συχνά τα δεδομένα είναι μοιρασμένα σε πολλούς διαφορετικούς πίνακες μέσα σε μια βάση για καλύτερη αποδοτικότητα. Για να δουλέψουμε με τα σχεσιακά αυτά δεδομένα δεν είναι σπάνιο οι επιστήμονες να δημιουργούν ενα-ένα τα χαρακτηριστικά σε μια διαδικασία που είναι χιμως ενστικτώδης και απαιτεί γνώσεις πεδίου. Στόχος είναι η δημιουργία ενός Αυτο-ματοποιημένου Αλγορίθμου Κατασκευής Χαρακτηριστικών, τον οποίο οποιοσδήποτε χωρίς ειδικές γνώσεις μπορεί να χρησιμοποιήσει. Πολλοί αλγόριθμοι έχουν προταθεί που μετατρέπουν μια βάση από πολλούς πίνακες σε έναν, αλλά κανείς από αυτούς δεν λαμβάνει υπόψη τα πιο περίπλοκα σχήματα βάσεων. Επιπλέον αυτοί οι αλγόριθμοι, κατά την παραγωγή των χαρακτηριστικών, συσσωρεύουν ένα μεγάλο πλήθος από χαρακτηριστικά πριν εκτελέσουν κάποιον αλγόριθμο επιλογής χαρακτηριστικών ενώ ακόμη οι αλγόριθμοι επιλογής που χρησιμοποιούν δεν είναι βελτιστοποιημένοι. Για αυτό και εις ειδίκευσης έχουμε χαρακτηριστικών οι οποίοι εκτελεί ενώσεις και αθροιστικές συναρτήσεις στους πίνακες για να παράξει χαρακτηριστικά, ενώ χρησιμοποιεί μόνο τα πιο χρήσιμα από αυτά τα μέσα. Τέλος, στον αυτό τον αλγόριθμο επιλογής χαρακτηριστικών που χρησιμοποιεί, ο οποίος μπορεί να βλέπει έναν πίνακα σε κομμάτια και μετά να αθροιστεί την πληροφορία χωρίς μεγάλο χόστος στην απόδοσή.
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Chapter 1

Introduction

1.1 Motivation

Over the last decade, data analytics has become an important trend in many industries including e-commerce, healthcare, entertainment and more. The reasons behind this are the availability of data, variety of open-source machine learning tools and powerful computing resources. Fig 1.1 shows the basic steps in a data analysis project. Although many state of the art algorithms exist for the Modelling step, most of them assume that the data are in batch form, inside a table. The problem with this is that most enterprises use databases to store their data across many different tables. This is done for efficiency and speed and also because data may come from many different sources, and databases make integration easier.

Example 1.1.1 (Running example database). The database example we will use follows the PKDD’99 Discovery challenge dataset. Financial database describes real anonymized bank data from a Czech bank including transactions, loans, accounts and other info. The original database contains 8 tables but we will use only 4 for simplicity. The tables we will use are CLIENT which describes characteristics of clients, DISTRICT that describes demographic info about each district, ACCOUNT that describes characteristics of individual accounts and DISP (disposition) which relates clients to accounts and describes the rights each client has to an account. The predictive task we will aim to solve is deciding the Gender of the Client. In this sense the Base Table of interest is Client and Figure 1.3 shows a sample of the Client relation. Finally in Figure 1.2 we can see the running example database.

A relational database schema consists of the tables (or relations) inside, the attributes they contain and the relationships between the tables which are denoted by arrows. Each relation has a unique set of attributes that uniquely identifies every row called Primary Key (PK). Relations can also reference the PKs of other relation by Foreign Key (FK) attributes. In general a relationship between two tables has a direction, denotes that they have a common attribute and that one
Figure 1.2: Relational Schema of the running example database. This database describes a subset of the relations that appear in the PKDD’99 Financial database challenge. Each table describes a relation, with the relation name on the top and then the attributes with their types. The primary key attribute(s) of each relation have their attribute names underlined.

In order for the batch machine learning algorithms to work, the relational data, which are scattered across many tables need to be summarized in a single table which will include the attribute we want to model. The problem we are trying to solve is called Relational Feature Construction and takes as input a database schema as in Fig 1.2, a main table $S$ and an attribute of interest $T$ and outputs a batch dataset that includes features that we can use to model $T$. This is done by
1.1. **MOTIVATION**

performing transformation, joins on the tables and aggregation functions. It is not rare that data analysts gather and create useful features manually. This process is apart from being manual, is highly intuitive, requires domain knowledge and takes a lot of time. In fact in previous Kaggle competitions experienced data scientists noted that feature engineering took most of their time for these tasks. This should not be the case as this data analysis should also be performed by people with no expertise in the given areas and also even for experienced users, it would be useful to have a process to try a few things quickly with low cost before diving more into the data.

To solve this many algorithms have been proposed that take a database as input and either return a batch dataset to be used for modeling (propositionalization algorithms) or return a relational model that can be applied directly on the database (relational classifiers). Propositionalization algorithms start from the base tables, perform joins and aggregations to create new features which they then store inside views. They have two main variation based on where they start producing features. The first approach we will call **Forward** because they start from S to reach other non-base tables. More specifically:

- start from the base table
- perform joins to reach other tables
- when they visit a 1-many edge they group-by the primary key of the base table and perform aggregations.

In our running example the feature creation order would be:

1. **CLIENT**
2. **CLIENT \bowtie DISP**

![Figure 1.3: Schema describing the relation Client.](image)
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(a) Undirected Simple Graph

(b) Directed MultiGraph. Notice that each edge has a label.

Figure 1.4: Simple Graph and MultiGraph Example. Circles correspond to nodes and lines/arrows correspond to undirected/directed edges respectively.

3. GB CLIENT_ID (CLIENT ⊿◁DISP)

where GB CLIENT_ID means group by Client ID and then perform aggregations.

On the other hand we have the Backward algorithms, which follow they backward direction starting from non-base tables to reach S. More specifically:

- start by joining non-base tables
- perform aggregations based on those tables primary keys
- only at the end join with S and group by the PK of S.

For example:

1. ACCOUNT
2. ACCOUNT ⊿◁DISTRICT
3. GB DISTRICT_ID (ACCOUNT ⊿◁DISTRICT)
4. CLIENT ⊿▷(GB DISTRICT_ID ACCOUNT ⊿◁DISTRICT)
5. GB CLIENT_ID(CLIENT ⊿▷(GB DISTRICT_ID ACCOUNT ⊿◁DISTRICT))

With the previous approaches the following problems exist:

- Relational classifiers, by using a single modeling algorithm, induce bias into the analysis and deprive the analyst of the option to try different models.

- A limitation of related work on Propositional Algorithms is that either they aggregate too early (as soon as they visit 1-many edge) for speed, or aggregate only by specific keys like on Forward that we aggregate only by PK of S which leads to missing some possible useful features as they do not try all join-groupby key combinations.
1.2. Thesis Contributions

The purpose of this work is introduce Supervised Relational Feature Generator Algorithm (SRFGA), a novel automated feature generation framework on databases that fully captures all the information available even in complex database schemas; that also encapsulates a highly scalable feature selection algorithm to make the memory impact of the algorithm minimal. The contributions of this work are:

- While Forward and Backward approaches have some common features, as the depth of the graph increases (depth>2) they start to differ, but not one of these approaches covers the other.

- To the best of our knowledge algorithms in related work track duplicate features using a list of visited tables. This of course fails to address cases when we have more than 1 edge between two tables or we have circles as there we can have tables occurring more than once.

- Feature Selection is done at the end of feature generation and does not account for correlation or redundancy between the features.

Figure 1.5: CLIENT has a 1-many relationship with DISP so when we create CLIENT x DISP (here we used outer join) for some clients we have more than 1 records from DISP.

<table>
<thead>
<tr>
<th>CLIENT</th>
<th>DISP</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLIENT_ID</td>
<td>GENDER</td>
</tr>
<tr>
<td>1</td>
<td>F</td>
</tr>
<tr>
<td>2</td>
<td>M</td>
</tr>
<tr>
<td>3</td>
<td>F</td>
</tr>
<tr>
<td>4</td>
<td>M</td>
</tr>
<tr>
<td>5</td>
<td>F</td>
</tr>
<tr>
<td>DISP_ID</td>
<td>CLIENT_ID</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
</tr>
</tbody>
</table>

| CLIENT x DISP |
|----------------|----------------|
| CLIENT_ID | GENDER | BIRTH_DATE | DISTRICT_ID | DISP_ID | ACCOUNT_ID | TYPE |
| 1 | F | 1970-12-13 | 18 | 1 | 23 | 1 |
| 1 | F | 1970-12-13 | 18 | 2 | 2 | 3 |
| 2 | M | 1945-02-04 | 1 | 3 | 92 | 1 |
| 2 | M | 1945-02-04 | 1 | 4 | 2 | 3 |
| 3 | F | 1940-10-09 | 1 | 5 | 5 | 3 |
| 4 | M | 1956-12-01 | 5 | - | - | - |
| 5 | F | 1960-07-03 | 5 | - | - | - |
We translate the relational feature generation problem into a Graph Search problem by encoding all the necessary information for feature generation inside search nodes. The actions we selected are Join and Aggregate but easily more actions can be inserted. By using this abstraction we can then navigate the relational schema graph and produce all combinations of join and group-by operations and thus encompassing both the previous approaches. We show that SRGFA was on par or outperformed state of the art algorithms in terms of AUC performance in all the real database experiments.

We demonstrate the usefulness of the produced features by showing that in all real worth datasets SRGFA produced features that led to a significant increase in performance, +20% AUC on average, in comparison to using only the information from the base table.

We developed the algorithm to work with complex graphs instead of only graphs that have single edges like DFS does. We show that in some case this leads to an improvement of 30% in AUC of the predictions as the SRGFA is able to capture most of the important information from the database.

We use an online version of an off-self feature selection algorithm and show that this algorithm can retain performance as if we had seen all features at once. Using this algorithm we only keep the most important features at each step, thus trading computer memory for execution time which is needed in order to scale to big databases where not all features can fit into memory at once.

1.3 Organization of the chapters

- In chapter 2: We present the Notation and Background Knowledge needed for this thesis.
- In chapter 3: Describes our work Supervised Relational Feature Generator Algorithm
- In chapter 4: Shows the experiments and comparison with related work
1.3. ORGANIZATION OF THE CHAPTERS

- In chapter 5: Presents the Related work.
- In chapter 6: We finalize with the discussion and future work.
CHAPTER 1. INTRODUCTION
Chapter 2

Background & Notation

In this section we will introduce the basic background knowledge and notation that will be needed to follow the rest of the thesis. The algorithm that we will use takes us input a relational database and returns a set of features after performing an intelligent search. The schema of the database follows a graph so in Section 2.1 we introduce the basic notions of a Multi-Graph and graph paths. Section 2.2 describes relational data, how it is stored in the database, what operators can be performed by a Relational Database Management System and introduces a running example database. Finally Section 2.3 describes the notions of intelligent agents and Search problems and introduces and Search problem in the context of relational data and our running example database.

2.1 Graphs and MultiGraphs

Graphs or Simple Graphs are data structures that are used to model relationships between objects. These objects are called nodes or vertices and the connections between them are called edges or links. Graphs are can either have directed or undirected edges, called directed or undirected graphs respectively, based on if we are interested to model the direction of the relationship or only its existence.

Definition 2.1.1 (Simple Graph). A Simple Graph or Graph G can be defined as $G = (V, E)$ where $V$ is the set of vertices and $E \subset \{(x, y) \in V^2, x \neq y\}$ the set of edges which can be unordered or ordered based on the type of graph edges. If we also want to allow loops which is a vertice connected with itself we remove the $x \neq y$ restriction from the definition of $E$.[4]

Figure 2.1(a) shows an example of an Un-Directed Simple Graph, if the edge had a direction, for example from A to B, then the graph would be directed. Because graphs can only model the relationship between two vertices, if we are interested in more than one edge between vertices MultiGraphs are needed which are a generalization of Graphs.
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Figure 2.1: Simple Graph and MultiGraph Example. Circles correspond to nodes and lines/arrows correspond to undirected/directed edges respectively.

Definition 2.1.2 (Multi Graph). MultiGraphs are defined as $G = (V, E, \phi)$ where $V$ is the set of vertices, $E$ is a finite set of edges and $\phi$ is a function $\phi : E \rightarrow V^2$ that maps edges to pairs of vertices[4].

In this notation the edges $E$ can be though of as extra labels or enumeration upon the connections so that if we have two connections between two vertices we can differentiate them by the labels. In Figure 2.1(b) we can see an example of a Directed Multi-Graphs, notice that here in comparison with the Simple graph because we have two edges connecting nodes A and B, we have labels to discriminate them.

Definition 2.1.3 (Multi Graph Path). Let $G = (V, E, \phi)$ be a MultiGraph and $e_1e_2...e_{N-1}$ be a sequence of edges in $E$ and $v_1, v_2, ..., v_N$ elements of $N$ such that $\phi(e_i) = (v_i, v_{i+1}), i = 1, ..., N - 1$. The sequence $e_1e_2...e_{N-1}$ is called a path $P$ in $G$ and $v_1, v_2, ..., v_N$ is called the vertex sequence of the path.

If we have a path $P$ with vertex sequence $v_1, v_2, ..., v_N$ then we say that $P$ is a path from $v_1$ to $v_N$. We say that a path $P$ contains a cycle if $\exists v_1, v_2 : v_1 = v_2$ inside the vertex sequence of $P$.

Definition 2.1.4 (SubGraph). Let $G = (V, E, \phi)$ be a MultiGraph then a graph $G' = (V', E', \phi')$ is a subgraph of $G$ if $V \subseteq V'$, $E \subseteq E'$ and $\phi$ is the restriction of $\phi'$ on $E'$.

2.2 Relational Data

2.2.1 Relational Schema and Relations

We assume that the data are stored in relations $\mathcal{R}: R_1, R_2, ..., R_N$. Each attribute of a relation $A_j \in \mathcal{A}(\mathcal{R}_i)$ has a name and domain (type) written as $\text{dom}(A_j)$ from where its values are drawn from. The schema of each relation is uniquely identified
by the relation name and the set of attributes it contains \((R_i, \mathcal{A}(R_i))\) \(i=0,\ldots,N\). We will assume that the order of attributes does not matter. We denote with \(A \subseteq \mathcal{A}(R_i)\) the set of attributes of a relation \(R_i\). To refer to a subset of attributes \(A\) by the notation \(R_i[A]\) or simply \(R_i.A\). A row of a table is mapping from the attributes to their domains. A row is called a record or a tuple and to reference a tuple in \(R_i\) we use the letter \(t\) for example \(t \in R_i\) to denote it belongs in \(R_i\) and \(t[A]\) to refer to specific attributes \(A \subseteq \mathcal{A}(R_i)\) of the tuple [1].

### 2.2.2 Relational Constraints and Dependencies

The tuples of the relations sometimes have to meet specific constraints. Functional Dependencies are a type of constraint on a relation \(R_i\) between two sets of attributes \(X,Y \subseteq \mathcal{A}(R_i)\) denoted as \(X \rightarrow Y\) which states that for \(t_1,t_2\) in \(R_i\):

\[
(t_1[X] = t_2[X]) \Rightarrow (t_1[Y] = t_1[Y]).
\]

More specifically the values of \(X\) uniquely identify the values of \(Y\).

A primary key constraint for a relation \(R_i\) denoted as \(\text{PK}(R_i)\) is a minimal set of attributes so that \(\text{PK}(R_i) \subseteq \mathcal{A}(R_i)\) and \(\text{PK}(R_i) \rightarrow \mathcal{A}(R_i)\). Note that the minimal set is not unique and the solutions to this problem are called candidate keys from which we choose one as the primary key of the relation. For the Client relation \(\text{Client\_ID}\) is the PK and it uniquely identifies every row. Lastly PK values can also be used to reference a specific tuple from other relations.

Foreign key constraints are constraints that involve two relations, the parent relation and the referenced relation. Tuples in the referencing relation \(R_i\) have attributes called foreign key attributes (\(F_Ks(R_i)\)) that reference the primary key attributes \(\text{PK}(R_j)\) of the referenced relation \(R_j\) (\(\text{PK}(R_j)\)). More formally a subset of attributes \(F_K\) of \(R_i\) is a foreign key referencing the primary key of \(R_j\) if for every \(t_i\) in \(R_i\) there is a tuple \(t_j\) in \(R_j\) such that \(t_i[F_K]=t_2[K2]\). Thus we have that \(\text{dom}(R_i[F_K]) \subseteq \text{dom}(\text{PK}(R_j))\) i.e. the values of the \(F_K(R_i)\) either has to match an existing primary key value in \(\text{PK}(R_j)\) or be NULL. Note here that the referenced tuple does not have to be unique in the referenced relation. In Figure 1.3 attribute \(\text{CLIENT\_DISTRICT\_ID}\) is a FK that refers to \(\text{PK}(\text{DISTRICT})\).

### 2.2.3 Relational Databases and the Join Graph

**Definition 2.2.1** (Relational database). Let \(\mathcal{R}\) denote the set of all relations \((R_i, \mathcal{A}(R_i))\) and \(\mathcal{C}\) denote the set of all key-foreign key relationships which consists of tuples \((R_i,F_j,R_j,\text{PK}(R_j))\) where \(F_j \in \mathcal{A}(R_i)\) refers to \(\text{PK}(R_j)\). A relational database is defined as a set of relations \(\mathcal{R}\) along with their relationships \(\mathcal{C}\).

In Figure 1.2 where we have the running example database, we can see that the relational schema of the database can be modelled by a Multi-Graph because two tables can be connected with more than one edges. For this reason we will model it using the Join Graph which consists of the relations and their relationships but the edges are labeled based on the KFK join conditions.

These relationships are created when a table \(R_i\) references another table \(R_j\) using a
foreign key, symbolised as $R_i \rightarrow R_j$ it creates a binary key-foreign key relationship between these two tables. If $R_i \rightarrow R_j$ we say that the relationship is many-1 with relation to table $R_i$ because many values of the foreign key can refer to a single value of PK($R_j$). Likewise we say that the relationship is 1-many with relation to table $R_j$. If there is a 1-1 mapping from PK($R_j$) to to the foreign key referencing it then we say that the relationships is 1-1 with relation to both tables.

2.2.4 Relational Database Management Systems (RDMS)

All RDMS use Structured Query Language (SQL) to query the data inside the database. SQL is a comprehensive database language which offers statements for data definition, querying and updating the relational database.

2.2.4.1 Aggregation and Transformation Functions

Most Relational Database Management systems allow the use of statistical functions that take as input an attribute or more attributes and produce new attributes or a scalar. We will focus on transformation functions $f : \mathbb{R}^N \rightarrow \mathbb{R}^N$ that take an attribute perform a simple transformation and return an attribute of the same length e.g. $f(X) = \frac{X}{100}$. The aggregation functions we will use are functions $f : \mathbb{R}^N \rightarrow \mathbb{R}$ that take an attribute perform an operation and return a scalar e.g. $f(X) = \text{SUM}(X)$. We will use $\mathcal{F}_T$ and $\mathcal{F}_A$ for the set of transformation and aggregation functions respectively.

2.2.4.2 Relational Operators

We will focus on the operators (equi) Join, Select, Project and Group By.

- **Select**: Let $R_i$ be a relation with attribute set $\mathcal{A}(R_i)$, $A_j \in \mathcal{A}(R_i)$, and $x$ a value in the domain of $A_j$. Selecting all tuples that satisfy the condition $R_i.A = x$ written as $\sigma_{A=x}(R_i)$ which is the set: $\{ t \mid t \in R \text{ and } t[A] = x \}$. For example to select the only the female Clients from Fig 1.3 we use the notation $\sigma_{\text{GENDER}=F}(\text{CLIENT})$.

- **Project**: Let $R_i$ be a relation with attribute set $\mathcal{A}(R_i)$, $A \subseteq \mathcal{A}(R_i)$. Projecting on the attribute set $A$ of $R_i$, written as $\pi_A(R_i)$ which is the set: $\{ t \mid t \text{ has only attributes in } A \text{ and } \exists \text{ tuple } s \text{ in } R \text{ s.t. } s[A] = t[A] \}$. For example to select only the Client_Id and the Gender of each Client we use $\pi_{\text{CLIENT_ID,GENDER}}(\text{CLIENT})$.

- **(Equi) Join**: The join operation takes two relations $R_i$, $R_j$ and a join condition $R_i.A = R_j.B$ and produces a single relation that is the Cartesian product of the two relations, but keeping only the tuples that satisfy the join condition, written as $R_i \bowtie_{R_i.A=R_j.B} R_j$ which is the set $\{ t \mid t \text{ is a tuple with attributes }$
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Figure 2.2: Join graph is a Multi-Graph where nodes correspond to relations and edges correspond to relational join conditions. Each edge here is labeled based on the join condition it follows.

\[ \mathcal{A}(R_i) \cup \mathcal{A}(R_j) \text{ and } \exists \text{ tuples } t_i \text{ in } R_i \text{ and } t_j \text{ in } R_j \text{ s.t. } t_i[R_i] = t_j[R_j] \text{ and } t_i(A) = t_j(B) \]. If we look at Fig 1.2 one possible (equi)join could be \( CLIENT \bowtie_{\text{CLIENT.CLIENT_ID=DISP.CLIENT_ID}} DISP \).

- \textbf{Group by}: While transformation function can be used on the attributes without previous operation, aggregation functions are most useful when used on subgroups created from the original attributes. This works by partitioning the relation \( R \) into groups of tuples. Each group consists of the tuples that have the same value on some selected attribute set \( A \), called the grouping attributes. After creating the groups we can then apply aggregation functions \( f \in F_A \) on any non-group attribute \( B \subset A(R) \setminus A \) to produce new summary values for each group. This can be written as \( \pi_{A,f(B)}(R) \) which means group by attribute set \( A \) and apply aggregation function \( f \) on the subgroups created on attribute \( B \). For example to calculate the number of different accounts a client has we would calculate \( \pi_{\text{CLIENT_ID,COUNT(Account_ID)}}(R) \) where \( R \) is the relation produced by joining the Client and Disp relations as in the example above.

2.2.4.3 Views and Materialized Views

\textbf{Definition 2.2.2 (View)}. A view \( V \) is a single table that is derived from other tables which can either be the starting tables \( R_i \) or other previously created views \( V_i \), \( i=1,...,N \). The view does not necessarily exist in physical form inside the database, it can have the form of a virtual table. If it is in virtual form then its tuples are not stored inside the database but are retrieved when querying the view [10].

While having virtual tables saves storage space in the database, if we want to query a specific view frequently then its most efficient to create a Materialized View, which is a view that has its tuples stored inside the database.
Figure 2.3: The state space created from the relations of our running example database. Here "x" denotes the join between tables and because the join operator has the associative and commutative property, the order of the joins does not matter so we name them by ordering the names. Here we restrict to joining with each table once.

2.3 Search Problems

2.3.1 Intelligent Agents

Definition 2.3.1 (Intelligent Agent). As an intelligent agent or simply agent we can define an entity that can perceive, make decisions and perform actions based on experience and perceptions [16].

We will focus only on goal-based agents which are agents that try to find a sequence of actions that lead to desirable states. The process of finding this sequence of actions is called search. Once the solution is found we can move on to the execution phase to reach the desired state. The intelligent agent in our example will be performing joins between tables by navigating the join graph in Fig 2.2.

2.3.2 Problem Formulation

One of the most difficult stages in solving problems by searching is turning the original vague problem into a specific stated problem that an agent can understand and solve. This process is not easy and requires removing details that do not help us in finding a solution. A problem can be formalized by:
- The **Initial State** from where the agent starts. In our example this can be the state that has only Client table.

- The possible **Actions** that an agent can take in each state. In the example the only action we can perform is Join using KFK dependencies\(^1\). Notice that after we join two tables the resulting table has the union of attributes of the joined tables and thus has the union of their PK and FKs. As a consequence the resulting table can be seen as having all the KFK dependencies that the original tables had.

- A **Successor Function** Successor(s) that for each state s, returns all the states that are reachable from this state by a single action. For our example the Successors of a state correspond to all the results of joining the table of the current state with one of the connected tables.

- A **Goal Function** that tests whether a given state is a goal state. The goal function can either have a specific set of goal states and check if a given state is inside this set or the goal states can be described by an abstract property. An example of a Goal Function with specific states can be reaching the state ACCOUNT x CLIENT x DISP x DISTRICT. The same Goal Function can be described by the specific property is: goal state is any state where we have joined all 4 tables.

- A **Path Cost** that describes the cost of reaching a given state s. This is described by a cost function which tailored to the performance metric(s) we have chosen for the agent. For our running example the path cost can be number of joins we have performed.

The initial state, Actions and Successor function together create a state space of the problem which shows all states reachable by the initial state by any sequence of actions. The state space can be modeled by a directed simple Graph where nodes correspond to states and each state is connected with directed edges with its Successors. Figure 2.3 shows the State Space for the running example database. Solution(s) is any sequence of states that leads to a goal state while an optimal solution(s) is a solution with the minimum cost. In the example we have many ways to get to the goal of joining all 4 tables and if we use the number of joins as the cost, then all solutions are optimal solutions because they all have 3 steps.

### 2.3.3 Searching For solutions

Once we have formalized the problem the final step is navigating the state space and finding the solution(s). To do this search algorithms have to take into account different action sequences and guide the search to the ones that lead to solutions.

\(^1\)When we navigate the Join graph edges either way, so they can be seen as undirected. However, the orientation of the edge will matter later when we care about the type of relationship between the tables
Figure 2.4: First two Search Graphs and the final Search Graph for the running example. Nodes that have been expanded are shaded while nodes that have been generated but not yet expanded are outlined in bold. Finally nodes that have not yet been generated are shown in faint dashed lines.

**Definition 2.3.2 (Search Graph).** The possible actions starting from the initial state create a Search Graph where nodes correspond to states in the state space and edges are actions.

As it can be seen in 2.4(a) in the root of the problem we have the initial state (here CLIENT) and then we consider various actions. Here the available actions are either joining with DISP or CLIENT. By expanding the initial state we generate the two new states respectively called child states (see 2.4(b)). Generated notes that have not been expanded are inside the frontier set, in our example these are white node states. These states are also leaf nodes, meaning nodes without children. To continue the search we pick one of the newly generated states and repeat the same process. Exactly which one depends on the search algorithm we have chosen as we will see below\(^2\). An example of a complete Search Graph can be seen in 2.4(c). When and if we reach a goal state then we stop, in this case it is the last generated state. When we search for solutions it is possible that more than 1 states can lead to the same state in the example we can see that tree states lead to the final goal state (ACCOUNT x CLIENT x DISP x DISTRICT). These states are called redundant states and we can avoid them if we keep a record of all

\(^2\)In this case we have used Depth First Search algorithm.
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Algorithm 1 Graph Search Algorithm

function GRAPH-SEARCH(problem) returns solution or failure
    loop do
        if frontier is empty then return failure
        choose a leaf node and remove it from the frontier
        if node contains a goal state then return corresponding solution
        add the node to the explored set
        expand the chosen node, adding the resulting nodes to the frontier
        but only if not in the frontier or explored set
    end function

Algorithm 2 Depth First Search Algorithm

function DEPTH-FIRST-SEARCH(problem) returns solution or failure
    return RECURSIVE-DFS(MAKE-NODE(problem.INITIAL-STATE), problem)
end function

function RECURSIVE-DFS(node, problem) returns solution or failure
    if problem.GOAL-TEST(node.STATE) then return SOLUTION(node)
    else
        for each action in problem.Actions(node.STATE) do
            child ← CHILD-NODE( problem, node, action)
            result ← RECURSIVE-DFS( child, problem)
            if result ≠ failure return result
        return failure
    end function

states that have been created. This is stored in the explored set and in the example this includes all nodes except the the ones with faint dashed lines. An informal description of the Graph Search algorithm can be seen in Algorithm 1. Finally if the algorithm has returned one or more solution(s) plan(s) then the final step is generate the solution(s) to the problem by following the steps in the paths.

2.3.3.1 The structure of the search nodes and Depth First Search

Search Graphs need a data structure to be able to save all the generated nodes and also to be able to generate a solution from a returned solution path. The structure of the Graph requires for a node N at least the following:

- N.STATE the state inside the state space that corresponds to this node.
- N.PARENT: the node that preceded this node
- N.ACTION: the action performed on the parent node to reach this node.
- N.COST: the cost to reach this node, this cost the addition of the cost of parent plus the cost to reach node N.

Algorithm 2 shows the structure of the Depth First Search Algorithm. The idea is that it expands first the node with that was generated last/is the deepest inside the Graph. This is the main algorithm we will use for graph traversing, but other graph traversing algorithms could also be used. The example in Figure 2.4 shows
the exactly the first two and the last step of the Depth First Search algorithm on the running example database.
Chapter 3

Supervised Relational Feature Generation Algorithm

The problem we are trying to solve is having a relational database with tables $R_1, R_2, ..., R_N$ where one table $R_i$ is the base table of interest that has the target attribute $T$ we wish to model. We consider the records of $T$ as identically and independently distributed, or i.i.d. for short because this is the form many machine learning algorithms assume the data are in. The goal of the algorithm is to produce features for the base table (denoted as $S$) useful for modelling target attribute $T$. To do this we have to gather data from other tables inside the database to extend the features the base table has. To produce features from the relational database we have to navigate the join graph $G_{join}$ where each edge between two relation nodes corresponds to a join condition we can use to join these relations. A path $R_1 \rightarrow R_2 \rightarrow \cdots \rightarrow R_N$ in $G_{join}$ corresponds to the join of relations $R_1 \bowtie R_2 \bowtie \cdots \bowtie R_N$ (Edges can be traversed both ways). When we visit 1-many relationships with relation to $S$ i.e. $R_1 \rightarrow S$ we may have for a given $t_1 \in S$:

$$|\{t \in S : \pi_S(t) = t_1\}| \geq 1.$$  

This results in losing the i.i.d property and we cannot create model on the resulting table. What we can do instead is group-by $PK(S)$ and then aggregate to produce new features that are unique for each $t \in PK(S)$ and thus can be used for modeling $T$.

To navigate the join graph and generate features we have modelled the problem as an AI Search problem and generate features by solving this Search Problem instead to find the solution. The generation and storing of the features will be done using a RDMS using queries which we will then store as views. After generating the features the next step will be performing feature selection to only select a subset of features that can maximize the performance of a classifier modelling $T$. For this matter we have developed two scalable feature selection algorithms $s\_gomp$ and $p\_gomp$ that generalize the gomp algorithm[20]. These algorithms work by inspecting the data in chunks and thus can scale to large datasets. Finally when the feature selection is finished we either can return a model trained on the data or return the constructed features and leave the modelling choice to the user. The
CHAPTER 3. SUPERVISED RELATIONAL FEATURE GENERATION ALGORITHM

Figure 3.1: Search Space of the running example without the Disp relation. For simplicity A denotes Account, S Client and D for District. Strait line nodes correspond to nodes we can model, straight line edges are used to denote the Join action was performed while dotted line edges are used to denote a combination of Group-by and Aggregate operators was performed. By the subscript we denote name the table whose PK was used for creating the groups.

organization of this chapter is as follows, Section 3.1 describes the modelling choices we made for representing the relational feature generation problem as an AI Search Problem and how to create the Search space. Section 3.2 describes conditions that can prune this Search space to remove redundant states. Finally 3.3 describes the main algorithm we will use for streaming feature generation and feature selection.

3.1 Relational Feature Construction as a Search Problem

To perform the feature generation we will present the problem as a search problem. The features will be stored using views in a database which correspond to states in the state space and all the other info that is useful for describing the state and the graph traversal will be stored in nodes.

Lets recall the example database in Example 1.1.1. In the example the base table is Client and the goal is to create features useful for modeling Client.Gender. To create these features we have to perform joins between tables following the Join graph in Figure 2.2. In Figure 2.3 we looked as to how to create a search space from the Join graph but only using the join operator. As we have argued above,
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only performing joins cannot produce all possible useful features\footnote{In the case of joins that do not increase the Base Table’s number of rows we could avoid performing aggregations.} for modelling $T$ and we need to also introduce the group by and aggregation operators. This means that we will still start from the Join graph and use it to guide our search but the state space has to be expanded. A new search space taking into account aggregations, but for simplicity without the District relation, can be seen in Figure 3.4, and we can already see that even for 3 tables the state space is extensive (25 states with aggregations and only 6 without). Previous algorithms performed aggregations immediately after after joining two tables, performed only based on specific primary keys, or considered only one path from the base table to other tables. We will extend these works by allowing all combinations of join and group by and aggregations operators using any available key(s) are grouping attribute(s).

3.1.1 Node Structure

In order to make the state space we need to extend the structure of a node to include additional information useful for the generation of the state space and later for the materialization of the nodes we are interested in. Because only nodes useful for modeling $T$ are materialized and we will need additional bookkeeping to guide the search. Throughout this thesis we use aggregate unless otherwise noted to also mean group-by and aggregate for simplicity.

The basic structure that a node has node $N$ until now was (see Fig 3.2 for an example of the structure of the node):

- **the Name or State** a short string summarising the operations that resulted in this node
- **Parent**, a string specifying the node name of the parent of this node
- **Action**, a string with the action that was performed on parent node to create this node.
- **Cost**, integer indicating the number of actions we have performed to get to this node.

The additional structure for the generation of the search space is:

- **primary key PK**, a string tuple that uniquely identifies every row. For the relations $R_i$ in the database this is their primary key. When we join two nodes we get the union of their primary keys while for aggregation the primary key becomes the key that we performed the aggregation. PK is used to find Join Successors.

- **foreign keys FKS**, a list of strings, the attributes that refer to some PK($R_i$): $R_i, i=1,\ldots,n$. For nodes of the relations in the database this contains their FKS.
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(a) Node for Client relation.
(b) Node for Disp relation.
(c) Node for Client x Disp.
(d) Node after grouping by client_id and performing aggregations on Client x Disp.

Figure 3.2: Search Node structure for relations Client (a) and Disp (b) if they were initial states. For the FDs we used the numbering of attributes instead of the attribute names. For view Client x Disp (c) we assumed that the initial state was Client node. Finally the node that results from grouping and performing aggregations on Client x Disp view.

When we join we get the union of the foreign keys while when we aggregate this becomes empty because only PKs are grouping attributes. FKS are used along with PKs to find Join Successors.

- **active join conditions JC**, a list integers, of all the IDs of the join conditions that we have used in the path to create this node since last aggregation. This is initially empty, it gets populated when we perform joins and becomes empty when we aggregate. Visited join conditions list is used to avoid visiting the same edges on $G_{Join}$ again\(^2\).

- **visited join conditions V_JC**, a list of integers of IDs of all join conditions

\(^2\)Other works use visited relations list instead but this only works for Simple Graphs without loops
that we have used in the path to create this node. This is the same as join conditions with the difference that it does not become empty when performing aggregations but remains the same.

- Functional Dependencies FDs, a list of pairs of strings which correspond to attribute names. Each pair corresponds to a Functional Dependency constraint: \( \{(key, cols) \mid key \in N.PK, cols \subseteq \mathcal{A}(N.V), key \rightarrow cols\} \). More specifically FDs show us for each element of the primary key the set of attributes that it uniquely identifies. This is used when we aggregate to avoid performing aggregations on attributes that have functional dependency with the grouping key because the features generated this way are either redundant or not useful for modelling \( T \) (for more details see Section 3.2). For relations \( R_i \) the FDs is the pair \((PK(R_i), \mathcal{A}(R_i))\) because \( PK(R_i) \) by definition has functional dependency with all other attributes. When joining two relations \( R_i, R_j \) with \( R_i \rightarrow R_j \) we have that \( R_i \) has a foreign key \( FK \) referencing the primary key of \( R_j \). We join using the join condition \( R_i.FK = PK(R_j) \) and because we know that \( PK(R_j) \rightarrow \mathcal{A}(N.V) \) thus we get that \( R_i.FK \rightarrow \mathcal{A}(N.V) \) so we append these attributes to the attribute list of \( R_i.FK \) while for \( PK(R_j) \) they remain the same. When we perform aggregation on node \( N \) using grouping attribute \( A \) then the resulting FDs is \( A \) and a list of all the features generated from the aggregations since they are uniquely identified by \( A \).

- column_types a list of pairs \((A,B)\) where \( A \) is the name of an attribute of view \( V \) and \( B \) is the type of the attribute. For relations \( R_i \) this corresponds to their original schema. For join successors this becomes the union of the column names of the nodes and for Aggregation we get the primary key along with its data type and a list with all the aggregated attributes and their data types accordingly.

Lastly these fields are used for the materialization step:

- view \( V \), a string specifying the query that materializes this node.
- nest_q, a list of strings, the names views that this view is dependent upon. This is because views are not created from scratch but progressively to save up time since generating all the query at once can be costly and also parts of the query can be used by other nodes. This is initially empty and gets populated with the node names of all the ancestors of the node.

### 3.1.2 Modelling Nodes

We define Modelling Nodes as nodes that are uniquely identified by the base table \( S \) primary key, \( PK(S) \). It is obvious that this includes all nodes \( N \) that \( PK(S) = N.PK \) but it also includes nodes that have \( PK(S) \) as a candidate key and to find this we find the transitive closure of the functional dependencies between the primary keys, meaning that we find all tables that we can reach from the base table.
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Figure 3.3: The empty relation $R_\emptyset$ that we use as an initial state in the problem instance. Notice that it only contains the references to the PK of other tables and does not have a PK on its own.

table using only many-1 edges. For example in 2.2 if we select Client as the base table, joining with District table does not increase the rows of Client since the relationship is many-1. If we had selected the Disp as base table then since there is a path following only many-1 edges from the base table to any other table, any join that we perform will not increase the number of rows of Disp and thus all nodes containing combinations joins would be modelling nodes.

3.1.3 Successor Function

Each node $N$ has two types of successors: join successors and group-by and aggregate successors.

- **Join successors** correspond to joining node view $N.V$ with a relation $R_i$ that is connected via KFK relationships with $N.V.$ using join condition $E$ which is of the form $(N.V)_A = R_i.B$ for some attributes $A$ and $B$. This is either a many-1 relationship if $A$ is an element of $N.FKs$ or a one-many if $A$ is an element of $N.PK$. As mentioned above, to avoid visiting the same relations more than once and create redundancy we have the visited Join Conditions list.

- **Groupby-Aggregate or simply Aggregate Successors** correspond to grouping-by a key $\in N.PK$ and then performing aggregations on a subset of the remaining attributes. To remove redundancy here we can avoid performing aggregations on Attributes $A \in \mathcal{A}(N.V) \mid key \rightarrow A$ (see section 3.2).

3.1.4 Problem Instance

Now that the Successor function is defined we can define the search problem. For starting state we have two options. We can start from a relation $R_i$ and continue with its successors based on tables connected to $R_i$. Otherwise we can start from
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Figure 3.4: Search Space of the running example starting from $R_{∅}$, without the Disp relation. For simplicity A denotes Account, S Client and D for District. Strait line nodes correspond to nodes we can model, straight line edges are used to denote the Join action was performed while dotted line edges are used to denote a combination of Group-by and Aggregate operators was performed. By the subscript we denote name the table whose PK was used for creating the groups.

the "empty relation" $R_{∅}$ that we suppose is connected to all other relations (or a subset of them) via referencing their PKs with FKs (see Fig 3.3). The second option is the generalization of the first where essentially we have all or some of the base relations as starting states and this way we can produce all their successors and any combination of joins and aggregations. All the nodes are saved inside the search graph $G_{search}$ which is the output of the first part of the algorithm which is the SQL query generation.

- **Initial state**: $R_i$, where $R_i$ any base relation or $R_{∅}$
- **Base_table** where we will perform the modeling and
- **Base_target** the attribute for modeling
- **Aggs**, a list of available aggregation functions
- **Goal state/test**: None or Residuals based on modeling $T$
- **Actions** the set of available actions to derive child nodes which consists of Join, Aggregate.
• \(M_{\text{edge}}\) Maximum number of times we can visit the same edge (we can only visit the same edge only after aggregating because otherwise we create redundancy).

An example of a state space that uses \(R\) can be seen in Figure 3.4.

### 3.2 Pruning the Search Space

Now that we have defined \(G_{\text{search}}\) and produced all the available successors, the goal is to prune the graph and discard redundant nodes that bring no new information or are not useful for modeling \(T\). By pruning these nodes we also prune their successors so we cut branches of the search tree effectively saving up execution time and space.

- **Avoid aggregate successors from keys that have FD with all the other attributes of the node:**
  For aggregation successors of a view \(N.V\) or \(V\) for simplicity, when grouping by key \(V.K\) avoid performing aggregations on attributes that are uniquely identified by \(V.K\). If an attribute \(V.A\) is uniquely identified by \(V.K\) then when we group by \(V.K\), the resulting groups on \(V.A\) will have size of one. The result of each aggregation function respectively will be:

  - \(\pi_{K,\text{SUM}(A)}(V) = \pi_{K,A}(V)\) this is because:
    \[
    \pi_{K,\text{SUM}(A)}(V) = \{(k, \text{sum}(\{ t(A) \mid t \in V, t(K) = k \})), k \in V.K\} \\
    = \{(k, \text{sum}(a_k)), k \in V.K, a_k = \pi_A(\sigma_{K=k}(V))\} \\
    = \pi_{K,A}(V)
    \]
  
  - \(\pi_{K,\text{MAX}(A)}(V) = \pi_{K,A}(V)\).
  
  - \(\pi_{K,\text{MIN}(A)}(V) = \pi_{K,A}(V)\).
  
  - \(\pi_{K,\text{MEAN}(A)}(V) = \pi_{K,A}(V)\).
  
  - \(\pi_{K,\text{COUNT}(A)}(V) = \{(k, 1), k \in V.K\}\).
  
  - \(\pi_{K,\text{STDEV}(A)}(V) = \{(k, 0), k \in V.K\}\).
  
  - \(\pi_{K,\text{VAR}(A)}(V) = \{(k, 0), k \in V.K\}\).

It is obvious the attributes produced by the aggregation will either already be covered by the presence of \(A\), or be constant attributes which do not have any predictive power (for the last 3 aggregation functions). In both of these cases we can safely avoid performing aggregation functions on these attributes. In the case that the grouping key \(V.K\) has functional dependency with all the other attributes (is actually a candidate key of the view \(V\)) then we can safely avoid generating the aggregate successor.
Don’t visit the same edges again: We use visited Join conditions list to limit the number of Join Successors of a node. We do not allow a node to visit the same edge more than once because that will not provide any new attributes because they will already be included inside the node view. However, if we aggregate then visiting the same edges once more does provide new information since the attributes have now been aggregated. This is why after aggregating we empty the active Join Conditions list and we keep a separate visited Conditions list that keeps track of all Join Conditions regardless of aggregations.

Don’t create equivalent nodes:
Let tables $A_1, A_2, ..., A_N$ and $A_1 \Join \lhd (\ldots (A_2 \Join A_3) \ldots \Join A_N)$ be one of their natural joins. Due to the associative property of the natural join operator we can skip the parentheses and use the abbreviation $A_1 A_2 \ldots A_N$. Moreover since the operator is also symmetric any permutation of $A_1, A_2, \ldots, A_N$ will lead to the same result. In contrast, we can use the set $\{ A_1, A_2, \ldots, A_N \}$ to represent all the possible permutations. By taking advantage of this we can produce only one of the $N!$ joins of size $N$ between the tables. Taking this one step further only the table names cannot identify all joins between different tables for example if there exist circles in the join graph $G_{Join}$ or two tables can be joined by more than one conditions then this set will only contain one of the join results. To avoid this we will use the full join conditions instead of the table names, this way the identification of the tables as well as the join conditions are unique and all different joins are accounted. As an example for tables $A, B, C$ and attributes $A_1, A_2, B_1, B_2, C_1$ of tables $A, B, C$ respectively, we can have the set of join condition $\{(A.A_1 = B.B_2)(A.A_2 = B.B_2)(B.B_1 = C.C_1)\}$. Lastly, if one aggregation has been performed, then we have to compare the pair of group by key and the join conditions set before the aggregation, while if we have more join and group by operations then we compare all the pairs of group by key and join condition sets from first to last (assuming that after each group by we perform the same set of aggregation functions on the appropriate attributes as discussed above).

Stop generating nodes that can’t lead to modeling nodes:
If the node cannot lead to modeling node, stop generating successors. For every node $N,V$ we define the following problem by placing $N,V$ inside the join graph $G_{Join}$. The set of vertices $V’$ is all the original relations with the addition of $N,V$. The set of edges $E’$ consists of the result union of the original edges connecting the relations with the edges connecting $N,V$ with all tables that either have foreign keys that reference PK(N,V) or their primary is referenced by a foreign key inside FKS(N,V) but subtracting the ones already visited for the creation of N,V which is N.visited_JC.

$G’(V’, E’)$ as mentioned above.
If there doesn’t exist a path $P=N.V \rightarrow \ldots \rightarrow \text{Base\_Table}$ then stop generating Successors.

For finding a path between $N.V$ and $\text{Base\_Table}$ we can use any uninformed search algorithm.

- **Don’t use all $R_i$ that are intermediate nodes in graph first traversal from base table $S$ as successors of $R_\emptyset$.** Order the graph using Breadth-First search from the Base table and only keep the root and leaf nodes as successors of $R_\emptyset$ since the features created from intermediate nodes will already be inside.

### 3.3 Feature Selection and Generation Pipeline

The main idea of the algorithm is that it sees the features in batches, performs feature selection and maintains only the selected features before getting the next batch. Like FBED [7] it does revisit the features more than one time to give them more opportunities to enter selection. This is important when a feature $X$ becomes necessary for optimal prediction only in combination with some other feature $Z$. So, if $X$ and $Z$ are in different batches, $X$ may be filtered out before $Z$ is examined. So, we need to give $X$ another chance to enter. There are two versions of the algorithm (see Algorithm 1 and 2) sequential and the parallel (or distributed). Both version of the algorithm see the available data in batches based on both samples and attributes. They start with an empty set of selected features and model and the first batch of samples. Then they perform feature selection for every feature batch. The `GETDATA` function we can decide if we have seen enough samples or we need more to make a decision. The difference between the two versions is that in the sequential version we carry features we have selected in the previous feature batch to the next taking them into account for feature selection while in the parallel version feature selection between batches is independent of the others, and they are all gathered together at the end and a further feature selection is performed on this feature set. At the end for both versions, starting now with the selected features of the previous run, this process is repeated as long as we find new useful features to insert.
3.3. **FEATURE SELECTION AND GENERATION PIPELINE**

**Algorithm 3** Sequential Dynamic Feature Selection (with dropping)

1: `function SEQDYNFS(Initial feature subset $S$)`
2:  
3:  
4:  
5:  
6:  
7:  
8:  
9:  
10:  
11:  
12:  
13:  
14:  
15:  
16:  
17:  
18:  
19:  
20:  
21:  
22:  
23:  
24:  
25:  
26:  
27:  
28:  

1: `function SEQDYNFS(Initial feature subset $S$)`
2:  
3:  
4:  
5:  
6:  
7:  
8:  
9:  
10:  
11:  
12:  
13:  
14:  
15:  
16:  
17:  
18:  
19:  
20:  
21:  
22:  
23:  
24:  
25:  
26:  
27:  
28:  

Algorithm 4 Parallel Dynamic Feature Selection (with dropping)

1: function ParDynFS(Initial feature subset $S$)
2: \hspace{1em} $M, F, D, y \leftarrow \emptyset$
3: \hspace{1em} $S_{orig} \leftarrow S$
4: \hspace{1em} INITGETFEATURES
5: \hspace{1em} //Partitioning the feature set using the same exact function as before
6: \hspace{1em} $F_1 \leftarrow \text{GetFeatures}, i \leftarrow 1$
7: \hspace{1em} while $F_i \neq \emptyset$ do
8: \hspace{1em} \hspace{1em} $i \leftarrow i + 1, F_i \leftarrow \text{GetFeatures}$
9: \hspace{1em} end while
10: \hspace{1em} $i \leftarrow i - 1$
11: \hspace{1em} //Feature selection on individual feature groups, done independently and should be parallel
12: \hspace{1em} for $F_i$ do
13: \hspace{1em} \hspace{1em} $\langle D_i, y \rangle \leftarrow \text{GetData}(M, S, F_i)$
14: \hspace{1em} \hspace{1em} $S_i \leftarrow \text{FS}(S, D_i, y)$
15: \hspace{1em} end for
16: \hspace{1em} //Partial solutions merged and a feature selection on the selected features is performed
17: \hspace{1em} $S \leftarrow \cup_i S_i$
18: \hspace{1em} $\langle D, y \rangle \leftarrow \text{GetData}(M, S)$
19: \hspace{1em} $S \leftarrow \text{FS}(S, D, y)$
20: \hspace{1em} if $S_{orig} \neq S$ then
21: \hspace{1em} \hspace{1em} return ParDynFS($S$) //Give features one more chance to enter
22: \hspace{1em} else
23: \hspace{1em} \hspace{1em} return $\langle S, M \rangle$ //We are really done
24: \hspace{1em} end if
25: \hspace{1em} end function
Chapter 4

Evaluation

Both Supervised Relational Feature Generation Algorithm (SRFGA) and the two versions of gomp were implemented using R 4.1.0 and the experiments were run on a Windows 10 Desktop with 4-core Intel i7 processor and 32GB memory. The database we used for feature generation is Oracle. In this chapter we evaluate the performance of our proposed feature selection algorithm with two variations, p-gomp and s-gomp and also compare the performance of SRFGA to the state of the art algorithms and show how our approach covers them in terms of features generated. The outline for this chapter is: Section 4.1 describes the performance experiments with the feature generation algorithm, in Section 4.2 we evaluate the performance of SRFGA and lastly in 4.4 we explain why the pruning methods we chose are effective.

4.1 Gomp Experiments

In this section we explain the experiments performed for both versions of the algorithm to access whether splitting the dataset in many parts and performing feature selection loses accuracy compared to when we would use all available data. The two versions of the feature selection algorithm we will use, sequential and dynamic feature selection, are shown in Alg. 3 and Alg. 4. Our assumption is that the accuracy loss will be small and this enables the algorithms to scale to big data as we have the option to give the data in parts. We will use the following specifications for the algorithms:

- We assume the data are stored locally in a file.
- INITGETFEATURES has only one part and initially returns all available features from each dataset.
- GETDATA returns all samples of the dataset. Further studying this function is left for future work.
The FS algorithm we will use is gomp extended with the base argument that allows it to start from a given base of features and start building from there.

For simplicity we will call sequential feature selection with gomp as s-gomp and parallel feature selection with gomp as p-gomp. Each dataset was split in train, test 0.8, 0.2 using stratified splitting based on the appropriate target feature. Then we used the training set for performing feature selection and evaluated its performance on the test set using the Random Forest algorithm with default parameters from ‘randomForest’ R package. To get statistically significant results, this process was repeated 5 times for each dataset and each time the dataset’s rows and columns were randomly permuted.

### 4.1.1 Datasets

Figure 4.1 shows 9 datasets that were selected from [7] because they have more than 100 features and have been previously used as feature selection benchmarks. No preprocess was needed because the data were numerical and had no missing values. Notice also that they cover a range of different domains so they are ideal for testing the feature selection algorithm on real world situations.
### 4.1. GOMP EXPERIMENTS

Table 4.1 shows the accuracy of s-gomp in comparison to the number of splits. We can see that the accuracy does not significantly change by splitting into 2 parts or more, for example in gina and hiva even splitting into 50 parts does not change the performance. In some cases we can also see that it achieves greater accuracy (dexter dataset), but the difference is very small. These results can also be confirmed by Table 4.2 that shows us the AUC of the Random Forest model on the same datasets. On the second table we can see that for datasets hiva and nova we have some difference but it again not statistically significant. One thing we have to note for AUC is that in the case of madeleon dataset, which is artificially generated, for number of splits greater than 6 there are some significant deviations (0.11 for num_splits=6 and 0.12 for num_splits=50). This shows the ability of s-gomp to scale for big datasets without sacrificing the robustness of the predictions, but there are cases when we can see a difference in performance and ideally we should use the the least amount of splits as possible to reduce this effect.

#### 4.1.2 Results

Table 4.1 shows the accuracy of s-gomp in comparison to the number of splits.


We have to note that for both s-gomp in some cases p-gomp the algorithm took as much as twice amount of time when splitting to two or more parts, but this is not a limitation as the goal is for the algorithms to be able to run feature selection on datasets that are too large to be able to be seen as a whole and can only be seen in parts. If we compare the two versions of the algorithms we notice that p-gomp was on par or outperformed s-gomp in all datasets which is to be expected since p-gomp keeps all the useful features and then decides from the union which ones to keep, while s-gomp only keeps the best so far which in some cases can lead to removing features that might be useful in a context of other features that have not been seen yet.

4.2 Cover Experiments

We will use 5 algorithms for this part of the experiment. For our implementations SRFGA will denote only feature generation without the use of feature selection algorithm and p-gomp, s-gomp will be the algorithms with feature selection as mentioned above. For DFS we will use the implementation provided in the 'feature-tools' R package. For the forward algorithms AFEM and OneBM we will evaluate them as a direct subset of our algorithm denoted as Forward algorithm. Note that our implementation of them is possibly an extension of these two algorithms as to them as a direct subset of our algorithm denoted as Forward algorithm. Note that the best of our knowledge they cannot cover multiple edges, multi-paths or circles. For each algorithm we record the time and memory during feature generation and then take the output dataset and use it as input for Jadbio for automated model

<table>
<thead>
<tr>
<th>Dataset</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>25</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>arcene</td>
<td>0.56</td>
<td>0.86(0.1)</td>
<td>0.86(0.1)</td>
<td>0.88(0.1)</td>
<td>0.61(0.1)</td>
<td>0.62(0.1)</td>
<td>0.63(0.1)</td>
<td>0.63(0.1)</td>
<td>0.62(0.1)</td>
<td>0.62(0.1)</td>
<td>0.62(0.1)</td>
<td>0.62(0.1)</td>
</tr>
<tr>
<td>dexter</td>
<td>0.5</td>
<td>0.89(0.1)</td>
<td>0.91(0.1)</td>
<td>0.92(0.1)</td>
<td>0.93(0.1)</td>
<td>0.94(0.1)</td>
<td>0.95(0.1)</td>
<td>0.95(0.1)</td>
<td>0.95(0.1)</td>
<td>0.95(0.1)</td>
<td>0.95(0.1)</td>
<td>0.95(0.1)</td>
</tr>
<tr>
<td>dorothea</td>
<td>0.9</td>
<td>0.91(0)</td>
<td>0.91(0)</td>
<td>0.91(0)</td>
<td>0.91(0)</td>
<td>0.91(0)</td>
<td>0.91(0)</td>
<td>0.91(0)</td>
<td>0.91(0)</td>
<td>0.91(0)</td>
<td>0.91(0)</td>
<td>0.91(0)</td>
</tr>
<tr>
<td>gina</td>
<td>0.54</td>
<td>0.94(0)</td>
<td>0.94(0)</td>
<td>0.94(0)</td>
<td>0.94(0)</td>
<td>0.94(0)</td>
<td>0.94(0)</td>
<td>0.94(0)</td>
<td>0.94(0)</td>
<td>0.94(0)</td>
<td>0.94(0)</td>
<td>0.94(0)</td>
</tr>
<tr>
<td>gisette</td>
<td>0.5</td>
<td>0.96(0)</td>
<td>0.96(0)</td>
<td>0.96(0)</td>
<td>0.96(0)</td>
<td>0.96(0)</td>
<td>0.96(0)</td>
<td>0.96(0)</td>
<td>0.96(0)</td>
<td>0.96(0)</td>
<td>0.96(0)</td>
<td>0.96(0)</td>
</tr>
<tr>
<td>hiva</td>
<td>0.96</td>
<td>0.92(0)</td>
<td>0.92(0)</td>
<td>0.92(0)</td>
<td>0.92(0)</td>
<td>0.92(0)</td>
<td>0.92(0)</td>
<td>0.92(0)</td>
<td>0.92(0)</td>
<td>0.92(0)</td>
<td>0.92(0)</td>
<td>0.92(0)</td>
</tr>
<tr>
<td>madeleon</td>
<td>0.5</td>
<td>0.64(0)</td>
<td>0.64(0)</td>
<td>0.64(0)</td>
<td>0.64(0)</td>
<td>0.64(0)</td>
<td>0.64(0)</td>
<td>0.64(0)</td>
<td>0.64(0)</td>
<td>0.64(0)</td>
<td>0.64(0)</td>
<td>0.64(0)</td>
</tr>
<tr>
<td>nova</td>
<td>0.72</td>
<td>0.88(0)</td>
<td>0.88(0)</td>
<td>0.88(0)</td>
<td>0.88(0)</td>
<td>0.88(0)</td>
<td>0.88(0)</td>
<td>0.88(0)</td>
<td>0.88(0)</td>
<td>0.88(0)</td>
<td>0.88(0)</td>
<td>0.88(0)</td>
</tr>
<tr>
<td>sylva</td>
<td>0.94</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4.4: Mean (standard deviation) auc of p-gomp for each dataset (rows) and different number of splits (columns). First column corresponds to the probability of the second class and the second is the auc of p-gomp on all features which is the base. The rest of the columns are calculated using the formula: auc(dataset,split)= auc(dataset,1) -auc(dataset,split).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>25</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>arcene</td>
<td>0.56</td>
<td>0.78(0)</td>
<td>0.82(0)</td>
<td>0.82(0)</td>
<td>0.82(0)</td>
<td>0.82(0)</td>
<td>0.82(0)</td>
<td>0.82(0)</td>
<td>0.82(0)</td>
<td>0.82(0)</td>
<td>0.82(0)</td>
<td>0.82(0)</td>
</tr>
<tr>
<td>dexter</td>
<td>0.5</td>
<td>0.95(0)</td>
<td>0.99(0)</td>
<td>1</td>
<td>0.99(0)</td>
<td>0.99(0)</td>
<td>0.99(0)</td>
<td>0.99(0)</td>
<td>0.99(0)</td>
<td>0.99(0)</td>
<td>0.99(0)</td>
<td>0.99(0)</td>
</tr>
<tr>
<td>dorothea</td>
<td>0.5</td>
<td>0.84(0.1)</td>
<td>0.84(0.1)</td>
<td>0.84(0.1)</td>
<td>0.84(0.1)</td>
<td>0.84(0.1)</td>
<td>0.84(0.1)</td>
<td>0.84(0.1)</td>
<td>0.84(0.1)</td>
<td>0.84(0.1)</td>
<td>0.84(0.1)</td>
<td>0.84(0.1)</td>
</tr>
<tr>
<td>gina</td>
<td>0.5</td>
<td>0.95(0)</td>
<td>0.95(0)</td>
<td>0.95(0)</td>
<td>0.95(0)</td>
<td>0.95(0)</td>
<td>0.95(0)</td>
<td>0.95(0)</td>
<td>0.95(0)</td>
<td>0.95(0)</td>
<td>0.95(0)</td>
<td>0.95(0)</td>
</tr>
<tr>
<td>gisette</td>
<td>0.5</td>
<td>0.95(0)</td>
<td>0.95(0)</td>
<td>0.95(0)</td>
<td>0.95(0)</td>
<td>0.95(0)</td>
<td>0.95(0)</td>
<td>0.95(0)</td>
<td>0.95(0)</td>
<td>0.95(0)</td>
<td>0.95(0)</td>
<td>0.95(0)</td>
</tr>
<tr>
<td>hiva</td>
<td>0.96</td>
<td>0.96(0)</td>
<td>0.96(0)</td>
<td>0.96(0)</td>
<td>0.96(0)</td>
<td>0.96(0)</td>
<td>0.96(0)</td>
<td>0.96(0)</td>
<td>0.96(0)</td>
<td>0.96(0)</td>
<td>0.96(0)</td>
<td>0.96(0)</td>
</tr>
<tr>
<td>madeleon</td>
<td>0.5</td>
<td>0.64(0)</td>
<td>0.64(0)</td>
<td>0.64(0)</td>
<td>0.64(0)</td>
<td>0.64(0)</td>
<td>0.64(0)</td>
<td>0.64(0)</td>
<td>0.64(0)</td>
<td>0.64(0)</td>
<td>0.64(0)</td>
<td>0.64(0)</td>
</tr>
<tr>
<td>nova</td>
<td>0.72</td>
<td>0.86(0)</td>
<td>0.86(0)</td>
<td>0.86(0)</td>
<td>0.86(0)</td>
<td>0.86(0)</td>
<td>0.86(0)</td>
<td>0.86(0)</td>
<td>0.86(0)</td>
<td>0.86(0)</td>
<td>0.86(0)</td>
<td>0.86(0)</td>
</tr>
<tr>
<td>sylva</td>
<td>0.94</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4.3: Mean (standard deviation) accuracy for each dataset (rows) and different number of splits (columns). First column corresponds to the probability of the second class and the second is the accuracy of p-gomp on all features which is the base. The rest of the columns are calculated using the formula: accuracy(dataset,split)= accuracy(dataset,1) - accuracy(dataset,split).
4.2. COVER EXPERIMENTS

(a) Financial Database

(b) Mutagenesis Database.

(c) Carcinogenesis Database.

(d) Toxicology Database.

Figure 4.2: Relational schemas of the Databases used in the Experiments. Squares edges denote the target table, and arrows denote foreign key reference.

selection and training, and report the final AUC. The pipeline for this experiment can be seen in Figure 4.3.

4.2.1 Relational Databases

Fig 4.2 shows the schemas of the relational databases we will use. All four datasets were chosen because they have been previously used for relational feature engineering benchmarks and their schema is a complex Multi-Graph possibly with circles. For all datasets the target to predict is binary. More specifically:

- Financial: predict if a loan will be successful.
- Mutagenesis: predict if a given molecule is mutagenic.
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Figure 4.3: Comparison pipeline. It takes as input relational database, performs feature generation based on the selected algorithm and all the generated features are used as input to Jadbio that performs Automated feature selection and modelling.

- Carcinogenesis: predict for a given molecule if it is carcinogenic or not.
- Toxicology: predict for a given molecule if it is carcinogenic or not.

4.2.2 Results

Table 4.5 reports the performance of the algorithms for the given datasets. In all databases all algorithms are able to improve the performance of the base table. It is noteworthy also that in all of them our 3 algorithms are either on par or outperform Forward and DFS. Especially in Carcinogenesis where the graph is the most complex we can see that our algorithms performed a lot better than DFS which cannot handle multiple edges between tables. The difference we have with Forward is that it only groups by PK(S), in most cases this was enough to get most of the performance but on Toxicology we see a small difference.

Tables 4.6 and 4.7 show the total time and maximum memory used by each algorithm during feature generation. From the algorithms DFS was by far the fastest, while P-gomp was always the longest, especially in Financial the difference is significant. In all datasets S-gomp and P-gomp take at least 50% more time than SRFGA and this is due to the fact that they revisit the dataset more than once. As expected P-gomp and S-gomp significantly reduce the memory impact of the algorithm and always have the lowest cost from all the algorithms. Essentially with P-gomp and S-gomp we trade-off running time for performance and memory impact so if time is not a constraint these are the versions of the algorithms that should be used.
### 4.2. COVER EXPERIMENTS

#### Table 4.5: AUC of the final model selected by Jadbio.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Financial</th>
<th>Toxicology</th>
<th>Carc. 20k</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base Table</td>
<td>0.92</td>
<td>0.67</td>
<td>0.5</td>
</tr>
<tr>
<td>Forward</td>
<td>0.95</td>
<td>1</td>
<td>0.53</td>
</tr>
<tr>
<td>DFS</td>
<td>0.96</td>
<td>1</td>
<td>0.57</td>
</tr>
<tr>
<td>SRFGA</td>
<td>0.94</td>
<td>1</td>
<td>0.57</td>
</tr>
<tr>
<td>P-gomp</td>
<td>0.96</td>
<td>1</td>
<td>0.69</td>
</tr>
<tr>
<td>S-gomp</td>
<td>0.96</td>
<td>1</td>
<td>0.69</td>
</tr>
</tbody>
</table>

#### Table 4.6: Total time for feature generation.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Financial</th>
<th>Toxicology</th>
<th>Carc. 20k</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forward</td>
<td>8s</td>
<td>1.6h</td>
<td>3m</td>
</tr>
<tr>
<td>DFS</td>
<td>1s</td>
<td>10s</td>
<td>10s</td>
</tr>
<tr>
<td>SRFGA</td>
<td>10s</td>
<td>2h 35m</td>
<td>9m</td>
</tr>
<tr>
<td>S-gomp</td>
<td>10s</td>
<td>3h 10m</td>
<td>23m</td>
</tr>
<tr>
<td>P-gomp</td>
<td>10s</td>
<td>3h 15m</td>
<td>31m</td>
</tr>
</tbody>
</table>

#### Table 4.7: Maximum memory used by each algorithm in Killobytes during feature generation.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Financial</th>
<th>Toxicology</th>
<th>Carcinogenesis 20k</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forward</td>
<td>177</td>
<td>29 · 10^4</td>
<td>5 · 10^4</td>
</tr>
<tr>
<td>DFS</td>
<td>173</td>
<td>1.2 · 10^4</td>
<td>800</td>
</tr>
<tr>
<td>SRFGA</td>
<td>727</td>
<td>70 · 10^3</td>
<td>18 · 10^3</td>
</tr>
<tr>
<td>S-gomp</td>
<td>10</td>
<td>8</td>
<td>11</td>
</tr>
<tr>
<td>P-gomp</td>
<td>8</td>
<td>8</td>
<td>11</td>
</tr>
</tbody>
</table>
4.3 Simulation Experiments

In this section we show that some of the features we produce cannot be approximated by other algorithms. For this task we selected features that we produce but DFS doesn’t and generated an outcome using logistic regression generator. As Ideal we denote the classifier that is build using the true predictor features only. In most cases DFS and Forward were able to successfully approximate these features, in Table 4.8 we show an example of cases where approximation was more difficult. In most datasets the difference is not significant but in Carcinogenesis it is clear that the limitation that DFS has for Simple Graphs made the approximation impossible. It is interesting to inspect the results together with Table 4.9 that shows that even though the algorithm could not find the exact features in most cases, the performance was close to perfect (For Example P-gomp and S-gomp in Financial) and even performed better than Ideal classifier that had all the true predictive features in Carcinogenesis.

4.4 Pruning Experiments

In this section we test the pruning methods and prove that we don’t lose important nodes but only remove redundant ones, which shows that using more pruning methods can only be beneficial. We show the results only for the Financial databases but the results are similar for the other databases.
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<table>
<thead>
<tr>
<th>Method</th>
<th>Total Nodes</th>
<th>Model Nodes</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without Pruning</td>
<td>109,000</td>
<td>4,557</td>
<td>336</td>
</tr>
<tr>
<td>With Pruning</td>
<td>14,091</td>
<td>4,557</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 4.10: Results of pruning nodes that will not lead to model nodes on Financial database. Time column is in minutes.

<table>
<thead>
<tr>
<th>Method</th>
<th>Total Nodes</th>
<th>Model Nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without pruning</td>
<td>10,000 (210)</td>
<td>4,976 (89)</td>
</tr>
<tr>
<td>With duplicate pruning</td>
<td>2,895 (2,895)</td>
<td>718 (718)</td>
</tr>
</tbody>
</table>

Table 4.11: Results of pruning nodes that will be duplicate using Node names on Financial database. We limited both approaches to only 10,000 total nodes.

In the first experiment we tested the performance of Path Pruning that removes any nodes that do not have a path that leads to model nodes. From Table 4.10 it is obvious that the pruning is successful as it leads to less total nodes as we expected and less total time, and we don’t lose any model nodes in the process.

The goal of the second experiment is to measure the performance gain of removing duplicate nodes using the name of the nodes. This pruning method is also successful (Table 4.11) as not using it creates significant redundancy. Only 210 out of 10,000 total nodes and 89 out of 4,976 model nodes are unique. In comparison when using the pruning we capture 2,895 total unique nodes and 718 unique model nodes that also include the 89 nodes of the previous method.

It is important to note that the two pruning methods are independent as they focus on different ways to prune the graph, so they can easily be used together without compromising modelling nodes.
Chapter 5

Related Work

5.1 Inductive Logic Programming

Inductive Logic Programming sees tables as entities which consist of facts. For example Customers(1,M,23/1/1950,3/2/20) states the fact that the customer with ID=1 which is a Male with birth Date of 23/1/1950 joined the Database on 3/2/20. These approaches work by making induction based on the facts as in: $\textit{connected}(A,B) \leftarrow \textit{exists\_link}(B,A)\textit{exists\_link}(A,B)$, which States that if there is a link for A to B or from B to A then A and B are connected. The induction of facts is done using first order logic operations like $\cup, \cap, \in, \exists, \neg$ but some works extend this set to include more operations.

FOIL [18] is one of the first ILP systems to use top-down induction, guided by an information based criteria to construct a Prolog clause. TILDE [6] is a first order upgrade of propositional decision trees that uses a top-down induction to create a first order logical decision tree which expands the previous approach by adding existential and universal quantifiers through the use of negation. Following Tilde, Tilde-RT [9] was created that can handle regression problems in addition to classification to which Tilde was limited.

As ILP based approaches are generally limited to the binary existence quantifier, it can only tell if the row being predicted has a related instance in the other table which satisfies the predicate. For example, it could have a feature quantifying if the total price of product was 5 with value 0 or 1 but not a feature having a real time value of the price. Moreover ILP algorithms work only with binary data and the learning phase is tightly coupled with the attribute generation phase which makes it incompatible with most of the existing learning techniques.

5.2 Multi Relational Data Mining

Multi-relational Data Mining (MRDM) techniques help in finding patterns and applying learning techniques on databases which store information in multiple tables [12]. In literature it is also sometimes called Relational Data Mining (RDM).
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5.2.1 Relational Classifiers

Relational classifiers is an extension to ILP classifiers, which use the relational model to describe the data instead of first order logic. In [12] they propose MRDTL an extension of decision trees for classification that work on relational databases and MRDTL-2 [3] makes it more scalable and adress missing values in the database. Mr-Smoti [2] propose an upgrade of regression trees for relational data. Finally we have ensemble models that propagate target attribute to non-base tables and train a relational model based on an ensemble of models produced on each table in the database. More specifically MVC-2 [14] creates a clustering model using naive bayes and decision trees while Graph-NB [8] focuses on naive bayes and SDF [5] on decision trees.

Relational Classifiers although they can work with non binary data, the features they produce consider all possible values of attributes and thus makes them impossible to scale for big data. Figure 5.1 taken from [8] depicts common datasets used for comparison of these works, and as we can see the data size is limited. Lastly they are also limited because they can only perform either classification or regression tasks not both and because they couple the feature generation with the modeling.

5.2.2 Propositionalization

Propositionalization algorithms gather data on one table so that traditional propositional algorithms can work. It divides the learning task in two parts, in the first part it summarises the information of all tables into one table using a combination of joins, aggregations or other transformation functions and secondly (optional)
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(a) Backward Algorithms

(b) Forward Algorithms.

Figure 5.2: Search graph for the running example S is Client, D is District, A is Account. Straight circles correspond to modeling nodes. Outer bold circles note the path each family of algorithms will take.

pre-process the final dataset and return a model. There are two version of Propositionalization algorithms that differ on where they start performing joins. Forward we denote the algorithms start from S to reach the other tables while Backward are the algorithms that start from all the non-base tables to perform joins and reach the base table. Figure 5.2 shows Forward and Backward approaches on the state space of the running example.

DFS [11] introduced the Forward algorithms where they follow table relationships starting non-base tables performs joins and performs a number of predefined aggregators if last relationship visited is 1-many with relation to the last table inserted, or copies the attribute otherwise. In the join graph (Figure 5.2(a) ) it can be seen that because the relationship A-D is 1-many w.r.t D we group by PK(D) and perform aggregations, while when we join D with S the relationship is many-1 w.r.t S so we don’t need to perform aggregations. Limitations of DFS is that it only works for numerical data, it performs simple aggregations like maximum, summary, average and that it does not perform feature selection. Dataconda [19] is based
on the same idea, but additionally allows repeats of tables that are already inside but only of the form \( A \rightarrow B \rightarrow A \) where \( A-B \) have 1-many relationship (\( A \) and \( D \) in our example) and it also allows categorical and date attributes. Moreover it allows refinements (e.g. sum of price where price>50) which could create useful features but makes it impossible to scale for big data and optionally performs feature selection using Lasso at the end of feature generation. Likewise Predictor Factory [15] is an online tool for propositionalization that handles numeric, categorical, and Date features and performs feature selection at the end using chi-squared test.

From the Forward algorithms we have OBM [13]. These algorithms start from the base table and have one path for each of the other non base tables. If in this path they follow any non many-1 relationships, they group by \( \text{PK}(S) \) and perform aggregations. In 5.2(b) we can see that for \( D \) we only copy their features but when we reach \( A \) we need to groupby \( \text{PK}(S) \). OneBM extends DFS by working with also categorical, timestamps and freetext attributes, introducing new aggregators for these data types and finally performing feature selection but only at the end after all features are produced. Similarly, AFEM is also a Backward approach that [21] extends OBM by firstly by adding more supported attributes types, including social graph-based, spacial and representation-based attributes (produced from PCA, SVD) and extending the available aggregators for these types. Secondly it introduces the notion instance neighborhood which includes instances of one attribute that are close based on some metric for example a time interval, a geographic region or a set of people. Lastly it takes a step into performing feature selection along with the feature generation. More specifically it splits available attributes into groups based on their type e.g. numeric, categorical and produces features one category at a time, performing feature selection based on a model in between two categories. Lastly Wordification [17] is another tool that discretizes all values , considers each sample as a document with each attribute value being a word and uses Term Frequency-Inverse Document Frequency (TF-IDF) to weigh their importance and performs feature selection by removing the least frequent works.

When comparing Forward to Backward algorithms we can see that Forward algorithms always have the base table information and this is why they can perform feature selection at each step, while Backward algorithms only at the end reach a modeling node that has the base table and cannot perform feature selection earlier. These two works produce the same features for table that are directly connected with \( S \) like District in our example.

One of the limitations of the above works is that they produce a large number of features and only perform feature selection at the end, which leads to many redundant features and costing a lot of space. Redundancy is also introducing by not taking into account the predictor variable in the feature generation process in contrast with the relational classifiers. Finally, all these approaches can only take full advantage of simple graphs, and cannot fully capture all the information of of Multi-Graphs as they traverse each relation once and don’t address circles in the graph.
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5.2.3 Feature Selection

Feature selection for predictive analysis is the problem of identifying a minimal-size subset of features that is maximally predictive for an outcome of interest. Feature selection helps us deal with the curse of dimensionality by rejecting useless or redundant features, making training of machine learning algorithms faster while at the same time increasing their performance. Especially in big data feature selection algorithms need to be able to scale to tens or hundreds of thousands of features and be able to deal with many different target outcomes.

We will focus on two algorithms gOMP [20] and FBED [7]. Algorithm gOMP (see Figure 5.3) is a generalized version of the Orthogonal Matching Pursuit (OMP) algorithm that is highly scalable and is able to handle many different types of predictors. It is a forward greedy algorithm that sequentially tries to find the best feature to minimize different types of residuals based on the variable outcome. FBED is a forward backward feature selection algorithm that performs early dropping, also after termination, the algorithm is allowed to run up to K additional times every time initializing the set of selected variables to the ones selected in the previous run and finally at the end performs a backward phase to discard redundant features.
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Summary & Future Work

The purpose of this work was to create an algorithm to Automate Feature Construction for Relational Data Bases. We reviewed the literature and found two approaches, Relational Classifiers and Propositionalization algorithms. Classification algorithms [2, 3, 5, 8, 12, 14] are an extension of batch classifiers and produce models that can work directly on the database. The problem with relational classifiers is that they cannot efficiently scale to large volumes of data, usually work with either classification or regression data and they couple feature generation with modeling and do not allow the user to select the model. Propositionalization algorithms [11, 13, 15, 17, 19, 21] only focus on feature generation, and produce features on the database by performing joins and aggregations. From the works that had available code and documentation [11, 15, 17, 19] we performed experiments and noticed that only [11] can scale to big databases. We shifted our focus on works that can easily scale to big databases [11, 13, 21] and noticed that if we don’t take into account different aggregation and transformation functions; the features produced are divided in two categories [11] and [13, 21] respectively based on where they start producing features and the group-by keys they produce. It was also evident that these works could not take full advantage of complex graphs like Multi-Graphs because they would only look at each relation once. We created Supervised Relational Feature Engineering Algorithm, that unifies the previous works in what features they produce, which also produces extra features on Multi-Graphs as it is able to capture more useful information. Finally, because Propositionalization works produce large amounts of features by nesting aggregation function, we coupled feature generation with a scalable feature selection algorithm that only sees features in batches and keeps the most useful so far and it also because it is greedy in this was it visits the features more than once to allow more useful features that were discarded a change to be included in the model. We showed that using this feature selection we can drastically reduce the memory cost of the algorithm and in some cases increase the accuracy by trading off computational time.

This work is only a first step in creating a system that can easily gather all the information inside a complex graph. Possible future work includes:
Increase scope of experiments:
- Find databases with different and more complicated topologies.
- Experiment with more modelling and feature selection algorithms.

Increase quality of solutions:
- Traverse circles more than once, since they could include useful features.
- Add operators (e.g. Filter operator) or transformation functions.
- Add aggregation functions to cover more types (e.g. Characters).
- Add multivariate aggregation functions (take into account more than 1 attributes).

Scale algorithm to databases with large number of samples, tables or relationships:
- Optimize graph traversal and query materialization.
- Improve Pruning to remove possible duplicate features.
- Add more specified pruning that is guided by heuristics and does not hold in all cases.
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