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EvyaploTieg

Katapydc, 6a nbsAa va €uxaploTHOw TOV E€MONTN TNG METATTUXLAKNAG MOV
epyaciag, kabnynth Kwvotavtivo Ztedpavidn, kabwg ntav o avBpwiog mov e
EVEMVEVOE VA aoXoAnbw pe Tov Topéa NG AAAnAsmidpaong AvBpwiou
YmoAoyloTh Kat va GTAow OTO VA €XW OAOKANPWOEL AUTH TN METATITUYLOKN
gpyacia. ETTA£0v TOV EUXAPIOT® TTOU MOV £8woe TNV gvKkalpia va yivw HEAOC
Tov epyactnpiov AAANAenti§paong AvBpwitov YIToAoyLoTH Kal TAUTOXPOVA YId TN
Bonbeia katd tn SidpKeEld TWV UETATTTUXIOKWY Mouv omouvdwv. Elpat emiong
EVYVOUWV 0TA HEAN TNG EEETACTIKAC EMUTPOTNG, TOV KABNyntH Avtdvio Apyupo
Kat TNy Kupta epevvntpla Ap. Mapyapita Avtova, tov pe fordnoav va BEATIOOW
N SOUVAELA MOV HE TA TOAVTIHA OXOALA.

Yt ovvéxela Ba HBsAa va ekppdow TNV EKTIUNOT Hov oTOUC cuvadEéAdouc Ap.
Aotéplo Aewvidn, Ap. Mapia Kopddn, kat BaciAn KovpOoupaAn yta Ty TOAUTIUN
BonBeta toug kab OAn TN SldpKElWM TWV UETATTUXIAKWY OToudwv, 1 omola
oLVEBAAE 0TO TEAIKO QITOTEAECMA QUTAC TG gpyaciac. O®a nbsia emiong va
EUXAPLOTNOW OAOUG TOUG OUVASEADOUC MOU, Ol omolol katd T Stdpkela g
oxedlaong Kat VAOTToNoNg Tou cVoTAUATOC, BonBnoav e(te CUUUETEXOVTAG OF
workshop, o€ evaluation 1 cu{ntwvtag padi pov.

Evxaptotw Ospua toug dpidouvg pov Katepiva Baidkov, BaciAn T'laumeddaxn,
Mapia AovAyepdkn, Twwpyo KaAaitlidn, Niko Atamdkn, MxdAn Aoukdkn,
Navtia MavwAn, AAé€avdpo Mavpoudtn, Ztavpo Mratldka, I'wpyo Nikntaxn,
AaBid ITapaotatidn, BayyéAn IToutovpn, Elpnvn Zukiavadkn, Evn Kaumopoudn,
Kat Annie Tran 1ov pe Tov TpoTto Toue Bondnoav o auth TV epyacia kat EKavay
™V eP(080 EKTTOVNONC TNG TTLO SLACKESACTIKY KAl EUXAPLOTH.

TéAog, elpal evyvwuwy oToug Yovelc pov, T'wpyo kat Auyn, yla TNV auépLoTn
vrtoothpt€n mou pov €8woav kab’ OAn tn Sidpkela TV OTOVSWV HOU, TTOU
TOTEVOVV O€ EUEVA KAl He oTNPIlovV oLVEX®WS XWPIC SeVTEPT OKEYT.
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Abstract

Intelligent Environments (IEs) have attracted considerable research interest
in the recent years and are gradually becoming integral part of people's daily
lives. Various environments such as classrooms, meeting rooms, living rooms
and kitchens are being enriched with interactive displays, smart devices and
sensors of various kinds, able to identify multiple users and their activities. As
a result, the need to design and implement applications for IEs has
dramatically increased. Unlike traditional applications, which mainly focus on
a single device, interactive applications targeting IEs are expected to be
distributed across various devices in the surrounding space, while numerous
factors influence their behavior, such as implicit or explicit user actions, and
the state of the environment (which might also be affected by user actions).
These peculiarities highlight the necessity for designers to be able to evaluate
the overall User Experience early in the design process, so as to identify
potential shortcomings of their application and re-design them accordingly.
Existing interactive prototyping tools assist designers in building their
applications for a single device, offering limited support towards creating
distributed interfaces which can be used simultaneously through multiple
devices, while they do not take advantage of the Intelligent Environments and
their facilities (e.g. smart devices). The handful of studies addressing this issue
either require users to have advanced technical knowledge (e.g. programming
skills) or focus mainly in the very early stages of the design process, which
eventually limits their practicality.

The purpose of this Thesis is to fill this gap by introducing the 'Wizard of AmI/,
an online platform for desktops and mobile devices, which supports the design
process of applications for IEs by enabling the creation of interactive,

prototype-based, scenarios. The 'Wizard of AmlI' targets designers of
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interactive context-sensitive (e.g. sensors, smart services) applications for
Intelligent Environments, which can be used via multiple displays at the same
time. Initially, through the system, the designers create the desired user
scenarios by mapping a series of mockups to the environment (i.e. select what
is to be presented and where). Next, through a novel graph-inspired interface,
they define the flow and interactivity of the scenario (i.e. when it is to be
presented), while at the end, they can execute the scenario either virtually or
on-site, in order to assess the overall User Experience and to conduct user-based
evaluation. During on-site scenario enactment, following the established
‘Wizard of Oz’ technique, the mobile companion application allows the

designers to control its execution flow on demand.

Keywords: Interactive Prototyping, Wizard of Oz, Intelligent Environments
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IIepiAnym

Ta Evpun IepBarovta, €X0VTaC TTPOTEAKUCEL EVTOVO EPEVVNTIKO vSlapEpov
Ta TeEAgvTAld XPOVLa, apy({ovv TTAE0V VA EVOWUATWVOVTAL TNV KaBnuepvotnta
TV avipwnwv, kKabw¢ mANBo¢ XWwpwv Omw¢ oxXoAlkéc TAEelg, albBouvoeg
OLVAVTNOEWY, OAAOVIA Kal KOULIVEC OTITIOV eumAouTi{ovTal ME TTOAAATTAEC
000veg, €€umveg oULOKEVEC kal aloBntnpec Tou avtihauPdvovtat €vav n
TEPLOCOTEPOUC XPNOTEC, KABWC Kal TIC eVEPYeleC auTwv. Katd ouvémela, n
avaykn yla oxedlaon kat vAomoinon epappoywv ya €Euvmva mepBAarilovta el
avénBel Spapatikda. e avtiBeon pe TIC TAPASOCIAKES EPAPUOYES, Ol OTIOLEC
ouVNBWE EMIKEVTPWVOVTAL O Miad OUOKEUN, Ol E£DUAPUOYEC Yl €UPUn
neptBaAdovta Bplokovtal KATAVEUNUEVEC OTOV XWPO, vy enmpealovtal amod
TTAN00¢ TTapayovVTWY, OTIWE N KATACTACT] TOU XWPOoU, 1 BEan Tov Xpnoth, Kabwg
Kat To OTL Hia Aueon N EUUEOT EVEPYELA TOV UTTOPEL VA EMNPEATEL CUVOALKA TO
neptBAaAAoV (IT.X. KATAOTAON TWV EEUMTVWV AVTIKEIMEVWV KAl CUOKEUWV TOU).
AUTEC oL LBLATEPOTNTEC EVIOYVOLV TNV avAyKkn SOKIUNC TwV oevapiwy vwpic katd
™ oxediaon Toug, woTe 0 oXedlacTNG va avtiAndBel tnv eumetpia xpnong (User
Experience), aAAd kat TIg eEAAEPELS TNG EDapUOYNG TTov oxeSLALEL.

Ta vPplotdueva cvoTAHATa oXeSlAONC EMKEVTPOVOVTAL OF TTPWTOTUITA TTOU
apopovv pia cuokeun, 8ev TPOTPEPOUVV LTTOCTAPLEN YIa TTOAAATTAEC 000VEC, ovTE
gKMETAAAEVOVTAL TNV UTTAPEN €EuMTVWV CUOKEUWV. Ot EAAXIOTEC EPEVVNTIKEC
TIPOOEYYIOELS TTPOC AUTH TNV KATEVOUVON, €(TE AMAITOVV atd TOUG XPNOTEG Vd
EXOUV  TIPOXWPNMEVEC  TEXVIKEC YVWoelC (..  TPOypaMMATIOMO) 1)
EMKEVTPWVOVTAL HOVO OTA TOAU ap)lkd otadia ¢ Sadikaciag oxedlaong,
YEYOVOC Tov TtepLopidel TN XpNotUOTNTA TOUC.

Avayvwptlovtac to mapamdvew TPoBAnua, avty n epyacia mapovotdlel To

'Wizard of AmI', wa Swadiktuakny TAATHOPUA, YA UTTOAOYIOTEG KAl KIVNTEC

xiii



OUOKEVEG, TIOU EMITPENEL TN Onuovpyia aAANAETISPACTIKOV oevapiwy
Baclouévwy o0 TPWTOTUTIA, ME OTOXO TNV vmoothpEn g Swadikaciag
oxediaonc epappoywv yia Evpun IeptBaiiovta.

To 'Wizard of AmI' anevBivetal o oxed1a0TEC AAANAETUSPACTIKWV EHAPUOYWDV
yia Evgpun IleptBdAAovta, ot 0TToleg MITOPOUV VA XPNOIUOTTOOUY TAUTOXPOVA
TTOAAATIAEC 000veC Kat va a&lomotovy TANPOPOpPIEC atd TO YEVIKOTEPO TTAAICLO
xpnong (m.x. atcbnmmpeg, €€umnvec unnpeoieg). Apxikd, péow tov 'Wizard of
AmI', o xphotng umopel va O&nulovpynoel cevdpla xpnong, ta omold
amoTeAovvTal amd €va OoUVOAO MOKETWV kKat avtiotolyilovtal o€ gudun
neptBaAiovta. Méow piag pdtumng Stemapng o€ popdn ypadou, o oxeSATTAG
umopel va oploet Tn pon kat tnv aAAnAemidpactikotnta (interactivity) tou
oevapiov. TEAOC, 0 XpNOTNG €XEL TN SUVATOTNTA VA EKTEAECEL TO OEVAPLO E(TE
EIKOVIKA N} 0TO TIPAYUATIKO TIEPLBAAAOV yia TO 0T0(0 0XESIACTNKE OTOTE KAl VA
avTIAngOel  auTompoowWNWG TNV eumElpla  ypnong Tou kKabw¢ xat va
Tpaypatonomoet a&loAdynon He xpoteC. Katd tnv ektéAeon evog oevapiov, n
OULVOSEUTIKN EPAPHUOYN YIA KIVNTEG CUOKEVEC Sivel TN SuvaTOTNTA CTOV XPNOTH
va EEKIVAOEL N} VA OTAMATAOEL £va 0evdplo Kabwe kat va eméUPel 0ToTeEONTTOTE
woTe va aAAd€el Ty mopela tou (akoAovBwvTtag Thv yvwotn texvikn ‘Wizard of

0z’).

A€€e1g kAeWa: AAnAsmiSpaotikd Ilpwtoétuma, Wizard of Oz, Euvgpun
ITeptBailovta
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Chapter 1

Introduction

1.1 Motivation

Ambient Intelligence (AmI) has been an active area of research for almost
three decades now and has expanded the Human-Computer Interaction field.
"Ambient Intelligence emphasizes on greater user-friendliness, more efficient
services support, user-empowerment, and support for human interactions. In
this vision, people will be surrounded by intelligent and intuitive interfaces
embedded in everyday objects around us and an environment recognizing and
responding to the presence of individuals in an invisible way"[1]. The
emergence of the Aml paradigm can significantly improve a plethora of
domains, such as the classrooms, homes, agricultural spaces (e.g.
greenhouses), offices, and hospitals.

Applications for AmI Environments present unique characteristics that
differentiate them from traditional applications. Traditional applications
focus on one device (desktop or mobile) while applications for AmlI
Environments are distributed across various devices in the surrounding space,
which may include multiple displays that need to be synchronized alongside

the user context, meaning that they should recognize and respond to user



presence and location. Moreover, an application may include devices that are
not displays, such as smart lamps and smart blinds.

While there are many different processes to design an application, User
Centered Design (UCD) is widely considered as one of the key processes for
creating useful and usable products [2]. User Centered Design [3] focuses on
users and their needs. In each phase of UCD, users are involved through a
collection of different design and research techniques (such as user
observation, questionnaires, interviews, prototyping and evaluation) in order
to design usable and accessible applications that are useful for the end-users.
In detail, UCD is an iterative process consisting of 4 general phases, namely
Specify context of use, Specify requirements, Design and Prototype, and
Evaluate. For the prototype stage, the design team evolves prototypes, from
low-fidelity to hi-fidelity, through iterations that involve user testing. While
building such prototypes, designers use different approaches (e.g.
Storyboarding, Scenarios) for connecting the different mockups they design to
add interactivity to communicate the idea of the whole application interaction
without the need to implement them.

An abundance of tools is available that focus on helping designers to create
interactive prototypes for traditional applications (i.e. mobile and desktop
applications). Common features of interactive prototyping tools consist of (i)
functionality which allows the designer to connect different mockups and
create interactions, (ii) a way to import mockups and add interactivity between
them, (iii) collaboration functionality among the stakeholders, (iv) previewing
the prototype while building it, and (v) facilitates the execution of the
interactive prototype on devices that the prototypes are designed for.
Interactive prototyping while designing an Ambient Intelligence application
can help designers understand better the User Experience of their designs and
capture usability issues more accurately through user testing. Moreover,
interactive prototyping is particularly helpful for User Based Evaluation where

end-users can interact with a working prototype and evaluate it without the



need to develop it first. As the literature suggests, interactive prototypes for
Intelligent Environments with higher fidelity and automated flow can enhance
the data available for evaluation [4]. In addition, the Wizard of Oz technique
[5], a technique that introduces the use of a user, usually a designer, as a
'wizard' who simulates the behavior or intelligence of the application, where
the end users interact with a system experiencing it as a functional system
where in the reality the ‘wizard’ operates the system and chooses the outcome
based on the user’s input. This technique can be particularly helpful for such
applications. As the interactive prototypes usually need the context of the
environment, it may be difficult to add the information in the prototype,
particularly in low-fidelity prototypes, or impossible in case that the
underlying infrastructure needed to generate the data is not installed in the
environment.

While there is a plethora of tools for interactive prototyping of traditional
applications, they are not suitable for AmI applications. AmI applications may
use multiple displays, smart devices and may rely on implicit interaction from
the user which derives from data generated through sensors and actuators in
an AmlI Environment. The research community has been focusing on
frameworks that can overcome these issues. A lot of the existing research work
is focusing on applications that can simulate an Intelligent Environment in a
2.5-Dimensional way or use a physical setup which mainly requires high
technical skills or programming experience, making it hard for designers to
prototype, evaluate, and iterate designs. Some work has been done that
focuses on the ease of use of the prototyping framework that can be friendlier
for designers, but the focus of those is mainly on the very early stages of the
prototyping, allowing only for use of sketches or wireframes and are limited
in only simulating the Intelligent Environments.

This research focuses on supporting the process of creating interactive
prototypes for AmI Environments, tailored to designers, that can be used

throughout the entire design process, while designing low-fidelity or high-



fidelity prototypes, and while testing/evaluating these prototypes inside the

actual environment.

1.2 Objectives

To achieve the goal of allowing designers to create interactive prototypes for
AmI Environments, this thesis proposes Wizard of AmI, a prototyping tool that
allows designers to effortlessly and effectively create and experience
interactive prototypes for applications in AmI Environments. Wizard of AmI
aims to allow designers to create interactive prototypes for applications that
use multiple displays, smart devices and sensors installed in Intelligent
Environments. It provides a browser-based interface that is accessible from
any modern browser where designers can build interactive prototypes, design
the interaction flow in the form of scenarios, and test them in the physical
environments that their prototypes are designed for. Wizard of Aml
encompasses multiple features that help the designers achieve their goal of
creating an Interactive prototype. The key features are:

e A sophisticated mockup management system where designers can upload
their mockups and organize them using tags that represent the displays of
the environment that the mockups can be assigned to. Additionally, users
can add custom tags to organize the mockups in the way that they prefer.
Moreover, the mockup management system offers version control for the
mockups, allowing users to view the previous versions of updated
mockups. Finally, users can define interactive areas on the mockups to be
used in the scenario building process.

e A graph-based environment that allows users to create interactive
prototypes through scenario building, where they can create steps,
representing the different states of the system, and set connections
between the different steps to create the flow of the scenario. Additionally,

Wizard of AmI offers a 2D representation of the space where users can



assign mockups to the different displays of the environment for each state
of the scenario.

e Collaboration among users where designers can work together
concurrently while creating a prototype. Additionally, prototypes can be
shared to other users to comment.

e A preview mode where users can view their prototype while building it.
The preview mode is a 2D representation of the environment where users
can interact with the different displays to experience the flow of their
scenario.

e A unique way to experience the created interactive prototypes. Users can
enact their interactive prototypes within the actual physical environment
that prototypes are designed for. In more detail, they can interact with the
displays of the environment and experience the flow of the scenario while
being in the actual environment.

e A Wizard of Oz application that allows designers, while running their
prototype in the physical environment, to simulate different aspects of
their creation. The application is available for tablets and smart phones
and provides tools, that based on the state of the running scenario, allow
for triggering state transitions without the need to be modeled while
creating the prototype.

Wizard of AmI proposes a process that simplifies the overall complexity of

creating interactive prototypes for Intelligent Environments. The process is

separated into 4 sequential parts, namely a) Setup a project, where users first

configure the Intelligent Environment that will be used for the prototype, b)

Import mockups and categorize, where users upload their mockups and

organize them based on the devices that mockups are designed for or based on

user preferences such as the order of the scenario, c) Create a prototype
through scenario, where users create steps that represent a state that the
whole system will have (i.e. which mockup will each display show, in what

state will the smart devices be) and d) Run the prototype, where users



experience their interactive prototype in the physical environment that the

prototype is designed for.

The rest of this thesis is organized in the following way:

e Chapter 2 reviews related work regarding Interactive Prototyping Design
tools.

e Chapter 3 describes the design methodology that was followed, introduces
several scenarios that motivated this work, the process that was followed
in a co-design workshop, and outlines the functional and non-functional
requirements of the proposed framework.

e Chapter 4 describes the functionality of the system.

e Chapter 5 elaborates on the implementation details.

e Chapter 6 describes the evaluation process and its results.

e Chapter 7 concludes the thesis with a summary of the results and a

discussion of possible future directions.



Chapter 2

Related Work

This chapter reviews Interactive Prototyping tools, Wizard of Oz frameworks,
and Intelligent Environments Simulation software, and subsequently presents
a summary of the features that those frameworks support. The importance of
reviewing the aforementioned categories of tools and frameworks relies on
the scope of the Wizard of Aml, as it is an interactive prototyping tool for
Intelligent Environments which can simulate Intelligent Environments and
uses the Wizard of Oz technique while enacting interactive prototypes in such

environments.

2.1 Interactive Prototyping tools for
Traditional Applications

InVision [6] is a well-known web-based prototyping tool with a main focus on
collaboration. It features a plethora of tools that seamlessly work together to
help a team design an application. Namely some tools are: Prototype, Preview,
Craft, Inspect and Freehand. A user or team can create a project and upload
their mockups to start creating prototypes. Using the prototype feature, a user
can add hotspot areas by creating a rectangle on top of a mockup and establish
a transition to another mockup. Preview mode allows the user to run the
interactive prototype either on the device that they are building the prototype
or to another device (for example a mobile phone) through a sharable link.
Freehand is a handy collaboration tool that acts as a web-based whiteboard

where users can view the mockups of their project and create notes on top of



them for feedback in real-time. Craft is an addon for design applications such
as Sketch [7] that syncs Sketch projects to InVision with features such as
uploading a mockup directly from inside the application and connecting the

prototyping workflow from the application to the InVision Project.

1 Hotspot Template Applied

me, Billy Kiely
We should grab some dinner tonight. Link To
Hey, do you feel like grabbing a burger aft...

Jon Dowdle
Have you tried this burger place?!
If you haven't, drop what you're doing and...

Clark Valberg
Everyone is talking about this place.
Jon won't stop talking about this burger pl...

Josh Siok
Design presentation has never been eas...
Send out a link to load...

Cavn ] .
Ben Nadel, Billy Kiely s | delete

Discuss creative decisions & feedback..

Figure 1:Creating hotspots for mockup transitions [6]

Marvel [9] and Evrybo [10] are web based prototyping platforms similar to
InVision in the way that a user can upload design mockups and transform
them into interactive prototypes. They follow the same idea of selecting areas
on mockups and linking them as transitions to other mockups. They also
feature collaboration in the sense that other users can comment on mockups
for feedback. Indigo.Design [11] is a prototyping tool that also has a built in
facility for creating mockups. It provides users with a unique design system
that features prebuilt customizable UI kit components which can generate
Angular [12] UI components ready to be used for development. Both Marvel
and Indigo.Design have a User Testing feature built in. A session can be
captured with event tracking (e.g. click and tap) and key insights such as test
success rate and time spent on each task. Both tools also support video and

voice capturing of the user while testing the prototype. Indigo.Design also



supports the creation of unmoderated user tests that can be sent directly to

users to do on their own time.

Figure 2: (a) and (b) creating interactions, (c) and (d) Uset Test results for Indigo.Design [11]

and Marvel [9] respectively.

Sketch [7], Figma [13], Adobe XD [14] and Lunacy [15] are all-in-one tools for
vector-based design and prototyping. All of them feature macOS and Windows
applications apart from Sketch, which is only available on macOS and Lunacy
which supports only Windows platforms. Figma is also available as a browser-
based application. Their main focus is the vector-based design with features
such as a pen tool that allows users to create any type of vector elements, arc
tool to easily build clock, watch and pie chart designs and auto layout which
helps designers to create responsive user interfaces. Figma also supports live
collaboration by design where multiple users can work in parallel on the same
project, which differentiates it from other design tools. All of them support
interactive prototyping where a user can create interactions to link different
mockups and even support more advanced interactions such as opening a
modal. Users can set transition effects to give their designs a more realistic

feel. A preview mode is available, allowing the users to run their designs and



interact with mockups. The preview mode creates a sharable link which can

be used to run the prototype on any device with internet connection.
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Figure 3: Prototyping on (a) Sketch [7], (b) Figma [13], (c) Adobe XD [14] and (d) Lunacy [15] .

ProtoPie [16] is a prototyping tool that presents a different approach on
creating prototypes. Users can incorporate logic into their prototypes by
creating variables, formulas, and conditions for their prototypes and they can
take advantage of smartphone sensor data which allows for more detailed and
advanced prototypes with micro interactions resulting to a prototype that
looks and feels much closer to an actual product. Mockups can be imported
directly from well-known design tools such as Adobe XD, Figma and Sketch.
Each interaction consists of three fundamental components, an object, a
trigger and a response. Triggers include touch and mouse interaction, input
from keyboard, and smartphone sensor data; triggers can also be conditional
such as a range of values. Objects can be any of the UI elements of a mockup.
Finally, the responses are the result that an action will have which can be
either a change of a property of an object (e.g. position on the mockup,
background color etc.) which creates an animation, a link to another mockup,

or even the vibration of a device or the playback of a video. It is also possible
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to chain multiple responses to a trigger. In theory this makes it possible to
create a wide range of complex animations and transitions. A unique
characteristic of the aforementioned model is that multiple running
prototypes can communicate as the designer can set a trigger that accepts
messages from external sources and a response that broadcasts a message.
Designers can connect a device and run their prototypes on a smartphone

using a link (which is also accessible through an auto generated QR code).

Wallet

Wallet

Figure 4: Creating interactions in ProtoPie and preview [16].

Origami Studio [17] from Facebook is another prototyping tool that follows a
similar approach to ProtoPie. Interactions can be enriched with logic for
complex prototypes with conditional transitions and data aware components.
It supports input data from devices or sensors, such as a camera and apple's
3D touch. It also supports advanced features with network requests for real
data, such as real weather status, which adds to the realism of the prototype.
Every custom interaction is built using an editor called Patch Editor. Patch
editor is a block-based editor where patches are the building blocks. Patches

allow users to add interactions, animations, and behaviors to their prototypes.

11



Each patch can have inputs and outputs that can range from a simple number

or Boolean to even a JSON file.
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Figure 5: Origami Studio Patch Editor [17].

UX-App [18], UXPin [19] and Axure RP [20] are prototyping tools that allow for
click-through prototyping and web sharing of the prototypes by generating a
link that can be accessed from other devices. They also allow for collaboration
in the sense that users can add comments on the mockups. They support
advanced prototyping by allowing users to program interactions through
simple scripts with variables and conditions. Another feature shared on all

these tools is the ability to extract the styling of the components and the use of
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interactive elements that are generated from code which can help bridge the

gap between the design and the development of an application.

< How to: Hide a Component | Show a Component Remove All Actions & Events

event: Click (Touch End) v
\. [:EET Advanced

Animation

event: Mouse Up (Touch En

go to artboard: transition: current artboard: JGERT JR- | SR

a. ‘ Close Without Applying

OO C

b. | C.

Figure 6: Setting up interactions on (a) UX-App [18], (b) UXPin [19] and (c) Axure RP [20].

Balsamiq [21], HotGloo [22], Pidoco [23], MockFlow [24], Moqups [25] and
Fluid UI [26] are wireframing and prototyping tools. Most of them are web
based while Balsamiq is only available for Windows and MacOS. They feature
ready-to-use basic UI components (such as buttons, input fields, image places
holders etc.) that can be used to create a visual guide which represents the
skeletal framework of the application. The way that the wireframes ca be built
in all these applications is similar, the user can drag components from a
component library and drop them into a canvas to create the desired
wireframe. The components look like they were sketched on a paper (with
small exception where some components are more visually pleasing with

colors and round borders but nevertheless simple) allowing users to focus on
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the layout and interaction patterns rather on other details that are not the
objective of wireframes. Users can add simple interactions that create
transitions from one wireframe to another. Interactions are simpler than
those of other prototyping applications, as animations and advanced
interactions, such as overlaying another smaller mockup on top of another,

are unnecessary for wireframes.
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Figure 7: Setting up interactions on (a) Balsamiq [21], (b) HotGloo [22], (c) Pidoco [23], (d)
MockFlow [24], (e) Moqups [25] and (f) Fluid UI [26].

Wireflow [27] is a simple web-based tool for creating user flows. It is intended
to be used in the early stages of project planning and brainstorming. It
provides a simple whiteboard User Interface where the user can drag-and-
drop prebuilt UI sketches that are representations of common web and mobile

pages. These elements can be stacked together to create a single page, grouped
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together for semantical use and connected using arrows to represent the flow
of the designed application. On the bottom right there is also a mini map that
makes navigation for large scale flows easier. Users can also download their

user flow prototypes as images.
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Figure 8: Wireflow Editor [27].

Presentator [28], Symu [29], Principle [30] and Flinto [31] are prototyping
tools that allow designers to create interactive and animated prototypes.
Principle and Flinto offer exclusively macOS applications, while Presentor and
Symu offer a browser-based application. User can either directly upload their
mockups or import them from well-known design tools using provided
addons. They can then create interaction areas on the mockups to create
transitions from one mockup to another. Each tool has some unique features
that help designers to create dynamic prototypes that result to a feeling like a
working application. All of them provide some type of collaboration features
where users can leave comments directly on their mockups and collaborate
efficiently to finalize their design. Flinto and Principle offer some tools to edit
mockups and create more realistic aminations. Flinto differentiates from the
others by providing a behavior designer to create micro-interactions with
screens, which maximizes the realistic feel of UI elements such as buttons and

switches.
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Figure 9: Prototyping in (a) Presentator [28], (b) Symu [29], (c) Principle [30] and (d) Flinto
[31].

Avocode [32], Mockplus [33] and Proto.io [34] are prototyping tools with a
focus on collaboration between designers and developers. Designers can drag
and drop interactive and customizable UI components or import their designs
directly from popular design tools such as Adobe XD or Photoshop [35]. All of
them provide collaboration features where designers can get feedback from
users. A preview mode is available to view prototypes in action. Users can
extract specs, assets, interaction flows and CSS snippets to help the
development of the designed application. Mockplus and Avocode provide a
handy tool for developers where they can inspect mockups to extract any

needed information for the development of the design.
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Figure 10: Inspect tool for developers in (a) Avocode [32] and (b) Mockplus [33] and (c) the

interaction pane in Proto.io [34].

Justinmind [36] and MockingBot [37] are all-in-one design and prototyping
tools for web and mobile applications. Justinmind is a desktop application for
Windows and macOS, while MockingBot is web-based. Both include libraries
with widgets or Ul elements that can be dragged and dropped to create
prototypes ranging from simple wireframes to high-fidelity mockups. They
both support interactions from one mockup to another and basic animations.
UIKits and templates with rich UI assets are available to easily add to a project.
As with the other prototyping tools, both support preview of the prototypes
and ways to view the prototypes on the desired devices that they are built for

(e.g. tablet, smartphone).

B
0

Figure 11: Setting up interactions (a) in Justinmind [36] and (b) in MockingBot [37].

Framer X [38] is a browser-based and macOS prototyping tool that tries to
differentiate from other prototyping tools by providing professional grade
animations and extensive interaction support. It supports collaboration for
easy sharing of the project and inline commenting on mockups. Users can
either import mockups from design tools like Sktech and Figma or create new
mockups using the built-in editor. Teams can create libraries with interactive

UI components to reuse on different design projects. The tool takes advantage
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of a features called 'Magic Motion' where it detects the best possible transition

animation from one mockup to another.

+ Components New

P Mitre Peak ! v 100 _

Figure 12: Frame X micro interactions [38].

2.1.1 Summary

The literature review revealed several features that are supported by
frameworks targeting Interactive Prototyping for a single device, which are
summarized below.

A. Functionality to transform a set of mockups or wireframes to an
interactive prototype which is the main purpose of interactive prototyping
tools. All the tools support this function by allowing the user to select an area
as an interactive spot that when an action (e.g. click) happens, a transition to
another mockup occurs.

B. Functionality to create or import mockups. As this is a basic feature that
is needed to create a prototype, all tools support this feature. Most tools that
are 'by design' prototyping tools feature addons for popular designing
applications that allow importing mockups directly from within those
applications while others even provide a tool for creating mockups directly
from inside the tool either by using UI components or creating them from

scratch using vector-based tools.
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C. Collaboration among stakeholders. This feature is supported by all
interactive tools but to a different extent. There are tools that allow live
collaboration while creating a prototype where each user can contribute to the
creation process. Other tools have a feature where users can add comments
on connections and mockups of the prototype for feedback. Collaboration is
also available on some tools between designers and developers to help with
the process of developing the prototype.

D. Preview while building a prototype refers to the ability for a designer to
preview their prototype while creating their prototype to view and interact
with in order to validate the flow that they are building. All tools support
previewing.

E. Execution of the prototype is the ability to run the prototypes on the devices
they are designed for. The majority of the tools support that by using a
sharable link that can be opened from any browser or by providing an
application that can run a specific prototype (this case is more applicable for
mobile prototypes where there is a companion application that a user can
download on their device to run prototypes created with the prototyping tool).
This feature is important as this allows end-users to test the prototype on the
intended to use devices.

F. Interaction Logic is the ability to create more complex connections by
adding logic into the prototypes. Multiple tools support this feature in different
ways. The main idea is the definition of conditional transitions based on
context that is generated during the execution of the prototype. This is a type
of programming and depending on the complexity of the logic that a tool
supports; users can use block-based programming or even write scripts on
high-level programming languages created specifically for prototyping tools
that are closer to natural language.

G. User Testing refers to the ability of the prototyping tools to run user tests
without the need for an external application for this process. Only two of the

reviewed tools contain this feature, with the ability to record events while
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running a test, including video and voice capturing, and insights about the

success rate for each task.

Table 1 presents the features, categorized previously, that each of the studied
frameworks support. B is separated into three sub categories: B1 is the ability
to add mockups in the tool to use as mockups, B2 is the ability to import
mockups directly from other design tools using provided addons from the
prototyping tool, and B3 is the ability to create mockups inside the tool either
through a vector-based system or using Ul components to create composites.
C is separated into three categories, C1 is the collaboration in a manner that
allows multiple users to edit a prototype simultaneously, C2 is collaboration
among stakeholders to comment on designs and flows of the prototype, and
C3 is the collaboration between developers and designers with tools that

help developers to transform a design to a working application.

20



Table 1: Comparison Matrix of Interactive Prototyping Software targeting one device
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2.2 Interactive Prototyping tools for cross-
device Applications

Flux Studio [39] is a Prototyping tool for Cross-Device Interactions. Flux is a
macOS application with a flow editor and devices overview. The user can add
devices from a library that support an abundance of different types such as
displays and potentiometers. It is based around the idea that the user can
visually link the device states together. Instead of writing code or describing
linear flows, users can create dynamic prototypes in Flux that operate between
multiple devices. For example, one can create a prototype for a switch and a
prototype for a display where they can set states for each prototype, on/off
states for the switch and two different mockups for the display, and visually
link the states. There is a preview mode available where the user can test their

prototypes and interact with the different devices.
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Figure 13: Flux Flow Editor [39].

The work in [40] introduces miniStudio, a Designers' tool for prototyping
ubicomp spaces with interactive miniature. The tool intends to help designers

with proxemic interactions in large-scale ubicomp spaces. The process they
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follow to design a prototype is divided into three steps. The first step is the
construction of the miniature models. miniStudio offers a plugin for
photoshop. The plugin provides several plate-based model types as templates.
It also contains instructions on assembling the prototypes. It can auto generate
free-form models from an image. After creating the models, each model is
assigned a unique identifier that is printed with an Augmented Reality (AR)
Marker. The second step is the definition of events and states for the
miniatures. Events can be set through a dialog panel in the photoshop addon.
Users can set different event parameters such as distance or motion. Different
layers of the Image play a role of the different states of the miniature. The third
and final step is testing and modifying the miniatures. The setup of the
miniature prototype is one camera-projector system that tracks the miniatures
using the AR markers and superimposes each miniature from the created
images according to the layers created on step 2 and event conditions. The
authors conducted a user study with 12 participants, familiar with designing
ubicomp applications. The result of the study showed that using a familiar tool
to create a prototype was intuitive and a relatively fast process. Another
finding is that the augmented surfaces were creating a more realistic feeling
as the high-fidelity images were projected. They found that miniatures were

limiting on providing actual experience due to imperfect scaling.
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Figure 14: An example of a miniature ubiquitous system in MiniStudio [40].

The work in [41] presents SketchStudio, a prototyping tool for creating,
sharing and evaluating animated design scenarios for spatial wide scenarios.
The tool helps designers to define the user experiences by simply building a
node graph of the user’s journey through time and space. SketchStudio
instantly generates unique 2.5D animated design scenarios by integrating 2D
sketches and 3D characters. In addition, the tool supports the virtual reality
mode for immersive viewing of the generated scenario prototype. Authors
conducted a study of nine users with experience in the design of spatial
interactions. They argue that from the results of the study they found that it
supports rapid creation and execution of design scenarios effectively. The
authors also shared insights from the user study that can benefit future
interactive system design tools. One outcome of the study is that 3D modeling
for spatial design can help to better visualize dynamic scenarios rather than
static models. Another outcome was that users would like text input support,
which can be generalized as an important function for any application that
supports scenario building in the early stages of experience design. Finally, an

interesting idea that arose from the user study was the ability to capture and
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export static scenes to create conventional storyboards while a video recording

can help to visualize and communicate a prototype.

Figure 15: Creating a node graph on SketchStudio editor [41].

The work in [42] introduces a framework that allows designers and developers
to create Interaction Designs in Intelligent Environments. In more detail, the
authors contribute with a framework to make interaction easier and a tool that
supports interaction design for Intelligent Environments. The framework tries
to fuse concepts coming from Natural User Interaction theories with concepts
from Intelligent Environments [43], [44]. The authors propose an architecture
that abstracts the behavior of Intelligent Environments resulting to an overall
behavior that is not related to a single entity. The Interaction Design tool is a
block-based interface where each block represents either an input event, a
device, an environment or a goal and users can connect those blocks to create
the interaction design. As the tool was in early stages of development when the
authors published this work, there is no specific plan for the interaction design

tool and will depend on further research and user studies.
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2.2.1 Summary

The literature review of prototyping tools for Intelligent Environments with
support for multiple displays and interactions reveals that there is a limited
number of research and tools related to this area. This area presents obstacles
that are difficult to overcome. Creating a flow for a single device when you
need to model multiple interactions is difficult and time consuming; by adding
more devices and services, the complexity of the flow grows exponentially.
Due to this problem, work in this field is usually focused on one specific area
of Intelligent Environments and even more specifically to one type of
application (e.g. an application that is centered around a smart table or a
location-enhanced application [45]), which can be more effective for
prototyping applications targeting specific branches of Intelligent
Environments. Another finding is that the research done for prototyping tools
for Intelligent Environments, focuses on early stages of the design process and

therefore it is based on sketches or wireframes.

2.3 Wizard of OZ Prototyping tools

The work in [46] presents Topiary, the first prototyping tool for location-
enhanced applications with support for modeling both indoors and outdoors
location prototyping. Designers can create storyboards for location-enhanced
applications and 'fake' location information through wizard of Oz techniques
or even use real sensors and incorporate the actual location of the user. The
tool contains three parts. The Active Map, the Storyboard and the Test
workspaces. In the Active Map workspace, designers can sketch or upload an
image as a map and add entities (i.e. people, places, and things), model spatial
relationships between those entities and then build scenarios describing
location contexts. There are dedicated tools inside the Active Map for creating
each entity and scenarios. A relationship is based on basic location contexts

that Topiary supports (for example near/far from a location or enters/exits a
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location). Scenarios are a collection of location contexts that can be used for
specifying behaviors. Topiary provides a tool that allows designer to build
scenarios visually on the drawn map by selecting areas and visually represent
alocation context, for example if the designer selects an area and a person and
then they place the person inside an area, the system identifies that the context
is 'user enters area'. The storyboard workspace allows users to create pages
that represent screens and links that are transitions between pages. Pages are
drawn directly inside the tool using a pen tool and links are drawn lines from
one page to another. Links can be either explicit or implicit. Explicit links are
actions that a user has to do on the pages (i.e. click on a specific component)
while implicit link are transitions that are triggered from sensed data.
Scenarios can be attached on a link. This way, designers add the logic to the
prototype because the transitions from a page to another page are made based
on the state of the location context. Finally, the Test workspace allows
designers to run their prototypes. The test workspace has two components, the
End-User User Interface which is what the end user will interact with (i.e. the
pages created in the Storyboard) and the Wizard User Interface. These can
either run on the same device to preview the prototype or in two separate
devices. The wizard UI contains a map that allows the wizard to update the
current position of the user and buttons to start, end, or replay a session.
Additionally, the wizard UI has a window that can show the current pages and
the last transition which help designer figure out the interaction flows and a
viewer that mirrors the end user UI where the wizard can also trigger the end-

user explicit interactions.
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Figure 16: Topiary's (a) Storyboard workspace and (b) Wizard UI [46].

The work in [47] introduces BrickRoad, a Wizard of Oz tool for early stages of
designing location-enchased applications. It does not require any interaction
logic to be specified before running any test and designers can experiment
with different designs on the fly and perform changes in their prototype while
executing it. The wizard, who is usually a designer, can simulate interaction
logic and location tracking while running an experiment from the BrickRoad
wizard interface. The wizard is divided in three panel. The first panel is the
canvas that shows a map of the simulating area. Canvas also contains a
representation of the UI that the end-user currently observes which is
presented on the current position of the user, and trail with user's previous
locations that also shows the previous Uls the end-user had. The second panel
is the Resource Area, a component library with different components that can
be sent to the end user Uls. The wizard can also combine multiple components
to create a composite and then send it to the end-user. The third panel is a
chronological timeline that shows the past end-user Uls. The process that a
designer has to follow in order to use BrickRoad is: a) they have to load a map
representing the space where the user will be b) they have to prepare the
material for the prototype, such as images, text, and audio clips for the
Resource Area. After the preparation they can run the test. While running the
test, a wizard application for tablets allows the wizard to spontaneously create

the composites and to select the positioning of the user. When a user inputs an
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action on a device, the device freezes and waits for the wizard to send a new
composite. The authors claim that they used BrickRoad for several location-
enhanced application and believe that it is a valuable addition for the early

stage of designing location-enhanced applications.
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Figure 17: A snapshot of BrickRoad's wizard User Interface [47]

The work in [48] presents a contextual Wizard of Oz prototyping framework.
The goal of this work is to allow for easier and faster prototyping of contextual
applications in specific contexts in order to conduct user studies in flexible
Ambient Intelligence setups. The framework provides a tool that allows users
to create prototypes that combine real sensor data and simulated contextual
data. The tool offers a visual programming environment that allows users to
visualize the data flow of the prototype through wires (i.e. lines that connect
the different states of the prototype) while users can add contextual data from
real sensors and actuators alongside simulated ones. Simulating contextual
data is important in case that the underlying infrastructure that generates the
data is not installed, or special cases that either are dangerous to produce with

real data or difficult in general to reproduce. The framework offers a Wizard
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of Oz tool that can configure the context of the prototype while running. This
allows for the creation of semi-functional prototypes where a user can
simulate the non-functional part of the prototypes. The authors conducted an
evaluation that revealed the importance of a tool that can simulate context in
Ambient Intelligence setups. The results of the evaluation indicated that the
visual programming environment made the learnability of the tool easier, and
that the Wizard of Oz approach is necessary and useful while prototyping for

such environments.

Scenes ti Study "Operator Guide #1" - Real World
Please select the scene setting to load ..
T air lock
[ start Action \r S o — —
= Move to Desk F | ) :
u Grab Paper o E S v e R
' Light Settings
=== | |
3 Operator Guide Light Int it
[ Action 1 : LABLDL
L 0% co— > 100%
aAcﬁon 2 g E O ! ‘” e
& ; % 1 ]
= ) Light Col =
[ Action 3 g — CHIRE L g
o % Reader - j— cold emm— T warm c
ion <
B R
] s
[ Action 5 ﬂ sl e
Reader [ il
2 hctons Y
- 3 H ' 6
[ Action 7 o : ! I

m Finish Sequence

Figure 18: The controller while running a prototype [48]

2.3.1 Summary

Wizard of Oz is a technique which was first introduced in early 90s for natural-
language dialog systems [5]. The Wizard of Oz technique is used in the design
process and refers to the use of a 'Wizard', which can be one person or more
that simulate missing functionalities and system intelligence of a system. The
Wizard of Oz technique is particularly helpful for Intelligent Environments

[49] as it allows for simulating sensing data, such as user location, and complex
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intelligence that an Intelligent Environment requires, removing the need for
software implementations or hardware requirements that would be necessary.
The literature review of prototyping tools that use Wizard of Oz techniques to
simulate states of an environment or an application, reveals that the tool that
the wizard will use while running an experiment should have an interface
curated towards the application that it simulates is needed in order to help the
wizard in simulating events and state changes effectively, based on the context
of the prototype's state while running. Moreover, most of the reviewed
frameworks support a way to add real data from sensors to minimize the work

of the wizard.

2.4 Intelligent Environment Simulation
frameworks

OpenSHS [50], is a hybrid, cross-platform 3D smart home simulator. In more
detail, it is a research tool for generating datasets for smart homes. This is
particularly helpful for applications that need smart home generated data (e.g.
amachine learning algorithm) from activities done in a home without the need
to capture data from an actual smart home. The framework works using
Blender [51], a free and open source 3D creation suite. Users can use blender
to design a floor plan and import smart devices from a library to place them
into the virtual environments. Then, user can create multiple contexts. Each
context is a file containing initial data for the state of each smart device. Users
can also position an actor, a 3D model human. They can then start a simulation
with a specific context and control the actor to select activities and interact

with smart device in order to generate data.
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Figure 19: Smart home built and simulated using OPENSHS [50].

The work in [52] introduces eHomeSimulator, a software tool for research on
software engineering aspects of Intelligent Houses (which they call eHomes),
such as service development, specification, composition, deployment, and
personalization. It serves two main purposes, a) the testing and evaluation of
other tools and services for Intelligent Houses and b) the demonstration of
such tools and services. eHomes contain three main elements that can be
emulated in the eHomeSimulater, the rooms of the home, the persons, and the
smart devices. The tool provides an editor for simulated environments in form
of tiles placed next to each other. Tiles are two-layered, one representing the
background image of the environment and one containing a code that
represents a smart device if a device is place in the specific tile. Users can add
devices, persons and set areas that are inaccessible. For the smart devices, the
authors use a service gateway for communication between the simulator and
the device services. To connect different services, an action can be mapped to
call a function of another service, for example, for a lamp and a switch a user
can select that when a switch turns on the call the function of the lamp that
turns it on. The simulator allows the user to move the active person inside the

simulated environment and interact with the available smart devices. A
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control panel shows the current state of the room, allows to select other
persons or rooms to view and for the room that is selected it displays the state

of the available smart devices and sensors.
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Figure 20: The User Interface of eHomeSimulator [52]

The work in [53] presents a tool for generic simulation suitable for the many
scenarios encompassed by ubiquitous computing, such as simulation of
sensors, actuators, and the environment. In addition, an emulation
framework for middleware and software under development is provided
which interfaces with the simulation tool. Authors provide a layered, flexible
and modular approach to supporting the simulation of ubiquitous computing
environments without constraining the simulator to one aspect of the many

possible ubiquitous computing deployment scenarios.

The work in [54] introduces UbikSim, a ubiquitous computing environment
simulator that aims to alleviate problems when testing services and
applications that rely on both physical environments and user behavior. Each
user is defined as an agent which acts independently, and the behaviors of the

simulated agents are modelled probabilistically. Behaviors can be set to agents
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which are situation that the agent should play in each moment. After running
a simulation, devices, like for example sensors that respond to a presence of a
user, produce information that can be used by other ubiquitous computing

systems to be able adapt to changes based on the context of the environment.
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Figure 21: Designing an indoor space in UbikSim [54].

The work in [55] presents 3DSim, a tool that uses a 3D virtual environment to
represent an intelligent space for photo-realistic rapid prototyping of Ambient
Intelligence Applications. The tool allows users to integrate a wide range of
devices from sensors, SMART Boards, lights, blinds, large display walls,
projects to human activity. Based on the usage of an open standardized
interface they support the insertion of any UPnP control point can invoke
action on virtual devices resulting on state changes such as turning off the
lights. This feature allows users of 3DSim to fuse data from ream sensors and
virtual sensors in order to decide the state changes of the prototype virtual
environment. The tool allows to realize an Ambient Intelligent Environment

in the early development phases without the need to invest on creating a
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physically existing environment. When this work was published, 3DSim had
only a meeting room modeled as a virtual environment, but the authors
intended to integrate several environments such as classrooms, home

environments, and office spaces.
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Figure 22: 3DSim created virtual environment features three display and an avatar [55].

2.4.1 Summary

The simulation of environments is an area that has captured the interest of
researchers for at least two decades now. The purpose of simulation
frameworks is broad. There is an extensive list of tools targeted to simulate
ubiquitous environments in order to generate data that otherwise would be
impossible to generate, as they can produce data for different situations, for
one or more users, in order to use the information generated for context-aware
applications or machine learning algorithms that need a big amount of data.
Another area of interest that the literature review of simulating frameworks
for Intelligent Environments revealed, is to help users to immerse themselves

into the environment and understand concepts with ease without the need for
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designers and developers to create fully working actual environments which
is usually a costly process. An observation emerging from the literature review
is that tools which allow the simulation of applications for Intelligent
Environments are usually targeted towards developers or technically skilled

users.

2.5 Discussion

This literature review helped on identifying some of the requirements that
Wizard of AmI should fulfill (described in detail in section 3.4) and provided
insights on shortcomings of different approaches (e.g. running a prototype in
a simulated Intelligent Environment may be a limiting factor for User
Experience assessment).

The literature review reveals a gap in tools for interactive prototyping for
Intelligent Environments. While the list of interactive prototyping tools for
traditional applications targeted to designers is extensive and well matured,
the frameworks targeting Intelligent Environments have several drawbacks.
There is no tool that succeeds in providing at the same time (a) ease of use for
designers, (b) management of multiple screens and smart devices, (c) support
for a wide range of different types of Intelligent Environments, (d) support for
all the phases of the design process and (e) a well-rounded way to allow
designers and end-users to assess the overall User Experience of the
prototypes.

Wizard of AmI's purpose is to fill this gap by taking into consideration features
from different interactive prototyping tools for traditional applications as well
as the advantages that the different approaches of interactive prototyping for
Intelligent Environments have.

Wizard of AmI utilizes features from traditional prototyping tools, such as the
collaboration, support for importing mockups in multiple ways as well as the
overall look and feel of those tools to achieve a similar experience for a user
that is already familiar with them. It utilizes the idea of creating interactive

prototype-based storyboards that tools for prototyping for Intelligent
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Environments use but in the form of an interactive prototype-based scenario
to help visualize better the overall flow of the prototype. It employs the Wizard
of Oz technique as it is particularly helpful for Intelligent Environments where
a prototype may need to incorporate logic that needs the fusion of data from
different sources which is difficult to be modeled. Wizard of Oz can be used to
simulate complex logic to overcome the need for either trying to model it,
which can be extremely time consuming, or writing code to incorporate logic
into a prototype. It also uses the idea of simulating an Intelligent Environment
by allowing designers to run their interactive prototype-based scenarios either
on a computer through a 2D representation or enact them in the physical

Intelligent Environment.
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Chapter 3

Design Process

This Chapter initially introduces the methodology that was followed, presents
several scenarios that motivated this work, describes the co-design workshop
that revealed several requirements, and afterwards outlines the final

functional and non-functional requirements of the system.

3.1 Methodology

Design Thinking: A 5 Stage Process

N ATioN | INTERACTION-DESIGN.ORG

Figure 23: Design Thinking Process [56].

The process followed while designing the system, was the Design Thinking
methodology [57]. In a series of meetings with several potential end-users who
have previous experience of designing applications for Intelligent
Environments, scenarios and personas were created for the ‘Empathize’ and

‘Define’ steps of Design Thinking (Figure 23). Next, the ‘Ideate’ step was
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separated into three rounds. For the first round, multiple brainstorming
sessions were organized, and produced multiple ideas. For the second round,
and after successfully structuring a basic idea about the requirements and
important features that such application should fulfil, a co-design workshop
was organized, with 12 participants, male and female experienced designers
and developers in the field of Ambient Intelligence. After the workshop, the
findings of the discussion were analyzed and categorized. For the third round,
a series of meetings were organized to filter the ideas that were generated from
the two previous rounds. After considerable work and analysis on the ideas
that were generated in combination with the insights from the literature
review, a preliminary set of requirements were generated. After this, the
design team continued with the prototyping phase. At the beginning, low
fidelity (Figure 24) prototypes were created in order to visualize the core
features of Wizard of AmlI. After iterating on low-fidelity prototypes and with
the help of experienced interaction designers the requirements were finalized.
The team then designed hi-fidelity (Figure 25) interactive prototypes of the
system. To test the usability of the Wizard of AmI, a cognitive walkthrough
evaluation was conducted with four (4) User Experience (UX) experts. In detail,
a scenario was given regarding the creation of an interactive prototype of an
application for an intelligent living room that was complex enough to allow
the designers to experience multiple features of the Wizard of AmI and
uncover any issues that the system may have. After the first cognitive
walkthrough, the first version of the system was developed, and the team
conducted a second cognitive walkthrough evaluation with five (5) UX experts.

Section 6 describes the evaluation process in detail.
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Figure 24: Designing lo-fidelity prototypes on the Wizard of AmI on CognitOS Board [58]
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Figure 25: Hi-fidelity prototypes of the Wizard of AmI.

3.2 Motivating Scenarios

Scenario building is a widely-used requirements elicitation method [59] that

can systematically contribute to the process of developing requirements.
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Scenarios are characterizations of users and their tasks in a specified context,
which offer concrete representations of a user working with a computer
system in order to achieve a particular goal. Their primary objective in the
early phases of design is to generate end user requirements and usability aims.
The following sections present a collection of envisioned scenarios where
Intelligent Environment User Experience Designers use the Wizard of AmI in

order to create interactive experiences for their applications.

3.2.1 Interactive Scenarios for eAmIDelivery

Scotty is a designer at the Technology Company IntelligentX. He is the lead
designer of a project called eAmIDelivery, a multi-screen application for
ordering food in an Ambient Intelligence Livingroom. The hardware
requirements for eAmIDelivery are a set of smart devices (i.e. one smartTable,
one large smart tv and multiple mobile phones). For the purpose of this project,
IntelligentX has built a testbed intelligent living room containing the devices
needed for this project. The design team has already designed the basic
mockups for each device, and they want to test them by creating an interactive
prototype-based scenario. IntelligentX uses Wizard of AmI as a tool for
interactive prototypes in Ambient Intelligent Environments. Scotty, as the lead
designer and experienced user of the platform, is responsible for creating the
interactive prototype.

Scotty launches the web-based app, from his laptop, and creates a new project.
He selects the living room as the space of the project; he adds his collegues as
collaborators and finally configures the space in order to use only the set of
available devices of the space that are applicable for the project. He then
proceeds to upload the mockups that the team has designed. He drags n drops
the folders with the images that are already categorized by device. The system
recognizes the folder names and suggests tagging the images to pair them with
the appropriate devices, Scotty confirms the suggestion and now the mockups
are uploaded and categorized for each device. He then starts creating the

scenario. He creates the steps of the scenario based on the mockups already
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designed. After that he creates the appropriate connections from on step to
another to create the flow of the scenario. In order to validate that this scenario
adheres to what the team envisioned, he asks Fiona, the project manager, to
check the scenario. As she already is a collaborator to the project, she can view
the scenario through a shared link that Scotty sent her. Fiona adds some
comments, pointing out that some important steps are missing. Scotty now
reads the feedback and proceeds to add the missing steps. After finally having
the complete flow of the scenario, he asks Fiona again to verify it, in order to
proceed with adding the states (i,e, the different snapshots of the intelligent
space for the prototype) that the prototype will have and the transitions
between the states. Fiona verifies that indeed the flow is ok, and Scotty now
starts creating the states.

Scotty creates the first set of states and sets the needed transitions. He uses the
preview mode to verify that everything works as expected and then continues
creating the other states by simply coping and pasting the previous states and
changing only the mockups for the devices that are affected. After completing
the states and transitions that are required, he asks other members of the
design team to check the prototype by sharing a link that opens a preview of
the prototype which can be run through a browser. Now, he proceeds to run
the prototype in the testbed intelligent living room to communicate the idea of

the eAmIDelivery application to the whole team.

3.2.2 Designing an Intelligent Classroom

The company NextEducation is developing a system for the intelligent
classroom. Inside their facilities, NextEducation has a testbed classroom,
equipped with high-end desks (with displays, speakers, sensors etc.), a large
interactive board, and multiple sensors that can measure student attendance
and other metrics regarding the teaching process.

Their latest idea is about an application for exams that will take place when
the student attendance is low. A small design team of four people, John, Nicki,

Gerard and Sofia, are responsible for the whole design process of the project.
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They already designed the basic mockups of the system, as each member of
the team was responsible for a different device design. They have created
personas and they would like to generate a scenario in order to communicate
their design ideas to the company. NextEducation recently started using
Wizard of Aml to streamline and simplify the design process of their products.
The team decides to create a new project in Wizard of AmI to help them
visualize the scenario and after that to be able to use it to create an interactive
prototype. John creates a new project for the smart classroom, invites his
teammates as collaborators and configures the space appropriately to
accommodate their project. Each member receives a notification inviting
them to collaborate for the project, and they join. Now they are ready to
collaborate in order to create a scenario. Each one uploads their mockups for
the project and uses the tag system to indicate the devices that each mockup is
designed for.

They are ready to create a scenario. John, as the owner of the project starts
creating a scenario by adding a generic description. After that, the team
brainstorms and creates the steps of the scenario. Then, each member is
assigned a set of steps. Each member creates states and select mockups for
each device. Now they run the scenario logic step by step to check if it is
reasonable and after that, they start connecting the states. For each state, they
select interactive areas for the mockups or sensor-based triggers to change
from a state to another state.

Now they are ready to run the scenario live at the testbed intelligent classroom
in order to show their interactive designs to the company.

Three of the team members play as actors for the scenario. More specifically,
Nicki is the Teacher, Gerard and Sofia are two students and John does not play
aroleinthe scenario, but he oversees the scenario to check if everything works
as expected. John can also intervene if needed in order to change the progress

of the scenario through a companion application through his mobile phone.

44



3.3.3 The Future Kitchen

EveryDayKitchen is a company located in Athens. Their expertise is full
kitchen installations. After years of excellence, they decided to build a
futuristic kitchen with a smart kitchen countertop containing a display,
interactive walls, and smart appliances such as smart fridge and smart stove.
EveryDayKitchen is using Wizard of Aml for their design process, as it is
important for them to have a clear and complete idea about their designs
before implementing them.

One of their goal is to equip this kitchen with a software that can assist the
cooking process. They assigned this project to Annie and Qamar, who are the
User Experience designers of the company, to get an idea about how such an
application could look like.

Annie and Qamar decided to start their task by creating an appealing scenario
for home cooks that will highlight the key features that a system like this could
have. Annie starts by creating a new project, using Wizard of AmI, and invites
Qamar. She selects the smart kitchen environment and configures it in order
to use only the devices they will need for this project (the fridge display, the
kitchen countertop screen and the interactive wall in front of the counter).
They then proceed to create a scenario. After that, they think about steps of
the scenario through a brainstorming session, and they proceed to create
them.

As itis the first time that they both design for this kind of application, they first
need to create some medium-fidelity designs to view them on site to check if
their designs (text size, image size etc.) are appropriate. They create four
different designs, and they add four steps in Wizard of Aml in order to view
them in the environment. They just added the steps without connecting them.
They are now in the actual future kitchen and they run their prototype through
the mobile Wizard of AmI application. They choose to view the first step and

then browse through the different steps they created to decide which is the
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most appropriate one. After viewing the different designs and discussing
about them, they decide what design fits best.

They now start designing on top of their selected mockups using their favorite
design tool. In parallel, they use Wizard of Aml to create the steps and states
that they will use. This helps them to have a better overview of the flow in case
that they need to design more mockups to show transitions in order to have a
compelling interactive scenario. After creating the mockups, they upload
them and add them to each state they created. They then proceed to connect
the different states and choose how they will move from one state to another.
As the prototype requires actions that they cannot model into Wizard of Aml,
as the future kitchen does not contain all the needed equipment yet, they
create multiple triggers that change states, such as ‘the user collected all the
products for the recipe’ in order to use them when they are running the
scenario to provide a more realistic feeling. After finalizing the scenario, they
are ready to enact it in the intelligent kitchen.

Annie takes the role of the cook for the scenario and Qamar is the ‘Wizard’ who
simulates the needed logic through the Wizard of AmI mobile. Qamar starts
the scenario for the kitchen. The environment shows the first state and Annie
starts the cooking process. Qamar oversees the process in order to intervene
when necessary to trigger the actions that are not possible to be automated

such as activity recognition.

3.3 Co-Design Workshop

Co-designing is a relatively new approach while designing applications, where
the roles of designers and users get mixed up and stakeholders work together
to achieve a design that is closer to what the end-users need [60]. The emphasis
is on design with the end-users rather than only designing for end-users.
Leveraging ideas that are generated directly from end-users combined with
the application designer’s expertise can produce results that can directly
impact the usefulness of the final design. To that end, a co-design workshop

was conducted for Wizard of AmI, aiming to allow end-users to participate in
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the design process while generating helpful ideas for the Wizard of AmI tool.

The process of the co-design workshop is presented below.

3.3.1 Preparation

The co-design workshop was conducted with 12 participants (male and female
experienced designers and developers in the file of Ambient Intelligence) and
2 facilitators. The facilitators separated participants into 4 teams of 3 members
each, where each team had at least one developer and one designer. Each team
was equipped with all the necessary tools (i.e. whiteboard, different sizes of
sticky notes, a set of whiteboard pens containing different sizes and colors) to

create a journey map.

3.3.2 Co-designing

After the preparation, the co-design process started. An introduction was
made about creating experience prototypes for Intelligent Environments.
Each team was assigned to prototype a prototyping tool for Intelligent
Environments given some basic requirements (such as that the application
should support multiple displays and services). Additionally, the focus was on
prototyping the process of creating a prototype for a given Intelligent
Environment in the form of a journey map and creating some basic low fidelity
prototypes for the important features of the tool. Finally, the spatial
configuration and the devices and monitors of the environment has, were
given as data. Each team was given an hour and a half to create their
prototypes while two (2) observers, which are members of the design team for

Wizard of AmI, were present for clarifications in case any team needed help.

3.3.3 Discussion

Afterwards, each team presented their prototype in front of all the teams in
order to discuss about their ideas. Each presentation was about fifteen (15)
minutes long and another ten (10) minutes were allocated for discussion.
Alongside the presentation, the two observers documented each idea as well

as comments that generated from the discussion. The discussion process
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turned out to be useful. It generated a plethora of fruitful discussions about
certain ideas that were particularly helpful for understanding the needs of
end-uses and how they imagine such a tool should be. The results of this
discussion verified the ideas that have been already discussed during the

brainstorming sessions and meetings.
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Figure 26: (a), (b) Prototyping during the co-design workshop and (c), (d) two of the four

prototypes presented.

3.4 Requirements

This section presents the high-level functional and non-functional
requirements that Wizard of AmI and the related front-end helping tools (i.e.
desktop, tablet, mobile applications) need to satisfy. Such requirements have
been collected through an extensive literature review and the described
iterative elicitation process based on multiple collection methods, including

brainstorming, co-design workshop, and scenario building.
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3.4.1 High-Level Functional Requirements
FR-1: Users should be able to log in and log out from the platform at any time
FR-2: Usersshould be able to create interactive prototypes for a specific space
FR-3: Users should be able to configure the space for their project

a. Select a subset of devices to use for their project

b. Rename devices

c. Group devices together

d. Change the orientation of a display
FR-4: Users should be able to invite other users to collaborate in a project

a. Multiple users should be able to work in one project

concurrently

FR-5: Users should be able to explore their projects
FR-6: Users should be able to filter and search for a space or a project
FR-7: Users should be able to view information about the project

a. Project name

b. Space

c. Collaborators

d. Total number of mockups

e. Total number of used devices
FR-8: Users should be able to upload mockups to the platform
FR-9: Users should be able to view details of the uploaded mockups, edit, and
delete them
FR-10: Users should be able to add tags on the mockups. Tags can be either a
specific device or custom tags named by the user. They should also be able to
delete the provided tags
FR-11: Usersshould be able filter and search through mockups based on their
name and tags
FR-12: Users should be able to either view mockups all together or

categorized by tag
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FR-13: Users should be able to create a scenario based on a selected
Intelligent Space

FR-14: Scenarios may be for one or more final users

FR-15: Users should be able to add a description to the scenario

FR-16: Users should be able to decompose a scenario into Steps (i.e. states of
the system based on the user's perceptive)

FR-17: Users should be able to create steps and connect them -by simply
drawing arrows- in any way they like

FR-18: Users should be able to group steps together to form Tasks (i.e. A set
of steps that can be managed one separate scenario that has a starting step, a
flow with steps and an ending step)

FR-19: User should be able to name each step and write a short description
FR-20: For each step they should be able to create states (i.e. snapshots of the
application where each display contains a specific mockup, and each smart
device has a given state)

FR-21: For each state users should be able to set specific mockups for each
display

FR-22: When adding a mockup, users should be able to select a mockup based
on the tag that they may added for the mockups

FR-23: Users should be able to copy, cut and paste states

FR-24: Users should be able to set the transitions between steps using events
FR-25: Users should be able to select interaction areas on mockups to act as
triggers in order to change states

FR-26: Information about missing connections and steps which are not
connected with other steps should be available to the user

FR-27: Users should be informed for incomplete state (i.e. missing mockups
for devices)

FR-28: Users should be able to preview their scenario while creating it
FR-29: The preview mode should allow users to interact with devices through

a virtual representation of the space
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FR-30: The preview mode should allow users to easily browse through the
scenario

FR-31: Users should be able to execute a created scenario, in the physical
environment they selected as a space for the project

FR-32: Users should be able to control the scenario through a companion
application running on mobile phones or tablets

FR-33: In the companion app users should be able to start and stop the

execution and select specific task, step, or state to execute.

3.4.2 Non-Functional Requirements

NFR-1: Acceptance Testing Requirements

A full-scale user-based evaluation should be carried out to ensure designers’
acceptance. Participants should have varying levels of experience using web
or mobile applications. The overall score of a Standard Usability Scale (SUS)

based post-evaluation questionnaire should be above 75%.

NFR-2: Documentation Requirements

A Quick Start Guide should be provided.

NFR-3: Learning Tools Requirements
Wizard of AmI should provide means to help a user to learn how to use the

platform.

NFR-4: Platform Compatibility Requirements
From a user perspective, the main application should be accessible through a
web page from a personal computer regardless the running OS and the

execution companion app should be accessible through a mobile device.

NFR-5: Deployment Requirements
Wizard of AmI should minimize any deployment requirements for its core
components. During system’s deployment the installed applications should

not be affected, and vice versa.
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Chapter 4

Wizard of Aml

Wizard of Aml is an interactive prototyping tool for Intelligent Environments
and more specifically a tool for prototyping applications that use multiple
displays and sensors installed in an Intelligent Environment. It aims to
simplify the design process of applications for such environments by allowing
users to create interactive prototypes in the form of scenarios and test them in
the physical environment. Wizard of Aml (i) offers users a digital
representation of the space, which can be configured based on the
requirements of the system that the user designs , (ii) equips users with a
sophisticated mockup directory with version control, where users can upload
and categorize their mockups, (iii) provides a practical User Interface to create
scenarios, in a graph form, where they can define steps, and add mockups to
create an interactive prototype-based scenario, (iv) features a preview mode
where users can preview their interactive prototypes on a 2D representation
of the space, and (v) offers users the ability to view their prototypes on the
respective physical Intelligent Environment, and supports interactivity

through a Wizard of Oz companion application for tablets and Smartphones.

4.1 Challenges

An important question to ask here is, why is prototyping Intelligent
Environment applications different from prototyping for traditional
applications? Why not use an existing prototyping tool? Existing prototyping
tools cannot be used for Intelligent Environments because a prototype for

such environments has unique characteristics which generate challenges that
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a tool should handle and are not addressed by traditional prototyping tools.
Such challenges, which were encountered while designing Wizard of AmlI, are

described below.

Challenge A. When designing for Intelligent Environments, each display of a
space is a potential candidate to communicate with the user (i.e. present
information, ask for input). Designers should be aware about the
characteristics of each display and its location in the environment so as to
make various decisions. To this end how can this information be
communicated to designers? What is the most appropriate way to present a

physical space, giving a spatial sense to users?

Challenge B. Considering that when designing for an Intelligent
Environment, designers should be able to define the behavior of devices other
than displays (e.g. smart lamps), what is the most appropriate way (intuitive
and practical) to incorporate this functionality, without complicating the

design process?

Challenge C. Considering that when prototyping for multiple devices, the
number of transitions and states of the prototype can be enormous and
complex, how can all these transitions and states be modeled to make it easy

for users to create prototypes?

Challenge D. Considering that interactive prototyping tools are already widely
used in the design process for traditional applications, how can the process of
prototyping for Intelligent Environments can be simplified without

significantly altering the practices that designers already follow?

Challenge E. Considering that interactive prototypes for traditional
applications can be interactive paper prototypes with proven processes for
creating and testing them, as they are cost effective and successful for the early
design stages. How can a tool support interactive paper prototypes for

Intelligent Environments, in an uncomplicated manner?
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4.2 The Wizard of AmI Core Concepts

Given the aforementioned challenges, the design team focused on creating a

sophisticated prototyping tool - appropriate for Intelligent Environments - that

supports the design process of applications for such environments. In order to
better describe the system and the solutions for the challenges, below are
described the core concepts that Wizard of AmI utilizes.

1. Space. The term space refers to any Intelligent Environment that a user
can select to prototype for, through Wizard of AmlI. A space can contain
devices, ranging from displays to other intelligent artifacts such as smart
lamps, or user location service.

2. Device. A device is any smart artifact or service of an Intelligent
Environment. In more details, a device can be any type of Display that is
part of such environment and can be used in a prototype to show a mockup
and even allow user to interact with it (e.g. touch screen). Additionally, a
device can be a programmable smart artifact like a smart lamp or smart
blinds. Finally, contextual services, such as service that reports the
location of the user are also referred as devices, as they are used in the
system in the same way that smart devices are used. Devices can have states
(for example a smart lamp can have the states: lamp is turned on and lamp
isturned off) and triggers (for example a smart blind can have: open a blind
and close a blind).

3. Mockup. A mockup is an image that represents a state of a User Interface
for a specific device in a prototype. Mockups can range from simple layouts
to hi-fidelity images that look like a screenshot from a running application.

4. Interactive Area. A mockup in Wizard of AmI can contain interactive
areas. Interactive areas are hotspots that can be used, while creating a
prototype, to add interactivity. In more detail, interactive areas can be set
to act as trigger to transit to another state of the prototype.

5. Step. A scenario can be split into steps. Steps are the different statuses that

a prototype can have. Step is the status of the system from the point of view
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4.

of an end-user. More specifically, it is either an initial status that the
prototype may have or a status that may be the result of an implicit or
explicit action of the user. A step may contain alternative representations.
For example, in a prototype that supports multiple users, one step is 'when
one user is logged in'. This step can have multiple representations
depending on the user who is logged in. A scenario is divided into steps.
The way that the scenario will be divided is at the designer’s discretion.
State. The state is a specific representation of the prototype in the space at
a given time where each screen shows a specific mockup, and each device
has a certain status. States are all the different snapshots a prototype can
have.

Connection. Connections define the flow of the prototype. More
specifically, a connection connects steps. The connections can be
unidirectional or bidirectional. A connection can contains events. Events
are defined as implicit or explicit interactions from a user that result to a
state change. An event defines how the transition from one state to another
step can be made. That is, when an action occurs in the system, while it is
in a specific state, then in which state the prototype will change. An action
can be either defined for a specific interactive area in which the user will
interact, or an implicit interaction from a service, or generally defined as a
transition that can be activated but has not specifically modeled how it will

be triggered.

3 Key Features

4.3.1 Mockup management

To create an interactive prototype, a designer has to first create mockups.

Wizard of AmI provides users with a mockup management system where users

can upload their mockups or import them directly from other design tools
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(such as Figma and Adobe XD). The mockups can be organized based on the
device that they are designed for or based on user defined categories (for
example one category for each step of the scenario). Regarding the fidelity of
the mockups, designers can use mockups ranging for low-fidelity or even
scanned paper prototypes to high-fidelity mockups. The whole process of
creating an interactive prototype is not affected from the fidelity of the
prototypes as Wizard of Aml offers the same simplified yet effective process
for creating and running interactive prototypes for Intelligent Environments.
Challenge E is addressed by providing the same uncomplicated process for
creating interactive prototypes regardless if they are composed from paper

prototypes or high-fidelity prototypes.

4.3.2 Interactive prototyping through scenarios

Users can create interactive prototypes in a form of a scenario. Creating
interactive prototypes for Intelligent Environments is challenging, as multiple
displays and contextual data must be orchestrated to work together. In order
to address Challenge C, Wizard of AmlI introduces the idea of interactive
prototype-based scenarios as the way of creating Interactive prototypes. It
provides a practical User Interface to create scenarios, in a graph form, where
they can define steps. This is done in high level, without the need to set specific
mockups and deal with the overall management of each device of a space. For
each step the user can then set the specific states (i.e. set the status of the
different services and mockups for each device). This separation of the flow of
the prototype from the setup of the states allows to reduce the workload of the
designer. Separating the process of creating the flow and the specific states
also addresses the Challenge B, as for each state users can set the status of the
devices in each state and deal with the behavior (i.e. state changes) while

setting up the flow of the prototype.
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4.3.3 Previewing the Scenario

Designers can preview their scenarios through a preview functionality. While
creating a scenario, designers can open a preview window that simulates the
Intelligent Environment in a 2D representation of the space where they can
interact with the different devices and experience their scenario. This feature
provides designers with an easy way to test interactions and validate that the
flow of their scenario is correct while creating it which saves time as otherwise,

they would have to enact it in the physical environment.

4.3.4 Collaboration

The design process is a collaborative process. It includes designers, project
managers, testers, users, and the majority of the stakeholders of a project.
Collaboration is a key feature for prototyping tools which drives teams to a
more refined result. As the literature review strongly suggests, collaboration
helps teams achieve their goals faster and create better prototypes through
valuable feedback and iterations. Therefore, Wizard of Aml supports
collaboration extensively. There are two ways for teams to collaborate in real
time.

A. Users can collaborate concurrently on the same project. In detail, all users
that are collaborators in a project can upload mockups which become
instantly available to the other members and they can add interactive areas
on mockups together. Additionally, they can use the scenario workspace
and work together on creating their prototype. A chat functionality is also
available for each project where users can communicate.

B. Users can also collaborate with other members by sharing the preview of
their prototypes which allows other users for immediate input on the

prototype by adding comments.

58



4.3.5 Experiencing Prototypes in Intelligent Environments

Designing a User Interface of an Application for Intelligent Environments can
be challenging. The design process defers from a mobile or desktop
application because designers have to deal with multiple displays and implicit
interactions that occur in such environments. Designers have to focus more
on the experience based on the spatial configuration of the space and is
important to be able to visualize the entire application through prototypes
while designing it. Existing prototyping tools usually only offer a way to view
a prototype for applications targeting one device. While there are some efforts
for prototyping tools for Intelligent Environments, they are only focusing on
the early stage of prototyping or they offer solutions that need programming
skills. To that end, Wizard of AmI offers a way for designers to test their
creations, at any stage of the design process, through prototyping on already
developed ambient facilities without the need to write any code. This allows
designers to perceive how their design uses the ambient facilities and how it is
impacted by them. A user can import their mockups, which can even be
wireframes, and effortlessly create a prototype that can be tested in the

physical environment.

4.3.6 Wizard of Oz

An application in an Intelligent Environment is usually heavily based on
contextual data. Explicit or implicit actions of the user can result on state
changes which can be unexpected and are difficult to model when prototyping.
To overcome this, prototypes should incorporate logic that would require
users to write code, which can be either scripts or visual programming. This
approach would require from users to have some programming knowledge,
which from a designer perspective, is not desirable and would make the
process of creating prototypes more difficult and tedious. In this respect,
Wizard of AmI uses the Wizard of Oz technique, which allows users to play the

role of a 'wizard' and simulate the application's intelligence.
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The extent to which the Wizard of Oz technique is used, depends on the level
of modeling that the user achieves while building the prototype. Based on the
extensive work of [49], Wizard of AmlI follows the same categorization
regarding the level of responsibility of the 'wizard', altered to fit into the
concept of the design process, and namely the categories are (A) Wizard as
controller, (B) Wizard as supervisor, and (C) Wizard as moderator.

A. Wizard as controller. Wizard plays the role of a controller and is
responsible completely for the flow of the prototype while running. In
other words, the 'wizard' simulates the system's response and decides the
outcome of user inputs. This type of role is particularly helpful in the early
stages of design.

B. Wizard as supervisor. The supervisor role is responsible for overseeing
the execution of the application and intervene and change the flow of the
prototype if needed. This is usually the case when a prototype is modeled
thoroughly, and the role of the wizard will be probably minimal.

C. Wizard as moderator. The moderator role is between the controller and
the supervisor. In detail, this role is responsible for overseeing the
execution of the application and control the flow of the prototype in cases
that an interaction is not modeled. This is particularly helpful, when the
application relies on context that is not currently available in the Intelligent
Environment. For example, a prototype that relies on user location while
the current setup of the space does not support it, the wizard can simulate
the location of the user through modeled events while the rest of the
application that relies on explicit user input or other contextual data that
are available in the space run without the need of the 'wizard'.

These roles are conceptual and show the spectrum of the possibilities of the

'wizard'. Wizard of AmI provides users with a mobile application that contains

a sophisticated Wizard of Oz User Interface, that depending on the modeling

level of the prototype can be used from users playing any of the described roles.

60



4.4 The Wizard of AmI Approach

Wizard of Aml is designed in a way that decomposes the problem into 4
different sequential processes that a user should follow and introduces a flow
that allows designers to successfully create prototypes in an organized yet
agile manner. After the requirement analysis, and brainstorming sessions
with potential end-users while iterating on prototypes, the process of creating
a prototype in Wizard of AmI was split into the following processes: setting up
a project, importing and organizing mockups, creating a prototype based on a
scenario, and running a prototype. It is worth noting here that Wizard of AmI
allows designers to follow their own process while creating a prototype. In
detail, they do not need to follow the aforementioned process exactly as
described. Wizard of AmlI allows users to perform actions that refer to a
specific process at different points of creating a prototype. For example, a user
may not use the mockup directory at all and start creating a scenario while
adding mockups directly to the scenario from their own file system. This
approach is addressing the Challenge D, as the proposed approach is similar
to what the designers are already familiar with and is not limiting to a specific
flow for creating interactive prototypes, thus allowing designers to follow their

preferred sequence.
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Figure 27: Wizard of AmI approach

4.4.1 Setting up a project

Wizard of AmI allows users to create projects. A project is essentially an entity
that refers to a prototype that a user would like to create for a specific system

that is expected to run on a given space. While setting up a project, users select
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the name, the space, and can also invite other users to collaborate on the
project. Users can then view a 2D representation of the space, and configure it
based on the requirements of the prototype they wish to create. In more detail,
users can enable or disable the devices from a space, which is particularly
helpful when a prototype requires less devices than the space offers, they can
rename the devices, and change their orientation in case that their prototype
uses a device in an orientation different from what currently is configured to
be (e.g. a tablet that is configured in landscape for a space, may be used in
portrait). Moreover, users can group devices together in order to create
groups. Groups are important as a feature for prototypes which use multiple
devices that usually change their states simultaneously and can help users

when prototyping.

4.4.2. Importing and organizing mockups

Users can directly upload or import their mockups from popular design tools,
like Figma or Adobe XD, in their prototype in the mockup workspace and
organize them. Wizard of AmI uses a tag system that helps with the
organization process. In more detail, users can add tags that correspond to
devices of the space or create their own tags. Moreover, the mockup directory
offers a version control system that can keep track of a mockup version (i.e.
history of all the versions of a mockup). Additionally, users can edit metadata
of their uploaded mockups, such as name, and description. Finally, users can

add interactive areas to mockups.

4.4.3. Creating a prototype through scenario

Scenario workspace is the core component of Wizard of AmlI. It provides an
intuitive and innovative way for users to build their prototypes for Intelligent
Environments. Wizard of AmlI utilizes the concepts presented previously
through a graph based, point and click UI in the form of a never-ending
whiteboard where users can add steps, create states for the steps, and add

connections between the steps to create a scenario. In order to address the
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challenge A, when configuring a state, user can view a 2D representation of
the space where they can assign mockups on the devices of the space. While
creating a prototype, users can use the preview mode to run their prototypes
in order to verify that everything works as expected. Preview mode simulates
the Intelligent Environment in a 2D view where users can interact with the

devices.

4.4.4. Running a prototype

Wizard of AmI allows users to run their prototypes in the physical space that a
prototype is designed for. Wizard of Aml is entirely responsible for managing
the infrastructure behind the Intelligent Environments, allowing designers to
focus only on the process of running the prototype without having to deal with
any technical concerns. Users can use the Wizard of AmI companion app,
available for smartphones and tablets, to simulate interaction and to advance

the scenario manually. This way, end-users can have a realistic experience.

4.5 Interactive prototypes with and without
Wizard of Aml

Interactive prototyping for Intelligent Environments combines multiple
devices and mockups. Wizard of AmI’s approach simplifies the overall process
and allows designers to spend less time on the process of setting up an
interactive prototype and focus more on improving the overall user
experience that their system provide. Without Wizard of Aml, designers
should either manually setup each device with the appropriate mockups and
navigate through them for each device manually, without creating any
interactivity or by programming the Interaction which requires the designer
to have the appropriate programming skills or collaborate with a developer to
implement the needed logic. Below are described the different processes that

a designer would have to follow with and without Wizard of AmlI.

64



4.5.1 Building an Interactive Prototype without having

programming skills
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Figure 28: The process for creating an Interactive prototype for Intelligent Environments

without the help from a developer

The process that a designer would typically follow for the creation of an

interactive prototype for an Intelligent Environment (Figure 28) if they do not

have any programming skills and without the help of a developer is as follows:

A.

The designer would create a scenario to understand the ideate and
understand the user needs on either a text document or using any

available scenario creation tool

. They would design the different mockups for their prototype using a

design tool such as Figma and Adobe XD

They would organize their mockups in folders, rename them and order
them to create the appropriate flow

They would either upload their mockups to an online image viewer to
be accessible on other devices or transfer them on the devices that they
would like to display them

They would setup each device by either opening on a browser the
appropriate online image viewer, containing the mockups for each
device or in case that the mockups are stored in each device, by opening
an image viewer

Finally, in order to simulate the flow of their prototypes they would

have to manually change the mockups displayed on each device.
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4.5.2 Building an Interactive Prototype with help from a developer
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Figure 29: The process for creating an Interactive prototype for Intelligent Environments

with help from a developer

The process that a designer would typically follow to create an interactive
prototype for an Intelligent Environment (Figure 29) by including a developer,
in detail the process is as follows:

A. The designer would create a scenario to understand the ideate and
understand the user needs on either a text document or using any
available scenario creation tool

B. They would design the different mockups for their prototype using a
design tool such as Figma and Adobe XD

C. They would organize their mockups in folders and name them
appropriately

D. A developer would write scripts that incorporate the logic of the
interactive prototype to create the appropriate flow

E. A developer would build a controller application to allow the designer
to control the flow of the prototype

F. The mockups would either be uploaded to each device or they would be
managed through the application that the developer built and they
would have to setup the devices of the space appropriately to connect

to the controller application
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G. Finally, to experience their prototypes by using the controller

application to manage the flow of the prototype

4.5.3 Building an Interactive Prototype with Wizard of AmI
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Figure 30: The process for creating an Interactive prototype for Intelligent Environments

with Wizard of AmlI

The process that a designer would typically follow to create an interactive
prototype for an Intelligent Environment (Figure 30) by using Wizard of AmI
as follows:

A. The designer would create a scenario to understand the ideate and

understand the user needs using the Wizard of AmI

B. They would design the different mockups for their prototype using a
design tool such as Figma and Adobe XD
They would upload their mockups to Wizard of AmI
They would map the mockups to the appropriate devices of the space

They would define the interactivity of their prototype

2= 0 0

They would use Wizard of AmI companion app and navigate through

the created scenario.

4.5.4 Discussion

The first two steps that a designer would have to follow are the same for any of
the above workflows for creating an interactive prototype. The process of
creating a scenario is the same either while using Wizard of AmI or any other
tool, but the benefit from using Wizard of AmI for the creation of the different
steps of a scenario is that it can be used later in the process and simplify the

overall process. The process of designing mockup is done through design tools
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that are widely used by designers and each design can use their favorite design
tools to create mockups. From the third step onwards, the process is simplified
when using the Wizard of AmlI. In the case that a designer is not using Wizard
of AmI, they would have to organize their mockup in their file system either
by the devices that the mockups are intended to be used for or based on the
scenario steps. They then would have to find a way to add those mockups to
the actual devices that they would use, or they would have to include a
developer in the process who would write scripts and create an application for
managing the flow of the prototype. In contrast to that, when a designer uses
wizard of Aml, they can just upload their mockups on the platform and
organize them using the tag system which maps each mockup to a device. The
process that is needed to do these two steps in Wizard of AmI would be less
time consuming compared to the other processes without Wizard of Aml.
After that, they would have to add interactivity. Without programming skills
or the help from a developer, they would not be able to add interactivity.
Comparing the Wizard of AmI approach on adding interactivity and a
developer writing scripts and creating a controller application is clear that
there are multiple advantages when using Wizard of AmI. There is no need to
include a developer in the process or have prior programming knowledge and
the time needed is less. Rather than spending time on writing code to manage
the flow of the prototype and developing a controller application, the users
focus on setting up the flow in a non-technical manner while they can use the
provided companion application to control their prototype. The final step is to
run and navigate through the prototypes to assess the User Experience of their
application. With the first approach, they would have to manually change
mockups on each device as there is no interactivity implemented for their
prototype, which would be extremely time consuming. In contrast to that,
navigating through interactive prototype, by following the second or third
approach, is as simple as interacting with the devices or by using the controller

application or the companion application respectively to control the flow.
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4.6 Summary

This chapter described the challenges that differentiate interactive
prototyping tools for Intelligent Environments from traditional interactive
prototyping tools, and introduced the Wizard of Aml, its key features, and the
approach that the system follows as well as a comparison between current
design processes and the process using Wizard of AmI that a designer would
follow to create an interactive prototype for Intelligent Environments. Below,
is a table that summarizes the way that the system addresses the challenges

described in 4.1.

Table 2 Summarize of the way that each challenge was addressed

Challenge | Solution

A When configuring a state in space manager, users can view a 2D
representation of the space where they can assign mockups on

the devices of the space (Section 4.4.3)

B For each state, users can set the status of the devices and deal
with the behavior (i.e. state changes) while setting up the flow

of the prototype (Section 4.4.2)

C Interactive prototype-based scenarios are introduced as the way

of creating Interactive prototypes (Section 4.4.2)

D Wizard of AmI approach is similar to what the designers are
already familiar with and is not limiting to a specific flow for
creating interactive prototypes, thus allowing designers to

follow their preferred sequence (Section 4.4)

E The whole process of creating an interactive prototype is not
affected from the fidelity of the prototypes as Wizard of AmI
offers the same simplified yet effective process for creating and
running interactive prototypes for Intelligent Environments.

(Section 4.3.1)
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Chapter 5
Wizard of AmI

Implementation

Wizard of Aml is implemented using the latest web-based technologies and
techniques. It offers a browser-based application for desktops that utilizes the
possibilities of a browser extensively to provide an experience similar to a
native desktop application. Wizard of AmlI uses a microservice architecture,
where the different components work autonomously, encapsulating the
complexity of the functionality of each component, but together form the
functionality of Wizard of AmI. The User Interface provides a plethora of
features described in detail in the previous section, that allow users to achieve
their goal of creating prototypes efficiently. To support the User Interface
functionality, Wizard of AmI uses multiple components that facilitate the

features that the system offers.

5.1 User Interface

Wizard of AmlI is a browser-based application. It is available for use through
any modern web browser. The following section presents the User Interface

(UI) of Wizard of AmI and describes the functionality that the UI provides.

5.1.1 Homepage

After logging in, the user is welcomed to the home page (Figure 31). The home
page contains the projects that either the user has created or is a collaborator

for. The list of the projects can be filtered and sorted. A search functionality is
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available to search for a specific project. From the top right plus button, a user

can start the process of creating a new project.

Figure 31: Homepage

5.1.2 New project page

The creation of a new project is divided into two pages. In the first page (Figure
32), the user can set the name of the project, select the space that the project
will use and add collaborators. When the user chooses to select a space, a
window slides from the bottom (Figure 33), showing the available spaces. Each
space contains an image and basic information (such as the number of devices
that a space provides). The list of spaces can be filter in order to show only the
spaces that the user has already used in other projects. Moreover, a search
functionality is available to search a space by name. The space selection
window can be maximized, in case that the user prefers to browse the spaces
in full screen. Users can add collaborators through search either by name or
email. When a user writes in the collaborator input box, a dropdown window
appears, showing the users that the input matches (Figure 34). The second
page is the configuration of the space (Figure 35). This page is divided into
three panels. On the left is a panel showing a list of the devices of the space,
on the center is the space map, a 2D representation of the space, and on the

right is the inspector, a panel that shows information for a selected device. The
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user can either select a device from the list on the left panel or from the space
map. When a device is selected, the inspector panel shows the orientation of
the device and information about it (i.e. resolution, type, and actual size).
From the inspector window, a user can change the orientation of the device

and write a description.

Space configuration functionality

The 2D space map is interactive. In detail, users can pan around the map, zoom
in and out and select devices. This functionality is available through dedicated
buttons in the bottom right corner of the map. Additionally, user can use a
combination of their keyboards and mouse to do the same actions. Users can
use the mouse middle click or the SPACE key to enable pan mode. Scrolling up
and down moves the map accordingly. If the SHIFT key is pressed down, the
scrolling wheel works as left and right scroll and if the CTRL key is pressed
down the scroll wheel works as zoom in and out.

Users can rename the devices of the space. This can be done with multiple
ways. They can right click with their mouse on the device from the list or the
space map and select rename from a menu that opens. An alternative way is
to double click the name of the device from the list or select the device and
press the shortcut CTRL + R from their keyboard.

Users can enable or disable a device. They can right click on the device either
in the device list in the left or the device on the map and select the
Enable/Disable option from the menu. Another way is from the inspector,
through a toggle button that enables and disables a device. Finally, the
shortcut CTRL + E can be used when a device is selected to enable or disable
it. When a device is disabled, an indicator appears next to the device's name in
the device list showing that it is disabled and the device in the space map fades.
Users can group devices together. To group devices, users have to select two
or more devices. To select more than one devices, users can first select one
device and by pressing the CTRL key select another device. After selecting

multiple devices, users can group them either from the inspector by clicking
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the 'group devices' button or by right clicking one of the selected devices and
select the option 'group devices' from the menu or by using the shortcut

CTRL+G. The same process is used to ungroup devices.

Create new Project

Figure 32: New project (First page)

Create new Project

Smart Delivery

Select space for Smart Delivery

Figure 33: Selecting a space
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Create new Project

Smart Delivery

Living room

®c
Figure 34: Searching for a user

-
Setup Living room for
© : .
Figure 35: Space configuration
5.1.3 Mockup Workspace

The mockup workspace contains the list of the mockups uploaded for the
project. Users can upload their mockups either by pressing the upload button

and browse through their file system to select the images or by drag and drop
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(Figure 36). The mockups are presented in a list showing a thumbnail version
of the mockup alongside the name (Figure 37). Under each mockup a list with
the tags assigned for the mockup are shown. Users can view the mockups as a
unified list or by tag, grouping mockups based on their tags. The mockups can
be sorted by name or date of upload. When the mouse hovers over a mockup,
information about the mockup appear on top of the thumbnail (i.e. the original
name of the image and the date that the mockup was uploaded or updated).
On the top right of the mockup, a menu button is available with options to
rename, delete, or add tags. Users can select a mockup by pressing the round
button on the top left of the mockup. When a mockup is selected, a menu bar
appears on the bottom. The menu bar offers the same functionality as the
menu that opens from the top right button of the thumbnail. Users can also
select multiple devices and use the bottom menu bar to add tags on multiple
devices simultaneously or delete them. When selecting to add a tag, a window
slides from bottom that allows users to select tags (Figure 38). User can select
device tags or add their own from a button on the top right of the window.

Search and filtering by device or user tags is also available while selecting tags.

= Living room / Smart Delivery

@ 0r

Import your mockups directly from Drag & Drop your images directly
you favorite design tool here or

Figure 36: Mockup workspace with no mockups
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Living room / Smart Delivery Scenario

View: All | by Tag

1.table.idle

1.phone.locked 1.wallidle
Wiobiie 1]( Mobie 3| Mobae 2 tags tags v tags Tabie

3.tv.restaurants-view

Figure 37: Mockup workspace with mockups uploaded

1.wallidle

Add Tags for 1.phone.locked

Show:

@

Selected tags:

© Mobie1 T Mobile2 © Mobile3 I Mobile 4.
Tags:

01V (@ Wall| (@ Table

() Device Tags

(_ ) User Tags

Figure 38: Adding tags to a mockup

5.1.4 Mockup preview

When a user presses on a mockup in the mockup workspace, the mockup
preview windows opens. The mockup window offers two tabs, the preview tab

and the interactivity tab. The preview tab (Figure 39) shows in the left side the
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mockup in a large view and on the right side is a panel with details of the
mockup. From the right panel, users can rename the mockup, add description
and tags. On the top right side, they can set the mockup as the cover of the
project or delete it. The interactivity tab (Figure 40) allows users to add
interactive areas on the mockup. Users can drag their mouse and create
rectangles to indicate interactive areas. When a user creates an interactive
area, a window appears that allows users to name the interactive area. User

can move, resize and delete the interactive areas.
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Info

NAME

1.phone locked

[}
2. 28

Sunday, 18 October

Figure 39: Mockup preview
1.phone.locked

a
228

Sunday, 18 October

Name:
Interactive spot 1
Add or edit interactive spots on th

Figure 40: Adding an interaction area
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5.1.5 Scenario workspace

The scenario workspace is a free flow whiteboard where users can add steps
and connect them (Figure 41). A set of tools are available on the bottom right.
More specifically, a select tool that can be used to select any of the steps or
connections, a pan mode tool which can be used to pan around the whiteboard,
an add step tool which when selected, users can click on any area of the map
to add a step, an add connection tool that can be used to add connections
between steps by selecting a step and then the step that is to be connected to,
and a delete tool that can be used to delete steps or connections. These tools
are also available through keyboard shortcuts and namely, the N key enables
the new step tool, the C key enables the new connection tool, the D key enables
the delete tool, and finally the S key enables the select tool. A zoom
functionality is also available through the bottom right side of the screen or by
pressing down the CTRL key and using the scroll wheel to zoom in and out.
Moreover, pan mode can be activated by pressing down the SPACE key or the
mouse middle click. Moving around the whiteboard can be achieved either
with the pan mode or using the scroll wheel to move up and down or by
pressing down the SHIFT key and using the scroll wheel to move left and right.
A user can move around a step by pressing down and holding the left click
while hovering on the step.

When selecting a step (left click on a step), options regarding the step appear
around it (Figure 42). In detail, the options are: delete the step, rename the
step, set the step as a starting or ending step, remove a connection that starts
from the selected step, add a connection to another step, starting from the
selected step or add a new step that will be connected with the selected step.
Shortcuts are also available for some of these options such as the add new step

which can be triggered by pressing down the TAB key.
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= Living room / (ready) Smert Delivery

Press | F11 | to exit full screen

(ready) Smart
+ @ (o T

- 00% +

Figure 41: Scenario workspace

= Living room / (ready) Smart Delivery

Figure 42: Step selected in scenario workspace

5.1.6 Interactivity page
When a user selects a connection in the scenario workspace, the interactivity
page opens (Figure 43). The interactivity page allows users to create events and

set interaction points that trigger a transition from one state to another. More
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specifically a transition can be made from one state of a step to a state of
another step. The interactivity page shows, in the left, a list of the states that a
step where the connection starts contains and on the right another list of the
states that a connecting step contains. Users can select an interactive area
from a device of a state and then click on the state that they would like this
action on the interactive area to transit. Users can also select an entire state
and then select a state to transit in order to create an event. The states on the
right can be minimized to display only their names instead of a mini view of
the state. Users can click on a line that represents an event or interaction to
delete it. Users can expand one step and set mockups or create interactive

areas directly from this page without the need to go to the mockup workspace.

Connections from step one user logged in to step two users logged in

(© Select an Interactive area from the left and connect it to any state on the right side

Step: one user logged in Step: two users logged in
stefllogedin

¢ . 2 g h o , 3
i =2 § 2 2
3 2 -3
5 2 5

o
-
S
c
g

Figure 43: Interactivity page

5.1.7 Step page

A user can open a specific step from the scenario workspace to view, create,
and edit states for the selected step. The step page is separated into three
panels (Figure 44). On the left side is a list of the steps, on the center is the 2D
map representing a space and on the right side is the inspector panel which

based on the selected item (i.e. a state or a device) shows information and
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options. The 2D map in the center is similar to the 2D map used in the space
configuration page. Users can create a new empty state or create a state based
on an already created one. More specifically, they can press the plus button on
the left panel to create an empty state or copy through the shortcut CTRL+C
and press the shortcut CTRL+V to paste it as new one containing the same
mockups as the copied one. Another option is to click the duplicate button next
to the name of the state to create a copy of the selected state. The functionality
of copying or duplicating is particularly helpful as the difference from state to
state can be a small number of mockups (of specific devices) and users are able
to change only mockups on devices that are different. Otherwise, they would
have to create an empty state and add mockups for all the devices. When a
state is selected the map in the center shows the status of each device (i.e. the
mockup that each display contains). Users can double click on a device to open
the mockup selection window (Figure 45), a window that contains the
mockups associated with the given device where the user can select which one
to map to the device for the given state. When a device is selected from the
map, information about the device appears on the right side as well as options
regarding the presentation of the mockup in the screen. Users can change the
orientation of the mockup, the background color in case that a mockup size is
smaller than the resolution of the device and finally they can change the
mockup mode (i.e. stretch to fill the whole screen, original size of the mockup,
and fill the max width or max height of the screen). The 2D map is interactive,

users can select devices, pan around and zoom in and out.
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Figure 44: Step page

Figure 45: Adding a mockup on a display

5.1.8 Preview page

The preview page (Figure 46) allows designers to experience their scenario
from their computer in a 2D representation of the space where they can
interact with devices and verify the flow that they created. More specifically,
they space is depicted in 2D in the same way that that the space is presented in

the state creation process. On the bottom, there is a bar indicating the current
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state as well as the step. This page is available through a generated link that

can also be shared to other users to view the flow of the scenario.

Previewing Smart Delivery in Living room

Figure 46: Preview page

5.1.9 Mobile companion application

Users can use the mobile, browser-based, companion app to run their
prototypes in the physical Intelligent Environments that they are designed for.
After logging in a user is welcomed with a list of all the projects that they can
run (Figure 47). After selecting a project, the wizard page opens. The wizard
page contains specific controls regarding the Intelligent Environment and the
scenario of the project. User can control the environment and set a scenario
to start or end. For the scenario, in the tablet version of the companion app,
they have a view of the flow of the prototype and are able to select a specific
step to run on the environment. Moreover, while the prototype is running,
based on the step that the scenario is currently in, a list of the available events
is present where users can select to trigger in order to manually make a

transition to another state.
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Figure 47: Selecting project in companion application

5.2 Wizard of AmI Architecture

Wizard of AmI uses multiple services that communicate with each other and
are exposed to the front-end application through a proxy. Moreover, they store
and retrieve data from the same database. The services that Wizard of AmlI
uses are described below.

User service is responsible for storing user data such as their username and
basic personal info. Moreover, it handles connection status of each user (i.e.
online or offline).

Collaboration service manages data that need to be transmitted between
users while they are working in the same project. More specifically is
responsible to record the actions of each user and inform other users who are
working together.

Project service is responsible for keeping track of all the projects in Wizard of
Aml. It stores data about each project, such as the users, the list of mockups
that they use and metadata.

Space service stores all the data about the Intelligent Environments that
Wizard of AmI needs in order to a) visualize the space in the User Interface

and b) run the prototypes on the physical environments.

86



Mockup service is used to upload and download mockups, that are
automatically optimized for use in the web which offers better overall
performance. The mockup service creates thumbnail versions for each
uploaded image in order to be used in pages that don't need the full version of
the mockups. Moreover, mockup service also stores the interaction areas that
users set on mockups.

Scenario service is responsible for storing all the data for the scenarios that
users create. More specifically, it relies on the Database to manage the
connections between the different entities that a scenario uses and is
responsible for verifying that a scenario is complete (i.e. there are no steps
that are not connected with other steps).

Wizard service is responsible for the functionality that Wizard of AmlI
provides regarding the Wizard of Oz paradigm. It provides the companion app
with the actions that a user can simulate and allows users to configure an
execution of their scenario in the physical environment.

IE Handler is the service that handles the infrastructure that is needed to run
prototypes in Intelligent Environments. It uses the data from the space service
and communicates with the different devices in the environment to set their
status.

File storage service is used to store all the uploaded mockup from users and
version control them. More specifically in case that a user uploads a new
version of an image, it adds the new image and keeps a record of the previous
image.

Database is used to store all the data that Wizard of AmI needs for users,

projects, mockups, scenarios, and spaces.
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Figure 48: The Wizard of AmI Architecture

5.3 Wizard of AmI Database

Wizard of AmI utilizes a database to store all the data that Wizard of AmI uses
to provide its functionality. A scenario uses a plethora of different entities that
are linked together to be able to successfully model an interactive prototype-
based scenario. An extensive modeling of the entities was required to achieve

that. The different entities are described below.

Name Description Type
Id The unique id of the user String
Username The user's unique username String
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Fullname  The user's full name String
password  The user's encrypted password String
Email The user's email String
AvatarPath User's avatar path String

Display

The entity that represents a display in an Intelligent Environment

Id String
Name The display’s name String
Resolution The display's resolution {x: Number, y:
Number}
Type The display type (e.g. mobile, TV,  String
tablet)
PhysicalDimentions The display's physical dimensions {height: Number,
incm width: Number}

Device

The entity that represents a device (smart device or service) in an Intelligent

Environment

Id The unique id of the device String

Name The device's name String

Endpoint The uri for the display String

Type The device type (e.g. smart light, String
smart blinds, other)
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The entity that represents an Intelligent Environment that can be used in

Wizard of AmI

Id String

Name The space's name String

Image A path for an image of the space String

Devices A list with the devices that the Array<Device
space contains Reference>

Displays A list with the displays that the Array<{display:

space contains and their position Display
Reference, posX:
Number, posY:

Number}>

SpaceConfig

The entity that represents a configuration for a space regarding a specific

project

Id The unique id of the space String
configuration

Space The configured space Space reference

Devices A list of selected devices Array<Device

reference>
Displays A list of selected displays Array<Display>

Project

The entity that represents a Wizard of AmI project

Id The unique id of the project String
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Name

Space

Collaborators

Owner

Cover

Mockups

SpaceConfig

Scenario

Name

Id
UserTags
Mockups

Name
Id
Name
Src

Filename

The name of the project
The space that the project uses

A list with the users in the project

The user who created the project
A path to a cover image for the
project

The mockups that the project
contains

The configuration of the space for
this project

The scenario of the project

Description
The unique id of the mockup list
A list with user defined tags

The list of the mockups

Description

The unique id of the mockup
The name of the mockup
The uri of the image

The original name of the image

String

Space Reference
Array<User
reference>

User reference

String

MockupList
reference
SpaceConfig
reference
Scenario

reference

Type

String
Array<String>
Mockup

reference

Type

String
String
String
String
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User

Description

Date

DeviceTags

UserTags

PreviousVersion

Name

Id

Name

Mockup

StartPos

Width

Height

92

The user who uploaded the
mockup

A description of the mockup

The date of when the mockup was
uploaded

Tags assigned for the mockup
regarding devices

Tags generated from users that are
assigned to the mockup

Reference to a previous version, in
case that this mockup updated a

previous mockup.

Description

The unique id of the interaction
area

The name of the interaction area

The mockup of the interaction area

The top left corner position of the
interaction area (Percentage)
Interaction area width (percentage)
relative to the mockup

Interaction area height

(percentage) relative to the mockup

User reference

String
String

Array<String>

Array<String>

Mockup

reference

Type
String

String
Mockup
reference

{x: Number, y:
Number}

Number

Number



Scenario

The entity that represents a scenario

Id The unique id of the scenario String
Description The description of the scenario String
Settings Setting to use or not the steps Boolean
Steps A list of the scenario's steps Array<Step
reference>
Tasks The scenario tasks Array<Task
reference>

Step

The entity that represents a step

Id The unique id of the step String
Description The description of the step String
Name The step name String
States A list of the step's states Array<State
reference>
Position The step position in the whiteboard {x:Number,
y:Number}

Task

The entity that represents a task

Id The unique id of the task String
Description The description of the task String
Name The task name String
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Step

Order

Name

Id
Description
Name

Groups

Order

Name
Id

Device

Status

Mockup
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A list of the steps that a task
contains
A number representing the

ordering of task

Description

The unique id of the state
The description of the state
The state name

A list of the devices and their status

A number representing the

ordering of the state in the step

Description
The unique id of the group
The device of the group and its

position

The device status
In case that the device is a display,
the info about the mockup set for

the state

Array<State
reference>

Number

Type

String

String

String
Array<Group
reference>

Number

Type

String

{ device: Device
reference, posX:
Number, posY:
Number}

String

{ mockup:
Mockup
reference,

background:



string,
orientation:
string, mode:

string }

Clone Info about the other device In case ~ Group reference
that the device clones info from

another device

StartStep

An entity representing an ending step

Id The unique id of the start step String

Step The start step Step reference

EndStep

An entity representing an ending step

Id The unique id of the end step String

Step The ending step Step reference

StepConnection

An entity representing a connection between two steps

Id The unique id of the connection String

FromStep

The step that the connection starts

Step reference

ToStep

The step that the connection ends

Step reference
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Name Description Type

Id The unique id of the state event String
Step The event's step Step reference
FromState The state of the step that contains  State reference

this event (it can also be empty to
indicate that it is a step wide event)
ToState The state of the step that the trigger State reference

of the event will result

Name Description Type

Id The unique id of the group String
interaction

State The state where the Group State reference

Interaction is

Group The Group of the state where the Group reference
interaction is

Interaction Area The interaction area that triggers InteractionArea

this interaction reference

5.4 The infrastructure behind the execution
of a prototype

Wizard of AmI can run prototypes in physical Intelligent Environments. More
specifically it can use, displays, ranging from TVs, PC Monitors to mobile

phones, smart devices such as smart lamps, smart door locks, etc. and
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contextual services, such as user location service and humidity monitoring
service. To achieve that, Wizard of AmI provides different clients based on
some requirements that a device should meet. The work that was done to
achieve that for each type of devices alongside the requirements are described

below.

5.4.1 Displays

Any display that can present a website can be used in Wizard of AmI. This
means that any display that can open a browser which is capable of loading
webpages with JavaScript support works in Wizard of AmI. Smart TVs are all
capable of this while any other displays that can be connected on a computer
(a full desktop PC or even a Raspberry PI) can be potentially used in Wizard of
Aml. To be able to manage such displays, a client application was developed
that can run on Windows, Linux and MacOS. The client can automatically
open a web browser on the Wizard of AmI page and pair the display. For smart
phones, a wizard of AmI application is available on Android and IOS that can

pair the smart phones to the system to work as displays for the environment.

5.4.2 Smart Devices

Any smart device that provides a RESTFUL API can be imported as a device for
a prototype. Given that a RESTFUL API is described with an OpenAPI
Specification [61] Wizard of AmI can take advantage of these data and model

the smart devices triggers and actions to allow users to access them while

prototyping.

5.4.3 Contextual Services

Given that smart devices expose their functionality through APIs, the process
and requirements for contextual data is the same as to the smart devices. In
details, a contextual service should contain a RESTFUL API that is descripted
with the OpenAPI Specification in order for Wizard of Aml to extract the data

needed to model the service in the tool.
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Chapter 6
Cognitive Walkthrough

Evaluation

A cognitive walkthrough evaluation experiment of the Wizard of AmI was
conducted with the participation of five (5) User Experience (UX) experts with
prior experience in designing systems for Intelligent Environment. The
evaluation process was conducted at the Human-Computer Interaction
Laboratory (HCI) of the Institute of Computer Science of the Foundation for
Research and Technology - Hellas (ICS-FORTH). Cognitive walkthrough [62] is
a technique for evaluating the overall user interface of a system and focuses
on how a system is perceived by users the first time they use it without formal
training. The goal of the evaluation was to identify any potential issues
regarding the concept, missing features, and usability errors through
comments from the experts before planning a large-scale user-based

evaluation.

6.1 Process

During the evaluation, a conductor was present to help the UX experts during
the experiment. Users were given five tasks, one by one, and after each task,
the conductor asked four questions. The four questions used, are based on the
work of [63]: (i) Will the user try and achieve the right outcome, (ii) Will the
user notice that the correct action is available to them, (iii) Will the user

associate the correct action with the outcome they expect to achieve, and (iv)
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If the correct action is performed, will the user see that progress is being made
towards their intended outcome. The conductor was keeping notes for each
task containing any comments or suggestions from the experts and recorded

the answers for the four questions.

6.2 Results

The most notable issues that were identified from the evaluation process,
along with the proposed solutions, are listed below:

Issue 1: While creating an Interactive Prototype for an Intelligent
Environment, a designer may decide to add another device or remove an
already selected one. Therefore, they should be able to configure the space
while building then scenario rather than having to decide definitively the
configuration from the creation of a project.

Solution: The wizard of AmI will integrate the feature of configuring the space
while creating the scenario. For each project, a config page will be always
available in case a designer decides to remove or add a device in the space.
Issue 2: The page that allows users to connect the different states is
complicated and the mental model that a user creates after using the rest of
the system does not apply in this page. Moreover, the interaction points on the
mockups are not easily visible to the user.

Solution: The connection page will be redesigned to match the overall
aesthetic of Wizard of AmI and the interaction with it will be similar to the
page where a user creates and connects steps. This will help with the
continuity while using the overall system. For the interactive areas of a
mockup, a more vibrant color will be used to be easier for a user to observe
over a mockup.

Issue 3: In parts of the process where a user creates an interactive prototype-
based scenario, they can right click to view and select actions, while in other
parts they cannot. This is an example of an action; this issue appears for
multiple actions that in one page can be achieved with a certain way and in

another page with a different way.
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Solution: The way that users can perform actions in Wizard of AmI will be
unified across the system to be more intuitive. Users expect that if an action
can be performed in a certain way for one page, that they will be able to
perform the action in the same way for another page that offers the same
functionality.

Issue 4: Adding interactive areas for mockups is a fundamental action for
creating an interactive prototype. The process to add interaction areas on a
mockup contains two steps. First the user selects a mockup, which opens a
page containing the information of the mockup. Then, a button is available to
switch to another page that allows the user to add interactive areas. As the
process of adding interactive areas is a repetitive process, the users would like
for this process to be less time consuming.

Solution: The two tabs that the mockup page contains, the preview tab and the
interactivity tab will be combined. The usability will not change as the User
Interface is similar and those two tabs can be combined without losing any of
the functionality and ease of use, while the process of adding interactive area

will need less steps (i.e. no need to press the tab interactivity to open).
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Chapter 7

Conclusion and Future

Work

The main goal was to design and develop Wizard of AmlI, an interactive
prototyping tool that supports the design process of applications for Intelligent
Environments. Wizard of AmI introduces a holistic approach on the process
of creating and enacting interactive prototypes for such environments.
Designers can collaborate through Wizard of AmI to build interactive
prototype-based scenarios and assess the overall User Experience of their
designs through on-site enactment. Wizard of AmI provides users with a novel
graph-based User Interface where they can build their scenario by adding
steps and connecting them. Moreover, a 2D representation of the space is
available, providing spatial sense, where users can assign mockups to the
displays of the environment to create states (i.e. the different snapshots of the
application in the space). A companion application is available on mobile
devices, which can be used to enact the scenarios in the physical Intelligent
Environment. Through this application, designers can simulate aspects of
their application and control the scenario flow.

While the Wizard of AmI is already in use from designers in Human-Computer
Interaction Laboratory of the Institute of Computer Science, at Foundation for
Research and Technology - Hellas (ICS - FORTH), potential changes and

updates arise from the cognitive walkthrough evaluation as well as the actual
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use of the tool by end-users in the laboratory. A detailed plan for future work

is described below.

A.

One important step that is needed to verify the tool's usability is to conduct
a formal user-based evaluation. The design team plans to conduct an
evaluation with at least 15 participants, who have prior experience on
designing applications for Intelligent Environments. The results of the
evaluation will help to identify issues that were not possible to find through
the cognitive walkthrough evaluation and determine how to improve the

overall design.

. An integration of a space editor that will allow designers to create spaces

from scratch directly within the tool.

An extensive configuration support for spaces. In detail, the space
configurator will allow users to add virtual devices (i.e. devices that are not
already installed in the physical space). Additionally, users will be able to
configure the space at any time after creating a project rather than

performing the configuration only before the scenario creation process.

. A 2.5D preview of the space. Currently the space viewer in Wizard of AmI

is a 2D representation of the physical environment. Based on the literature
review and preliminary results from the use of the tool in the laboratory,
users prefer to be able to view the environment in a more realistic way,
hence the need to transform the space viewer to a 2.5D version.

Support for previewing the created scenarios in Virtual Reality (VR).
Alongside the 2.5D preview mode that will be implemented, a VR preview
should be available as it allows users to assess the User Experience in a
similar way as they would have by being in the physical environment but
without the need be there.

Support for Augmented Reality (AR) when experiencing the prototype. AR
can be leveraged in order to add virtual displays or virtual smart devices in
a physical space. In more detail, designers will be able to place virtual

displays or smart devices in the space and use them in their prototypes.
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This feature will be particularly helpful for new ideas requiring devices that
are not available in a space in order to be able to test their idea without the

need to actually buy equipment.
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