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Abstract

Nowadays with climate change being a major issue in Scientific Commu-
nity and to citizens too, the scientific community struggles to find causes,
results and make predictions about future impacts to our lives.

Having Internet Of Things, like Meteorological Sensors, like an arrow in
the quiver, helps the Scientific Community collect important meteorological
and spatial data in a manner of using this kind of data to build statistical
and mathematical models to guide them to more accurate results, plus faster
than the existing models.

The frequent collection of the meteorological and spatial data from het-
erogenous sources of information, drives to huge portions of data that have
to be stored and managed efficiently in a sense of being useful to users by
converting raw data format into knowledge.

The solution to the efficient storage and management of these big portions
of data was given firstly by building a data warehouse with a collection of
different databases, regarding the sources of information and secondly by
using a Knowledge Base Layer over the data warehouse. With this approach,
we create interoperability over the data warehouse.

The approach of the thesis is a Web-Based Management Information Sys-
tem that uses NoSQL databases to build the Storage Layer so as the Knowl-
edge Base Representation Layer. The Apache Cassandra DB is used as the
Storage Layer and the Knowledge Base Layer implemented with the usage of
Neo4j Graph DB. The combination of these two NoSQL Databases leads to a
dynamic M.I.S. Web-Based Application that can handle the load of data from
sensors. The Web App can be used easily from novice to more advanced users
to gather and manage the data, create statistics, views and execute dynamic

queries to the database warehouse to have results on demand.



IMTepiindn

LTIc YEpEC Hog e TNV xAdaTer) ahhory ) vor amotehel uetlewv {hTnua yia TV
Emotnuovua Kowdtnto oAAd xou yia Toug amholg moiiteg erniong, n Emotn-
wovixt) Kowétnra aywvileton yia v Boer outieg, amoteréoyata xou tpoomoel
vl xvel TeoPAEPELS oyeTInd UE TG UEANOVTIXES CUVETELES TToU Vol ETLPEPEL O TIG
Cwéc yac.

‘Eyovtac o Aixtuo tov [poyudtwy (IoT), énwe toug atotinthcec Metew-
POAOY GV BEBOUEVWY, oav BEAog oTn @apeTea, Bondd tnv Emotnuovixg Kot-
VOTNTA VoL GUAREYEL ONPOVTIXES TTANPOQOpieg oyeTnd ue T Metewpohoyxnd xan
Xwpuxd 0E00UEVA WOTE UE T P01 TV OEBOUEVWY UTMY VAl UAOTIOLOUY G TATL-
o T xa hodnuotind povTtéda, o omola xan Yo Toug 0dnyRioouy oe axplBEcTepa
AmOTENEOUATA, PE ToyUTERO PUUUO amd To ROT) UTEEYOVTAL.

H ouyvotna culhoyhc v Metempohoyinmy xor Xweixov 0e00UEVWY -
TO OLUPOPETIXEC TINYES TANPOYOENONG, 0ONYEL OE UEYTA TUAUXTA DEQOUEVEY,
Toe omolor TEETEL Vo amo¥nxeuToLY xon vor efvon Sloyelploluo amodoTXd, HE TNV
€VVOLOL TOU VL UTO0POLY Vo Efval YN OLIa TEOC TOUG YPNOTEC UETATRETOVTAS O-
XATEQYUO TA DEDOPEVA OE YVWOT).

H Xoon yo tnv anodotiny| anodrixeuct xou dlayelpiorn auTtoy Twv Ueydiou
OY%0U BEBOPEVLY BOUNNUE aEY X UE TNV XUTAoXELT| Wiag «ATtodiune Aecdoué-
VOV» UE GUALOYY amd BlapopeTixég Aol BeBOUEVWY, GYETIXEC UE TIC TNYES
TANEOPOENOTNG UTO OTIOU TEOERYOVTOL XAl BEVTEPEUOVTWS UE TN YPNOT ETUTEOOU
«I'vwoionrg Avarapdotaoney , tdve anéd o eninedo g «Amovfxng Acdoué-
VOV

Yxomodg tne epyaociog authc elvon 1 vAomoinom uog Atadixtuaxric Egapuo-
e Auwyeplotinod [Iinpogoplaxol Yucthuatog, o omoio yenowonoiel Mn-
Yyeotaxéc NoSQL Bdoeic dedopévwy yio tnv xatooxevy| Tou Emmédou Anodn-
XEVoTNg, OmKg emiong xou Tou emnédou «I'vwoloxrc Avarapdotacney. H (don
oedouévwy «Apache Cassandra DBy yenowonomjdnxe yio to eninedo amoi-
xevong xat To eninedo I'vooloxrc Avamapdotaong vhototfinxe ue T Yeron

Yedprv Sedouévemy xou To cuyxexpiéva ue «Neodj Graph DB». O cuvbuooudg



TGV TV 000 Mn-Xyeoloxdy Pdoewy 6edopévwy odfynoe e €va BuVaLxo
Auwyepiotind [Iinpogoplaxd Xioctnuo to onolo elvon coavéd va yeplleton Tov
&Y %0 BedOPEVWLY amd Toug auoUnTripes. H Sadixtuaxy| egopuoyr| umopel vou yen-
owonondel amd apydpLOUC WS XL EUTELPOUC YENOTES YIol VoL GUAAEYOLY oL Vol
oLoryerptlovton Tar 6eBoUEVa, VoL ONULOUEYOUV GTATIC TIXA X0l THVIXES DEBOUEVWLY,
OTWE XL VO EXTEAOUY BUVOLXES ETEPWTACELS 0TNY «ATOVAXN Acdouévmvy xa-

¢ amaktnon.
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uéoo amd uadfuatd Toug.
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YLoL TNV GELO TN CUVERYAGIA TTOU EYOUUE OAO QUTOY TOV XALEO, TIC YVWOELS TOU
HOU €Y0UV UETAUPEREL UAAG XL TIC EUYUPLOTEC OTLYUES TOU €Y TERUOCEL GTO
EQYUO TARLO QUTO.
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Cwi) pou, yiot TNV xaTovonor, Ty urouovy, 1N Poddtatn orydmn mou pou Bel-
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aEYES TV YoViwV pou Anurten xou Bdow, omwe xou 1 Stamonday dynoy| mou
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Chapter 1

Introduction

Nowadays with climate change being a major issue in Scientific Community
and to citizens too, the scientific community struggles to find causes, results
and make predictions about future impacts to our lives.

With the invention of Internet of Things Sensors, the collection of data
that Scientist can use for profit has been much simpler job than before. In
our case the collection of Meteorological and Spatial measurements are the
data that has high importance for monitoring and analysis that can lead to
valuable results about the climate change. The historic observation of these
data is what adds value and not the data by themselves. So collecting and
observing Meteorological and Spatial Time Series data is the case of study
but yet an easy job.

The frequency of the collection of raw Meteorological and Spatial data
comes with the high cost of storing, retrieving and managing-handling the
big amount of data that increases over time. A Meteorological Sensor keeps
sending data in a daily base to Lab Clusters every certain period of time,
that can be every minute, every five or ten minutes or hourly, creating an
amount of time series data that is an issue that matters and needs a solution,
in a manner of turning the data into useful pieces of information.

Gathering big data from multiple different sensors that are located to

different areas around the Crete Island makes the problem of storage and
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performance much more complicated. Combining all the sources of informa-
tion into one Management Information System Web Based App drives us to
the need of the Interoperability over these Meteorological and Spatial data.

Related work can be found in Kanishk Chaturv 'InterSensor Service: Es-
tablishing Interoperability over Heterogeneous Sensor Observations and Plat-
forms for Smart Cities’ [10], Ramar, Kaladevi ’Ontological based interoper-
ability and integration framework for heterogeneous weather systems’ [11],
M. G. Kibria, S. Ali, M. A. Jarwar and I. Chong, A framework to support
data interoperability in web objects based IoT environments’ [12] and B.
Ahlgren, M. Hidell and E. C. -. Ngai, 'Internet of Things for Smart Cities:
Interoperability and Open Data’ [13] papers. The previous approaches have
developed solutions through ontology algorithms, services and frameworks
that apply interoperability on data from heterogenous sources of informa-
tion. The above solutions are from the semantic point of view approach.

The Contribution of our work differs from the previous solutions due
to the holistic approach to the interoperability on heterogenous sources of
information that offers solution on both knowledge base and the storage of
time series big data. As a result we developed a Management Informational
System (M.I.S.) Web Application that can be used from novice to expert users
due to the simplicity of the system, for data retrieval over the heterogenous
data sources of information. The M.I.S. Web App offers usages for data
representations, dynamic queries for data retrieval, analytics and statistics
of data and also the management of data.

In this thesis we used the NoSQL Apache Cassandra DB [1, 2| as the
database warehouse (Storage Layer), in which all the data will be stored.
The Apache Cassandra DB is used due to fast writes, handling of massive
datasets, high fault tolerance, easy administration and the closely query ap-
proach with Cassandra Query Language (CQL) to SQL Developers, plus the
fact that distributed systems (Clusters) are used in the Labs that the data

is going to be stored.
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Having data from different sources makes it difficult to query over dif-
ferent databases and get the right result. The solution in this thesis is the
Knowledge Base Representation layer over the data warehouse, which pro-
vides us the Interoperability over the Meteorological and Spatial Data. The
technology we used to build the Interoperability is the NoSQL Neo4j Graph
DB [3, 4]. Neo4j Graph DB is a database that connects everything into
graph, with nodes and relationships making very easy to understand every
graph model. The high performance in storage and processing, the scalabil-
ity, the reliability and the ease of use of Cypher query language were the key
features to be the intermediate layer that connects the Client with the data
warehouse, avoiding an overhead in query performance.

The combination of Apache Cassandra DB for Storage Layer as well as
Neo4j Graph DB as the Knowledge Base Representation Layer in this thesis,
lead to a high-performance ecosystem to store and query big data over dif-
ferent sources of information, with the Web Based Management Information
System making easy to manage this kind of data from novice to advanced
users.

Interoperability is achieved through the mapping of nodes, of Neo4j, with
certain attributes, to certain Column Families (Tables) and their Columns of
Apache Cassandra. This abstract approach works smoothly for time series
data but is not limited on this kind of data. This approach can work in any
kind of data with the right database design in Storage Layer and with the
accurate mapping with the Knowledge Base Layer. The mapping approach
in this thesis came from the Global Schema (GAV) [9] approach, with the
difference that we used the Knowledge Base Layer as Mediator instead of
using a Mediator Table. This approach guided to a much more efficient way

to apply mapping through the sources of information.
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Related Work

Kanishk Chaturvedi, et al. in 2018 [10], has developed an open source
Java Based implementation of Intersensor Service. His Application supports
RDBSM databases, so as NoSQL database, such as MongoDB. Data pro-
duced by sensors apart from stored in databases, are stored also in CSV and
Excel sheets format. The approach in this paper is the interoperability as a

service in heterogenous sensor observations in smart cities.

Ramar Kaladevi et al. in 2016 [11], developed a framework for interoper-
ability over weather sensor data by a novel ontology merging algorithm based
on semantic relations. It can be used for knowledge sharing and information

retrieval.

M. G. Kibria et al. in 2017 [12], developed a framework for interoper-
ability IoT sensor data of smart cities. This framework processes data from
semantic and non-semantic data sources, from heterogeneous sources of in-
formation and supports different type formats (CSV, Databases, XML, etc.
). The outcome is the export them in RDF /Triple store format so that can

create knowledge and analytics to end users.
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B. Ahlgren, et al. in 2016 [13], has developed a Project called GreenloT.
This is an application that offers interoperability from sensors big data over
heterogeneous sources of information. It’As purpose is to offer to citizens
and public authorities of Uppsala in Sweden and also worldwide, open acces-
sible data from these sources for daily societal challenges, such as air quality,

meteorological metrics and more.

The above approaches have developed frameworks and services that can
be used on existing heterogenous sources of information and they can sup-
port the Knowledge Base Layer. These solutions are used in real world in
smart cities. What differs our approach from the previous is that we have de-
veloped from the scratch a Web Based application that can totally support
the Weather Time Series data interoperability from heterogenous sources
of information. Our approach is an architecture with its own Knowledge
Based Layer and Storage Layer that are scalable and easily managed to offer
great performance as well as stable usage. Using latest NoSQL technologies
combined, Apache Cassandra DB for storage and Neo4j Graph DB for the
knowledge layer we solve the problem of storing and retrieving big data in

distributed systems in an effective way.
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Meteorological and Spatial Data

format

The data files that we used are in .CSV and .DAT format, that include
measurements from meteorological sensors. These sensors keep tracking data,
at the end of each day a file is created with all day long data included. Each
file is generated from a different source (sensors) of information. Each source
gives data daily, weekly, monthly, yearly and even a file can be created for a
certain period of time.

The Weather Stations of Department of Mathematics and Applied Math-
ematics and Hellenic Republic Decentralized Administration of Crete were
the sources of information, from which we took samples of data.

The sample file from Department of Mathematics and Applied Mathe-
matics was a tab separated .DAT file. The file consists of forty three (43)
columns and one thousand two hundred and thirteen (1.213) rows. The data
is from a certain period of time and it keeps data tracking per ten minutes
for meteorological and spatial measurements with the minimum, maximum

and average values of each attribute.
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The Meteorological attributes are (only attribute names described below,

min, max, average column names excluded):
1. Date (dd/mm/yyyy)
2. Time (hh:mm)
Wind Speed at 20m (m/s)
Wind Speed at 28.5m (m/s)
Wind Speed at 30m (m/s)
Average Wind Direction at 20m (degrees)
Average Wind Direction at 28.5m (degrees)

Temperature (Celsius degree)

N A A

Rain Duration
10. Atmospheric pressure at the altitude of the station

11. Relative Humidity

The sample files from Hellenic Republic Decentralized Administration of
Crete were two files from two different sources of information. Both files
were in tab separated .CSV files. The first source of information was from
the source of Tympaki Town and the second from the source of Doxaro Vil-
lage Weather Stations. The generated file from Tympaki sensors consist of
eleven (11) columns and nine thousand the two hundred fifty six (9.256) rows.
The generated file from Doxaro sensors consist of eleven (11) columns and
five thousand and twenty one (5.021) rows. Both files have similar Meteoro-

logical attributes and their average values per hour.

The Meteorological attributes are:
1. Date (yyyy-mm-dd)
2. Time (hh:mm:ss)

3. Barometric Preasure
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L o N o

10.
11.

Relative Humidity

WIND SPEED (m/s)

WIND DIRECTION (degrees)
Temperature (Celsius degree)
Precipitation (mm)
Pyranometer 0 2000

Hourly Eto

Rain Duration

The meteorological files are in NetCDF [14] climate common data for-

mat.

NetCDF format is ’self-describing’, this means that there is a header

which describes the layout of the rest of the file, as name/value attributes.

NetCDF is commonly used in climatology, meteorology and oceanography

applications.

Data in NetCDF format is:

Self-Describing: A NetCDF file includes information about the data it

contains.

Portable: A NetCDF file can be accessed by computers with different

ways of storing integers, characters, and floating-point numbers.
Scalable: Small subsets of large datasets in various formats may be ac-
cessed efficiently through NetCDF interfaces, even from remote servers.
Appendable: Data may be appended to a properly structured NetCDF
file without copying the dataset or redefining its structure.

Sharable: One writer and multiple readers may simultaneously access
the same NetCDF file.

Archivable: Access to all earlier forms of NetCDF data will be sup-

ported by current and future versions of the software.
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Geospatial Data has use two main types of geospatial data formats. The
Vector Data and Raster Data [15]. In our case of study, the files contain
neither Vector nor Raster Data explicitly. The Geospatial information is
produced from the data sources(meteorological sensors) that are in different

Geographical points around Crete Island.
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System Architecture

In this section we are going to tear down step-by-step the Layers that we
described earlier and make a clear view of the usage of each technology.

As a first step, we are going to examine the Storage Layer with NoSQL
Apache Cassandra DB. In second step we will describe the technic that we
used to build the Knowledge Base Representation Layer with NoSQL Neo4;j
Graph DB.

4.1 Data Warehouse with NoSQL Apache Cassandra
DB

From the analysis of data files format of previous section, we observed that are
wide-column tables, that consist of time series data with the attributes(columns)
Date and Time being the indexes of each record with measurements written
from the sensors.

Requirements in storage and performance in this kind of data drove us to

the NoSQL solution Apache Cassandra DB [5].

10
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4.1.1 Apache Cassandra

A short briefing on Apache Cassandra DB is that we have a NoSQL Database
that provides no single point of failure by not having a Master-Slave Architec-
ture. Having this as an aspect, we can have a scalable Cluster by adding any
type of machine-server at any moment, that each one of them can work prop-
erly and equally in a Apache Cassandra DB Cluster. A feature that makes
Apache Cassandra DB stand out from the rest NoSQL Databases is called
Tunable Consistency Model, by providing to a developer the choice of hav-
ing performance over accuracy or vice versa, compared to other distributed
systems databases according to CAP-Theorem (also known as Brewer’As the-
orem) [6]. Apache Cassandra DB is distributed over several machines that
cooperates with each other, these machines are called nodes. It arranges each
node in a ring format and assigns data to each one. Every node contains the
replication of data and in case of failure the replication changes as it needs
to.

Apache Cassandra DB stores data in Keyspaces is the outer container of

data and the basic attributes of Keyspaces are:

1. Replication Factor: number of machines in the cluster that will re-

ceive copies of the same data.
2. Replica placement strategy: strategy to place replicas in the ring.

3. Column Family (Table): is a container for an ordered collection of
rows in the Keyspace container. Each row is a container for an ordered
collection of columns. Keyspace can contain at least one Column Family

or more.

A picture of Apache Cassandra DB Model:

After this briefing as a next step, we are going to explain how we modeled
database by using the Apache Cassandra technical terms.

From the data file analysis, we created a Keyspace that contains all the

column families created for each different source of information.
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KeySpace

Column Family

Column Name

Column Name

Column Name

Key

A

Value

Value

Value

Column Name

Column Name

Key

«—ie) £q payos

4

Value

Value

Design Decision:

1. Keyspace is named as meteo

Figure 4.1: Cassandra Model

12

2. Column Family generated from Doxaro Village file is named as doxaro.

3. Column Family generated from Tympaki Town file is named as tympaki

a3 (a3 is from the meteorologixal sensor that data is collected).

4. Column Family generated from Department of Mathematics and Ap-

plied Mathematics file is named as mathuoc.

All the Column families are created from time series data as we described

in Meteorological and Spatial Data format section, Date and Time attributes

combined creates the Composite Key of Cassandra that makes each record

unique in a column family. Composite Key [1] is a special type of Primary

Key to represent groups of related rows, called partitions.

A picture of what a Cassandra Table with Composite Key Structure [1]:

CQL Command to create the Keyspace:

CREATE KEYSPACE meteo

WITH replication =
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[ Cassandra Table

Partition Row Row
| Static Column l Clustering Column I I Column 1 ‘ l Clustering Column | ‘ Column 1 I

Partition Key

Value [ Value II Value } [ Value H Value I

Partition Row
lStati((qumn l Clustering Column | I Column 1 ‘ l Column 2 |

Partition Key *
Value ‘ Value | I Value ‘ [ Value |

Figure 4.2: Cassandra Partitions

’class’:’SimpleStrategy’,
’replication_factor’: 1

b

The replication factor attribute was set to 1, just because at first stage we
used a single node machine. The class of SimpleStrategy [1] is used because
we wanted a simple replication factor for the Cluster. After choosing the
usage of meteo as a Keyspace we create the Tables inside.

For our case we will see a human readable example for Column Family of

doxaro and how is created.

CQL Command to create Column Family (Table) [1]:

CREATE TABLE doxaro(

Date date,
Time text,
WIND_SPEED decimal,
Relative_Humidity decimal,
Temperature decimal,

Barometric_Pressure decimal,
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Pyranometer_0_2000 decimal,
Precipitation decimal,
WIND_DIRECTION decimal,
Hourly_ETo decimal,
Rain_Duration decimal,

PRIMARY KEY(Date, Time) );
Date attribute is the Partition Key and Time attribute the Clustering

Column. Clustering Column is used to sort the data in a partition.

An example of how you can query in CQL like an SQL query is:
SELECT * FROM meteo.doxaro limit 10;

Figure 4.3: Cassandra Query Result

(Apache Cassandra version used for the thesis 3.11.4)

4.2 Implementing a Data Integration Layer with NoSQL
Neo4j Graph DB

In Data Warehouse section we talked about data files, tables, columns and
how we store them efficiently. In this section we are going to provide an
approach of how we connected each source of information that is stored in
different tables in Apache Cassandra DB with each other, in a way of creating

Interoperability over the storage layer.
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With a closer look at attributes that each data file has, we can easily
discover similarities in the context. So how can we build a feature that will
fulfill all requirements of a user to get all the result of a Weather attribute

from all the Tables from the Data Warehouse?

4.2.1 Neodj

In the thesis to create the Knowledge Base Representation Layer we used the
NoSQL Neo4j Graph DB. The reason of choosing this database over others
[7] is because we wanted to avoid adding a Read overhead in our data, in a
way to achieve great performance when we execute a query that reads data
from the tables from Data Warehouse.

A short brief on Neo4j Graph DB [8] is that we have a NoSQL Database
that provides a model that data is connected as Nodes and Relationships and
as a result creating a Graph Model. Every Node represents an entity and can
have one or more Label for grouping the Nodes. A Node can have from none
to many labels. Each Node connect with other Nodes by a directed or bidi-
rectional Relationship. A Relationship can have only one Type. Both Nodes
and Relationships have properties that are represented as a name with value
and are used to add meanings and qualities to a Node or a Relationship.
Neo4j has it’As query language that is used to query, traverse and retrieve
information from a graph model and it is called Cypher. A key feature of
Neodj is the Index-free adjacency that accelerates read and write performance

even if the graph model gets bigger and more complexity is added.

After this briefing and the model that we are going to use in this thesis,
we are going to explain the creation of our model and its usage. The graph
model that we are going to explain in our example is constructed from the Ul
of the Web App by an admin user. Here we are going to see what happens
in the Backend and how everything is created from the scratch.

The first node is created from default to be the root Node from which
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the whole graph is going to expand. The Label of the first node is WEATH-
ERONTOLOGY and its property is name: Weather.

The Cypher command to create this node is:

neo4j$ MERGE( :WEATHERONTOLOGY{name:"Weather"});

Figure 4.4: Cypher Merge Command

*MERGE is used instead of CREATE to avoid duplicate nodes.

To check the result of this we execute the cypher query:

neo4j$ MATCH (n:WEATHERONTOLOGY) RETURN n;

Figure 4.5: Cypher to check results

Result:

MATCH (n:WEATHERONTOLOGY) RETURN n = £ <

[ (1) J WEATHERONTOLOGY(1)

G

Graph

=E]

able

A

=
&

Sode @

-

o

&

Lol el elcd®  <id>: 17 name: Weather

Figure 4.6: Result a node created

From the Ul and admin user side now, the admin starts to construct the
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graph by adding Weather Attributes, the name of the Table with which it
connects and the column name that the Weather Attribute stands for.

As an example lets have a look of what happens when the admin wants
to create the weather attribute Temperature and connect with the Table of
doxaro and Column Temperature that has the Temperature attribute as we

saw in data files.

At first stage the cypher command that are executed are:

MERGE( :ATTRIBUTE{name: 'temperature'});

MATCH (a:WEATHERONTOLOGY), (b:ATTRIBUTE{name: 'temperature'})

CREATE (a)-[:hasAttribute]l—>(b);

MERGE (:DBTABLE{name: 'doxaro', dbtableattributes:'temperature'});

MATCH(a:ATTRIBUTE{name: 'temperature'}),(b:DBTABLE{name: 'doxaro', dbtableattributes:'temperature'})
CREATE (a)-[:mapTo]l—(b);

Figure 4.7: Cypher command to create mapping of attributes

This Cypher command creates a node if not exists with the Label : AT-
TRIBUTES and the property name:'temperature’); Then with the MATCH
command we find two nodes that we want to create a directed Relation-
ship with the Type :hasAttribute. After this a Node with Label :DBTABLE
is created if not exists with the two properties one is the name of the ta-
ble and the other the column with the temperature value name:’doxaro’,
dbtableattributes:’temperature’. As final step we execute the MATCH com-
mand to find the node of Temperature Attribute and create a connection with
Type :mapTo with the node with :DBTABLE and properties name:’doxaro’,

dbtableattributes:'temperature’.
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To check the result of the query we execute the cypher query:

neo4j$ MATCH (n)-[r]—(m) RETURN n, r, m;

Figure 4.8: Cypher command to check the mapping results

match (n)-[r]—(m) return n,r,m

B & b AN O X
©® CCEIIEER) (ATTRIBUTEG)
hasAttribute(1)
Table
Text
— o°
&
Cod
mapTc
Q

IR <id>: 19 dbtableattributes: temperature name: doxaro

Figure 4.9: Mapping results

tempera... mapTo

doxaro

Figure 4.10: Mapping results detailed

18
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By adding the admin user more and more weather attributes and mapping
them with the tables will make a graph grow and provide the interoperability
that we wanted.

As a proof of concept we created the Weather Attributes of Time Series
Data Temperature, Humidity, Date and Time. When a user will ask for
the Temperature Attribute values all the data that is mapped with Apache
Cassandra DB Tables will be the results.

Having doxaro, tympaki a3 and mathuoc tables the following model is

created:

2p'© @
@/ m /7

2
5
o

’7)%)6

doxaro

Figure 4.11: Mapping in Neo4]j

(Neo4j version used for the thesis 4.2.0)



Chapter 5

Data Managment

As we saw in previous section the management of the amount of data from
the CSV and DAT files was an issue, so is the process of import, of those
files, in the NoSQL Apache Cassandra DB that is the Storage Layer in our
Application.

5.1 CQLSH Shell and COPY FROM Command

Apache Cassandra DB has a built-in tool named CQLSH. CQLSH is a built-
in tool, that can execute CQL Commands from terminal. The role of this
tool is to interact with the database and it is shipped with every Apache
Cassandra DB package. The CQLSH tool is stable to run only with each
Apache Cassandra DB version that is released with. With this tool apart
from executing CQL Commands you can have the full access to make changes
in the database environment like add setting, creating keyspaces, formatting
the view of terminal shell and much more special commands.

One key special command for us is the COPY FROM command. The
COPY FROM command copies data from files as CSV and DAT in our case.
The advantage of COPY FROM command is that can achieve great import
performance, with huge amount of data from a file as a batch import to

database.

20
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Usage of COPY FROM command:
COPY <keyspace name>.<table name> [(<columnName>, ...)]
FROM <file name>
WITH <copy option> [AND <copy option> ...]

Copy option that we are going to use for the import process in our case

is the:

1. HEADER: This is a Boolean option (true/false) which specifies whether
the first line of the file is the column names or not. Default value of

this option is the false
2. DELIMETER: This option specifies the delimiter character that sep-

arates the columns in the file. The default delimiter character is the

nn
Y

3. DATETIMEFORMAT: This option specifies the datetime format that
reads data from the file. Default format is the %Y-%m-%d %H: %0M: %S %z

As a next step after the how the COPY FROM commands works , is to
give an example for our example of usages. The example that we are going to
have uses the m _doxaro hourly.csv file, from Doxaro Vilalge sensors and it
contains eleven (11) columns and five thousand and twenty one (5.021) rows
as we described in the second (2) section.

The command to import the doxaro.dat file is:

COPY meteo.doxaro(Date, Time, WIND_SPEED, Relative_Humidity,
Temperature, Barometric_Pressure, Pyranometer_0_2000,
Precipitation, WIND_DIRECTION, Hourly_ETo, Rain_Duration)
FROM '/ImportFilePath/m_doxaro_hourly.csv'

WITH

HEADER = FALSE AND
DELIMITER = '\t' AND
DATETIMEFORMAT = '%Y-%m-%d";

Figure 5.1: COPY FROM Command
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What the figure 4.1 command does?

1. Points the keyspace where the data will be imported. meteo is our

keyspace name.

2. Points the column family(table) where the data will be imported. doxaro

is our column family(table) name.

3. In the parenthesis we specify the column names of the table, that must
be the same column number in the data file because it is exact one-to-
one import, where the data is going to be stored. The column names

are:
(a) Date
(b) Time

c¢) Barometric Preasure

)

)

(c)

(d) Relative Humidity
() WIND_SPEED
(f) WIND_DIRECTION
)

)

)

)

)

(g) Temperature
(h

(i) Pyranometer 0 2000

Precipitation

(j) Hourly Eto

(k) Rain Duration

4. It specifies the path and the file from which is going to read the data for
the import. The path and the file is the /ImportFilePath/m doxaro hourly.csv

5. Lastly are the option that we used for the import

(a) HEADER = FALSE defines that there is no header row in the file.

(b) DELIMITER = tab symbol defines that the columns in the file are
tab separated.
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(c) DATETIMEFORMAT = "%Y-%m-%d’ defines that the data of
Date column must be in format like 2019-02-25.

The results of the import of each file are:

Filename Rows Columns | Import
Time
m doxaro hourly.csv 5.021 11 1 sec.
m tympaki a3 hourly.csv 9.256 11 ~2 sec.
mathuoc 2EN AK 007 200219 14.00.00 280219 | 1.213 43 1 sec.
23.50.00.dat
25K.dat 25.000 |43 ~4 sec.
100K .dat 100.000 | 11 ~4 sec.

Figure 5.2: Import Results

1. 25K.dat is a file created by generator with random 25K data(rows) and
43 Columns, same as the mathuoc file just to test the import perfor-

mance with much more data.

2. 100K.dat is a file created by generator with random 100K data(rows)
and 11 Columns, same as the doxaro file just to test the import perfor-

mance with much more data.

The single node machine that was used for the import test had 2,6 GHz
6-Core Intel Core i7 CPU, 16 GB 2400 MHz DDRA4, 512 Flash Storage hard
disk and MacOS Operating System.

5.2 Java Process Handling for the import

Now we have a clear view of how the CQLSH shell and COPY FROM com-
mands works, we are going to describe how we use this tool with Java in our

Application.

The CQLSH is a tool that you can use it through terminal. The way

of having its advantages in our Application was to execute it as a System
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Process.

1. We need to create a temporary file that it will contain the COPY FROM
command as we saw in previous section. CQLSH has the feature that
can read a COPY FROM command from a file.

2. We use need to specify the path where Apache Cassandra CQLSH tool

is installed.

3. We use Process and Runtime Classes to execute the CQLSH as a pro-

Cess.

Example of what we described:

Process p = Runtime.getRuntime().exec(
//Step 1

"/CassandralnstallationPath” +

//Step 2

"/bin/cqlsh -f " +
//Step 3
“/CopyFromTempFilePath/tmpCOPYFROM.txt");

Figure 5.3: Run CQLSH as Java Process

From the Application UI the admin user just selects the file that is to be

imported in the database and the user gets back the result of execution.
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The result from the import of the mathuoc file:

Using 11 child processes

Starting copy of meteo.mathuoc with columns [date, time, cimin, cilmax,
clavg, clsdv, c2min, c2max, c2avg, c2sdv, c3min, c3max, c3avg, c3sdv,
selmin, selmax, selavg, selsdv, se2min, se2max, se2avg, se2sdv, se3min,
se3max, se3avg, se3sdv, se4min, se4max, se4avg, se4sdv, sebSmin, sebmax,
sebavg, seb5sdv, seébmin, seébmax, seéavg, sebésdv, se7min, se7max, se7avg,
se7sdv, piltot].

Processed: 1214 rows; Rate: 1321 rows/s; Avg. rate: 1321 rows/s

Processed: 1214 rows; Rate: 661 rows/s; Avg. rate: 1185 rows/s

1214 rows imported from 1 files in 1.025 seconds (@ skipped).

Figure 5.4: Import Result

5.3 Scalability

The Scalability in our data will not be an issue, because with a certain Cluster
hardware as well as the configuration of Cassandra, a linear scalability can
be achieved, so as the handle of millions or billions of data.

The design approach that we implemented, will lead to steady and accurate
data management, due to the usage of Cassandra mechanisms for not having
conflicts with any third party developed tools that may lead to data loss or

inaccurate results.

5.4 Performance Issues

Performance in database was always an issue and with from what we saw

from the previous section we are going to a further any issues that may arise

as the data amount increases.

Initialy we have to separate the performance to Write and Read performance.
The Write performance in Cassandra works steady and great even if the

data import cames to huge amounts, a problem that is known in writes is the

replicas data loss but this can be handle by the configuration of Cassandra
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(adding replication factor to a number that guarantees that a batch of nodes
in a Cluster have taken the data and replicas are created).

The Read performance is an issue that we have to consider and that is
because of multiple factors. Factors that affect the Read performance are
the Network Traffic (heavy traffic loads leads to slow read performance), the
queries that may not designed as it should (creating queries that does not
contain the partition keys is an issue for the read performance), the bloom
filters that are used for the read process are not designed to act very fast and
finally the limitation that Cassandra has to partition size and the number
of values (if a table contains too many columns and values it may lead to
very slow performance), so creating small sized partitions is a good practice
to overcome this obstacle. But all in all the reads in Cassandra are great
compared to other NoSQL Databases and provide steady data availability,
it uses cache to store the data that needed often and the common Read
performance problems may be solved with the right configuration, query

design or hardware update.



Chapter 6

Ensuring Interoperability

In previous sections we saw the data files, the layers analysis and how we
implement the import of data in Storage Layer with great performance. In
this sections we will do the Interoperability Analysis and how it works from
a Client Request to Web App, to Web App Response back to the Client.
The analysis that we are going to do will be as a case scenario of certain

data information request from a client to our Application.

The scenario:
A Client who uses our Web App, needs to find the temperature of weather,
that is greater than 10 Celsius degree, in all locations on 21/02/2019 at 15:00

o’clock.’

27
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Client fills the dynamic query over the data Warehouse. The Request to
our Web App is to find and return data from all the Column Families(Tables)
with the columns Date = '2019-02-21’, Time = ’15:00" and Temperature >
107

Query Over WarehouseDB

AND Add rule

Zl/ﬂzlzmg belete

0 Apply JGEEES

Figure 6.1: Query Over Warehouse DB

The full road of Client Request of Date, Time and Temperature attribute
to find and get data back:

Mapping Architecture

Request

f/i 5 Interoperability

M.LS. Application

Response

Result Query
Node
=
g,\ Result Apache Resut
oo i
é < ¥ CASSANDRA ®neoy)
= Node Ring == I Knowledge Base
Node N eW ge Lay Query Layer
&
=

Figure 6.2: Mapping Architecture

At the time the Web App get the Client Request a Java Servlet asks the
Neodj Graph DB (Knowledge Base Layer) whether this attribute has been
mapped to a Column Family(Table) and to its column.

In our scenario the Web App asks to find in which column of which Table

the attribute "Temperature’ has been mapped.
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The result that Neo4j returns is the nodes with the Attributes name’
and ’dbtableattributes’, that indicates the Column Family (Table) and its
Column respectively, that is mapped with the Temperature, Date, Time
attributes that Client Requested.

The picture below shows the return of three nodes(blue colored) that are
mapped with the "Temperature’ Attribute. Similar result will be returned

for the 'Date’ and 'Time’ attributes

Neodj
(Knowledge Base Layer)

®neosi ©

Knowledge Base
Layer

Figure 6.3: Knowledge Base Layer
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As a next step the servlet handles the result from Neo4j Graph DB and it
sends it to Apache Cassandra, plus the given "Where Clause’ values, querying
all the Column Families(Tables) from the result of Neo4j the given "Where

Clause’ values.

Apache Cassandra
(Storage Layer)

=z
o
[~ %
’ ™

<

Result

ST CASSANDRA

Storage Layer

Node Ring

(((

@

{(

Query

4
<]
[~
]

Figure 6.4: Storage Layer

Apache Cassandra
(Storage Layer)

)
—
Each Node Responses with

&= NodeRing =
= NodeRing == the Requested data
Node Ngde

]

5=

Figure 6.5: Node Response to Query
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Apache Cassandra finds the nodes in the 'Ring of Nodes’ (Servers in the
Cluster) that contain the Requested Result and retrieves the data. The data
is sent back to the Client as a Response to the initial Request.

The final result that the Client has from the Web App is shown to the

picture below:

Table Date Time Temperature

Search Table

Showing 1to 3 of 3 entries Previous | 1 | Next

Figure 6.6: Query result to Client Ul

A second scenario:
A Client who uses our Web App, needs to find the temperature of weather,
that is greater than 15 Celsius degree and less than 30 Celsius degree, hu-
midity greater than 15 percentage , in all locations from date 21/02/2019 to
25/02/2019, from time 15:00 o’clock to 19:00 o’clock.’

As we show in previous senario the route that it follows will be the same
and here we are going to see the parameters for the dynamic query and the

results as a proof of concept that Interoperability works in range queries.

From the results of the query we can see that mathuoc does not fulfil the
query at all, doxaro has only one record for this query and tympaki a3 has

more records regarding the query request.
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Query Over WarehouseDB

AND Add rule

greater or equal v [§21/02/2019 Delete
pe/o2/2010 pelete
‘“ pelete

CEE CX5 CH
0 Reset

Figure 6.7: Query Over Warehouse DB 2

Given values:
Date >= '21/02/2019' AND Date <= '25/02/2019' AND Time >='15:00' AND Time <= '19:00' AND Temperature > 15 AND Temperature < 30 AND Humidity > 15

Table Date Time Humidity Temperature
doxaro 2019-02-22 15:00 153 262
tympaki_a3 2019-02-21 15:00 176 613
tympaki_a3 2019-02-21 15:30 171 63
tympaki_a3 2019-02-21 16:00 7 623
tympaki_a3 2019-02-21 16:30 166 646
tympaki_a3 2019-02-21 17:00 163 66.9
tympaki_a3 2019-02-21 17:30 152 67.7
tympaki_a3 2019-02-22 15:00 171 646
tympaki_a3 2019-02-22 15:30 163 658
tympaki_a3 2019-02-22 16:00 163 643
Search Date Search Time search Humidity Search Temperature ]
showing 1t 10 of 17 entries Previous ] 2 Next

Figure 6.8: Query Results to Client UI 2.1

Given values:
Date >= '21/02/2019' AND Date <= '25/02/2019' AND Time >= '15:00' AND Time <= '19:00' AND Temperature > 15 AND Temperature < 30 AND Humidity > 15

Table Date Time Humidity Temperature
tympaki_a3 2019-02-22 16:30 163 626
tympaki_a3 2019-02-22 17:00 162 67.8
tympaki_a3 2019-02-22 17:30 151 70.9
tympaki_a3 2019-02-24 15:00 151 67.3
tympaki_a3 2019-02-24 15:30 158 631
tympaki_a3 2019-02-24 16:00 157 627
tympaki_a3 2019-02-24 16:30 155 63
search Date search Time Search Humidity search Temperature
Showing 11 to 17 of 17 entries Previous 1 Next

Figure 6.9: Query Results to Client UI 2.2
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A third scenario:
A Client who uses our Web App, needs to find the temperature and the hu-
madity of weather, that are greater than 15 Celsius degree and 15 percentage,
in all locations at date 21,/02/2019, from time 18:00 o’clock to 21:00 o’clock.’

Query Over WarehouseDB

AND Add rule

m poaizore pelsts
greater or equal v B18:00 Delete

0 Reset

Figure 6.10: Query Over Warehouse DB 3

Given values:
Date = '21/02/2019' AND Time >= '18:00' AND Time <= '21:00' AND Humidity > 10 AND Temperature > 10

Show entries Search: l:l

Table Date Time Humidity Temperature
doxaro 2019-02-21 18:00 788 n7
doxaro 2019-02-21 18:30 828 n2
mathuoc 2019-02-21 18:00 82.40000 13.37000
mathuoc 2019-02-21 1810 83.20000 1312000
mathuoc 2019-02-21 18:20 83.90000 13.00000
mathuoc 2019-02-21 18:30 84.40000 12.96000
mathuoc 2019-02-21 18:40 84.80000 12.91000
mathuoc 2019-02-21 18:50 85.10000 12.81000
mathuoc 2019-02-21 19:00 85.50000 12.80000
mathuoc 2019-02-21 1910 86.00000 12.66000
Search Table Search Date Search Time Search Humidity
Showing 1to 10 of 26 entries Previous D 2 3 Next

Figure 6.11: Query Results to Client UI 3.1
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Given values:

Date ="21/02/2019' AND Time >= 18:00° AND Time <= '21:00' AND Humidity > 10 AND Temperature > 10

Show v|entries

34

Table Date Time Humidity Temperature
mathuoc 2019-02-21 19:20 86.50000 12.57000
mathuoc 2019-02-21 19:30 86.90000 12.49000
mathuoc 2019-02-21 19:40 87.30000 12.41000
mathuoc 2019-02-21 19:50 87.80000 12.41000
mathuoc 2019-02-21 20:00 8810000 12.29000
mathuoc 2019-02-21 20:10 88.40000 12.25000
mathuoc 2019-02-21 20:20 88.70000 1218000
mathuoc 2019-02-21 20:30 89.00000 1219000
mathuoc 2019-02-21 20:40 89.30000 1214000
mathuoc 2019-02-21 20:50 89.50000 12.02000

Search Table Search Date Search Time Search Humidity

Showing 11 to 20 of 26 entries

Given values:

Figure 6.12: Query Results to Client UI 3.2

Date = '21/02/2019' AND Time >= '18:00' AND Time <= '21:00' AND Humidity > 10 AND Temperature > 10

Show entries

Previous 1

Table Date Time Humidity Temperature
mathuoc 2019-02-21 21:.00 89.80000 12.01000
tympaki_a3 2019-02-21 18:00 734 138
tympaki_a3 2019-02-21 18:30 80.2 123
tympaki_a3 2019-02-21 19:.00 843 109
tympaki_a3 2019-02-21 19:30 86.4 1.5
tympaki_a3 2019-02-21 20:00 89.8 10.3
Search Table Search Date Search Time Search Humidity

Showing 21 to 26 of 26 entries

Figure 6.13:

Query Results to Client UI 3.3

Previous 1 2 Next
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All the above steps show how the Interoperability between many differ-
ent data sources can be implemented, by having performance, accuracy and
consistency as key parts for the best result.

The performance part comes from the very fast and steady reads that
Neo4j offers as well as the read in Cassandra database that is used to store
the data. Neo4j is responsible for the fast reads due to the almost zero read
time to find the mappings in the graph by using caching and the Shortest
Path Algorithm. Cassandra can have great read performance with the right
configuration as we saw in previous section.

Accuracy and Consistency comes with the Cassandra data availability
and its fault tolerance mechanisms and also the right mapping that the ad-
ministration has made from the administration panel Ul of M.I.S. Web App
in Neo4j.

With all the above parts we can ensure the efficient Interoperability over

heterogenous sources of information.

6.0.1 Incremental Addition of Data Source

The incremental Addition of Data Source is not an issue that should consider
us in our thesis and that comes from that it has an abstract design without
any strict rules of mapping or database creation. So even if a new source
or sources of information may need to inserted in our M.I.S. Application the
only need is the right database design and also the right mapping from an

expert user between the Knowledge Base Layer and the Storage Layer.

6.0.2 Lesson Learned

Lessons Learned from this experience is that with modern technologies and
technics, we can achieve great results in data management. We can take
advantage of hardware that we have nowadays used High-Performance Dis-
tributed Systems, using a variety of Databases, Relational and NoSQL by

each case of use and finally built a hybrid application, which gives solutions
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to problems that years before would be difficult to solve or would be costly

enough not having the opportunity to work on and find their potentials.



Chapter 7

M.I.S. Web App Overview

After all, we have a great knowledge of how everything works from previous
sections, it is time to have a look at the final product, the Management

Information System(M.I.S.) Web App, its Contents and in Use.

7.1 M.I.S. Web App Capabilities

The contest of the Management Information System(M.I.S.) Web App are
the following:

1. Data Table
2. Query OWDB(Over Warehouse DB)
Line Chart

-~ W

3D Plot
Import File
Execute CQL

Settings

S S

Users

37
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Lets now have a deeper look of what the above contents are. In every
section access has been implemented for registered users that has two types,

’admin’ and ’user’. In each contect the access is written next to title.

Data Table

Select Date

From:|dd/mm/yyyy 03 To:/dd/mm/yyyy (3 DataSource [mathuoc v m

Pavlos Baritakis

Data Table

Figure 7.1: Web App User Interface index page

7.1.1 Data Table (Access: admin, user)

Data Table is used for querying a Column Family (Table) by Date and get
all the results in a Table format with rows and columns.
The Table has the following features:

1. Total Search of certain data value in all of the columns of the Table

2. Column Search of certain data value

3. Column ordering

4. Paging results

5. Fixed columns (keeps data of certain column/s in position in a horizon-

tal scroll)

User fills a StartDate(From), an EndDate(To) form. and then selects
the Column Family(Table) that wants to retrieve data from and submits a

request.
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The response to the request is a result from the chosen Column Fam-

ily(Table) formatted in a Table.

Data Table

Select Date

From: | dd/mm/yyyy 0| 7o:|dd/mm/yyyy )| Data Source | mathuoc v m

Given values:
From Date: 20/02/2019 To Date: 28/02/2019

Shou[1o ] ones soaen[ ]

DATE TIME clave CIMAX CIMIN cispv c2ave c2max cm
2019-02-20 14:00 819000 10.78000 268700 139000 832000 10.41000 4560
2019-02-20 1410 825000 1058000 513000 0.96600 8.42000 1021000 6123
2019-02-20 1420 7.33900 10.47000 3.90800 107300 755600 9.80000 4157¢
2019-02-20 1430 714100 971000 4n200 0.95900 7.26900 9.90000 4.460
2019-02-20 14:40 655800 874000 370500 106600 7.06800 920000 45100
2019-02-20 14550 679500 930000 380700 0.99200 7.00100 915000 4107¢
2019-02-20 15:00 7.34900 971000 482500 081600 7.47500 910000 4863
2019-02-20 1510 6.93100 920000 324700 0.99300 712600 955000 4560
Search DATE Search TIME search CIAVG Search CIMAX Search CIMIN Search CISDV Search C2AVG Search C2MAX sea
Showing 1to 10 of 1212 entries Previous | 1| 2 3 4 5 . 122 Next

Figure 7.2: Data Tables Usage
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7.1.2 Query OWDB (Access: admin, user)

The Query OWDB works as a dynamic query builder for the interoperability,
from which a user can execute complex queries from the UI without the need
of knowledge of any query language. User just inputs parameters, operators
and values of data to get the wanted results in a Table.
The Table has the following features:

1. Total Search of certain data value in all of the columns of the Table

2. Column Search of certain data value

Column ordering

Paging results

AT ol

Fixed columns (keeps data of certain column/s in position in a horizon-

tal scroll)

User can build a query by choosing parameters that wants results from,
chooses the operator of each parameter should be and finally fills the values
of the given parameters that wants to retrieve results regarding the operator.
User request is created by the submit of the form with parameters, operators

and values.



CHAPTER 7. M.LS. WEB APP OVERVIEW 41

The response to the request is a result from all the Column Families(Tables)
regarding the mapping that has been implemented for interoperability, for-

matted in a Table.

Query Over WarehouseDB

AND Add rule

20/02/20]9 belete
21/02/20]9 belete

0 Apply BLEEEEE

Figure 7.3: Dynamic Query Builder Over Warehouse DB

Given values:
Date ='20/02/2019' AND Date ="21/02/2019' AND Date = '22/02/2019' AND Time = "15:00"

Shou[10 ¥ ones N

Table Date Time
doxaro 2019-02-20 15:00
doxaro 2019-02-21 15:00
doxaro 2019-02-22 15:00
mathuoc 2019-02-20 15:00
mathuoc 2019-02-21 15:00
mathuoc 2019-02-22 15:00
tympaki_a3 2019-02-20 15:00
tympaki_a3 2019-02-21 15:00
tympaki_a3 2019-02-22 15:00
Search Table search Date Search Time
Showing 1to 9 of 9 entries. Previous | 1 | Next

Figure 7.4: Result of Dynamic Query



CHAPTER 7. M.LS. WEB APP OVERVIEW 42

7.1.3 Line Chart (Access: admin, user)

The Line Chart works for statistical - analytical purposes. It creates a graph-
ical interface for one or multiple attributes and it shows the results in colored
lines in 'x’ and "y’ axis. With the mouse over each line user gets the exact

info of values at that point of line.

User fills a Date Range (From - To) and a Hour Range (From - To) form,
then selects an attribute or multiple attributes that wants to have results for
and finally choses the 'x’ axis that wants the data to be represented and can
be in 'Date’ or in "Time’. A request is created by the form submit.

The response to the request is the results in line chart graphical represen-
tation showing color separated attributes lines. The 'y’ axis shows the values
of each attribute and the 'x’ axis the 'Date’ or the "Time’ that attribute value
is represented. Mouse position on each line shows information of the exact

name of the attribute, its value and 'Date’ or "Time’ that represents.

Date Hour

From: 2019-02-21 To: 2019-02-25  From: 15:00 To: 18:00

35 — Cimin

2019-02-24
C1max: 26.76

—— C1max

30 Clavg

25

JANPS A A SR AT LS. O L L LS S S O I Y )
S o 0¥ g 81 8 o O S 0 O o 8 o S 4 ¥ S (8 o OF o SV S

5ok gk gh 5 gb g5 b g
o A A ,0'1—‘%,01"} o
2B g0V g8V e g0t g0V g8V et g0t gV gt oo N

S SN S oS I
S g8 g o p o g p e e e e ¥ s ®

Date

Figure 7.5: Line Chart plot
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7.1.4 3D Plot (Access: admin, user)

3D Plot is used to create a 3D Sparce Data graphical interface. Each dot in
sparce representation has information of each record in the result. The 'x’
axis represents the 'Date’, the 'y’ axis represents value of data and the 'z’
axis represents the "Time’.

The 3D plot has the following features:

1. Zoom In and Out in 3D Plot
2. Download the plot as .png image

3. Orientation modes of the plot

User adds data for Date Range (From - To) for Hour Range (From - To)
and finally selects one attribute from which wants to have results. A request
is created by the form submit.

The response from the request is the results in Sparce Data graphical

representation.

18:00 —
417230 —
17:00
z 16:307
16:007

45307

15:00

5 ¢
y 00.~0 %
v, R
10 ? % Y% P %
RS > %o

\ 2 L) 2,
L > \;,b > <
2 L Y

Figure 7.6: 3D Sparce Data plot
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7.1.5 Import File (Access: admin)

The Import File has the usage of importing data from the .csv and .dat in
the Column Family (Table) that we want as it is described in section 4. The
admin choses the file for the import and it submits a request for the import

process.

The response to the request is the result of the import in depth analysis.

Import File: import.dat

Result message:

Using 11 child processes

Starting copy of csdtest.mathuoc with columns [date, time, clmin, cimax, clavg, clsdv, c2min, c2max, c2avg, c2sdv, c3min, c3max, c3avg, c3sdy, selmin, selmax, selavg, selsdy, se2min,
se2max, se2avg, se2sdv, se3min, se3max, se3avg, se3sdv, se4min, se4max, sedavg, sedsdv, se5Smin, seSmayx, se5avg, seSsdv, seémin, se6max, sebavg, sebsdyv, se7min, se7mayx, se7avg,
se7sdy, pltot].

Processed: 1214 rows; Rate: 1191 rows/s; Avg. rate: 1191 rows/s

Processed: 1214 rows; Rate: 595 rows/s; Avg. rate: 1078 rows/s

1214 rows imported from 1 files in 1126 seconds (0 skipped).

Figure 7.7: Import Data File Result in UI
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7.1.6 Execute CQL (Access: admin)

With the Execute CQL content we give the opportunity to the admin to write
and execute any abstract CQL command that might need to make changes

in any Column Family(Table) or Keyspace.

The user writes the CQL command and a request is created by the form

submit.

The response from the request is the result of CQL Execution in a Table.

Execute CQL

Write and Execute a CQL Query:

SELECT * FROM meteo.mathuoc LIMIT 5

==z

Figure 7.8: Terminal to execute CQL Commands in Ul
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7.1.7 Settings (Access: admin)

In the Setting the admin has the full access of the Web App. In this content
admin can control the usage of:

1. Mediator Table

2. Export of Column Family (Table) in JSON File

7.1.7.1 Mediator Table

In Mediator Table the admin can only insert a mapping of attribute with a
Column Family (Table) and an attribute of that Table. Deletes and Updates
are very sensitive processes for the mapping and it is safer to be executed by
an advanced admin user and that is the reason of not allowing this process

from the UI to any admin.

Mediator Table

time doxaro Time

time mathuoc Time

time tympaki_a3 Time
humidity doxaro Relative _Humidity
humidity mathuoc SE6avg

humidity tympaki_a3 = Relative_Humidity

temperature doxaro temperature

temperature mathuoc SE3avg

temperature = tympaki_a3 Temperature
date doxaro Date
date mathuoc Date
date tympaki_a3 Date

Figure 7.9: Mediator Table with attribute mapping
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7.1.7.2 Export of Column Family (Table) in JSON File

47

In the export of Table in JSON File an admin user choses the Table that

wants its data to be exported in JSON format.

Request is created by choosing the

Table submit.

The response to the request is the JSON File.

{

"mathuoc": [

[

"SElsdv":
"SE2max" :
"Clavg":
"SE3sdv":
"SE7min":
"SE7avg":
"SE4max" :
"SE5min":
"SE5avg":
"SE6émax" :
"SE7sdv":
"Time": "
"C3min":
"C3avg":
"SE5sdv":
"Clmin":
"SElmin":
"SElavg":
"SE3min":
"SE3avg":
"SE7max" :
"C3max":
"Clmax":
"C2sdv":
"SE2sdv":
"SElmax":
"SE3max":
"SE4sdv":
"SE6émin":
"SE6avg":
"Pltot":
"SES5max" :
"SE6sdv":
"C2min":
"C2avg":
"Date": {
"year":
"month"
"day":
'\
"SE2min":
"SE2avg":
"SE4min":
"SE4avg":
"C3sdv":
"C2max":
"Clsdv":
}
1,

5.10888,
253.91020,
2.94000,
0.05100,
-0.01000,
-0.01000,
0.00000,
982.06940,
982.20050,
89.20000,
0.00100,
00:00",
2.10700,
2.98800,
0.11073,
2.38100,
183.89059,
168.98421,
12.08000,
12.24000,
0.00000,
3.60000,
3.45000,
0.24300,
4.42619,
153.50000,
12.33000,
0.00000,
88.50000,
88.90000,
0.00000,
982.84430,
0.20400,
2.29200,
2.96500,

2019,
: 2,
22

276.24219,
161.93330,
0.00000,
0.00000,

0.25300,

3.50200,

0.20400

Figure 7.10: Export sample of JSON File
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7.1.7.3 Users Table

In Users Table an admin can register a new member of the application with

the role of simple user or admin user, with full access in features of the Web

App.

User Table UI:

Users Table

Insert
““

pbaritak pbaritak@csd.uoc.gr Pavlos Baritakis user # Edit W Delete

admin admin@csd.uoc.gr Admin Admin admin # Edit o] Delete

Figure 7.11: Users Table Ul



Chapter 8

Conclusion and Future Work

As the data from Meteorological sensors continuously increases, the need of
solutions to manage this kind of data as well as combine them from het-
erogenous sources of information for the creation of Knowledge Base, has
been arose.

Our work addresses this problem by using a Layered based Web Applica-
tion, not only to solve the mapping of attributes of heterogenous databases
but also to store the data efficiently. The usage of modern technologies in
distributed systems gave us the opportunity to develop a high performance
and scalable Web App that offers an Interoperability over a data warehouse
of heterogenous sources of information.

Our approach uses two Layers of to handle the Knowledge Base and the
Storage. The solution to the Knowledge Base came with the use of NoSQL
Neo4j Graph DB. Neo4j is used to map attributes between the different
sources of information having the role of mediator from the Client to the
data warehouse by building dynamic queries to data warehouse regarding
the Client requests. Neo4j has high performance reads, despite the graph
scalability. The second layer is the Storage Layer. In that layer all the data
from heterogenous sources are stored in Column Families (Tables) in NoSQL
database the Apache Cassandra. This database offers us high performance

writes and can handle huge amounts of imports to a Cluster in parallel.

49
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Apache Cassandra storage system works great even if the data that has to
handle will increase rapidly.

Our future work is to develop an extension of this Web App that will
support the translation of RDF Triple Stores to Neo4j Graph Database, that
will drive to a semantically more accurate mapping approach by importing

ontologies with relations and attributes to a Knowledge Graph.
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