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## Preface

The Stable Marriage Problem was first introduced and solved by David Gale and Lloyd Shapley in their paper entitled "College Admissions and the Stability of Marriage" in 1962 [1]. The problem is formulated as follows: Suppose we have 2 finite equally sized sets $M$, the set of men, and $W$, the set of women, such that each element of $M$ has a preference list of all the elements in $W$ and, similarly, each element of $W$ has a preference list of all the elements in $M$. Then, a stable matching or stable marriage is a bijection of $M$ onto $W$ such that there are no $m \in M$ and $w \in W$ that prefer each other to their assigned partners in the matching.

In [1] Gale and Shapley also introduced a polygamous version of the problem and presented an algorithm for finding stable matchings in both the polygamous and monogamous versions. On the practical side, the polygamous version of the Gale-Shapley algorithm has been used for many years, in fact preceding the Gale-Shapley paper, to assign "job applicants" to "job positions". The best known amongst them is the placement of resident doctors in training programs. Moreover, since the publication of their paper several additional papers have been published studying different variations of the problem.

In 2012, Lloyd S. Shapley and Alvin E. Roth were awarded a Nobel Memorial Prize in Economic Sciences for "the theory of stable allocations and practice of market design".

In this thesis, we are doing a review of literature on the stable marriage problem, starting by presenting the Gale-Shapley algorithm and its correctness and proceeding to also present a number of different results and variations of the problem.

More specifically, we start by formally presenting the stable marriage problem along with some basic notations, terminologies and definitions about the stable marriage problem and complexity classes that will be used throughout the thesis. In section 2, we firstly present the Gale-Shapley algorithm along with a proof of the algorithm's correctness and a number of consequences of the algorithm, such as the fact that the matching obtained by the algorithm is male-optimal and woman-pessimal. We also study the expected value of the number of proposals during the course of the algorithm for arbitrary but fixed lists of preferences of the women when the lists of men are constructed independently and uniformly at random. In section 3 we present 2 variations of the problem: The problem of stable matchings with incomplete lists and the problem of admitting $n$ students to $m$ universities. Next, we study the set of stable matchings, proving that is has in
fact a distributive lattice structure. Furthermore, we prove that the number of stable matchings can grow exponentially with the size of the instance, meaning that any algorithm generating all of the stable matchings could be of exponential time complexity in the worst case. In section 5, continuing our study of the number of stable matchings we prove that the problem of determining the number of stable matchings is $\# P$-complete and therefore cannot be solved in polynomial time if $P \neq N P$. In the process of doing that, we introduce the concept of rotations presenting also a number of results concerning the structure of the set of stable matchings.
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## 1 Preliminaries

### 1.1 Stable matchings: an introduction

Definition 1.1. Let $M$ and $W$ be two finite sets of $n$ elements. A matching is a bijection of $M$ onto $W$.

Definition 1.2. An instance of size $n$ of the stable marriage problem involves two disjoint sets, the set $M$ of men $\left\{m_{1}, \ldots, m_{n}\right\}$ and the set $W$ of women $\left\{w_{1}, \ldots, w_{n}\right\}$. Each person has a strictly ordered preference list of the members of the opposite sex.

Definition 1.3. A matching in a stable marriage problem instance is called unstable if a man $m$ and a woman $w$ mutually prefer each other to their spouses.

Definition 1.4. A matching is called stable if there is no man $m$ and no woman $w$ that both prefer each other to their assigned partners.

The stable marriage problem asks for a stable matching in a given instance of the problem. Naturally occurs the question of whether there is always a stable matching in a given stable marriage instance. In the next chapter we will prove, through Gale-Shapley's algorithm, that indeed there is always at least one stable matching. In fact, through the following example we can see that it is possible that more than one stable matchings exist.

Example 1.5. Suppose we have the sets $M=\left\{m_{1}, m_{2}\right\}$ and $W=\left\{w_{1}, w_{2}\right\}$ of men and women respectively, along with the following preference lists:

| men's preference lists | women's preference lists |  |  |  |
| ---: | :--- | :--- | ---: | :--- |
| $m_{1}:$ | $w_{1}$ | $w_{2}$ | $w_{1}:$ | $m_{2}$ |
| $m_{2}:$ | $w_{2}$ | $w_{1}$ | $m_{1}$ |  |
| 2 | $:$ | $m_{1}$ | $m_{2}$ |  |

Here we have 2 possible matchings:
$M_{1}=\left\{\left(m_{1}, w_{1}\right),\left(m_{2}, w_{2}\right)\right\}$ and $M_{2}=\left\{\left(m_{1}, w_{2}\right),\left(m_{2}, w_{1}\right)\right\}$
and we can easily check that, in fact, both of them are stable.

We now introduce some basic notations and terminology that will be used throughout the next chapters.

## Notation 1.6.

- Let $m$ be a man and $w_{1}, w_{2}$ be 2 distinct women. Then $w_{1} m w_{2} \Longleftrightarrow$ man $m$ prefers woman $w_{1}$ to woman $w_{2}$.
- Similarly, if $w$ is a woman and $m_{1}, m_{2}$ are 2 distinct men then $m_{1} w m_{2} \Longleftrightarrow$ woman $w$ prefers man $m_{1}$ to man $m_{2}$


## Notation 1.7.

- $m r(i, k)=j \Longleftrightarrow$ woman $k$ is in position $j$ in the preference list of man $i$
- $w r(i, k)=j \Longleftrightarrow$ man $k$ is in position $j$ in the preference list of woman $i$


## Notation 1.8.

- $m p(i, j)=k \Longleftrightarrow$ woman $k$ is in position $j$ in the preference list of man $i$
- $w p(i, j)=k \Longleftrightarrow$ man $k$ is in position $j$ in the preference list of woman $i$

Notation 1.9. $p_{M}(x)=y \Longleftrightarrow$ person's $x$ partner in matching $M$ is person $y$.

Terminology 1.10. We say that a person $x$ prefers a matching $M$ to $a$ matching $M^{\prime}$ and we write $M x M^{\prime}$ if he prefers his partner in $M$ to his partner in $M^{\prime}$, meaning that his partner in $M$ is higher in his preference list than his partner in $M^{\prime}$. Note that this is strict preference. Generally, a person might prefer a matching $M$ to $M^{\prime}$ or $M^{\prime}$ to $M$ or he/she might be indifferent between them if $p_{M}(x)=p_{M^{\prime}}(x)$.

Terminology 1.11. We say that a man $m$ and a woman $w$ block a matching $M$ or that $m$ - $w$ are a blocking pair for $M$ if $m, w$ are not partners in $M$ but they prefer each other to their assigned partners in the matching, that is $w m p_{M}(m)$ and $m w p_{M}(w)$. Obviously, a matching for which there is at least one blocking pair is not stable, whereas a matching for which there are no blocking pairs is stable.

### 1.2 Computational complexity

In this section we present a few basic definitions and results about complexity classes that will be used in chapter 5 .

Generally, an instance of a problem is obtained by specifying all problem parameters and any problem $\Pi$ is associated with a set $D_{\Pi}$ of instances.

Definition 1.12. A decision problem is a problem that can be answered by "yes" or "no".

Definition 1.13. $P$ is the class of decision problems that can be solved by an algorithm running in time polynomial in the size of the input.

For example, the problem of deciding whether 2 numbers $a, b$ are relatively prime is in class $P$ : Using the euclidean algorithm, which runs in polynomial time, we can find the greatest common divisor of $a$ and $b$ denoted by $\operatorname{gcd}(a, b)$. If $\operatorname{gcd}(a, b)=1$ then $a, b$ are relatively prime. Otherwise, $a, b$ are not relatively prime.

Definition 1.14. $N P$ is the class of decision problems such that, given a "yes" instance of the problem and a polynomial-size "certificate" of a solution, there is a polynomial-time algorithm verifying that the certificate is correct.

For example let's consider the problem of examining whether a number is composite. Given a composite number $n$ and one of its divisors as a certificate, we can check in polynomial time through the euclidean algorithm that $n$ is indeed composite.
Obviously $P \subseteq N P$ since if a problem is in $P$ we can solve it in polynomial time without even being supplied a certificate.

Definition 1.15. A decision problem $D_{1}$ is said to be polynomial-time reducible to a decision problem $D_{2}$ if there exists a function $f: D_{D_{1}} \rightarrow D_{D_{2}}$ that transforms an instance $d_{1}$ of $D_{1}$ to an instance $d_{2}$ of $D_{2}$ such that:

- The transformation takes polynomial time
- $d_{1}$ is a "yes" instance of $D_{1} \Longleftrightarrow d_{2}$ is a "yes" instance of $D_{2}$

Definition 1.16. A problem $\Pi$ is said to be $N P$-complete if:

- $\Pi$ is in $N P$
- every other problem in NP is polynomial-time reducible to $\Pi$

Informally, that means that if a problem $\Pi$ is $N P$-complete then it is at least as "hard" as any other problem in $N P$.
An immediate result of definitions 1.15 and 1.16 is the following:
Theorem 1.17. If a problem $B$ is $N P$-complete and $B$ is polynomial-time reducible to $A$ for a problem $A$ in $N P$ then $A$ is also $N P$-complete.

A more general class of problems is the class of "search problems". A search problem $\Pi$ consists of a set $D_{\Pi}$ of instances and, for each instance $I \in D_{\Pi}$, a set $S_{\Pi}(I)$ of finite objects called solutions for $I$. An algorithm is said to solve a search problem $\Pi$ if, given as an input any instance $I \in D_{\Pi}$, it returns the answer "no" if $S_{\Pi}(I)=\emptyset$ and otherwise returns some solution $s \in S_{\Pi}(I)$ (the corresponding decision problem asks whether or not $S_{\Pi}(I)$ is empty).

The counting problem based on a search problem $\Pi$ is, "Given $I$ what is the cardinality of $S_{\Pi}(I)$ that is, how many solutions are there?".

Definition 1.18. \#P is the class of all counting problems associated with the decision problems in the class $N P$.

The concept of "completeness" for $\# P$ is once again used to capture the notion of a "hardest" problem in a class.

Definition 1.19. If $A$ and $B$ are problems in $\# P$, a polynomial time counting reduction from $A$ to $B$ is a pair of polynomial-time computable functions $f, g$ such that

- function $f$ maps an instance $x$ of $A$ to an instance $f(x)$ of $B$ and
- function $g$ recovers from the number of solutions $n$ of $f(x)$ the number of solutions $g(n)$ of $x$.

A special case of polynomial-time counting reductions are parsimonious reductions, where $f$ preserves the number of solutions during the transformation, that is $g$ is the identity function. Thus, a parsimonious reduction from a problem $A$ to a problem $B$ is a polynomial-time computable function that maps an instance $x$ of $A$ to an instance $y$ of $B$ such that $x$ and $y$ have the same number of solutions.

We say that a problem $A$ is $\# P$-complete if it is in $\# P$ and for every other problem $B$ in $\# P$, there is a polynomial-time counting reduction from $B$ to $A$.

## 2 Existence of a stable matching: The Gale-Shapley Algorithm

A fundamental algorithm, leading to the construction of a stable matching, was developed by Gale and Shapley in 1962, constituting a proof by construction of the existence of at least one stable matching in any given instance of the problem.

### 2.1 Description of the algorithm

The idea of the algorithm is as follows: Suppose that initially no one is married. Lets suppose that a man $m$ proposes to a woman $w$. It would be a mistake to say that the pair $(m, w)$ would surely belong to the final stable matching since the woman $w$ might receive a proposal from another man who she prefers more. It would also be a mistake to rule out the possibility that the pair $(m, w)$ is in the final matching, as the woman $w$ might not receive another proposal by a man she ranks as highly as $m$. As a result we introduce an intermediate state, the engagement.

```
Algorithm 1 Gale-Shapley algorithm for stable matchings
    initially all women and all men are free
    while there is a man who is free do
        choose a man \(m\) that is free
        \(w \leftarrow\) first woman on \(m\) 's list to whom \(m\) has not yet proposed
        if \(w\) is free then
            engage \(m\) and \(w\)
        else if \(w\) is already married to a man \(m^{\prime}\) then
            if \(w\) prefers \(m\) to \(m^{\prime}\) then
                engage \(m\) and \(w\)
                \(m^{\prime}\) becomes free
            else
                \(m\) remains free
            end if
        end if
    end while
```

Observation 2.1. The algorithm above involves an element of non determinism since the order in which the free men propose is not specified. However, as we will see, this is of no consequence: the order in which the men
propose is of no importance to the final outcome, which is always the same for a specific stable marriage instance.

Note 2.2. The algorithm presented in Gale and Shapley's paper was running in stages: In the first stage, all men propose to their favorite woman. Each woman that receives more than one proposals rejects all but her favorite man. However, she does not accept him yet but keeps him on a string to allow for the possibility that someone better might propose to her later. In the second stage, the rejected men propose to their second choices, the women reject all but their favorite amongst the group of the new proposers and the boy at the string-if any- and again keeps her favorite in a string and we continue in a similar manner. In [7], McVitie and Wilson presented a recursive version of the Gale-Shapley algorithm, which was essentially the Algorithm 1 presented above with the difference that every time, if there is a man that is rejected he is the next one to propose. All algorithms give the same result and the same proposals and rejections are made (although in general in different order).

### 2.2 Proof of the algorithm's correctness

Theorem 2.3. The algorithm terminates.
Proof. The algorithm would not terminate if the while loop did not terminate, that is if there was a man $m$ that always remained free. $m$ would always remain free if and only if he got rejected by all the women in his list.

Each woman can reject only when she is engaged and once she is engaged she never again becomes free. So when $m$ got rejected by the last woman on his preference list that would mean that all $n$ women were already engaged. But since the number of men is equal to the number of women and there are no men married to 2 women then all $n$ men would also have to be engaged, which is a contradiction. In fact, for an instance of size $n$, the total number of iterations cannot exceed $n^{2}$.

Theorem 2.4. The matching obtained from the algorithm is stable.
Proof. Suppose that the matching $M$ obtained from the algorithm is not stable, that is there is a man $m$ and a woman $w$ such that they both prefer each other to their partners assigned by the algorithm. Suppose that $m$ 's partner in $M$ is $w_{1}$.

Since man $m$ prefers woman $w$ to $w_{1}$ that means that woman $w$ is higher in his preference list than $w_{1}$. However, $m$ did not end up marrying $w$ but $w_{1}$ who is lower in his preference list, meaning that, during the course of
the algorithm, $m$ proposed to $w$ but $w$ rejected him for someone else that she preferred more. As a result, $w$ prefers her current spouse to $m$, which is a contradiction.

We have thus proved that the algorithm yields a stable matching. However, we have seen that it is possible that more than 1 stable matchings exist. A natural question is whether all executions of the algorithm yield the same results. The answer is yes and, in fact, every execution of the algorithm gives the optimal result for each man, meaning that there is no other stable matching in which he is paired with a woman that is ranked higher in his preference list than the one he is assigned to by the algorithm. We prove this in Theorem 2.7 below.

At the same time, this result constitutes the worst solution for the women, meaning that in every other possible stable matching, each woman is assigned to a man that is equal or superior in her preference list to the one she is assigned to by the algorithm. We prove this result in Theorem 2.8 below.

Definition 2.5. A woman $w$ is called a valid partner for a man $m$ if there is a stable matching containing the pair $(m, w)$. Similarly, a man $m$ is called a valid partner for a woman $w$ if there is a stable matching containing the pair ( $m, w$ ).

Definition 2.6. We say that a woman $w$ is the best valid partner for a man $m$ if every other valid partner of $m$ is after $w$ in the preference list of $m$, whereas a man $m$ is the worst valid partner for a woman $w$ if $m$ is after any other valid partner of $w$ in the preference list of $w$.

Theorem 2.7. The matching obtained by the algorithm assigns each man to his best valid partner.

Proof. Suppose that there is an execution of the algorithm such that, in the matching $M$ obtained by the algorithm, at least one man is not married to his best valid partner. That means that at some point during the course of the algorithm he was rejected by a valid partner.

Consider the first moment $t_{1}$ in the algorithm in which a man $m$ is rejected by a valid partner $w$. The woman $w$ rejects $m$ at the moment $t_{1}$ either because she was already married to another man she prefers more or because she was married to $m$ but, at the moment $t_{1}$, another man who she prefers more proposes to her so she breaks up with $m$. Either way, at the moment $t_{1}, w$ forms or continues an engagement with a man $m^{\prime}$ she prefers more than $m$, that is $m^{\prime} w m$. That means that $w$ got engaged to $m^{\prime}$ at the
moment $t_{1}$ or earlier, that is, if $t_{0}$ is the moment when $w$ got engaged to $m^{\prime}$, then $t_{0} \leq t_{1}$. As a result, at $t_{0}, m^{\prime}$ had not been rejected by any valid partner (because we defined $t_{1}$ to be the first moment in the algorithm in which a man $m$ is rejected by a valid partner).

Moreover, since $w$ is a valid partner for $m$ there exists a stable matching $N$ containing the pair $(m, w)$. Suppose that in $N, m^{\prime}$ is paired with a woman $w^{\prime}$. Thus, at $t_{0}, m^{\prime}$ had not been rejected by $w^{\prime}$ since $w^{\prime}$ is obviously a valid partner for $m^{\prime}$. Since the proposals in the algorithm happen in decreasing order of preference, that means that $w m^{\prime} w^{\prime}$. Thus we have $w m^{\prime} w^{\prime}$ and $m^{\prime} w m$ which is a contradiction since we supposed that the matching $N$ is stable.

Theorem 2.8. The matching obtained by the algorithm assigns each woman to her worst valid partner.

Proof. Suppose that there is a woman $w$ that is not assigned to her worst valid partner by the algorithm. That is, if $(m, w)$ is a pair in the matching $M$ obtained by the algorithm, there is a stable matching $N$ containing the pairs $\left(m^{\prime}, w\right)$ and $\left(m, w^{\prime}\right)$ such that $m w m^{\prime}$. Thus $w^{\prime} m w$ (or else the matching $N$ would not be stable). That contradicts the fact that the matching $M$ of the algorithm yields the best possible solution for $m$.

Observation 2.9. If we swap the roles of women and men, that is if women make the proposals instead of men, then a woman-optimal and man-pessimal stable matching would occur.

In fact, the man-optimal and woman-pessimal stable solutions possess a further optimality property, often referred to as Weak Pareto Optimality:

Theorem 2.10 (Weak Pareto Optimality). For a given instance of the stable marriage problem, there is no matching, stable or unstable, in which every man has a partner whom he strictly prefers to his partner in the matching $M$ obtained by the algorithm.

Proof. Obviously, from theorem 2.7, that is true for all stable matchings. Suppose now that there is an unstable matching $M_{0}$ with this property, meaning that every man prefers his partner in $M_{0}$ to his partner in $M$. Observe that the Gale-Shapley algorithm terminates when the last woman $w$ receives her first proposal (since she was the last to receive a proposal, that means all the other $n-1$ women are already married to $n-1$ different men and since that was the first proposal she received that means she was free before so she now becomes engaged to the $n-t h$ man and the algorithm
terminates). As a result, no man was rejected by $w$ during the course of the algorithm. Let $m$ and $m_{0}$ be $w$ 's partners in the matchings $M$ and $M_{0}$ respectively. Then $m_{0}$ prefers $w$ to his partner in $M$ so $w$ must have rejected him during the course of the algorithm, which is a contradiction.

### 2.3 Conflict of Interest

The fact that the best stable matching for the men is the worst for the women is a special case of the following more general result.

Theorem 2.11. Let $M$ and $M^{\prime}$ be two stable matchings and suppose that $m$ and $w$ are partners in $M$ but not in $M^{\prime}$. Then one of $m$ and $w$ prefers $M$ to $M^{\prime}$ and the other prefers $M^{\prime}$ to $M$. In other words, if $w^{\prime}$ is the partner of $m$ in $M^{\prime}$ and $m^{\prime}$ is the partner of $w$ in $M^{\prime}$ then either

$$
w m w^{\prime} \text { and } m^{\prime} w m
$$

or
$w^{\prime} m w$ and $m w m^{\prime}$.
Proof. By the definition of a stable matching, $m$ and $w$ cannot both prefer $M$ to $M^{\prime}$ (or else in $M^{\prime}$ where we have the pairs $\left(m, w^{\prime}\right)$ and $\left(m^{\prime}, w\right)$ we would have $m w m^{\prime}$ and $w m w^{\prime}$ thus $m$ and $w$ would mutually prefer each other to their spouses in $M^{\prime}$ which is a contradiction). It remains to show that they also cannot both prefer $M^{\prime}$ to $M$.

Suppose $w^{\prime} m w$, that is $m$ prefers $M^{\prime}$ to $M$. It remains to show that $m w m^{\prime}$. Let $m=X_{0}, w=x_{0}$ and $w^{\prime}=x_{1}$ so we have $x_{1} X_{0} x_{0}$. Since $m$ prefers $M^{\prime}$ to $M, w^{\prime}$ must prefer $M$ to $M^{\prime}$ (or else $M$ would not be stable). Let $X_{1}$ be the partner of $w^{\prime}$ in $M$. Then $X_{1} x_{1} X_{0}$. Similarly, since $w^{\prime}$ prefers $M$ to $M^{\prime}, X_{1}$ must prefer $M^{\prime}$ to $M$ (or else $M^{\prime}$ would not be stable). Let $x_{2}$ be $X_{1}$ 's spouse in $M^{\prime}$, then $x_{2} X_{1} x_{1}$.
Continuing in a similar manner, we obtain the sequence
$\left(X_{0}, x_{0}\right),\left(X_{1}, x_{1}\right),\left(X_{2}, x_{2}\right)$ etc in $M$ and $\left(X_{0}, x_{1}\right),\left(X_{1}, x_{2}\right),\left(X_{2}, x_{3}\right)$ etc in $M^{\prime}$
where $X_{k+1} x_{k+1} X_{k}$ and $x_{k+1} X_{k} x_{k} \forall k \geq 0$
Since the number of people is finite, there exist $X_{i}$ and $X_{j}$ with $i \neq j$, let $i>j$, such that $X_{i}=X_{j}$. Let $j$ be the smallest integer with that property and, for that $j$, let $i$ be the smallest integer with that property such that $i>j$. Since $X_{i}=X_{j}$, we have $x_{i}=x_{j}$. Furthermore, we have $j=0$ because, if $j \neq 0$, then ( $X_{j-1}, x_{j}$ ) would belong in $M^{\prime}$ along
with $\left(X_{i-1}, x_{i}\right)=\left(X_{i-1}, x_{j}\right)$. Hence we would have $X_{i-1}=X_{j-1}$ which is a contradiction since we assumed that $j$ is the smallest integer with that property.

Thus $j=0$ and so $x_{i}=x_{0}=w$ and ( $X_{i-1}, x_{0}$ ) appears in the matching $M^{\prime}$. As a result, $X_{i-1}=m^{\prime}$ and $X_{i}=m$. Thus, since $X_{i} x_{i} X_{i-1}$, we have that $m w m^{\prime}$, which is what we wanted to prove.

We now also present a second proof.
Proof. Let $\mathcal{X}$ and $\mathcal{Y}$ (respectively $\mathcal{X}^{\prime}$ and $\mathcal{Y}^{\prime}$ ) denote the sets of men and women that prefer $M$ to $M^{\prime}$ (respectively $M^{\prime}$ to $M$ ).

In $M$ there can be no pair $(m, w)$ with $m$ in $\mathcal{X}$ and $w$ in $\mathcal{Y}$ because then, both $m$ and $w$ would prefer matching $M$ to $M^{\prime}$ meaning that, both $m$ and $w$ would prefer each other to their assigned partners in $M^{\prime}$, leading to a contradiction since we supposed that $M^{\prime}$ is stable. As a result, every man in $\mathcal{X}$ has an $M$-partner in $\mathcal{Y}^{\prime}$ and, as a result, $|\mathcal{X}| \leq\left|\mathcal{Y}^{\prime}\right|$. In other words, if $w m w^{\prime}$ then $m^{\prime} w m$. Now all we have to prove is that if $w^{\prime} m w$ then $m w m^{\prime}$ or, in other words, that every man in $\mathcal{X}^{\prime}$ has an $M$-partner in $\mathcal{Y}$.

Similarly as before, in $M^{\prime}$ there can be no pair $\left(m_{1}, w_{1}\right)$ with $m_{1}$ in $\mathcal{X}^{\prime}$ and $w_{1}$ in $\mathcal{Y}^{\prime}$ because then, both $m_{1}$ and $w_{1}$ would prefer $M^{\prime}$ to $M$ meaning that, both $m_{1}$ and $w_{1}$ would prefer each other to their assigned partner in $M$ which is a contradiction. As a result, every man in $\mathcal{X}^{\prime}$ has an $M^{\prime}$-partner in $\mathcal{Y}$ and, as a result, $\left|\mathcal{X}^{\prime}\right| \leq|\mathcal{Y}|$.

We also have that $|\mathcal{X}|+\left|\mathcal{X}^{\prime}\right|=|\mathcal{Y}|+\left|\mathcal{Y}^{\prime}\right|$ since the left hand side is the number of men and the right hand side is the number of women that have a different partner in the two matchings. As a result, $|\mathcal{X}|=\left|\mathcal{Y}^{\prime}\right|$ and $\left|\mathcal{X}^{\prime}\right|=|\mathcal{Y}|$ or else we would have $|\mathcal{X}|+\left|\mathcal{X}^{\prime}\right|<|\mathcal{Y}|+\left|\mathcal{Y}^{\prime}\right|$ which is a contradiction. Thus, every man in $\mathcal{X}^{\prime}$ has an $M$-partner in $\mathcal{Y}$ (because if a man in $\mathcal{X}^{\prime}$ had an $M$-partner in $\mathcal{Y}^{\prime}$ then $\left|\mathcal{Y}^{\prime}\right|>|\mathcal{X}|$ which is a contradiction) and the statement of the theorem follows.

### 2.4 Analysis of the algorithm: Expected value of the number of proposals

We are interested in performing an average-case analysis of the GaleShapley algorithm. We suppose that the lists of men are chosen independently and uniformly at random, whereas the lists of women can be arbitrary but are fixed in advance. Let $N$ the random variable expressing the total number of proposals made by the men during the course of the algorithm. It is clear that the running time of the algorithm is proportional to $N$. We want to study the expected value $\mathbb{E}(N)$ of $N$.

In order to study the expected value of $N$ we use a technique that will simplify the problem, the principle of deferred decisions: The idea behind it is that the entire set of random choices are not fixed in advance but they are made during the course of the algorithm exactly when they are needed.

To better understand this technique, we present the game of the clock solitaire: We divide a deck of 52 cards in 13 stacks consisting of 4 cards each. We place the stacks face down, arbitrarily, as the face of the clock. Each hour represents a number except for:

- the stack at 1 o' clock represents the Ace
- the stack at 11 o' clock represent the Jack
- the stack at 12 o' clock represents the Queen
- a stack at a center that represents the King

We start by turning over the first card at the top of the stack at the center. The value of that drawn card will indicate which stack we will draw from next (so for example if the card we turned over is a 2 , we will next turn over a card from the pile representing the number 2 , if the card we turned over is an Ace, we will next turn over a card from the pile representing the Ace etc). Every time, the pile we will draw from next is the one that represents the value of the card that was drawn at the previous move.

The game ends when we attempt to draw a card from an empty stack. The empty stack that we arrive at can only be the one at the center representing the King: If it was a different one, the fact that we attempted to draw a card from it means that on our previous move we discovered a card with the number that pile represents. At the same time, the fact that, when we attempted to draw a card from that pile, it was already empty, indicates that we had already drawn a card from that pile 4 times, that is we had already found 4 cards with the value that pile represents, which is a contradiction. As a result, the game ends when we draw the 4th King.

We say that we have won the game when all cards are uncovered by the time the game ends, that is if the 4th King is the last card to be turned over. We want to calculate the probability of winning.

Theorem 2.12. The probability of winning at the clock solitaire is $\frac{1}{13}$.
Proof. In order to find the probability of winning we will use the principle of deferred decisions. In our case, that means that, instead of fixing a random
placement of the entire set of cards in advance, we assume that, every time we need to turn over a card, we choose the card we are going to turn over uniformly at random from the set of cards that have not already been turned over. Moreover, we assume that if the game ends before all the cards are turned over, we "cheat" by turning over all the other remaining cards by an arbitrary rule. In our new way of describing the game, it is clear that the process of the game is equivalent to drawing, one by one, all the cards from a deck of 52 cards uniformly at random and we win if the last card is a King. In this game, the probability of winning is $\frac{51!\times 4}{52!}=\frac{1}{13}$.

Returning to the problem of stable matchings, the principle of deferred decisions means that for each man his random preference list is not chosen in advance from the $n$ ! possible options but rather, each time he needs to make a proposal he chooses at random a woman he has not yet proposed to, to whom he addresses his proposal.

However, it still remains difficult to study the expected value $\mathbb{E}(N)$ of the number of proposals since, at any step, the random choice of a woman by a man depends at the previous proposals made by that man. To simplify the problem even more and eliminate that dependency we assume that the men are amnesiacs: when it is time for a man to choose a woman to propose to, he forgets the women towards whom he has already made an advance. Clearly, if a man proposes again to a woman he has already proposed to, that woman will reject him since she has already rejected him once. Moreover, the algorithm terminates once each woman is proposed to at least once. Thus, the output of the algorithm when the men are amnesiacs is the same as the output of the fundamental algorithm, with the only difference that there might have been made a redundant number of proposals. As a result, the expected value of the number of proposals made by the amnesiac men in the algorithm will constitute an upper bound for the expected value of the number of proposals in the fundamental algorithm.

Let's take the sequence of women the amnesiac men make proposals to with the order they are proposed to. (For example if the set of women is the set $\{a, b, c, d\}$ and we have the sequence $d, b, d, b, c, c, b, c, d, a$ that means that the first woman that received a proposal by a man was $d$, then $b$ etc.) Then, as mentioned earlier, the algorithm terminates as soon as each woman receives at least one proposal, that is as soon as each woman appears on the sequence at least once. As a result, the total number of proposals needed to acquire a stable matching with amnesiac men is equal to the length of that sequence.

The calculation of the expected value of the length of such a sequence
constitutes the coupons collector's problem:
Suppose there are $n$ different coupons and each time we buy an envelope we obtain a coupon at random. Each coupon is equally likely to appear and we keep buying envelopes until we find all $n$ different coupons. Let $X$ be the random variable expressing the total number of envelopes needed to acquire at least one from each of the $n$ different coupons. We are looking for $\mathbb{E}(X)$.

Theorem 2.13. $\mathbb{E}(X)=n H_{n}$, where $H_{n}$ is the sum of the first $n$ terms of the harmonic series $\sum_{n=1}^{\infty} \frac{1}{n}$.

Proof. Let $X_{i}=$ the amount of envelopes needed to be bought, after we have collected $i$ distinct coupons, in order to get a new, $i+1-t h$ coupon, different from the ones we have already collected. So for example, $X_{0}=$ the number of envelopes needed to collect the $1-$ st coupon $=1, X_{1}=$ the number of envelopes that we bought, after we got the first coupon, in order to acquire the $2-n d$ distinct coupon etc. Then we have $X=X_{0}+X_{1}+\ldots+X_{n}$ and as a result

$$
\begin{equation*}
\mathbb{E}(X)=\mathbb{E}\left(X_{0}\right)+\mathbb{E}\left(X_{1}\right)+\ldots+\mathbb{E}\left(X_{n}\right) \tag{1}
\end{equation*}
$$

Moreover, from the definition of $X_{i}$, it occurs that $X_{i}$ follows the geometric distribution with parameter

$$
\begin{equation*}
p=\frac{n-i}{n} \tag{2}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\mathbb{E}\left(X_{i}\right)=\frac{1}{p}=\frac{n}{n-i} \tag{3}
\end{equation*}
$$

So from (1) and (3) we have that $\mathbb{E}(X)=\frac{n}{n}+\frac{n}{n-1}+\ldots+\frac{n}{1}=n\left(\frac{1}{n}+\frac{1}{n-1}+\right.$ $\left.\ldots+\frac{1}{2}+1\right)=\mathrm{n} H_{n}$, where $H_{n}$ is the sum of the first n terms of the harmonic series $\sum_{n=1}^{\infty} \frac{1}{n}$.

It is clear the the expected value of the number of envelopes needed to acquire all $n$ distinct coupons is equal to the expected value of the number of proposals needed during the course of the algorithm when the men are amnesiacs. Hence, $n H_{n}$ is an upper bound for the expected value of the number of proposals $\mathbb{E}(N)$ made during the course of the fundamental algorithm, where, in fact, $H_{n}=\ln n+\gamma+\frac{1}{2 n}-\frac{1}{12 n^{2}}+\varepsilon$, where $0<\varepsilon<\frac{1}{120 n^{4}}$ and $\gamma$ is Euler's constant.

## 3 Generalizations and variations of the problem

### 3.1 Incomplete lists

We consider the problem of stable matchings when the men have not necessarily rated all women, thus their lists might be incomplete, and vice versa the women have not necessarily rated all men. We are looking for stable matchings with the extra condition that each person has to marry someone that is included in their lists of preferences.

In the case of complete lists, we saw that there is always at least one stable matching. However that is not the case with the incomplete lists. Consider the following example of incomplete lists:

| $m_{1}:$ | $w_{2}$ | $w_{1}$ |  | $w_{1}:$ | $m_{3}$ | $m_{2}$ | $m_{1}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $m_{2}:$ | $w_{1}$ |  |  | $w_{2}:$ | $m_{3}$ | $m_{1}$ | $m_{2}$ |
| $m_{3}:$ | $w_{2}$ | $w_{1}$ | $w_{3}$ | $w_{3}:$ | $m_{2}$ | $m_{3}$ | $m_{1}$ |

The only possible matching is $\left\{\left(m_{2}, w_{1}\right),\left(m_{1}, w_{2}\right),\left(m_{3}, w_{3}\right)\right\}$ but it is unstable because of $w_{2}$ and $m_{3}$. Thus the existence of at least one stable matching does not extend to incomplete lists.

We may convert the problem of incomplete lists to a problem of complete lists as follows:

We add a new man $m^{\prime}$ and a new woman $w^{\prime}$ such that $m^{\prime}$ is the last choice of $w^{\prime}$ and $w^{\prime}$ is the last choice of $m^{\prime}$. Every woman rates $m^{\prime}$ last on her possibly incomplete list and then she classifies below $m^{\prime}$, in an arbitrary order, the rest of the men that were missing from her list. Similarly, every man rates $w^{\prime}$ last on his possibly incomplete list and then he classifies below $w^{\prime}$, in an arbitrary order, the women that were missing from his list.

Theorem 3.1. There exists a stable matching for the incomplete system $\Longleftrightarrow$ there exists a stable matching for the complete system where $m^{\prime}$ is married to $w^{\prime}$.

Proof. Let $M=\left\{m_{1}, \ldots, m_{n}\right\}$ the set of men and $W=\left\{w_{1}, \ldots, w_{n}\right\}$ set of women.

If there exists a stable matching $M$ for the incomplete system then this stable matching along with the married couple ( $m^{\prime}, w^{\prime}$ ) forms a stable matching $N$ for the complete system: Obviously, there is no blocking pair of the form $m_{i}-w_{j}$ (because then $M$ would not be stable). As a result, if there was a blocking pair it would be of the form $m_{i}-w^{\prime}$ or $m^{\prime}-w_{i}$. In the first case, that would mean that a man $m_{i}$ would prefer $w^{\prime}$ to his spouse, which is a
contradiction since we put $w^{\prime}$ at the end of the incomplete lists. Similarly, there could not be an unstable pair of the form $m^{\prime}-w_{i}$.

Conversely, lets assume that there exists a stable matching $N$ for the complete system where $m^{\prime}$ is married to $w^{\prime}$. Then, the pairs $\left(m_{i}, w_{j}\right)$ yielded from this stable matching constitute a stable matching of the incomplete system: For every pair $\left(m_{i}, w_{j}\right)$ the spouse $w_{j}$ of $m_{i}$ is higher in his list of preference than $w^{\prime}$ (if she was lower than $w^{\prime}$, then, in the matching $N, m_{i}$ and $w^{\prime}$ would prefer each other to their spouses which is a contradiction). Similarly, the spouse $m_{i}$ of $w_{j}$ is higher in her list of preferences than $m^{\prime}$. Thus, the spouses of every person belong in the incomplete lists and we have a stable matching for the incomplete system.

Theorem 3.2. If there exists a stable matching with $m^{\prime}$ married to $w^{\prime}$ for the complete system, then, for all stable matchings of this system, $m^{\prime}$ is married to $w^{\prime}$.

Proof. The worst stable matching from the point of view of the women contains $\left(m^{\prime}, w^{\prime}\right)$ (since $m^{\prime}$ is the last choice of $\left.w^{\prime}\right)$. Thus that is also the best stable matching for the men. As a result, every other stable matching contains $\left(m^{\prime}, w^{\prime}\right)$ (since in the best stable matching from the point of view of the men $m^{\prime}$ is married to his last choice $w^{\prime}$, he will be married to $w^{\prime}$ in every other stable matching as well).

As a result, in order to decide on the existence of a stable matching for the incomplete system, it suffices to find one stable matching for the complete system. If, in this matching, $m^{\prime}$ is not married to $w^{\prime}$ then there does not exist a stable matching for the incomplete system. Otherwise, if in this matching $m^{\prime}$ is married to $w^{\prime}$, then this stable matching without the pair $\left(m^{\prime}, w^{\prime}\right)$ is also a stable matching for the incomplete system.

### 3.2 Admitting $n$ students to $m$ universities

We now consider the problem of admitting $n$ students to $m$ universities. Each student has an order of preference for the universities and each university has an order of preference for the students. An admission is stable when there does not exist a student $b$ and a university $B$ such that $b$, not accepted to a university $B$, prefers $B$ to his assigned university and university $B$ prefers $b$ to at least one of its admitted students.

Suppose that the $k-t h$ university accepts $n_{k}$ students and that, without loss of generality, $n=n_{1}+n_{2}+\cdots+n_{m}$. If the number of students surpasses the number of possible admissions by the universities then we create an
imaginary university that is the last choice of all students and admits exactly the required number of students (the preference list of the new university is random). If the number of students is smaller than the total number of admissions of the universities we create imaginary students who are the last option for all universities (the preference lists of the new students are random).

To reduce that problem to the problem of stable matchings we replace the $k$ - th university with $n_{k}$ 'universities' such that each one of them have the same preference list with $k$ - th university and they admit exactly one student. For each student, the $n_{k}$ new universities are placed at their preference lists at a random order at the place of the previous $k-t h$ university.

## 4 The set of stable matchings: Lattice structure and number of stable matchings

### 4.1 Lattice structure

We have seen so far that, for a specific stable marriage instance, more than 1 stable matchings may exist and that the Gale-Shapley algorithm gives the optimal matching for the men and, at the same time, the pessimal matching for the women. In this section we study the structure of the set of all stable matchings and, more specifically, we prove that the set of all stable matchings forms a distributive lattice. First, we present some definitions.

Definition 4.1. For a given stable marriage $M$, we define the (man oriented) dominance relation as follows: We say that matching $M$ dominates matching $M^{\prime}$, and we write $M \preceq M^{\prime}$ if every man prefers $M$ to $M^{\prime}$ or is indifferent between them, that is if every man in $M$ has a partner at least as good as he had in $M^{\prime}$.

Definition 4.2. We say that $M$ strictly dominates $M^{\prime}$ and we write $M \prec$ $M^{\prime}$ if $M \preceq M^{\prime}$ and $M \neq M^{\prime}$.

It is easy to show that this dominance relation is a partial order on the set $\mathscr{M}$ of all stable matchings. We will now show that the partially ordered set $(\mathscr{M}, \preceq)$ is, in fact, a distributive lattice.

Definition 4.3. A lattice is a partially ordered set in which:

1. every pair of elements $a, b$ has a greatest lower bound, called meet, denoted by $a \wedge b$. In other words, $a \wedge b \preceq a, a \wedge b \preceq b$ and for every other element element $c$ such that $c \preceq a, c \preceq b$ we have that $c \preceq a \wedge b$.
2. every pair of elements $a, b$ has a least upper bound, called join, denoted by $a \vee b$. In other words, $a \preceq a \vee b, b \preceq a \vee b$ and for every other element $c$ such that $a \preceq c, b \preceq c$ we have that $a \vee b \preceq c$.

Definition 4.4. A distributive lattice is a lattice in which the distributive laws hold, that is

1. $a \wedge(b \vee c)=(a \wedge b) \vee(a \wedge c)$ and
2. $a \vee(b \wedge c)=(a \vee b) \wedge(a \vee c)$.

In order to prove that $\mathscr{M}$ is a distributive lattice, we present 2 lemmas that lead to the interpretation of the meet and join in $\mathscr{M}$.

Lemma 4.5. For a given instance of the stable marriage problem, let $M$ and $M^{\prime}$ be 2 (distinct) stable matchings. If every man is partnered with the best of his partners in $M$ and $M^{\prime}$, the result is a stable matching.

Proof. First we prove that it is indeed a matching: Assume that it was not a matching, that is there were 2 different men $m$ and $m^{\prime}$ that received the same partner, say because $(m, w) \in M$ and $\left(m^{\prime}, w\right) \in M^{\prime}$. Then $m$ prefers $M$ to $M^{\prime}$ and $m^{\prime}$ prefers $M^{\prime}$ to $M$, because we give each man the best of his partners in $M$ and $M^{\prime}$. Then, by applying the theorem 2.11 to the pair ( $m, w$ ), w prefers $M^{\prime}$ to $M$. Similarly by applying the theorem 2.11 to the pair ( $m^{\prime}, w$ ), w prefers $M$ to $M^{\prime}$, a contradiction. Hence a matching, let's call it $N$, is formed. Now we prove that the matching is stable. Assume that there is a man $m$ and a woman $w$ such that they both prefer each other to their assigned partners in $N$. We have that $p_{N}(m)$ is the best amongst his partners in $M$ and $M^{\prime}$ so, since he prefers $w$ to $p_{N}(m)$, we have $w m p_{M}(m)$ and $w m p_{M^{\prime}}(m)$. Moreover, $m w p_{N}(w)$. But $p_{N}(w)$ is either her partner in $M$ or her partner in $M^{\prime}$. In the first case, if $p_{N}(w)=p_{M}(w)$ then we have $m w p_{M}(w)$ but we also have $w m p_{M}(m)$ which is a contradiction, since $M$ is stable. Similarly, if $p_{N}(w)=p_{M^{\prime}}(w)$ then we have $m w p_{M^{\prime}}(w)$ but we also have $w m p_{M^{\prime}}(m)$, a contradiction since $M^{\prime}$ is stable. In either case we arrived at a contradiction, so $N$ is stable.

Corollary 4.5.1. If each man is given the best of his partners in any fixed set of stable matchings then a stable matching occurs. If the fixed set is the set of all stable matchings the stable matching that occurs is exactly the one yielded by the Gale-Shapley algorithm.

Notation 4.6. We denote by $M \wedge M^{\prime}$ the stable matching obtained by assigning each man to his best partner between $M$ and $M^{\prime}$. Similarly we denote by $\wedge_{M \in S} M$ or $\wedge S$ the stable matching obtained by assigning each man to his best partner among his partners in all stable matchings in $S$.

An immediate consequence of the theorem 2.11 and the way we defined $M \wedge M^{\prime}$ is the following corollary:

Corollary 4.6.1. In $M \wedge M^{\prime}$ each woman is assigned to the worst of her partners in $M$ and $M^{\prime}$.

Note that an easy consequence of this corollary is the fact that the manoptimal stable matching is also the woman-pessimal, as shown earlier in theorem 2.8.

Lemma 4.7. For a given stable marriage instance let $M$ and $M^{\prime}$ be 2 (distinct) stable matchings. If every man is partnered with the worst of his partners in $M$ and $M^{\prime}$, the result is a stable matching.

Proof. If each man is given the worst of his partners in $M$ and $M^{\prime}$ then by theorem 2.11 we get that each woman is assigned to the best of her partners in $M$ and $M^{\prime}$. As a result, this lemma is just a restatement of lemma 4.5 with the roles of men and women interchanged.

Notation 4.8. We denote by $M \vee M^{\prime}$ the stable matching obtained by assigning each man to his worst partner between $M$ and $M^{\prime}$. Similarly we denote by $\vee_{M \in S} M$ or $\vee S$ the stable matching obtained by assigning each man to his worst partner among his partners in all stable matchings in $S$.

It is now easy to see that $M \wedge M^{\prime}$ is the greatest lower bound for $M$ and $M^{\prime}$ under the dominance relation and $\mathrm{M} \vee M^{\prime}$ is the least upper bound.

Theorem 4.9. For a given instance of the stable marriage problem, the partial order $(\mathscr{M}, \preceq)$ is a distributive lattice, with $M \wedge M^{\prime}$ being the meet of $M$ and $M^{\prime}$ and $M \vee M^{\prime}$ being the join of $M$ and $M^{\prime}$.

Proof. By the definition of $M \wedge M^{\prime}$ it is obvious that $M \wedge M^{\prime} \preceq M, M \wedge M^{\prime} \preceq$ $M^{\prime}$. Also if there is stable matching $M^{*}$ such that $M^{*} \preceq M$ and $M^{*} \preceq M^{\prime}$ then each man has in $M^{*}$ a partner at least as good as in each of $M$ and $M^{\prime}$. As a result $M^{*} \preceq M \wedge M^{\prime}$. Thus, $M \wedge M^{\prime}$ is the greatest lower bound for $M$ and $M^{\prime}$. Similarly, we can prove that $M \vee M^{\prime}$ is the least upper bound for $M$ and $M^{\prime}$, establishing that $(\mathscr{M}, \preceq)$ is a lattice.

For the first distributive law let $X, Y$ and $Z$ be stable matchings and let $U=X \wedge(Y \vee Z), V=(X \wedge Y) \vee(X \wedge Z)$. We shall prove that $U=V$. If $p_{Y}(m)=p_{Z}(m)=w$ then in both $U$ and $V m$ is assigned to whoever of $p_{X}(m)$ and $w$ he prefers. If $p_{Y}(m) \neq p_{Z}(m)$ then we have the following cases:

- $Y m Z$ and $Z m X$ (and as a result $Y m X$ ): $m$ is partnered with $p_{Z}(m)$ both in $U$ and $V$
- $Y m Z$ and $X m Z$ and either $Y m X$ or $X m Y$ : in both cases, $m$ is partnered with $p_{X}(m)$ both in $U$ and $V$
- $Z m Y$ and $Y m X$ (and as a result $Z m X$ ): $m$ is partnered with $p_{Y}(m)$ both in $U$ and $V$
- $Z m Y$ and $X m Y$ and either $Z m X$ or $X m Z$ : in both cases, $m$ is partnered with $p_{X}(m)$ both in $U$ and $V$

Hence, we proved that in every case each man has the same partner in $U$ and $V$ and therefore $U=V$. Similarly we can prove the second distributive law, establishing that $(\mathscr{M}, \preceq)$ is a distributive lattice.

### 4.2 Number of stable matchings

As we have seen, it is possible that more than 1 stable matchings exist for a given instance of the stable marriage problem. In this subsection, we will show that the number of stable matchings can grow exponentially with the number of the instance. As a result, it is possible that an algorithm that finds all the stable matchings may need exponentially many steps to do so. Furthermore, if we seek a stable matching with a specific property, then a brute force algorithm examining all the stable matchings will be of exponential time complexity in the worst case.

Below, we will give a lower bound for the number of stable matchings in an instance of size $n$.

Lemma 4.10. Given stable marriage instances of sizes $m$ and $n$ with $x$ and $y$ stable matchings respectively, there is a stable marriage instance of size $m n$ with at least $\max \left(x y^{m}, y x^{n}\right)$ stable matchings.

Proof. Suppose that the men and the women in the given instances are denoted by $a_{1}, a_{2}, \ldots, a_{m}, c_{1}, c_{2}, \ldots, c_{m}$ and $b_{1}, b_{2}, \ldots, b_{n}, d_{1}, d_{2}, . ., d_{n}$ respectively. Now consider the instance of size $m n$ in which:

- the men are labeled $\left(a_{i}, b_{j}\right)$ for $i=1, \ldots, m$ and $j=1, \ldots, n$
- the women are labeled $\left(c_{i}, d_{j}\right)$ for $i=1, \ldots, m$ and $j=1, \ldots, n$
- the man $\left(a_{i}, b_{j}\right)$ prefers $\left(c_{k}, d_{l}\right)$ to $\left(c_{k^{\prime}}, d_{l^{\prime}}\right)$ if $b_{j}$ prefers $d_{l}$ to $d_{l^{\prime}}$ or if $l=l^{\prime}$ and $a_{i}$ prefers $c_{k}$ to $c_{k^{\prime}}$
- the woman $\left(c_{i}, d_{j}\right)$ prefers $\left(a_{k}, b_{l}\right)$ to $\left(a_{k^{\prime}}, b_{l^{\prime}}\right)$ if $d_{j}$ prefers $b_{l}$ to $b_{l^{\prime}}$ or if $l=l^{\prime}$ and $c_{i}$ prefers $a_{k}$ to $a_{k^{\prime}}$

Let $M_{1}, . ., M_{n}$ be any sequence of (not necessarily distinct) stable matchings of the problem instance of size $m$ and $M$ a stable matching of the problem instance of size $n$. There are $x^{n} y$ possible choices for $M_{1}, \ldots, M_{n}$ and $M$. We will now show that the mapping: $\left(a_{i}, b_{j}\right) \mapsto\left(p_{M_{j}}\left(a_{i}\right), p_{M}\left(b_{j}\right)\right)$ gives a stable matching in the problem instance of size $m n$.

It is a matching because both $M$ and $M_{j}$ are matchings. Suppose it is not stable, meaning that there is a man $(a, b)$ and a woman $(c, d)$ that prefer
each other to their assigned spouses. Then among the following conditions, we must have either one of 1 and 2 along with either one of 3 and 4 :

1. $d b p_{M}(b)$
2. $d=p_{M}(b)$ and $\operatorname{cap}_{M_{j}}(a)$
3. $b d p_{M}(d)$
4. $b=p_{M}(d)$ and $a c p_{M_{j}}(c)$

1 and 4 cannot be satisfied at the same time, same with 2 and 3 , because they are incompatible. Moreover, the combination of 1 with 3 is rejected because then $M$ would not be stable and the combination of 2 with 4 is also rejected because then $M_{j}$ would not be stable. As a result, all possible combinations are rejected and the matching is stable. So we have now found an instance of size $m n$ with at least $y x^{n}$ stable matchings. Similarly, by interchanging the roles of the original instances we can find an instance with at least $x y^{m}$ stable matchings.

Theorem 4.11. For each $n \geq 0$, where $n$ is a power of 2, there is a stable marriage instance of size $n$ with at least $2^{n-1}$ stable matchings.

Proof. We prove it by induction in the power of 2 . For $n=2^{0}=1$ the problem of instance 1 obviously has 1 stable matching. Suppose that the theorem holds for problems of instance $n=2^{k}$. We will prove that it holds for problems of instance $n=2^{k+1}$. We apply lemma 4.10 for a problem instance of size $n=2^{k}$ which has at least $y=2^{n-1}=2^{2^{k}-1}$ stable matchings (by induction hypothesis) and the following instance of size $m=2$ which has $x=2$ stable matchings since both possible matchings are stable:

| men's preference lists | women's preference li |  |  |
| ---: | ---: | ---: | ---: |
| $m_{1}:$ | $w_{1}$ | $w_{2}$ | $w_{1}:$ |
| $m_{2}:$ | $w_{2}$ | $w_{2}$ | $m_{1}$ |
| $w_{2}:$ | $m_{1}$ | $m_{2}$ |  |

As a result, there exists an instance of size $m n=2^{k} \cdot 2=2^{k+1}$ with at least $\max \left(x y^{m}, y x^{n}\right)=\max \left(2 \cdot\left(2^{2^{k}-1}\right)^{2}, 2^{2^{k}-1} \cdot 2^{2^{k}}\right)=\max \left(2^{2^{k+1}-1}, 2^{2^{k+1}-1}\right)=$ $2^{2^{k+1}-1}$ stable matchings, as required.

## 5 The complexity of counting stable matchings

We have seen so far that, given an instance of a stable marriage problem, we can find in polynomial time a stable matching. We have also seen that more than one stable matchings can exist and in the section above we proved that the number of stable matchings can grow exponentially with the number of the instance. In this section, we will show that, in fact, the problem of determining the number of stable matchings in a given stable marriage instance, is $\# P$-complete. In order to prove that, it suffices to prove that it is in class \#P and that there is a parsimonious transformation from a known $\# P$-complete problem such that the instance of the original problem and the corresponding instance of the stable marriage problem have the same number of solutions.

The fact that it is in class \#P is easy:
Theorem 5.1. : Determining the number of stable matchings in a given stable marriage instance problem is in $\# P$.

Proof. Given a stable marriage problem instance and a specific matching it is easy to check in polynomial time if that matching is stable.

In order to demonstrate the needed transformation from a known $\# P$-complete problem, we will be using, without proof, the following theorem of Provan and Ball [10]:

Theorem 5.2. : Determining the number of antichains in a poset is $\# P$-complete.
We now state our main theorem:
Theorem 5.3. Given a poset $(P, \leq)$ with $n$ elements, there exists an instance I of the stable marriage problem, constructible from $(P, \leq)$ in time polynomial in n, such that the stable matchings of I are in one to one correspondence with the antichains of ( $P, \leq$ ).

In order to describe the transformation and prove that it has the required property, we will be introducing a series of new concepts and theorems, gaining at the same time further insight into the structure of the set of stable matchings for a general stable marriage instance. We start by introducing the concept of shortlists, followed by a number of properties.

Definition 5.4. We define the shortlists to be the lists obtained from the original preference lists by a number of deletions as follows: We remove $m$ from $w$ 's list and $w$ from $m$ 's if and only if $w$ receives a proposal from someone she likes better than $m$ during the Gale-Shapley algorithm.

We present some properties that are either immediate or explicit or implicit consequences of the results presented in section 2 :

1. $m$ appears on $w$ 's shortlist if and only if $w$ appears on $m$ 's.
2. If $w$ does not appear on $m$ 's shortlist, then there is no stable matching in which $m$ and $w$ are partners.
3. $w$ appears first on $m$ 's shortlist if and only if $m$ appears last on $w$ 's.
4. If every man is paired with the first woman on his shortlist then the resulting matching is stable, and it is the male optimal solution, meaning that no man can have a better partner than he does in this matching.

### 5.1 Rotations

In this section we will introduce the concept of a rotation, which plays an important role in establishing the relationship between the structure of a stable marriage instance and that of an associated partially ordered set.

In the male optimal solution of the problem, every man is assigned to the first woman on his shortlist. If we want to generate a different stable matching, some of the men must sacrifice their optimal partners.

Suppose for example that man $m$ sacrifices his optimal partner, woman $w$. Then the best partner that $m$ can have in the new stable matching is the second woman on his shortlist, say woman $v$. If $v$ was partnered with a man $k$ in the male optimal matching, man $k$ would be the worst possible partner for $v$, meaning that, compared to $k, m$ is an improvement for $v$ in the new stable matching. In the new stable matching, $k$ would sacrifice $v$ for someone worse. Repeating the same argument for the second woman in man's $k$ shortlist, and so on, a chain of forced sacrifices is generated. Because the number of men and women is finite that procedure can end in one of the following ways:
(i) the chain eventually cycles, so we have a finite sequence $m_{0}, m_{1}, \ldots, m_{r-1}$ of men such that the second woman on $m_{i}$ 's shortlist is the first one in that of $m_{i+1}$ (where the subscripts are taken modulo $r$ ) or
(ii) the chain reaches a man whose shortlist contains just one woman so the procedure ends.

In case $(i)$, we refer to such a cycle as a rotation relative to the shortlists. The terminology arises because, as we shall see, the partners can be rotated one place without destroying stability. A more precise definition of a rotation will be given later below.

Definition 5.5. For a given stable marriage problem, a set of reduced preference lists is a set of preference lists obtainable from the originals by zero or more deletions, such that:
(i) no list is empty
(ii) woman $w$ is absent from man $m$ 's list $\Longleftrightarrow$ man $m$ is absent from w's list.

Notation 5.6. Relative to such a set $\mathscr{A}$ of reduced preference lists, we denote by first $\mathscr{A A}(x)$, second $\mathscr{A A}^{(x)}$, last $\mathscr{A l}(x)$ the first, second and last person respectively on $x$ 's list. When it is obvious which set of lists we are talking about, we shall omit the subscript $\mathscr{A}$. Of course, second $\mathscr{A}^{( }(x)$ may be undefined if $x$ 's reduced preference list in $\mathscr{A}$ has only one entry.

Definition 5.7. A set $\mathscr{A}$ of reduced preference lists is called stable if, for each man $m$ and each woman $w$,
(i) $w=$ first $_{\mathscr{A}}(m) \Longleftrightarrow m=$ last $_{\mathscr{A}}(w)$
(ii) $w$ is absent from $m$ 's list $\Longleftrightarrow w r(w, m)>w r\left(w\right.$, last $\left._{\mathscr{A}}(w)\right)$

A stable set of reduced preferences list will be referred to as a stable set for short.

Lemma 5.8. The shortlists form a stable set.
Proof. Property ( $i$ ) was noted above. For property (ii), by the definition of shortlists, $w$ is absent from $m$ 's list if and only if, during the course of the Gale-Shapley algorithm, $w$ received a proposal from someone better than $m$, meaning that the last proposal held by $w$ is also by a man better than $m$, which happens if and only if $\operatorname{wr}(w, m)>w r(w, \operatorname{last}(w))$

Lemma 5.9. If, relative to a stable set, each man is partnered with first $(m)$, then the result is a stable matching.

Proof. First we prove that the result is indeed a matching: if it wasn't, that is if there were 2 distinct men $m_{1}, m_{2}$ such that $\operatorname{first}\left(m_{1}\right)=\operatorname{first}\left(m_{2}\right)=w$ then by property $(i)$ of stable sets we have $m_{1}=\operatorname{last}(w)=m_{2}$, a contradiction. The matching is also stable: If there was a man $m$ that prefered a woman $w$ to his spouse $\operatorname{first}(m)$ then, since $m r(m, w)<m r(m, \operatorname{first}(m))$, $w$ is absent from $m$ 's list on that stable set. Hence, by property (ii) of stable sets we have $w r(w, m)>w r(w, \operatorname{last}(w))$ meaning that $w$ prefers her spouse $\operatorname{last}(w)$ to $m$ so there can be no instability.

The stable matching obtained from a stable set $\mathscr{A}$ as described in lemma 5.9 will be referred to as the stable matching corresponding to $\mathscr{A}$.

Observation 5.10. In the stable matching $S$ corresponding to a stable set $\mathscr{A}$, each man is partnered with the first woman on his preference list relative to $\mathscr{A}$, so, by property (i) of definition 5.7 of stable sets, each woman is partnered with the last man on her preference list. As a result, $(\operatorname{last}(w), w) \in$ $S$ for each woman $w$.

Lemma 5.11. If, for some stable set,
(i) $m r(m, f i r s t(m))<m r(m, w)$ and
(ii) $w$ is absent from $m$ 's list,
then there is no stable matching in which $w$ and $m$ are partners.
Proof. Suppose that there is a stable matching $S^{\prime}$ such that $(m, w) \in S^{\prime}$. By lemma $5.9(m, \operatorname{first}(m)) \in S$ for some stable matching $S$. Then from (i) $m$ prefers $S$ to $S^{\prime}$. We also know that $(\operatorname{last}(w), w) \in S$ by observation 5.10. Moreover, since $w$ is absent from $m$ 's list, we have that $w r(w, m)>$ $w r(w, \operatorname{last}(w))$ from the definition of stable sets. As a result, $w$ prefers $S$ (where she is partnered with $\operatorname{last}(w)$ ) to $S^{\prime}$ (where she is partnered with $m$ ), a contradiction by theorem 2.11.

Definition 5.12. An ordered sequence $\left(m_{0}, w_{0}\right), \ldots,\left(m_{r-1}, w_{r-1}\right), r \geq 2$ of man/woman pairs forms a rotation in a stable marriage instance if, relative to some stable set $\mathscr{A}, w_{i+1}=\operatorname{first}\left(m_{i+1}\right)=\operatorname{second}\left(m_{i}\right)$ for each $i(0 \leq i \leq$ $r-1$, where $i+1$ is taken modulo $r$ ). The rotation is said to be exposed in $\mathscr{A}$. Clearly, $m_{i}$ is in $w_{i+1}$ 's list in $\mathscr{A}$ and vice versa.

Lemma 5.13. Let $\mathscr{A}$ be a stable set, and let $S$ be the corresponding stable matching. If $S^{\prime}$ is another stable matching in which man $m$ has a worse partner than first $\mathscr{A}^{( } m$ ) (who is his partner in $S$ ) then there is a rotation exposed in $\mathscr{A}$ all of whose male members have worse partners in $S^{\prime}$ than in $S$.

Proof. If $\operatorname{first}(m)$ is the only entry in $m$ 's list, then by lemma 5.11 there is no such stable matching $S^{\prime}$ so there is nothing to prove. Otherwise, we form the following sequence $\left\{\left(m_{i}, w_{i}\right)\right\}$, where:
(i) $m_{0}=m$
(ii) $w_{i}=\operatorname{first}\left(m_{i}\right), \mathrm{i}=0,1, \ldots$
(iii) $m_{i+1}=\operatorname{last}\left(\operatorname{second}\left(m_{i}\right)\right), i=0,1, \ldots$ (so $\operatorname{second}\left(m_{i}\right)=\operatorname{first}\left(m_{i+1}\right)=$ $w_{i+1}$ )

Since $w_{0}=\operatorname{first}\left(m_{0}\right)$, then $\left(m_{0}, w_{0}\right) \in S$. Moreover, $m_{0}$ 's partner in $S^{\prime}$ is $\operatorname{second}\left(m_{0}\right)=\operatorname{first}\left(m_{1}\right)=w_{1}$ or someone worse. As a result, for $S^{\prime}$ to be stable, $w_{1}$ 's partner in $S^{\prime}$ must be $m_{0}$ or someone better. Therefore her partner in $S^{\prime}$ is better than $\operatorname{last}\left(w_{1}\right)=m_{1}$ (who is her partner in $S$ ). Hence, by theorem 2.11, $m_{1}$ 's partner in $S^{\prime}$ is someone worse than $w_{1}=$ $\operatorname{first}\left(m_{1}\right)$. Therefore, by lemma 5.11 , $\operatorname{second}\left(m_{1}\right)$ is defined. Repeating the same argument we can show that second $\left(m_{i}\right)$ is defined for all $i$ and that all the $m_{i}$ have worse partners in $S^{\prime}$ than in $S$.

Now, since the number of men and women is finite, the sequence $\left\{\left(m_{i}, w_{i}\right)\right\}$ must cycle eventually. So let's suppose that $m_{0}, \ldots, m_{s-1}$ are all distinct but $m_{s}=m_{t}$ for some $t, 0 \leq t \leq s-2$ (we cannot have $m_{s}=m_{s-1}$ as $\left.\operatorname{second}\left(m_{i}\right)=\operatorname{first}\left(m_{i+1}\right)\right)$. Then, $\left(m_{t}, w_{t}\right), \ldots,\left(m_{s-1}, w_{s-1}\right)$ forms a rotation that is exposed in $\mathscr{A}$ and has the required property.

For a given man $m$ and a given stable set $\mathscr{A}$, we call the rotation obtained by $m$ in the way that was described in Lemma 5.13 the rotation generated by $m$. Clearly, if $m$ is himself in a rotation exposed in $\mathscr{A}$ then this is the rotation generated by $m$. The following corollaries are immediate results of Lemma 5.13.

Corollary 5.13.1. If $\mathscr{A}$ is a stable set with a corresponding stable matching $S$, then either:
(i) at least one rotation is exposed in $\mathscr{A}$ or
(ii) no man can have a worse partner in any stable matching than he has in $S$ (and as a result $S$ is the female optimal solution).

Corollary 5.13.2. If $\left(m_{0}, w_{0}\right), \ldots,\left(m_{r-1}, w_{r-1}\right)$ is a rotation and if, in some stable matching $S$, some fixed $m_{j}$ has a partner worse than $w_{j}$, then each of the $m_{i}$ have an $S$-partner worse than $w_{i}$.

Definition 5.14. Suppose that $p=\left(m_{0}, w_{0}\right), \ldots,\left(m_{r-1}, w_{r-1}\right)$ is a rotation that is exposed in some stable set $\mathscr{A}$. If, for each $i(0 \leq i \leq r-1, i+1$ taken modulo $r$ ) all successors of $m_{i}$ are deleted from $w_{i+1}$ 's list in $\mathscr{A}$ and $w_{i+1}$ is removed from the corresponding men's list, we say that the rotation has been eliminated.

Observation 5.15. Since $w_{i+1}=\operatorname{first}\left(m_{i+1}\right) \Longleftrightarrow m_{i+1}=\operatorname{last}\left(w_{i+1}\right)$, we have that $m_{i+1}$ is a successor of $m_{i}$ in $w_{i+1}$ 's list. As a result $m_{i+1}$ is
deleted from $w_{i+1}$ 's list and $w_{i+1}=\operatorname{first}\left(m_{i+1}\right)$ is deleted from $m_{i+1}$ 's list during rotation elimination.
Observation 5.16. We have second $\left(m_{i+1}\right)=\operatorname{first}\left(m_{i+2}\right)=w_{i+2}$ is deleted from the lists of all men that are successors of $m_{i+1}$ in $w_{i+2}$ 's list, so she is not removed from $m_{i+1}$ 's list.

Lemma 5.17. If a rotation is eliminated from a stable set $\mathscr{A}$ in which it is exposed, then the resulting set $\mathscr{B}$ of lists is also stable.

Proof. We have to prove properties $(i)$ and (ii) of stable sets.
(i) - If $m$ is not in the rotation, then
$w=$ first $_{\mathscr{B}}(m) \Longleftrightarrow$
$\Longleftrightarrow w=$ first $_{\mathscr{A}}(m)$, since first $_{\mathscr{A}}(m)$ is not removed,
$\Longleftrightarrow m=$ last $_{\mathscr{A}}(w)$, since $\mathscr{A}$ is a stable set,
$\Longleftrightarrow m=\operatorname{last}_{\mathscr{B}}(w)$, since last $_{\mathscr{A}}(w)$ is not removed.

- If $m$ is in the rotation and $w=\operatorname{first}_{\mathscr{A}}(m)$ then from observations 5.15 and 5.16 we have that first $_{\mathscr{A}}(m)$ is removed from $m$ 's list but $\operatorname{second}_{\mathscr{A}}(m)$ is not. As a result,
$w=$ first $_{\mathscr{B}}(m) \Longleftrightarrow$
$\Longleftrightarrow w=\operatorname{second}_{\mathscr{A}}(m)$, since first $_{\mathscr{A}}(m)$ is removed but $\operatorname{second}_{\mathscr{A}}(m)$ is not,
$\Longleftrightarrow m=$ last $_{\mathscr{B}}(w)$, since all successors of $m$ are removed from $\operatorname{second}_{\mathscr{A}}(m)=w$ 's list during rotation elimination
(ii) w is absent from $m$ 's new list $\Longleftrightarrow$
$\Longleftrightarrow$ ( $w$ was already absent from $m$ 's old list) or
( $w$ is removed from $m$ 's list during rotation elimination) $\Longleftrightarrow$
$\Longleftrightarrow\left(w r(w, m)>w r\left(w\right.\right.$, last $\left._{\mathscr{A}}(w)\right)$ or
$\left(w^{w}\left(w, \operatorname{last}_{\mathscr{A}}(w)\right)>\operatorname{wr}(w, m)>\operatorname{wr}\left(w, \operatorname{last}_{\mathscr{B}}(w)\right) \Longleftrightarrow\right.$
$\Longleftrightarrow w r(w, m)>w r\left(w\right.$, last $\left._{\mathscr{B}}(w)\right)$.

We will now establish a one-to-one relationship between stable sets and stable matchings for any given instance of the stable marriage problem.

Lemma 5.18. For a given instance of the stable marriage problem, there is a one-to-one correspondence between the stable matchings and the stable sets. Furthermore, each stable set can be obtained from the set of shortlists by a sequence of zero or more rotation eliminations.

Proof. Given a stable set, a unique stable matching can be constructed as in lemma 5.9 (that is, relative to the stable set, each man is partnered with first(m)).
On the other hand, given a stable matching $S=\left\{\left(m_{0}, w_{0}\right), \ldots,\left(m_{n-1}, w_{n-1}\right)\right\}$ we construct a stable set as follows. We start from the set $\mathscr{M}$ of shortlists, which of course has a corresponding stable matching $M$, the male optimal solution. If $M \neq S$ then there is a woman $w_{i}$ such that $w_{i} \neq$ first $_{\mathscr{M}}\left(m_{i}\right)$, in fact $m r\left(m_{i}\right.$, first $\left._{\mathscr{M}}\left(m_{i}\right)\right)<m r\left(m_{i}, w_{i}\right)$. From lemma 5.11, $w_{i}$ is in $m_{i}$ 's shortlist. Moreover, $m_{i}$ 's partner in $S$ is worse than his partner in $M$ so by lemma 5.13 the exposed rotation $p$ generated by $m_{i}$ is such that all of its male members have worse partners in $S$ than in $M$. Assume now that $p$ is eliminated to obtain, by lemma 5.17 a new stable set $N$. Then, again, by lemma 5.11, $w_{i}$ remains in $m_{i}$ 's list and vice versa for all $i$. We now repeat the same process relative to the new set of lists, as many times as needed until $w_{i}=\operatorname{first}\left(m_{i}\right)$ for all $i$. We have then created a new stable set to which the stable matching $S$ corresponds, and it will have been obtained by a sequence of zero or more eliminations from the set of shortlists.

Lemma 5.19. In a given stable marriage instance, no pair $(m, w)$ can belong to 2 different rotations.

Proof. Suppose that the pair $(m, w)$ belongs to 2 different rotations $p_{1}$ and $p_{2}$. Since the rotations are different, suppose that the pair ( $m^{\prime}, w^{\prime}$ ) belongs to $p_{1}$ but not to $p_{2}$. We will show that these assumptions lead to a contradiction.

If $\mathscr{A}$ is a stable set in which $p_{2}$ is exposed then $w=\operatorname{first}_{\mathscr{A}}(m)$. Let $v=$ first $_{\mathscr{A}}\left(m^{\prime}\right)$ the partner of $m^{\prime}$ in the corresponding stable matching $S$. Then, if $m r\left(m^{\prime}, v\right)>m r\left(m^{\prime}, w^{\prime}\right)$, Corollary 5.13.2 applied to the rotation $p_{1}$ would force $m$ to have an $S$-partner worse than $w$, which is a contradiction. As a result $m r\left(m^{\prime}, v\right) \leq m r\left(m^{\prime}, w^{\prime}\right)$.

Now let $\mathscr{T}$ be the stable set, and $T$ the corresponding stable matching, obtained by eliminating $p_{2}$ from $\mathscr{A}$. Since $(m, w) \in p_{2}$ and $\mathscr{T}$ arises from the elimination of $p_{2}$, we have, from observation 5.15 that $w=$ first $_{\mathscr{A}}(m)$ is removed from $m$ 's list so in $T m$ has a partner worse than $w$. As a result, applying corollary 5.13 .2 to the rotation $p_{1}$ and the stable matching $T$, we deduce that, since $m$ has a $T$-partner worse than $w$, then $m^{\prime}$ should also have a $T$-partner worse than $w^{\prime}$.
We consider 2 cases:
Case 1: $\left(m^{\prime}, v\right) \in p_{2}$ : since $\left(m^{\prime}, w^{\prime}\right) \notin p_{2}$ we have that $v \neq w^{\prime}$ and thus, $m r\left(m^{\prime}, v\right)<m r\left(m^{\prime}, w^{\prime}\right)$. However, applying Lemma 5.11 to the stable set
$\mathscr{A}$, we have that, in $\mathscr{A}, w^{\prime}$ is present in the list of $m^{\prime}$ : since $m r\left(m^{\prime}, f i r s t_{\mathscr{A}}\left(m^{\prime}\right)\right)=$ $m r\left(m^{\prime}, v\right)<m r\left(m^{\prime}, w^{\prime}\right)$ if $w^{\prime}$ was not present in the list of $m^{\prime}$ then Lemma 5.11 would lead to a contradiction. Furthermore, since $\left(m^{\prime}, w^{\prime}\right) \notin p_{2}$ the presence of $w^{\prime}$ in the list of $m^{\prime}$ is not affected by the elimination of $p_{2}$ so in $T, m^{\prime}$ has a partner at least as good as $w^{\prime}$ which is a contradiction.

Case 2: $\left(m^{\prime}, v\right) \notin p_{2}$ : Then the elimination of $p_{2}$ from $\mathscr{A}$ does not affect the presence of $v$ in the list of $m^{\prime}$. As a result $\left(m^{\prime}, v\right)$ is a pair in the matching $T$, a contradiction since $m^{\prime}$ should have a $T$-partner worse than $w$.

Lemma 5.20. Suppose $(m, w)$ belongs to a rotation. Then:
(i) $(m, w)$ belongs to some stable matching;
(ii) in a stable set obtained from the shortlists by a sequence of rotation eliminations, $w$ is absent from $m$ 's list if and only if the rotation containing $(m, w)$ has been eliminated.

Proof. (i) There must be a stable set in which the rotation containing $(m, w)$ is exposed. The matching obtained from that stable set includes the pair $(m, w)$.
(ii) If the rotation containing $(m, w)$ has been eliminated, then $w$ is removed from $m$ 's list. For the other direction, suppose we have a stable set obtained from the shortlists by a sequence of rotation eliminations such that $w$ is absent from $m$ 's list. We will show that the rotation containing $(m, w)$ has been eliminated. When a rotation $p$ is eliminated, entries may disappear from $m$ 's list in one of the following ways:
(a) the first entry in $m$ 's list will disappear if $(m, \operatorname{first}(m)) \in p$.
(b) one or more entries may disappear as a result of the deletion of $m$ from the lists of one or more women.

If $w$ were to disappear from $m$ 's list by method (b) then immediately after the conditions of lemma 5.11 are satisfied and as a result $m$ and $w$ would not be partners in a stable matching, which is a contradiction. As a result the only way for $w$ to disappear from $m$ 's list is from method ( $a$ ), meaning that the rotation containing ( $m, w$ ) has been eliminated.

Given a rotation $p$ of a stable marriage instance, there may be several stable sets in which $p$ is exposed. By lemma 5.18 , any such stable set is obtained from the set of shortlists by zero or more rotation eliminations.

Definition 5.21. - If no stable set in which a rotation $p$ is exposed can be obtained from the set of shortlists without eliminating rotation $\tau$, then we say $\tau$ is a predecessor of $p$ and we write $\tau<p$. The relation $<$ is anti symmetric, transitive and reflexive and therefore defines a partial order on the set of rotations. We call this the rotation poset for that stable marriage instance.

- We say that $\tau$ is an immediate predecessor of $p$ if $\tau<p$ and there is no $\sigma$ such that $\tau<\sigma<p$
- We say that a subset of the poset is a closed subset if it is closed under predecessors.

Note 5.22. An alternative representation for the poset is in the form of a directed acyclic graph such that there is one node for every element of the poset and an arc from the node representing rotation $\tau$ to the node representing rotation $p$ iff $\tau$ is an immediate predecessor of $p$.
Definition 5.23. - An antichain in a poset $(P, \leq)$ is a subset $A$ of $P$ such that there are no elements $\tau, p$ in $A$ such that $\tau<p$.

- For an antichain $A$, we define the closure $A^{*}$ of $A$ as follows $A^{*}=\{\tau \in P: \tau<p$ for some $p \in A\}$. Obviously, $A^{*}$ is a closed subset of $P$.
- For any closed subset $C$ of $P$, there is a unique antichain $A$ such that $A^{*}=C$. We call this the spanning antichain of $C$.
Theorem 5.24. For any stable marriage instance, there is a one-to-one correspondence between the stable matchings for that instance and the antichains of its rotation poset.

Proof. First, we show that every antichain corresponds to a stable matching and different antichains yield different stable matchings. Given an antichain $A, A^{*}$ is closed: If $\tau \in A^{*}$ then $\tau<p$ for some $p \in A$. If $\sigma<\tau<p$ then $\sigma \in A^{*}$ so $A^{*}$ is closed under predecessors. As a result, starting from the set of shortlists, all rotations in $A^{*}$ can be eliminated one by one, producing a stable set with its corresponding stable matching.

If two different sets of rotations are eliminated, then from lemma 5.19 and lemma 5.20 , the resulting stable sets are different so the corresponding
stable matchings are also different. Moreover, $A \neq B \Longrightarrow A^{*} \neq B^{*}$ so, since different rotations result to different stable matchings, it follows that different antichains yield different stable matchings.

Now we prove that every stable matching corresponds to an antichain and different stable matchings correspond to different antichains. By lemma 5.18, any stable matching corresponds to a stable set so every stable matching arises from the shortlists via a sequence of rotation eliminations. The set $\mathscr{R}$ of rotations concerned must be closed: a rotation cannot be eliminated before it is exposed and it cannot be exposed before all of its predecessors have been eliminated. As a result, $\mathscr{R}$ has a unique spanning antichain.

## 5.2 $\# P$-completeness of counting stable matchings

We are now ready to complete the proof of the $\# P$-completeness of the problem as we can now prove theorem 5.3 by presenting a transformation and then proving that it has the needed property.

First we construct a directed acyclic graph from the poset as follows: We get one node for each element of $P$ and there is an arc from node $u$ to node $v$ iff $u$ is an immediate predecessor of $v$, that is $u \leq v$ and $\nexists s \in P$ such that $u \leq s \leq v$. Moreover, two extra nodes are included: one called the source, which has an outgoing arc towards every node representing a minimal element of the poset and one called the sink, which has an incoming arc from every node representing a maximal element of the poset.

The arcs of this graph are numbered arbitrarily $1, . ., t$. Furthermore, each node, apart from the source and the sink, is labelled with an ordered subset of $1,2, \ldots, t$, of size $\geq 2$, which is the subset consisting of the numbers of the arcs incident to or from that node. The numbers in the subset are ordered in an arbitrary but fixed order, say increasing order.

In order to construct a stable marriage problem instance from that digraph, each node, with the exception of the source and the sink, is processed according to the rules that will be described below. In order to ensure that no node is processed before one of its predecessors the nodes are processed according to a topological order, that is a one-to-one mapping $f$ from the nodes of the digraph onto the set $\{0, \ldots n-1\}$ such that if node $u$ is a predecessor of node v then $f(u) \leq f(v)$, essentially meaning that no node is processed before all of its predecessors have been processed. Such a topological ordering of the nodes of an acyclic directed graph can be found in time polynomial in the number of the nodes. During this node processing phase, partial ordered lists are constructed for the men in natural (first to last) order and for the women in reverse (last to first) order. When the
processing of the nodes is over, the preference lists are completed by adding arbitrarily all the absentees after those already present. The rules for the node processing from which the partial preference lists are constructed are the following:

- The stable marriage instance involves $t$ men and $t$ women (that is one man and one woman for each one of the arcs of the graph). The first woman on man $i$ 's list is woman $i$ and the first man on woman $i$ 's list is man $i($ for $i=1, . ., t)$.
- After the first $k$ nodes $(k \geq 0)$ of the graph have been processed according to the topological order, we notate the woman most recently appended to man $i$ 's list as $w(k, i)$.
- Node $k+1$, labelled $\left\{a_{0}, \ldots, a_{r-1}\right\}$, is processed as follows:

For each $i(0 \leq i \leq r-1)$ woman $w\left(k, a_{i+1}\right)$ is appended to man $a_{i}$ 's list after any women already present and man $a_{i}$ is appended to woman $w\left(k, a_{i+1}\right)$ 's list ahead of any men already present.
More specifically, $w\left(k, a_{i+1}\right)$ is placed on man $a_{i}$ 's list right after woman $w\left(k, a_{i}\right)$ (since that is the woman last appended to $a_{i}$ 's list after having processed $k$ nodes). Hence,

$$
\begin{equation*}
m r\left(a_{i}, w\left(k, a_{i+1}\right)\right)=1+m r\left(a_{i}, w\left(k, a_{i}\right)\right) \tag{4}
\end{equation*}
$$

Moreover, since $w\left(k, a_{i+1}\right)$ is the last woman appended on man $a_{i+1}$ 's list after having processed $k$ nodes, $a_{i+1}$ is also the last man appended to $w\left(k, a_{i+1}\right)$ 's list. As a result, man $a_{i}$ is placed right before man $a_{i+1}$ on $w\left(k, a_{i+1}\right)$ 's list. Thus,

$$
\begin{equation*}
w r\left(w\left(k, a_{i+1}\right), a_{i+1}\right)=1+w r\left(w\left(k, a_{i+1}\right), a_{i}\right) \tag{5}
\end{equation*}
$$

where $0 \leq i \leq r-1$ and $i+1$ is taken modulo $r$.
It is clear that this whole construction is completed in polynomial time. In order to prove that this construction has the required property, we first have to prove that it does indeed give a stable marriage instance of size $t$.

Lemma 5.25. The construction described above does yield a stable marriage instance of size $t$.

Proof. All we have to do is to show that during the processing of the nodes, no woman can be appended twice to some man's list (and thus no man can be appended twice to some woman's list).

For a given arc $i$ in the graph, denote by $\operatorname{init}(i)$ and $\operatorname{term}(i)$ the initial and terminal nodes respectively for the $\operatorname{arc} i$. According to the rules of nodes processing stated above, woman $i$ is first involved when man $i$ appears on some node's label list, that is when node start $(i)$ is processed, where $\operatorname{start}(i)$ is $\operatorname{init}(i)$, except if $\operatorname{init}(i)$ is the source, in which case $\operatorname{start}(i)$ is term(i) (because the source does not take part in the nodes processing). Specifically, at this point she is appended to the list of man $i_{1}$, where $i_{1}$ immediately precedes $i$ in the label set of node $\operatorname{start}(i)$.

Since so far she is the last woman appended to man $i_{1}$ 's preference list, by the rules of the construction of the preference lists stated above, in order for her to be appended to some other man's list, the list of man $i_{1}$ must occur again in the processing of the nodes. In other words, arc $i_{1}$ must appear again in some label set. Since $i_{1}$ is included in the label set of $\operatorname{start}(i)$ then either $\operatorname{start}(i)=\operatorname{term}\left(i_{1}\right)$ or $\operatorname{start}(i)=\operatorname{init}\left(i_{1}\right)$. In the first case, since the nodes are processed in topological order, $\operatorname{init}\left(i_{1}\right)$ is already processed so the list of man $i_{1}$ does not appear again and as a result woman $i$ appears on no other lists. In the second case, assuming that term $\left(i_{1}\right)$ is not the sink (because the sink does not participate in the node processing procedure), when $\operatorname{term}\left(i_{1}\right)$ is processed, woman $i$ is appended to the list of man $i_{2}$, where $i_{2}$ is in the label set of node $\operatorname{term}\left(i_{1}\right)$. Similarly as before, for $i$ to be appended in some other man's list, $i_{2}$ must be included in the label set of some other node, meaning that $\operatorname{term}\left(i_{1}\right)=\operatorname{init}\left(i_{2}\right)$ (for if $\operatorname{term}\left(i_{1}\right)=$ $\operatorname{term}\left(i_{2}\right)$ then $i_{2}$ would not be included in any of the label sets of the nodes that have not yet been processed). Moreover, $i$ would not be included in the label of some other node if term $\left(i_{2}\right)$ was the sink, as the sink does not participate in the node processing procedure. As a result, proceeding in the manner described above, we obtain a sequence $i_{1}, i_{2}, \ldots, i_{s}(s \geq 2)$ of men such that:

1. $\operatorname{start}(i)=\operatorname{init}\left(i_{1}\right)$
2. $\operatorname{init}\left(i_{j}\right)=\operatorname{term}\left(i_{j-1}\right)$, for $j=2, \ldots, s-1$
3. $\operatorname{stop}\left(i_{s}\right)=\operatorname{term}\left(i_{s-1}\right)$, where $\operatorname{stop}\left(i_{s}\right)$ is defined to be $\operatorname{term}\left(i_{s}\right)$ unless $\operatorname{term}\left(i_{s}\right)$ is the sink, in which case $\operatorname{stop}\left(i_{s}\right)$ is defined to be $\operatorname{init}\left(i_{s}\right)$.
4. during the processing of the nodes, woman $i$ is appended to the lists of men $i, i_{1}, \ldots, i_{s}$ and to no others.

By 2., arcs $i_{1}, \ldots, i_{s-1}$ form a directed path in the acyclic graph and so are all distinct or else a cycle would be created.

By 1 ., node $i$ is distinct from $i_{1}, \ldots, i_{s-1}$ : By the way we defined $i_{1}$ we have that $i \neq i_{1}$. Moreover, if $i=i_{k}$ for some $2 \leq k \leq s-1$ then:

- either $\operatorname{start}(i)=\operatorname{init}(i)$ so $\operatorname{init}\left(i_{1}\right)=\operatorname{init}(i)=\operatorname{init}\left(i_{k}\right)=\operatorname{term}\left(i_{k-1}\right)$
- or $\operatorname{start}(i)=\operatorname{term}(i)$ so $\operatorname{init}\left(i_{1}\right)=\operatorname{term}(i)=\operatorname{term}\left(i_{k}\right)$

In both cases, a cycle is created, which is a contradiction.
Similarly, by 3 ., node $i_{s}$ is distinct from $i_{1}, \ldots, i_{s-1}$ : By the way we defined the sequence, $i_{s} \neq i_{s-1}$. If $i_{s}=i_{k}$ for some $2 \leq k \leq s-2$ then:

- either $\operatorname{stop}\left(i_{s}\right)=\operatorname{term}\left(i_{s}\right)$ so $\operatorname{term}\left(i_{s-1}\right)=\operatorname{term}\left(i_{s}\right)=\operatorname{term}\left(i_{k}\right)=$ init $\left(i_{k+1}\right)$
- or $\operatorname{stop}\left(i_{s}\right)=\operatorname{init}\left(i_{s}\right)$ so $\operatorname{term}\left(i_{s-1}\right)=\operatorname{init}\left(i_{s}\right)=\operatorname{init}\left(i_{k}\right)$

In both cases a cycle is created, which is a contradiction.
Finally, $i \neq i_{s}: i_{1}, \ldots, i_{s-1}$ is a path from init $\left(i_{1}\right)=\operatorname{start}(i)$ to $\operatorname{term}\left(i_{s-1}\right)=$ $\operatorname{stop}\left(i_{s}\right)$ and if $i=i_{s}$ then we have the following possibilities:

- $\operatorname{stop}\left(i_{s}\right)=\operatorname{init}\left(i_{s}\right)$ and $\operatorname{start}(i)=\operatorname{term}(i)$ meaning that $\operatorname{init}(i)$ is the source and $\operatorname{term}\left(i_{s}\right)$ is the sink but term $\left(i_{s}\right)=\operatorname{term}(i)$ so that would mean that $\operatorname{init}(i)$ is the source and $\operatorname{term}(i)$ is the sink, a contradiction.
- $\operatorname{stop}\left(i_{s}\right)=\operatorname{init}\left(i_{s}\right)$ and $\operatorname{start}(i)=\operatorname{init}(i)$ so term $\left(i_{s}\right)=\operatorname{term}(i)$ is the sink but term $(i)$ would be the sink iff $\operatorname{init}(i)=\operatorname{init}\left(i_{1}\right)$ was representing a maximal element of the poset, which is a contradiction since $\operatorname{init}\left(i_{1}\right)$ is a predecessor of term $\left(i_{1}\right)$.
- $\operatorname{stop}\left(i_{s}\right)=\operatorname{term}\left(i_{s}\right)=\operatorname{term}(i)$ and $\operatorname{start}(i)=\operatorname{term}(i)$ (meaning that $\operatorname{init}(i)$ is the source) and so we have a path from term(i) to term $(i)$ which is a contradiction since the graph is acyclic.
- $\operatorname{stop}\left(i_{s}\right)=\operatorname{term}\left(i_{s}\right)=\operatorname{term}(i)$ and $\operatorname{start}(i)=\operatorname{init}(i)$ so we would have a path $i_{1}, \ldots, i_{s-1}$ from init $(i)$ to term $(i)$ which is a contradiction since init $(i)$ is an immediate predecessor of $\operatorname{term}(i)$.
so we necessarily also have that $\mathrm{i} \neq i_{s}$.
Lemma 5.26. For the stable marriage instance constructed above, the set of shortlists contains precisely the men and women appended before and during the processing of the nodes.

Lemma 5.27. (i) If $\left\{a_{0}, \ldots, a_{r-1}\right\}$ is the label set of the node numbered $k$ in the chosen topological ordering, then the stable marriage instance constructed above contains a rotation $p_{k}=\left(a_{0}, b_{0}\right), \ldots,\left(a_{r-1}, b_{r-1}\right)$ where $b_{i}=w\left(k-1, a_{i}\right)$. This rotation has as its predecessors precisely those rotations $p_{j}$ for which node $j$ is a predecessor of node $k$. Furthermore, when $p_{k}$ is eliminated from any stable set in which it is exposed, only $b_{i}$ is removed from $a_{i}$ 's list, for each $i$ ( $0 \leq i \leq r-1$ ), and no woman is removed from any other man's list.
(ii) There are no rotations other than those described in (i)

Proof. (i) We will prove this through induction. We first observe that this statement is true for the node numbered 1 in the chosen topological ordering: When this node was processed during the construction of the stable marriage instance, for each $i$, woman $b_{i+1}=w\left(0, a_{i+1}\right)$ was appended to man $a_{i}$ 's list which previously had only 1 woman. More specifically,

$$
\operatorname{second}_{\mathscr{M}}\left(a_{i}\right)=m p\left(a_{i}, 2\right)=w\left(0, a_{i+1}\right)=m p\left(a_{i+1}, 1\right)=\text { first }_{\mathscr{M}}\left(a_{i+1}\right),
$$

where $\mathscr{M}$ is the set of shortlists. So from the above we have that $b_{i+1}=\operatorname{first}_{\mathscr{M}}\left(a_{i+1}\right)=\operatorname{second}_{\mathscr{M}}\left(a_{i}\right)$ which shows that rotation $p_{1}$ as stated in $(i)$ is exposed in $\mathscr{M}$. Moreover, since $\mathscr{M}$ is the set of shortlists, rotation $p_{1}$ has no predecessors, exactly like the node 1 .
Furthermore, when $p_{1}$ is eliminated, from observation 5.15, we have that $b_{i}=w\left(0, a_{i}\right)=m p\left(a_{i}, 1\right)$ is removed from $a_{i}$ 's list. Moreover, we have that $w r\left(b_{i}, a_{i-1}\right)=w r\left(w\left(0, a_{i}\right), a_{i-1}\right)=w r\left(w\left(0, a_{i}\right), a_{i}\right)-1=$ $w r\left(b_{i}, a_{i}\right)-1 \Longrightarrow w r\left(b_{i}, a_{i-1}\right)=w r\left(b_{i}, a_{i}\right)-1$, meaning that there are no other men between $a_{i-1}$ and $a_{i}$ in $b_{i}$ 's list so, by definition of rotation elimination, only $a_{i}$ is deleted from $b_{i}$ 's list and, as a result, only $b_{i}$ is removed from $a_{i}$ 's list and no woman is removed from any other men's list.

We now assume that $(i)$ is true for all nodes numbered up to $k$ and we will prove that it must also be true for the node numbered
$k+1$. Starting from the set of shortlists $\mathscr{M}$, for each node $j$ that is a predecessor of $k+1$, there is by the induction hypothesis, a rotation $p_{j}$ that may be eliminated, provided that the procedure is done in topological order. Let $\mathscr{L}$ be the stable set obtained from $\mathscr{M}$ after this set of rotation eliminations. Let's consider the preference list of $a_{i}$ in $\mathscr{L}$. Since $a_{i}$ is in the label of node $k+1$ we have 2 possible cases:

Case 1: Node $k+1$ is $\operatorname{init}\left(a_{i}\right)$ or node $k+1$ is $\operatorname{term}\left(a_{i}\right)$ and $\operatorname{init}\left(a_{i}\right)$ is the source. Then $a_{i}$ in not in any label set of any predecessor $j$ of the node $k+1$ (the source is not taken into consideration as it does not take part in the processing). As a result, we have that $a_{i}$ is not in any of the respective rotations $p_{j}$ and that after the processing of the first $k$ nodes the only woman on $a_{i}$ 's list is the first woman on his list. Thus after the sequence of rotation eliminations, no woman has been removed from $a_{i}$ 's list. Therefore, first $\mathscr{L}\left(a_{i}\right)=$ first $_{\mathscr{M}}\left(a_{i}\right)=w\left(k, a_{i}\right)$
Case 2: Node $k+1$ is $\operatorname{term}\left(a_{i}\right)$ and $\operatorname{init}\left(a_{i}\right)$ is not the source. Then node $\operatorname{init}\left(a_{i}\right)$ is a predecessor of $\operatorname{term}\left(a_{i}\right)$ and $a_{i}$ is also in the label of the node $\operatorname{init}\left(a_{i}\right)$. As a result, starting from the set of shortlists $\mathscr{M}$, by eliminating rotation $p_{\text {init }\left(a_{i}\right)}$, by induction hypothesis, only woman first $_{\mathscr{M}}\left(a_{i}\right)$ is removed from man $a_{i}$ 's list. Moreover, since $a_{i}$ is in the label of one of the predecessors of node $k+1$, then after the processing of the first $k$ nodes, there are 2 women in $a_{i}$ 's list so $w\left(k, a_{i}\right)$ is the second woman on $a_{i}$ 's shortlist. Hence, first $_{\mathscr{L}}\left(a_{i}\right)=\operatorname{second}_{\mathscr{M}}\left(a_{i}\right)=w\left(k, a_{i}\right)$ since first $_{\mathscr{M}}\left(a_{i}\right)$ was deleted from $a_{i}$ 's list during rotation elimination.

So, in both cases we gave first $_{\mathscr{L}}\left(a_{i}\right)=w\left(k, a_{i}\right)$. Furthermore, since from the construction of the stable marriage instance we have

$$
m r\left(a_{i}, w\left(k, a_{i+1}\right)\right)=1+m r\left(a_{i}, w\left(k, a_{i}\right)\right)
$$

then, in both cases,

$$
\operatorname{second}_{\mathscr{L}}\left(a_{i}\right)=w\left(k, a_{i+1}\right)=\operatorname{first}_{\mathscr{L}}\left(a_{i+1}\right)
$$

Therefore, by the definition of a rotation, $p_{k+1}$ specified as in $(i)$ is a rotation exposed in $\mathscr{L}$.
Now let's assume that there is a rotation $p_{j}$ that has not been eliminated, where node $j$ is a predecessor of node $k+1$. Then there is a rotation $p_{m}$, where node $m$ is an immediate predecessor of node $k+1$, such that $j$ is a predecessor of $m$ so since $p_{j}$ has not been eliminated, then $p_{m}$ has not been eliminated either. As a result, there is an $a_{i}$ in the label set of node $k+1$ such that node $m$ is $\operatorname{init}\left(a_{i}\right)$ and $k+1$ is $\operatorname{term}\left(a_{i}\right)$ and $p_{m}=p_{\text {init }\left(a_{i}\right)}$ has not been eliminated. Hence,

$$
\operatorname{first}_{\mathscr{L}}\left(a_{i}\right)=\operatorname{first}_{\mathscr{M}}\left(a_{i}\right) \neq w\left(k, a_{i}\right)
$$

so the rotation $p_{k+1}$ is not exposed, meaning that $p_{j}$ has to be eliminated so it is a predecessor of $p_{k+1}$. As a result, rotation $p_{k+1}$ has as predecessors precisely all of the rotations $p_{j}$ for which node $j$ is a predecessor of node $k$. Finally, when $p_{k+1}$ is eliminated, then, since $w r\left(b_{i}, a_{i-1}\right)=w r\left(b_{i}, a_{i}\right)-1$ for each $i$ we have that the only entries removed from the men's lists are the $b_{i}$ from the list of $a_{i}$, for $0 \leq i \leq r-1$.
(ii) If $w$ is not in $m$ 's shortlist, then by the way we defined a rotation, $(m, w)$ cannot be in a rotation. Moreover, if $w=\operatorname{last}_{\mathscr{M}}(m)$ for the set $\mathscr{M}$ of shortlists then $(m, w)$ cannot be in a rotation: If it was in a rotation exposed in $\mathscr{M}$, then last $_{\mathscr{M}}(m)=w=$ first $_{\mathscr{M}}(m) \Longrightarrow$ the only woman on $m$ 's shortlist is $w$ and the only man on $w$ 's shortlist is $m$, which is a contradiction since second $(m)$ must be defined for all $m$ in a rotation. Similarly it can not be in a rotation exposed in another stable set $\mathscr{L}$ since then we would have $\operatorname{last}_{\mathscr{L}}(m)=w=$ first $_{\mathscr{L}}(m)$.
All the other pairs $(m, w)$ are in one of the rotations $p_{k}$ described above and since, from lemma 5.19 no pair can belong to 2 different rotations, then there are no rotations other than those described in (i).

Proof of Theorem 5.3. From the given construction and lemma 5.25 we have an instance of the stable marriage problem constructible from $(P, \leq)$ in time polynomial in $n$. From Theorem 5.24 the stable matchings of the constructed instance are in a one-to-one correspondence with the antichains of its rotation poset. By Lemma 5.27, the rotations are in a one-to-one correspondence with the nodes of the graph, where the nodes of the graph are in a one-to-one correspondence with the elements of the poset $P$, and the partial order in the set of rotations coincides with the partial order in the original poset $P$. As a result, the antichains of the rotations poset are in a one-to-one correspondence with the antichains of poset $(P, \leq)$ so the stable matchings are in a one-to-one correspondence with the antichains of $(P, \leq)$.

Corollary 5.27.1. Determining the number of stable matchings for an instance of a stable marriage problem is $\# P$-complete.
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