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ITepiAndm

Avuxelyevo tne mopolooc epyaciog etvar 1 SlepelVNoT TV AELTOLRYIXGY YETIPBOADY GTOV
IMTNOXOUTO XAUTE TN YHPovo, oL omoleg alvetan vor eudivovton Yo T e€acdévnorn tne “dBniwTi-
XN UVAUNG, TNG CLUVEWNTAG UVAUNG Yid YEYOVOTY, Tteocwna ¥ Tedypoto. Ta nAuawuéve dtoua
v THETWTICoUV WLfTERR BUOXOAIO OTO CUCYETIOUS UETUEY TRV DLAPORMY YORUXTNELO TIXWY EVOS
YEYOVOTOC, %ol OYL OTNV UEUOVOUWUEVT amouvnuoveuot toug. H npocopolwor) evoe xuttopinod
novtéhou tng Yhpavorng, Yo unopoloe miovov vo GUUBIAREL TNV XATaVON oY TOU POAOU TOU
LTTIOXOUTIOU OTNY XWOXOTOMNGOT TNG OYETVAC TIXNAC UVAUNG.

e auth TNV epyacio LOVTEROTOAUNXE AETTOUERELXE EVOL TUPUULOLXO VELELXO XVTTORO GTO
UAOVELD XEpaic Tou toxdumou (teptoyfy CAL), ue Bdor 600 dNUOCIEVUEVA UTOAOYLO TS LOVTE-
Aot Tou (Blou xuTTdEou. OL oNuUaVTIXOTERES OAAAYEC OTO VEO HOVTENOD, POEOLY TOUG AOBECTIO
eCOPTOUEVOUS UNYAVIOHOUS GTO GOUO X0 TOUG xovTivolg devdpitee, ol onolol mapouctdlouv
ONUAVTIXES UETAUBOAEG HUTA T YHRAVOT), TEOXAAWVTOC UEIWOT) TNG OLEYEPOWOTNTAS TOU XUTTH-
cou. Emiéytnxe n o0leuin tng evepyomoinong cuyxexpluévmy dlaiwy acPeotiou ye acBecTtio-
e€apTOUEVOUS BlaAoUC xoAlou 6To xUTTaEXO povtého. Keithplo yia autr tnv emhoyn ¥tov
1) EVEQYOTOINOT 1) AMEVERYOTOMOY) TOUC Ao TIC (BLEC XUUATOUOPYES EL06B0L, Xadde xau 1) (Blot
xpovix eZENEN g porc vty (aoPectiou xou xohiov) dioapéoou twv doiwy. H avtidetn
enidpoom (Seyeptind) xan oavao TohTixY)) TV AvTioTOLYWY PEVUATKY 6TO duvaUXd TNe HeUBpd-
VNG, ONUOVEYEL TOAATAS XUXADUATO YETIXAC 0w apVTIXAC avadpaoTc péoa oto xottopo. Ta
HUXAOUOTO AUTE ETUTEETOLY TN BLORPLWON TNG ATOXELONG OE xAVE BLEYEPDT), avdAOYA TIEOC TN
OLdpxeLo xa TNV €vTaoT NG Tedcpatng Nhextewhc dpactnetdtntac. H pdduon twv napoué-
TEWY TOU HOVTEAOU EYLVE UE XpLTARLO TNV EEOUOIWOT TERUUATWY NAEXTEOPUGIONOYIAS GTo OTola
AATOYQAUPETOL 1) ATOXELOY| TOL XUTTAEOU GUV CUVIQRTNON TNG EVINOTS XAl TNG YPOVIXTG OLAEXELNS
e diéyepone (xadfhwone otadepod pEVUUTOC GTO CMUA TOU XUTTIEOL). LTS EEOUOUOOELS,
1) AMOXELOY) TOU XUTTAELXOD HOVTEAOU OTIC OLAPORES TUES “EL0ODOU", avamapdyel T uelwon trng



dleyepodTnToC e€antiog TNG HETUPBOATC TV LOVTIXGY PELHATWY oL OYETICETOL UE TN YHEAVOT).

To povtého yenowwomoinxe otn cuvEyeta Yo TN UEAETN NG ETOPAOTS TOU VEUROBLI-
Bao T axeTtuAoYOhivn, 1 omolo aLEdveL TN BIEYEPOWOTNTO TOU XUTTHPOU GE XAUTOC TECELS TOU
omoutolV qUENUEVT TEOGOY Y, XoL, ETUTAEOY, EpavVIlel petwuéva enineda xotd T Ypovor. Xuy-
HEXPWEVAL, OTIC TPOCOUEWWOELS, 1) ETUOEAON TNG UXETUAOYOAVNG avaCTEAAEL TNV EVERYOTOINOT)
TV OLOAWY XAAIOL GTO GOUA Xl TOUG XOVTLVOUC dEVORiTES, Ol omolol TEOXAAOLY apYT - Xu-
elwg - umepndrwaon NG YeuBedvng YeTE amd uio axoAoudior SUVIIXOY EVEQYELAS KOl UELVOUY
N OleyepodTNTa ToU xUTTAEoV. To yovtélo pehethHinxe oc QUOIOAOYIXES CUVUTXES OpUOTN-
ELOTNTAC, Ol OTOIEC TUEATNEOUVTOL OTOL XUTTAUEO TOU LTNOXAUTIOU TV TEOXTIXWY OTY] OLIEXELN
eZepelivnone evic yopou. Emavoloufoaviéuevn Siéyepon oe ouyvdtnta ¥ (5-12 Hz, x évtaon
WovY) vor TpoxoAEoeL piég amd 2-6 duvouixd evépyetag ota 100 Hz, amotehel iovr) xou orvory-
xafor oUVIAXY YL TNV UoXEOY POV EVOUVAUWOT] TWV CUVITTIXWY CUVOECEWY. XE NAXIWUEVA
dropa pe mpofAfuata udinong, 1 Bl diéyepon dev elvon e VEOT Vo TROXAAECEL UoXEOYEOVT
CUVOTTIXT EVOLVAUWOT). EmmAéov, n enovolouBavouevn exmupcoxpdtnor eVOg xUTTAEOU XAUTd
EiéC, oNUATOBOTEL TNV CUCYETION UETUED OLOPORETIXMY YOQUXTNEIOTIXWY: TN GOVOEST] VEWV
aucYnTnelewy epedioudtey xou anodnxeuuévng tpolndpyoucas Thnpogoplas - oe €va “avTixelue-
VO’ NG pvAung. Xt dudpxela oTadephc TEPLOBIX | BIEYEPONS TO “Veovixd’ xUTTopo eupaviCel
awavouevn dpaotnetotnta, 1 omolo cuveyileton xar YeTd to Téhog TNne déyepone, Ue puiud
nepinou 30-60 Hz (y-Ldvn ouyvothtwy). XTC TPOCOUELOOELS UE TO “YNRooUEvo’ x0OTTapo, 1
IXAVOTNTAL UTY| TTEOVCLACETOL UELWUEVT).

Kotd v xwdwonolnon véag mAnpogoplag, oTo x0OTTUEA TOU LTROXOUTOU THEAUTNEOUVTOL
TAAAVTOOELS 0T Y-LVN CUYVOTATWY, UTEPTUWIEUEVES OE TAAAVTWOELS UXPOTERNC CLYVOTNTOC
(ot 9-Ladvn). H enidpoon tne axeturoyohivie €yel ovoyetioVel pe tn dnuoupyion quTMV TeV
TUAAVTOOCEWY, OL OTOLEC EYOLY XATHYPAUPEL XL OE GAAES TEQLOYES TOU EYXEPIAOU GE GUVUHAXES
eMAEXTIXNC Tpocoyhc. Emmiéov, 1 tautodypovn puiduiny| dpao TneldTnTta (og ouddac XUTTIomY
Yewpelton OTL onuatodotel T dNUovEYiot EVOC VEOU “OVTIXEWEVOL’ T UVAUY), UECW TNS CUVE-
VOOTG OLUPORETIXWY YORAXTNELOTIXWY evOg ouufdvtog. ITdavdy, évag unyovioude exxivnong
TS NS xwdonononeg, va eviomiletor ota Tupoutdind xiTtopa oty teployry CAl tou -
roxdunou: Av éva TETol0 H)TTUPO EXDNAWVE TOPUTETUUEV NAEXTEIXY Bpao TNELOTNTA HETA TO
téhoc evoc epediopatog, o pududc tou Vo unopoloe vo peTadoVEl EMAEXTIXA OLOHECOL TWY
CUVOTTIXGY CUVOECEWY GE GAAAL XOTTAEA TOU OXTUOL T omolor €xouy “GuvTovoTel’ oTny (Bl
ouyvotnTa. Evoeyéton Aowndy, to tpofAruarta uddnong xotd tn ypovor va opethovTan ev el
OTNY OBUVOUINL TWV TUEAUBXAY XUTTEpwY NS Teploy e Al tou mnoxdunou va wdhcouy To
olxtuo oe PpUULXY| BEACTNELOTNTA.

Enéntne:  Etéhog Opgpovouddnng
Kordnyntric
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[Tovemotnuiov Kentne
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Abstract

This modeling study focuses on the investigation of the functional alterations in hip-
pocampus, which underlie the long-term episodic memory decrements during aging. Al-
though aged subjects may have intact memory for individual features of an event, they have
a difficulty to perform associations between them. The feature binding deficit probably
arises from deficits at the encoding processes that support working memory tasks, i.e., the
short-term maintenance or manipulation of information.

In CA1 hippocampal pyramidal cells, the successful association of selected features of
an event, is signified by repeated postsynaptic bursting activity in 6 frequency band (5-12
Hz). In rodents, 6-bursting is commonly observed ’in vivo’ in states of selective attention
during exploratory behavior, and reliably induces long-term potentiation (LTP) of stimulated
synapses in CAl cells. In learning-impaired aged animals, however, 6-frequency synaptic
stimulation fails to induce LTP.

During early aging, the intrinsic, calcium-dependent, membrane mechanisms of pyramidal
neurons, are the first to be disrupted, before a significant change in the number of synapses or
the dendritic morphology occurs. Moreover, these alterations induce an excitability reduction
which has been correlated to the learning impairments in aged subjects.

In this work, the effects of these active membrane properties on neuronal excitability, have
been investigated ”in silico”. A multi-compartmental model of a hippocampal CA1 pyrami-
dal cell has been built, mainly based on two biophysically detailed compartmental models
of the same cell. Main novel features are the simple coupling mechanisms between specific
types of Ca’**-channels and functionally colocalized, C'a®*-dependent potassium channels.
The coupled channels exhibit concurrent activation (or inactivation) by specific voltage wave-
forms, and the ionic currents through them exhibit the same time course. The competing
- excitatory and inhibitory - feedback loops arising from their coupled activity, enable the
fine-tuning of neuronal excitability.



Model parameters have been calibrated using physiological data. Computer simulations
reproduce the decreased excitability of aged CA1 cells as a result of increased internal calcium
accumulation, subsequently larger post-burst slow after-hyperpolarization, and enhanced
spike frequency adaptation in the "aged” cell model.

The cell model has been further tested in simulations of a physiological pattern of ac-
tivity, f-bursting, using antidromic (non-synaptic) stimulation at 6-frequency. Relevant
electrophysiology experiments have revealed a graded increase in postsynaptic spiking in
successive bursts, which is thought to depict physiologic temporal integration at the cellular
level. This ability of the postsynaptic neuron to integrate over time the effects of recent
stimuli, is thought to be a short-term, working memory mechanism which is critical for the
association of multiple stimuli (”features” of a memory object).

In simulations, #-frequency antidromic stimulation could induce bursts with a gradually
increasing number of spikes - only when the slow and medium afterhyperpolarization potas-
sium currents, were sufficiently suppresed, imitating cholinergic-like influence. Moreover,
self-sustaining oscillatory firing in the v frequency band was induced in the ”young”, but
not in the "aged” cell model.

It has been suggested that the intrinsic frequency preferences of neurons, enable the se-
lective communication between resonant subsets of cells within a network. When a single
cell fires persistently under physiological temporal patterns of stimulation, it could intrinsi-
cally drive a specific cellular assembly in synchronous rhythmic activity. Coherent network
oscillations in the brain have been correlated with different behavioral and mental states;
persistent hippocampal v oscillations have been implicated in feature binding and short-term
memory. Perhaps that, during aging, reduction in excitability impairs CA1 cell’s pacemaking
ability, delaying onset of network oscillations, hence inducing memory binding deficits.

Supervisor:  Stelios Orphanoudakis
Professor of
Computer Science
University of Crete
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Chapter 1

Introduction

Cortex is the largest neural network in the brain, highly organized in order to perform sensory
processing, motor control and higher-level processes like perception, learning and memory. It
consists of a huge number of functionally diverse neuronal cells, connected through synapses
in modular circuits [49]. As in any biological system [50], cortical functions depend both on
the properties of the network, and of its neuronal elements. For example, the various mental
and behavioral activities are correlated to coherent network oscillations in characteristic
frequency bands [12, 68]. The generation of this oscillation-based neural code in the brain is
supported by the co-operativity of the intrinsic neuronal properties with synaptic recurrent
feedback loops [45, 46]. Yet, it is still unclear what computations are performed by selective,
nonlinear interactions at the synaptic or the cellular level, and what computations can emerge
only at the network level (Cosyne05: www.cosyne.org). Because of the inherent complexity
of the brain systems, a combination of experimental and computational approaches has been
suggested to offer novel insights in the mechanisms underlying their functioning [50].

A number of ion channels span the neuronal membrane and enable the influx or efflux
of different ions from the cell, whereas pumps actively maintain the ionic concentration
gradients across the membrane [49]. Active properties of the ionic channels’ conductances
account for the generation of electrical activity, such as oscillatory behavior and resonance
[46]. Compartmental modelling involves building a neuronal model as an equivalent elec-
trical circuit, using equations, in order to reproduce ”in silico” certain electrophysiological
experiments [51, 41] (Fig. 1.1). The level of morphological or biophysical details included
in the model, depends both on data availability and the hypothesis to be tested. Computer
simulations permit to modify and explore quantitatively selected model’s parameters, a task
which might be impossible to accomplish in biological preparations. Eventually, we wish to
provide predictions for the behavior of mechanisms of interest, to be tested by in vitro and
in vivo studies [10, 14].

The main focus of this computational study lies on the age-related deficits in hippocampus-
dependent mechanisms of memory, that have been observed across a variety of species. Sim-
ilar to animal models, computational models of aging might help us in better understanding
the functioning of the hippocampus, not just the aging process [4]. It has been proposed that
hippocampus is critical for consolidation processes. It is the site where new facts and events
are encoded, and their features are bound together, in order for long-term episodic memory



to be established [99]. Deficits at the encoding processes that support working memory
tasks in hippocampus (i.e., the temporary maintainance or manipulation of information),
have been assumed to result in the feature binding deficit of aged subjects [74]. Disruption
of hippocampal function affects recent, rather than remote, memories, in a temporally graded
manner that seems to depend on the spatial extent of this damage [32]. Hippocampus, then,
probably has a time-limited role in the storage and retrieval of declarative memories which,
over time, might be permanently stored elsewhere [99].

Experimental and theoretical studies investigating the neurobiological basis of mam-
malian Learning and Memory (L&M) have focused mainly on the role of synaptic plasticity,
i.e., the changes in the transmission properties of synapses [1]. However, as pointed out in
[36], processes additional to those confined to the synapse, are also involved in hippocampal
learning tasks. Specifically, it has been argued that the modulation of neuronal excitability
might be an essential cellular mechanism of L&M [36]. Modulation of excitability is directly
correlated with postsynaptic firing rate, globally regulating the levels of neuronal activity;
however, total excitation can be distributed in different ways across the synapses of a network
by Hebbian processes [1].

Alterations of neuronal properties such as the postburst afterhyperpolarization (AHP),
control the excitability of neurons. Hippocampal pyramidal neurons in learning-impaired
aged rodents, exhibit enhanced slow AHP and reduced excitability [55, 90]. Aging-induced
alterations of L-type C'a®> channels have been correlated to sSAHP enhancement and learning
impairments in aged mammals [102, 13, 78, 81, 101, 20]. Disrupted calcium homeostasis
during aging has also been reported, mainly as a result of disrupted Ca®* handling, buffering,
sequestration and efflux mechanisms [105]. These calcium-related alterations have been
reported to occur early during aging, before any significant change in synaptic parameters
or dendritic morphology occurs (references in [20]).

On the other hand, aging has been shown to disrupt various neuromodulatory systems
which are important for learning and memory, like cholinergic system [99, 22]. Cholinergic
muscarinic activation suppresses medium and slow AHP currents in states of selective atten-
tion, resulting in membrane depolarization and enhancement of firing activity [89, 92, 53].
The reduction in the slow AHP and, hence, accommodation lasts for ~7 days, as long
as it takes for the new stimuli to be consolidated in memory [78], supporting the role of
the hippocampus as an intermediate storage buffer during learning [99]. During this typ-
ical time-window, hippocampal pyramidal neurons from aged animals that accomplish a
hippocampus-dependent task, also display a reduced postburst AHP, similar to the one of
young subjects [77].

Experimental studies then, suggest a dynamic adjustment of slow AHP, both ”directly”,
by neuromodulators related to learning [53], and ”indirectly”, through regulation of LTCs’
activity (induced by specific voltage waveforms [60], second-messenger pathways [20], or
fo-adrenergic neuromodulation [16, 44]). The "sAHP hypothesis of aging” proposes that,
an enhanced sAHP and/or a reduced capacity to down-regulate it, may be responsible for
learning impairments in aged subjects [22].

To study "in silico” the role of these mechanisms in the age-related memory deficits, 1
have modified a published multicompartmental model of a hippocampal CA1 cell (HPC)
[86]. A model of the HPC is useful for studying many excitatory cortical neuron types
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Figure 1.1: Modeling neurons with electrical circuits Left: Two-dimensional projection
of the anatomy of a CA1 pyramidal neuron. Right: equivalent multi-compartmental model.
Adapted from [41].

(pyramidal cells as well as interneurons) with qualitatively similar intrinsic firing properties.
Also, experimental data on the HPC are widely available and well documented [10]. Almost
all new mechanisms have been adopted from the ”working model” of HPC [10]; the modelling
formalism for additional modifications, follows suggestions in [10, 21, 111, 41].

The objective was to model the aging-induced alterations of calcium-dependent, non-
synaptic, membrane mechanisms, in order to reproduce "in silico” the related excitability
reduction due to enhanced L-type Ca?' channels activity [78]. Main changes, then, to
the model of reference [86], concern the processes related to calcium dynamics (accounting
both for Ca®*T-influx and efflux), as well as the potassium channels accounting for the ac-
tion potential afterhyperpolarization. Simple coupling mechanisms connect specific types of
Ca**-channels to functionally co-localized C'a?*-dependent potassium channels in the soma
and proximal apical dendrites. In addition, the mechanisms of high-voltage activated Ca®*-
channels include C'a®*-dependence, according to recent experimental findings ([57], [113]).

In the subsequent sections, a rather brief overview of the literature related to hippocampus-
dependent learning and memory mechanisms is presented, in order to justify the modeling
approach adopted in this work.






Chapter 2

Background Theory

The hippocampus is a paleocortical region involved in transferring information during learn-
ing from short- to long-term memory storage. Pyramidal cells from CA1l area, have been
involved in laying down the "memory trace” in the hippocampus [99]. Memory appears
to be encoded by activity-dependent, persistent modifications of the synaptic connections
between neurons. These can either enhance or depress synaptic transmission, and are com-
monly referred to as Long-Term Potentiation (LTP) or Depression (LTD) [49]. It is critical to
understand the mechanisms that account for the stability and the plasticity of these changes
[72].

2.1 Potentiation and Depression of Synapses

LTP in hippocampus has been shown to have distinct phases that correspond to successive
stages of memory: an early phase (E-LTP) that lasts 1-2 hours, and does not require new
protein synthesis, and a late phase (L-LTP) that lasts longer than 3 hours, and does require
local protein synthesis to be maintained [99]. The various forms of synaptic plasticity, then,
seem to operate over a wide range of timescales; in addition, they can be synapse-specific
or distributed across synapses, and might involve both pre- and post-synaptic mechanisms
[1, 82, 58]. Several of these properties have been stated in the well-known Hebb’s postulate
[40]. Hebb originally proposed how memories could be permanently encoded as changes in
synaptic ”weights”:

When an axon of cell A is near enough to excite a cell B and
repeatedly or persistently takes part in firing it, some growth
process or metabolic change takes place in one or both cells such
that A’s efficiency, as one of the cells firing B, is increased.

LTP of stimulated synapses has been the first physiological mechanism discovered to
confirm Hebbian model of memory [8, 7]. LTP is associative in the Schaffer collateral path-
way, where the input from CA3 pyramidal neurons, targeting the proximal dendrites of
CA1 neurons, has been suggested to provide predictions on the basis of previously stored
information [80]. The preferential activation of postsynaptic N-methyl-D-aspartate receptor
(NMDA) channels by the coincidence of pre- and post-synaptic activity, satisfies both the
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Figure 2.1: Action potential (AP) backpropagation regulates synaptic plasticity.
The timing between incoming EPSPs and backpropagating APs determines whether LTP or
LTD is induced in cultured hippocampal neurons (spike-timing dependent synaptic plastic-
ity). Adapted from [6].

associativity and the input specificity of LTP [49]: when the postsynaptic neuron is substan-
tially depolarized by the presynaptic neuron, the Mg? plug is removed from the ”"mouth”
of the NMDA receptor channel [7, 99]. Calcium influx through NMDA channels in turn,
contributes to the induction of immediate-early genes in the activated synapse, creating a
”synaptic tag” that is essential for conferring input specificity of synaptic modification [34].

2.1.1 Role of back-propagating Action Potentials

The strong postsynaptic depolarization required for NMDA receptor activation and LTP
induction, was thought to arise primarily from the temporal and spatial summation of Ex-
citatory Post-Synaptic Potentials (EPSPs) during high-frequency stimulation of multiple
presynaptic fibers [7]. Later experiments revealed that action potentials (APs) initiated near
the cell body, actively backpropagate into the dendritic tree, signaling back to the synapse
that the postsynaptic cell has fired [100, 98, 66, 70]. Moreover, during natural patterns of
presynaptic activity, postsynaptic cell firing was shown to be necessary for the long term
modification of recently active ”"tagged” synapses; and the relative timing of presynaptic ac-
tivity and postsynaptic spiking (over a ~10 ms timescale), could determine whether ”tagged”
synapses strengthened, weakened, or remained the same [70, 66, 6, 52|, in accordance to the
constraints for postsynaptic firing and temporal order in Hebb’s postulate (Fig 2.1).

These findings also suggested that postsynaptic, back-propagating APs provided a global
associative signal which might influence almost all of the synapses onto the neuron [82]. The
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extent of this influence is subject to physiological control by ion channels [98, 39, 107],
and synaptic inhibition [82]. The active properties of voltage-gated dendritic channels also
determine the efficacy of synaptic potentials’ integration and orthograde propagation to the
soma [48, 62, 43, 35]. The exact timing of neuronal discharge then, is determined not only
by synaptic input properties, but also by the intrinsic properties of pyramidal cells which
influence their excitability [54].

The above observations about spike-timing dependent plasticity, mainly concern exper-
iments in cultured hippocampal neurons [82]. However, as recent studies in hippocampal
neurons from adult animals have shown, repeated pairings of synaptic inputs with single
postsynaptic action potentials are not sufficient to induce LTP; instead, pairing presynaptic
single spikes with postsynaptic bursting activity, is a necessary and sufficient condition for
LTP to be induced [103].

Indeed, stimuli can more efficiently depolarize dendrites and contribute to synaptic mod-
ifications if they induce the same number of postsynaptic spikes in short bursts, as opposed
to long trains of single spikes [58, 59]. The effectiveness of bursting activity might be ex-
plained by the remarkably slow recovery from inactivation of dendritic Na™ channels, which
prevents the later spikes from backpropagating in the distal dendrites of postsynaptic CA1
cells [17, 98]. Synaptic transmission failure is less likely to occur when spikes are presented
in a short burst: at least one of them will be reliably transmitted [59].

It is worth mentioning at this point that the active properties of ion channels, along with
the passive membrane properties, induce frequency preferences in neurons [46], Figures 2.2,
reffig:resonance2. Individual neurons respond as bandpass filters and amplifiers, selectively
enhancing inputs within specific frequency bands (resonance [45]), or even producing spon-
taneous membrane potential oscillations (pacemaking activity) [46, 31]. Individual synapses
also display a frequency preference due to an interplay between short-term synaptic facilita-
tion and depression [47].

The frequency preference at the synaptic and cellular level, implies that postsynaptic
cells will selectively respond to bursts with a specific frequency content, presented in specific
inter-burst intervals, as well [47]. The selectivity in the timing of spikes within a burst,
and the timing of bursts themselves, might enable the selective, reliable communication
between neurons [47]. Furthermore, natural resonance frequencies are of particular biological
significance, since they are associated with characteristic brain rhythms, coherent rhythmic
activation of large number of neurons [12, 38, 30, 63].
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Figure 2.2: Frequency-dependent properties of electronic circuits and neurons:
detection and analysis. The relationship between the current input (first input) and the
voltage output (third column) of electrical circuits or neurons (second column) enables the
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input function (a signal that sweeps through many frequencies over time) concentrates the
analysis within a specific range of frequencies. Adapted from [46].



a
_,/” — '—.III Passive
f !
! e
b
Resonance
| | | oAl !I‘:I:I’!”Mb
| ',,/-m St Y VIR
With f;
c 3 Amplified
| 3 \
I = resonance
[ Aorem—— =2
R [ g
! | —
With f and fyap log (frequency)
(b)
_ o Low-pass filter, owing
i . .u‘ o passive properties
'E ! \ [ ——
2| " High-pass filter,
g’| owing 1o e
=]
1
1

i -'q log (frequency)

irands in Newrosoiences
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current and an additional amplifying current, Iy, (part c¢). For each model, the response
to a pulse of current is shown on the left, the response to a ’ZAP’ input in the middle
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in oscillations, and an enlargement and narrowing of the resonant peak in the impedance
magnitude. If the conductance of the amplifying current is increased much beyond the value
shown, the oscillations become self-sustaining and the model acts as a pacemaker. (b).
Demonstration of the separate contributions of the resonant current and passive properties
to resonance in the impedance (unbroken line). The broken line shows the contribution of
the resonant current (/) to the impedance. At low frequencies, the effectiveness of Ik at
counteracting voltage changes is high, resulting in a small impedance. This effect is reduced
at frequencies above 27 /7, where 74 is the time constant for activation of Ix. On the
other hand, the passive properties of the membrane (gray line) dominate the impedance
at frequencies above 27 /7,,, where 7, is the membrane time constant. The resonant peak
occurs between these two frequencies. Adapted from [46].



2.2 O-Burst Stimulation

In vivo, hippocampal CA1 neurons generate action potentials either as single, isolated spikes
or in high frequency bursts of two or more APs that progressively decline in amplitude and
increase in duration during the burst. This second mode of firing, known as the complex spike
burst, is a defining electrophysiological signature of HPCs and may represent an important
form of information coding in the hippocampus [103]. A detailed internal representation,
a cognitive map of space, can be encoded in rodents’ hippocampus by individual neurons
firing in characteristic patterns. It is thought that these patterns of spiking activity, underlie
an animal’s ability to remember a given space. Burst firing in CA1 occurs at 6 frequencies
(5-12 Hz) during exploratory behavior, and it’s place specific [99].

The fact that synaptic inputs active during complex spike bursting, undergo robust
LTP [103], underscores the contribution of #-frequency complex spike bursting to mem-
ory formation. Specifically, early phase of LTP (E-LTP) can be induced by 5-10 bursts, of 4
pulses at 100 Hz each, delivered at 5 Hz (20-40 pulses total). The late phase of LTP (L-LTP)
(which requires protein and RNA synthesis to be maintained) is induced by more than 10
6-bursts (usually 20-30 in 2-3 trains of 10 bursts each separated by 30 seconds interval), and
lasts longer than 3 hours [99, 25].

The key protein-synthetic events involved in L-LTP occur very early after the synaptic
stimulation (within 15-30 min). If new RNA synthesis occurs, it takes place nearly coincident
with the time of induction, whereas protein synthesis from the pre-existing mRNA in the
dendrites is not sufficient to support L-LTP (references in [25]). In [25], it was proposed that
action potential firing in the postsynaptic neuron might suffice to activate gene expression,
via calcium influx through voltage-gated C'a?*-channels, mainly located at the soma and
proximal dendrites ([25] and references therein) (Fig 2.4).

Indeed, it was shown that antidromic stimulation producing somatic action potentials in a
f-burst pattern, although not producing LTP itself without synaptic activation could activate
some signaling pathways previously associated with late LTP, such as the Extracellular-
signal Regulated Kinase (ERK) pathway [24]. The expression of specific genes induced by
the rise in somatic and/or nuclear calcium by action potentials, could rescue early LTP from
decay, promoting long-term changes in synaptic strength in stimulated synapses. Nuclear
RNA and protein synthesis was largely due to C'a®*- influx through L-Type voltage gated
Calcium channels (LTCs), since blocking LTCs with nimodipine, prevented antidromically
stimulated phospho-ERK staining [25].

2.2.1 Temporal integration during LTP-inducing TBS

In another series of experiments in hippocampal slices, spike production in the cell body layer
was monitored during specific patterns of stimulation mimicking the endogenous #-rhythm
[95]. #-burst, LTP-inducing stimulation at Schaffer collateral synapses, consisted of three
trains of 10 pulses of four 100-Hz bursts delivered at 5 Hz with an intertrain interval of 20
sec between trains. TBS produced a significant amount of postsynaptic spiking, with the
likelihood of spike production increasing progressively over the course of the three trains,
without any increase in EPSP magnitude. Inhibition of ERK Mitogen-Activated Protein
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Figure 2.4: Schematic diagram outlining two contrasting scenarios for LTP-related
nuclear signaling. Adapted from [25]

Kinase (MAPK)-activity (i.e., inhibitors of the dedicated upstream regulator of ERK Mi-
togen and Extracellular signal regulated Kinase, or MEK) dampened this TBS-associated
increase in spiking, and blocked LTP induction (Fig 2.5). ERK, then, regulated neuronal
excitability in hippocampal CA1 neurons during TBS. Moreover, [95] suggested that the
observed increase in AP firing might be a form of physiologic temporal integration which
depended on ERK MAPK activity.

It is worth-reminding at this point, the relation of LTCs to ERK MAPK activity [24,
25]. An LTC-calmodulin complex has been reported to signal to the nucleus through the
MAP kinase pathway [23]. On the other hand, indirect evidence comes from experimental
observations, where both LTCs and ERK/MAPK activation were shown to be facilitated by
the activation of 3, adrenergic receptors in the hippocampal CA1 region [44], [108], [106].

2.2.2 Aging-induced alterations in TBS-induced LTP

LTP induced in the CA1 region using theta frequency stimulation, is selectively impaired in
aged rats that exhibit poor spatial learning (Aged-Impaired, AI). Also, 5 Hz LTP amplitude
strongly correlates with individual learning performance among aged rats, being almost
intact in aged rats that exhibit spatial learning (Aged-Unimpaired, AU). This defect in the
ability to store spatial memory is consistent with the spatial memory deficits observed in
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(TBS). (A) Representative traces in response to TBS from a vehicle-treated slice. There is
profound difference in spiking between the first and last bursts of the stimulation paradigm.
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traces in response to TBS from a slice treated with U0126. Compared with controls, there is
much less difference in spiking between the first and last bursts of the stimulation paradigm.
Scale bars are 1 mV by 5 msec. (C) Increased spiking during TBS is modulated by ERK.
Population spike counts recorded in stratum pyramidale of hippocampal area CA1l during
TBS in slices pretreated with vehicle (n = 13 slices) or U0126 (n = 11 slices). Slices exposed
to vehicle showed a progressive increase in spike generation during TBS; administration of
U0126 impaired this enhanced spiking. Adapted from [95].
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aged humans [104].

Although the putative mechanisms for theta-frequency LTP have been already described
in [103, 108], the basis for the AU-AI difference in 5 Hz LTP remains speculative. Synaptic
and dendritic parameters (such as the length and degree of arborization of dendrites) have
been reported to remain almost unchanged during early aging [20]. Internal C'a*" accu-
mulation, instead, increases early, before a significant reduction in the number of synapses
occurs. Specifically, an elevation in the free cytosolic Ca®t concentration has been reported,
most likely resulting from a combination of disrupted Ca®T handling, buffering, sequestra-
tion, influx and efflux mechanisms [105]. One possible scenario then for this difference in
f-frequency synaptic potentiation between cognitively impaired from unimpaired aged rats,
involves a difference in C'a®T-channels signaling [104]. Calcium influx through L-type C'a®*-
channels (LTCs) in rat CA1l neurons increases with age [55], and has been linked to the
activation of the slow afterhyperpolarization (SAHP) channels ([71, 11]). CA1l neurons in
aged rodents exhibit both larger sSAHP and decreased membrane excitability, which vary in-
versely with hippocampal-dependent learning ability ([55, 78, 22]). Reduced cell excitability
in turn, might eliminate complex spike probability normally observed in 5Hz TBS, and spike
propagation into the dendrites, which is critical for the induction of 5 Hz LTP ([104] and
references therein).

This scenario supports the hypothesis that the control of neuronal excitability might
be an indirect mechanism for L&M. In subsequent sections, calcium channel signaling, and
sAHP hypothesis of aging are reviewed in more detail.

2.3 Calcium Dynamics and Intracellular Pathways

In order to understand the behavior of single neurons on time scales of more than a few
milliseconds, it is often necessary to take the dynamics of calcium into account. Ca®* acts
as an intracellular messenger, relaying information within cells to regulate their activity. A
combination of elementary and global C'a?* signals have been adapted to regulate a range
of processes in a single neuron. For example, C'a®* is pivotal in receiving and transmitting
neuronal signals, as well as in regulating excitability and the changes that underlie learning
and memory [5], [65], [15], [112], [57].

Ca?* signalling depends on increased levels of intracellular Ca®*, derived either from
sources outside the cell (Ca?T) or from internal calcium stores within the endoplasmic retic-
ulum. Ca?™ may enter through (1) voltage-gated C'a®* channels (VGCCs) in excitable cells
such as neurons or muscle cells, or (2) receptor-operated C'a®>" channels (ROCs) in response
to neurotransmitters. The neuronal endoplasmic reticulum network contributes to the dy-
namics of Ca®’ signaling by acting either as a source or as a sink of signal Ca®**. The
existence of this internal reservoir of C'a®* can have a profound effect on shaping neuronal
Ca*" signals. Elevations in Cla®* can be highly localized within compartments such as the
spines or the terminals or they can spread through neurons as global C'a?* waves [5].

Spatially restricted Ca® signals also control neuronal excitability (Fig. 2.6). When
neurons fire, information is relayed down the axon to the synaptic ending, activating the
secretion of neurotransmitters - chemicals that excite neighboring neurons. Elementary
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Figure 2.6: Compartmentalization of Ca*" signals in neurons. a, External Ca?"
enters through receptor-operated, or voltage-gated C'a®T-channels (VGCCs). The signal can
be amplified by activating receptors for Ins(1,4,5)P3 on the spine apparatus. By integrating
separate inputs, these receptors could detect coincident signals. b, Action potentials (V),
cause the entry of Ca®t through VGCCs stimulating neurotransmitter release. c, Localized
Ca®* signals open KT channels which regulate neuronal excitability. d, Possible role of
Ca*" in memory consolidation. Entry of external Ca?" can act locally by co-opting other
signalling pathways, or it can act globally by flooding directly into the nucleus. This global
signal can be amplified by release of C'a?* from the internal stores. Adapted from [5].
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Ca?* signals are used to produce brief, highly localized transients that trigger release of
vesicles containing the neurotransmitter. In the cell body itself, elementary C'a®* signals can
modulate neuronal excitability by activating Ca**-dependent K+ channels. These channels
allow an efflux of KT ions through the plasma membrane, hyperpolarizing the membrane
and inhibiting subsequent electrical activity [5].

To create more permanent memories, the short-term modifications described above have
to be consolidated by information from the nucleus. Ca®* is involved in this case, as well,
recruiting additional signalling components that migrate into the nucleus and activate genes
there. In addition, the C'a®* signals themselves, derived from either the entry or release of
Ca*", can also activate genes in the nucleus [5] (Fig. 2.6).

The voltage-gated C'a®* channels mediate C'a®* entry into cells in response to membrane
depolarization. Electrophysiological studies have revealed 6 different Ca?* currents, of L-
, N-, P-, Q-, R~, and T-type. The high-voltage-activated Ca2+ channels that have been
characterized biochemically are complexes of a pore-forming 1 subunit of 190250 kDa; a
transmembrane, disulfide-linked complex 2; an intracellular subunit; and in some cases a
transmembrane subunit. Ten 1 subunits, four 2 complexes, four intracellular subunits, and
two transmembrane subunits are known. The Cav1 family of 1 subunits conduct L-type Ca®*
currents, which initiate muscle contraction, endocrine secretion, and gene transcription, and
are regulated primarily by second messenger-activated protein phosphorylation pathways.
The Cav2 family of 1 subunits conduct N-type, P/Q-type, and R-type Ca?* currents, which
initiate rapid synaptic transmission and are regulated primarily by direct interaction with
G proteins and SNARE proteins and secondarily by protein phosphorylation. The Cav3
family of 1 subunits conduct T-type Ca?* currents, which are activated and inactivated
more rapidly and at more negative membrane potentials than other Ca®** current types.
The distinct structures and patterns of regulation of these three families of C'a?* channels,
provide a flexible array of Ca?* entry pathways in response to changes in membrane potential
and a range of possibilities for regulation of Ca®* entry by second messenger pathways
and interacting proteins [15]. Also, these channels are differentially distributed in somato-
dendritic compartments, affecting the integration of either distal or proximal inputs.

2.3.1 L-type Ca?>* channels

Experimental findings suggest that the increase in internal C'a®* accumulation can be ex-
plained by a substantial increase in the functional density of single L-type Ca*" channels
[102], or, by increased phosphorylation of the neuronal L-type C'a®T channel Cav1.2 during
aging [20]. This increase can in turn be linked to an enlargement of somatic calcium action
potential width and a subsequent enhancement of C'a®>T-dependent afterhyperpolarization
(AHP) and spike frequency adaptation [78].

Multiple functional kinds of L-type channels (LTCs) exist, and they differ in their con-
ductance and kinetic properties [110], [94]. The biophysical diversity of the subtypes of LTCs
means that they probably have different functional roles. Pharmacological antagonists used
to block L-type channels, mostly dihydropiridines like nimodipine, do not discriminate be-
tween the recently identified Lp (or, D-class, or Ca,1.3) and Ls (or, C-class, or Ca,1.2)
subtypes of L-type calcium channel; moreover, dihydropiridines do not consistently block
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Lp-type channels. Thus,the criterion used to distinguish the types of L-type channels should
be the presence of repolarization reopenings (openings that occur subsequent to a depolar-
ization and return to the holding potential). Lp channels are preferentially activated by
the same kinds of stimuli known to elicit changes in synaptic strength [94]. Both Ls and
Lp channels are effectively activated when simulating postsynaptic responses to a burst of
presynaptic action potentials, but Lp channel activity is more sustained, whereas Ls channel
activity terminates after the end of the action potential train. It has been suggested then,
that Lp channels might be critically involved in the induction of NMDA receptor-independent
forms of synaptic plasticity [94].

Interestingly, C'a®>" entry through L-type Ca** channels, except for driving AHP, triggers
transcriptional events with major downstream consequences for learning and memory [23]. L-
type channels are examples of molecular signal-transduction units that regulate themselves
through their own activity: they display inactivation and facilitation, both of which are
closely linked to the earlier entry of C'a?t ions. Calmodulin (CaM) is the critical C'a*™ sensor
linking the Ca** regulation of L-type Ca*" channels [112] to the local Ca®*" trigerring of
nuclear gene transcription [23]. The same calmodulin molecule seems to act as a Ca?t sensor
for both positive and negative modulation. Both forms of autoregulation have a significant
impact on the amount of Ca*" that enters the cell during repetitive activity [112], [26].
The signalling capabilities of CaM seem to generalize to numerous biological systems, such
as other high-voltage activated Ca®" channels [75],[57], and small conductance K+ (SK)
channels (in which CaM affects gating by interacting with domains in analogous positions)
[109].

2.3.2 N-type Ca’* channels

In hippocampal neurons, a fast afterhyperpolarization (fAHP) immediately follows an ac-
tion potential, lasting up to ten milliseconds. It contributes to cell membrane repolarization,
controlling thus the spike width. The fAHP is mediated by a Ca®"- and voltage-activated
K™ current, I, which likely results from the activity of large conductance potassium chan-
nels (BK channels) [28]. The dependence of BK channels’ activation both on calcium and
membrane depolarization, allows them to operate as coincidence detectors, a role of great
significance to their physiological function (28] and references therein).

According to recent experimental findings, BK channels are selectively activated by co-
localized high-voltage activated N-type Ca®* channels (NTCs), their activation being nearly
coincident [71]. BK channels are located mainly in the soma and proximal dendrites of
CA1l pyramidal neurons [87] - and NTCs are located there as well [64]. NTCs display
both Ca?*- and voltage-dependent inactivation [57], particularly in response to complex
voltage waveforms [60]. On the other hand, BK channels inactivate rapidly during repetitive
firing, accounting for the frequency-dependent decline of the fast AHP and subsequent spike
broadening [96] (Fig.2.7). A simplified modeling approach to the functional coupling between
the above conductances, could exploit the facts that: (a) intracellular C'a®* concentration
is an indicator of the cell’s electrical activity [51]; and (b) local rather than global rises in
calcium are involved in the coupling of calcium-dependent processes [71]. Thus, it seems
reasonable to describe BK channels’ calcium dependence using a phenomenological, calcium
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pool model to account for influx through NTCs [21].
The time course of spike re-polarization is of particular significance since action-potential
duration determines the amount of activity-dependent C'a®* influx, affecting numerous down-

stream C'a®T-dependent processes, such as postburst afterhyperpolarization [92, 37, 28], and
transmitter release [28].
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Figure 2.7: Frequency dependence of the spike broadening: A, during low-frequency
repetitive firing, there was no detectable broadening from the 1st spike to the 3rd and no
clear decline of the fAHP amplitude. B and C, during higher-frequency repetitive firing,
in response to stronger current injections, there was increasing broadening of the 3rd spikes
and decline of the fAHP amplitude. D, summary of the spike broadening at different average
discharge frequencies. Adapted from [96].
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2.4 Medium and Slow Afterhyperpolarization Chan-
nels

Afterhyperpolarization (AHP) is mediated by four K* currents (I, Ips, Iagp, and slow
Iagp) [28].Its time course is modulated by the hyperpolarization-activated current, I,[62].
Given the kinetics of these currents, previous experiments showing prolonged AHP and en-
hanced accommodation in aging neurons strongly implicate alterations in the slower currents,
particularly the sSIAHP, in aging ([55, 78, 77, 90]).

Recordings from hippocampal slices have shown that the slow AHP follows after a train
of action potentials [28], and likely results from the activation of small-conductance calcium-
activated potassium (SK) channels [92, 28], although recent findings report that sSAHP chan-
nels are not of SK type [9]. SK channels sense local calcium transients driven by a train of
action potentials and allow an efflux of K* ions through the plasma membrane that tend
to hyperpolarize it. They serve to reduce the firing rate of action potentials during a long
period of membrane depolarization caused by current injection directly into the neuron or
by high frequency sustained excitation - a phenomenon called spike-frequency adaptation
(accommodation). SK channels are activated rapidly in response to a rise in calcium [109],
independent of the transmembrane voltage. SK channel subtypes exhibit an open probabil-
ity (P,) of 0.5 at a calcium concentration of 0.5-0.7 M, predicting a requirement for an
intracellular calcium concentration of 1 puM [42]. However, bulk increases of intracellular
calcium of only 30 nM have been measured during the slow AHP. For SK channels to expe-
rience 1 pM calcium, micro-domain models predict that they must be within 150 nm of a
calcium channel [71].

In addition, SK channel kinetics alone are not sufficient to explain the time course of
the slow AHP [42]. An alternative explanation is that the calcium channel kinetics might
account for the slow AHP dynamics. It has been reported that a train of action potentials
that would evoke the slow AHP, induces an enhanced activity of L-type calcium channels
at membrane potentials negative to -50 mV. This behavior - termed delayed facilitation -
has been proposed to provide a prolonged source of calcium entry at negative membrane
potentials. Both the time course and modulation of delayed facilitation closely resemble
those of the slow AHP [16]. In addition, L-type C'a®** channels in rat CA1 neurons seem to
be functionally colocalized to the slow afterhyperpolarization channels [71], [11]. Therefore,
the observed co-localization of L-type Ca®t channels and SK channels, together with the
delayed facilitation of L-type channels, might account for the AHP slow dynamics [16, 78, 11].

In aging neurons, saturating concentrations of L-type channel pharmacological blocker
nimodipine cause quantitatively greater reductions in the sAHP current in aging neurons
than in young neurons, suggesting that the contribution of the L-type Ca?" influx to the
sAHP activation, is enhanced in aging. However, after blocking the L-type Ca?* influx,
the residual sSAHP current from aging neurons remained significantly larger than that of
the young neurons, indicating that the enhanced L-type Ca?* influx alone is not sufficient
to account for the aging-related enhancement of the sSIAHP [90]. On the other hand, the
reported incomplete blockade of Ca,1.3 (or, D-class) L-type channels by dihydropyridines,
might explain this residual sAHP current [110].
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The sIAHP is a Ca?"-dependent K+ current that is modulated by many neurotransmit-
ters. Therefore, its amplitude also depends on the degree of neuromodulation it receives.

2.4.1 Altered neurotransmission and ssyp hypothesis of aging

The brain has a number of modulatory systems that are important for attention, learn-
ing, and memory. With aging, there is a loss of modulatory input into the hippocampus
from brain systems that release the neurotransmitters acetylcholine (ACh), norepinephrine,
serotonin, and dopamine. Cholinergic muscarinic influences, in particular, seem to be vital
to hippocampal-dependent memory processes 2.8. Activation of the cholinergic system has
been shown to modulate processing in sensory and visual cortex. The cholinergic innervation
of the cerebral cortex and the hippocampus originates primarily from the cholinergic basal
nuclear complex. Lesions of these basal forebrain neurons have been reported to result in
impairment in memory, learning, and attention, whereas cholinergic agonists facilitate learn-
ing and memory [99]. Furthermore, the persistence of the ACh levels in the hippocampus is
correlated with the duration of this structure’s involvement in memory consolidation [89].

The hippocampal sSIAHP can be reduced by many neurotransmitters that are implicated
in L&M: metabotropic glutamate agonists, acetylcholine, serotonin, histamine, dopamine,
noradrenaline, corticotropin releasing factor, vasoactive intestinal peptide, and calcitonin
gene-related peptide. Many of these molecules were shown to suppress the sSIAHP through
protein kinase activities. Changes in many of these neurotransmitter systems, as well as
their effector kinases, have been implicated in aging. Conceivably, altered neurotransmission
in aging, coupled with altered kinase functions, can shift the balance between kinase and
phosphatase activities that normally maintain the sSIAHP and alter this current. The en-
hanced sIAHP in aging neurons is a postsynaptic phenomenon and does not reflect changes
in basal neurotransmission ([90] and references therein).

Molecules that affect the SIAHP have also been implicated in other forms of plasticity.
For example, kinases known to modulate the SIAHP (PKC, PKA, and calcium-calmodulin
kinase II) are also important for the induction of long-term potentiation (LTP), suggesting a
role for the sSIAHP in controlling dendritic excitability and synaptic integration. Consistent
with this hypothesis, activation of the sSIAHP dampens temporal summation of the EPSPs as
well as speeds up their decay rate. Pharmacological manipulations that facilitated LTP have
also been shown to reduce the AHP, suggesting that the AHP and its underlying currents
can serve as an adjustable gain control, variably hyperpolarizing and shunting synaptic
potentials arising in the distal dendrites and controlling the induction of further plasticity
([54]. Accordingly, the enhanced sIAHP in aging can hamper the formation of further plastic
alterations important for learning and memory ([92], [36] and references therein).

Learning can be associated with an alteration of excitability. Reductions in the AHP and
accommodation have been observed in neurons from animals trained in various hippocampus-
dependent [78], [77] and non-hippocampus-dependent tasks. These biophysical changes are
most likely learning induced, because they are not observed in neurons of pseudoconditioned
controls (which receive the same but unpaired stimuli), naive controls, and animals that
failed to acquire the task. Furthermore, reductions in the AHP and accommodation return
to baseline in 7 d [78]. The time course of increased excitability may represent a critical
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Figure 2.8: Cholinergic systems in the human brain: Two major pathways project
widely to different brain areas: basal-forebrain cholinergic neurons [red, including the nucleus
basalis (nb) and medial septal nucleus (ms)] and peduluncopontine-lateral dorsal tegmental
neurons (blue). Other cholinergic neurons are included, too. Adapted from [84].

window during which learning-specific alterations in postsynaptic excitability of hippocampal
neurons are important for consolidation of the learned association elsewhere in the brain.
[22] (Fig. 2.9). Also, drugs that reduce the AHP in vitro have also been shown to improve
learning in aging animals ([77, 90] and references therein).

A working hypothesis has been proposed that the sSAHP and accomodation of CA1 neu-
rons from aged animals are potentially plastic and reducible; and that aging rabbits that fail
to acquire the task have neurons with too large an AHP to allow learning to occur and/or
reduced capacity for reducing AHP [22]. The ‘sAHP hypothesis of aging’ [22] is linked to
the assumption that modulation of the hippocampal sSAHP is an L&M mechanism [36].

In Fig 2.10, the different scenarios on the role of excitability in learning and memory
are illustrated. Cases (B) and (C) are related to post- or pre- synaptic mechanisms of
memory, already mentioned briefly above. Case (A) refers to the non-synaptic, neuronal
level; according to [36], an altered firing behavior does not seem to be specific for different
inputs and may not be long-lasting in order to be considered as an additional learning
mechanism. However, recent experimental evidence has added another point of view in this
topic.
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Figure 2.9: Acquisition of hippocampally dependent trace eyeblink conditioning
increased excitability of aging rabbit hippocampal CA1 pyramidal neurons. (A)
Effects of trace conditioning on the size of the postburst AHP. (1) Overlay of voltage record-
ings of the postburst AHP in CA1l neurons from an aging naive rabbit (Naive), a slow
learning aging rabbit, and an aging trace-conditioned rabbit (Trace). (2) Mean effects of
trace eyeblink conditioning on postburst AHP amplitude in aging rabbit CA1 neurons: after
learning, the AHP was significantly reduced compared with naive and slow-learning aging
controls. (B) Typical examples of accommodation responses in CA1l pyramidal cells from
aging naive (Naive), aging slow-learning (Slow), and aging trace-conditioned (Trace) rabbits.
Adapted from [77].
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Figure 2.10: Modulation of excitability as an L&M mechanism. Three different sce-
narios illustrate how modulation of excitability could be involved in L&M. In each case the
situation before and after learning is shown. (A) The excitability of neurone 2 changes
(e.g., due to signalling from acetylcholine) with no lasting synaptic implications. (B) AP
backpropagation regulates synaptic plasticity. The timing between incoming EPSPs and
backpropagating APs determines whether LTP or LTD is induced. (C) Alteration of ex-
citability is responsible for synaptic plasticity. Adapted from [36].

2.5 Persistent Activity and Working Memory

In some brain areas, neurons show sustained spiking activity after a transient stimulus, with
firing levels that vary with the stimulus parameters in a graded manner. The sustained firing
rates are proportional to the time integral of the previous stimuli, making them candidate
neuronal integrators [19].

In [27] muscarinic cholinergic actions were simulated in a single, isolated neuron in layer
V of entorhinal cortex (EC), using the cholinergic agent carbachol (CCh). When stimulated
briefly, either by step depolarizations or by repetitive activation with a synaptic train, the
neuron could generate sustained increases in its electrical activity that were graded in inten-
sity and readily reversible. A non-synaptic spike- and C'a®*-induced potential was sufficient
for the generation of the prolonged persistent activity. In addition, graded decreases in stable
frequency could also be produced by synaptic inhibition. In other words, this neuron could
quickly "remember” (and ”forget”) multiple bits of information.

Working memory - already mentioned above - represents the ability of the brain to hold
externally or internally driven information for relatively short periods of time. The above
mentioned persistent neuronal activity is thought to be the elementary process underlying
working memory [27], [3], [61].

Persistent activity for working memory can directly encode dimensions of input or out-
put signals since it can maintain stable analogue values of activity [61]. The feature that is
essential for persistent firing is an excitatory feedback that maintains neural activity after a
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Supplementary Figure A. Graded persistent activity with short stimulus. a, Repetitive stimulation with a 1 sec long

depolarizing step gives rise to seven distinct increases of discharge rate (CCh, 10 uM). The middle diagram corresponds to
the peristimulus histogram (bin of 580 ms) and the plot at the bottom illustrates the Fourier analysis for the corresponding
numbered segments. b, Graded persistent firing induced by a 600 ms stimulus. The right plot illustrates the Fourier analysis
for the corresponding numbered segments. Initial membrane potential in a, b: —62.8 mV, -60 mV.

Figure 2.11: Graded persistent activity with short stimulus. Adapted from [27].

short stimulus gets it started. In [27], persistent firing is observed after cholinergic actions
that block K* currents and increase spike frequency (Fig. 2.11). Moreover, the triggering
stimulus must cause C'a®* ions to enter the neuron, probably through Ca?*-selective mem-
brane channels; internal Ca®™ seems to activate Ca*"-dependent nonspecific cation (CAN)
channels, which provide an inward ionic current that further excites the neurons. By this
scheme, Ca®* is the trigger stimulus and the CAN current underlies the persistent activity
[19].

Yet, this scheme does not fully explain what physiological mechanisms might account for
the graded nature of the persistent activity, or how it could be reversed. In [19], it is men-
tioned that each pulse of C'a** (spike-induced Ca?* influx) triggers (directly or indirectly)
a change of state in just a fraction of the CAN (Ca?**-dependent nonspecific cationic, or
some other) channels, slightly enhancing the neuron’s excitability. During brief periods of
inhibition, internal C'a®* levels might fall, and the CAN channels would relax towards their
resting state.

In this work, it is suggested that the C'a®*T-dependent nonspecific cation (CAN) chan-
nels, could be L-type Ca?* channels. They provide an inward, regenerative ionic current
that further excites the neuron and might lead to persistent activity when the inhibitory ef-
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fects of medium and slow AHP currents are sufficiently blocked by neurotransmission. I,4yp
gradually builds up, following the time-course of LTC current, and can quickly reverse per-
sistent activity. Eventually, the excitatory and inhibitory feedback loops that arise due to
the selective coupling of these Ca?t and Ca®*-dependent K+ channels, seem to maintain
a delicate, sustained balance of excitability subject to neuro-modulatory control. Indeed,

in [27], L-type C'a®T-channel blocker nifedipine curtailed the ability of the cells to generate
persistent activity, in all cases.

25



26



Chapter 3

Methodology

Experimental findings suggest a direct connection between the aforementioned types of cal-
cium and potassium channels, which are mainly concentrated at the soma and proximal
dendrites. This modelling work attempts to investigate, then, the effects of this coupling on
the cell’s electrical activity, and how these might be related to the aging-induced functional
alterations. The model has been mainly based on two published, biophysically detailed,
hippocampal pyramidal cell models: a multi-compartmental model by Poirazi et al, 2003
[86], and a "working model” of a CA1 pyramidal neuron by Borg-Graham, 1998 [10].

3.1 Theoretical Model

The compartmental biophysical simulations for the CA1 pyramidal neuron were developed
using the NEURON simulation package [41]. The Crank-Nicholson method for numerical
solution to differential equations and a variable time step were used for the simulations. The
biophysical model, the morphology of which is shown in fig. 1.1A, consists of 183 sections
(1830 compartments). Although dendritic compartments are not necessary to reproduce
normal spiking activity, they are important for matching the shape of each action potential
(AP), the membrane hyperpolarization after a train of APs, and the firing rate adaptation.

A uniform membrane resistance Rm = 40kQem? = 4Qm?, a uniform intracellular resistiv-
ity Ra = 70Qcm = 0.7Qm, and a specific membrane capacitance of 1.0uFem™2 = 0.01F /m?
were assumed. The resting membrane potential of the model neuron is F,, = —=70mV.

Active mechanisms include two types of Hodgkin-Huxley-type Nat currents (somatic
and axonic I3, and dendritic I¢,), three voltage-dependent K+ currents (Ixq,, 14, In), &
fast Ca*"- and voltage-dependent K™ current, I;app, a slow Ca®T-dependent K™ current,
Isamp, a hyperpolarization-activated non-specific cation current (1), a low-voltage activated
calcium current Ic,r, three types of Ca®?t- and voltage-dependent calcium currents, Ioqn,
Icqr and Ic,r, and a persistent sodium current yg,.

Except for In,, Ixar, and In,, channels which are uniformly distributed in the cell
[64, 67], the rest ionic channels are non-uniformly distributed (Figure 3.1). At the somatic
and proximal dendritic compartments, there is a high concentration of N- and L-type calcium
channels [65], sagp [93] and fagp potassium channels [87, 96], and M-type muscarinic K
channels [45]. Among these channels, L-type and sagp channels, are "open” at resting

27



SAHP, | fAHP,
Cal, taN IM

Distance from sorma (arbitrary units)

Figure 3.1: Distribution of ionic conductances in a CA1 neuron. Adopted from [73].

membrane potentials, contributing to leak current. At the distal dendrites, there is an
increasing concentration with distance of h-type mixed kation [62, 80], T- and R-type calcium
channels [65], and A-type potassium channels [43] T-type and I, channels, among them, are
"open” at resting membrane potentials. The calcium influx through T-type C'a®>* channels
in distal dendrites, and through L-type Ca?T channels in proximal dendrites and soma,
contributes to a resting calcium concentration of ~ 50nM at the respective cellular areas.

3.1.1 Non-synaptic ionic currents

The model has used Hodgkin-Huxley representations of the intrinsic currents that underlie
changes in the membrane potential of these neurons. The following form of kinetic equations
for current activations and inactivations are described in [10, 41, 51]:

dz
- = a, (V)1 —=2) = B.(V)z, (3.1.1)

where z denotes the dimensionless activation or inactivation variable, or 'particle’, and V' is
the membrane voltage of each compartment. An equivalent equation is:

dz 2 — Ziny

— = 3.1.2
dt T ( )
where W)
ay

Zinf = 5 3.1.3
I (V) +6.(V) (3.13)

, is the steady-state value of activation or inactivation variable, and
! (3.1.4)

= ’ 1.
a. (V) + B.(V)

is the respective time constant of activation or inactivation.
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Figure 3.2: Steady state activation of sSAHP channels; shift of ECs, of the Ca?*-
response curve due to Ach

Current equations, distributions and densities of Ing, Ixq-, and I4, are described in
[86]. Ifamp has been modelled according to [111] and depends on calcium influx through
N-type channels. I,45p has been modelled according to a standard formalism, using Hill
equation [10], but it is driven by L-type channels’ activation. This approach has been based
on the same voltage activation protocol and time course of the respective currents, as well
as their colocalization in somatic and proximal dendritic compartments [16, 71, 96]. More
specifically, the current equation for I,4yp is given by:

Ianp = gsamp x m* * (V — E) (3.1.5)
where the steady state activation

1
Mipf = ————— (3.1.6)

4
1+ ( [ggio]i>

is described by the Hill equation for SK channels [83]. [C'a®T]; accounts for the local, spike
driven Ca?*-influx through LTCs. ECj, the half-activation Ca®* concentration of I;sxp,
has been set to 480 nM according to [53, 83, 109]. The time-constant of activation is C'a®*-
dependent, according to [10], varying between 7., = 100ms and T4 = 500ms. The
somatic conductance value is: gsagp = 0.0255/cm?.

During TBS simulations, Ach has been assumed to suppress sAHP current by shifting
the Ca**-response curve to higher EC5, values.

The remaining mechanisms have been described according to an extended Hodgkin-
Huxley formalism, whose parameters have specific biophysical interpretations and are more
closely related to the physiological behavior of each channel [10]. The parameters of I,
Iy and Iyap have been modified according to [45], where it is shown that they account
for resonance at theta frequencies at hyper- and de-polarized potentials, close to the resting
membrane potentials (without action potential triggering).

Two types of LTCs have been included in the model, with different activation kinetics
and sensitivity to dihydropyridines, the common pharmacological blockers of LTCs [110, 94].
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In neurons, 20 % of LTCs are of Ca,1.3,, (or, Lp) type, and account for facilitation in the
model, whereas 80% are of Ca,1.2,, (or, "Ls”) type [20]. Both seem to display an age-
dependent up-regulation of their activity ([20] and references therein), accounting for the
reported increase in spike-driven C'a*" influx during aging [102].

The kinetics of ”classic” (voltage-dependent and C'a?*- inactivated) Ca,1.2,, LTCs, as
well as of N- and R-types of Ca?* channels, have been described using the following current
equation:

Ica = gx *m? % hx h([Ca®™);) * (V — Eg,) (3.1.7)

where V' is the membrane voltage of each compartment, Eo, = 140mV the reversal potential
of the calcium currents, gx, where X € {L, N, R} denotes the channels’ conductance to
the appropriate current (in mS/ecm?), m and h are the voltage-dependent activation and
inactivation levels, respectively, and h; is a calcium-dependent inactivation level [111, 60]:

k

hi([C’a2+]i) = m

(3.1.8)

The somatic conductance values are: gy = 0.2mS/cm?, g;, = 0.24mS/cm?, gg = 0.02mS/cm?.

The rate equations of the state variables m and h for all of these channels are described in
[10].

Ca,1.3,, LTCs have been modeled according to [112]: they display two opposing forms
of autoregulatory feedback, Ca?*t-dependent inactivation and facilitation. These processes
coexist, having different half-activation C'a**-concentrations values, and different kinetics of
onset and decay: facilitation is much slower than inactivation, and is emphasized when the
channels are repeatedly activated by trains of action potentials, according to [112]. In the
equations for C'a, 1.3 LTCs’ kinetics shown below, m and h are the activation and inactivation
levels .

I, =025% g, *mxh(V — Ec,) (3.1.9)

Autoregulatory positive feedback (facilitation) has been described with the same formalism
to SK channels (eq. 3.1.6), in order for respective currents to exhibit similar calcium and fre-
quency dependence [16, 94, 78|. Also, both channels are "open” at relatively hyperpolarized
potentials [110]. Inactivation of Cavl.3 L-type channels has a large value of /C50 = 1500nM
and a smaller time-constant 7 = 30ms [112, 85]:

Ring =1 — (3.1.10)

3.1.2 (Ca*" dynamics

Two distinct, exponentially decaying Ca?*-pools exist in the model, accounting for spike-
driven Ca*" influx through functionally different C'a?* channel types in the cell [21]. This
simplistic description of Ca®* dynamics is valid as long as the mechanisms of interest are:

i the coupling between the functionally co-localized C'a®>"-, and Ca?T-dependent potassium
channels [71],
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Figure 3.3: Steady state activation and inactivation of C'a,1.3 - L type channels.

ii the C'a®*T-dependent inactivation of high-voltage activated Ca®** channels [57], and
iii the autoregulatory feedback of L-type Ca-channels [112, 113].

In order to depict the local interactions reported among the above channels, then, the kinetics
of local sub-membrane C'a®* concentration should be identical to the kinetics of the respective
channels. A small value of the decay time constant in the pool models (1/5 = 1ms) has
been adopted, resulting in [Ca®T]; closely following spike-driven ionic influx through Ca**-
channels, with minimal accumulation of [Ca®T];. Calcium efflux from buffering/clearance
mechanisms - which are not explicitly modelled - is described by a single parameter, the

decay rate (:
diC 2+ i
% = ®loar + B([Ca*t]y, — [Ca*T];) (3.1.11)

where the term [C'a*"]; denotes the local, activity-driven Ca®** concentration in each com-
partment (in mM), § = 1/ms = 1000/s is the decay rate of calcium concentration, ® denotes
a factor to convert units of current to units of concentration, and [C'a?*]; o = 0.05uM denotes
the baseline resting Ca®* level [10].

The L-type C'a*"-channels largely contribute to the baseline resting C'a®* levels in somatic
and proximal apical dendritic compartments, since they can start activating at very low
potentials; the low-threshold, voltage-gated T-type Ca?*-channels, on the other hand, seem
to set a similar resting level of [Ca*"]; in the distal apical dendritic compartments [10]. For
these reasons, a distinct [C'a®T]; pool has been specifically assigned to L- and T- types of
Ca*"-channels. The influx through them, modulates in turn the C'a**-dependent activation
and/or inactivation of L- and N- type C'a*"-channels in the soma and proximal dendrites,
and R~ type channels in distal dendrites [57]. A large increase in C'a®> concentration - after
prolonged, high-frequency, ongoing activity - will result in enhanced influx through Ca,1.3-
LTCs, and decreased influx through Ca,1.2-LTCs, NTCs and RTCs. According to recent
experimental findings, complex voltage waveforms, during tetanic stimulation for example,
actually have such opposite effects on high-voltage activated C'a®* channels [60, 94]. Also,
similar effects could be observed ’in silico’ by increasing the decay time constant of pool
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model; such an increase is assumed to depict a slower free C'a®* removal from the cytosol of
aged CAL cells.

In order to model the selective coupling of SAHP channels to LTCs, in the soma and
proximal dendrites [71], the LT-type calcium pool ([C'a®*];) also affects the rate parameters
of sSAHP channels. The current through Ca,1.3-LTCs increases incrementally with each
spike, its exact amount of increase being positively correlated to the firing rate [94, 112].
[Ca®"); closely follows the current through LTCs in these compartments, and modulates the
current underlying SAHP (I;4mp). Isamp, then, also increases incrementally with each spike,
following the time-course of ”delayed facilitation” of LTCs [16].

Fast AHP channels are also functionally colocalized to NTCs, in the soma and proximal
dendrites [71]. A separate pool, [NR — Ca®"];, which describes the Ca®" influx through
N- and R- types of Ca®*" channels (NTCs, RTCs), regulates the activity of fAHP channels.
Ca**-dependent inactivation of NTCs, due to a large increase in C'a®>" concentration, would
down-regulate the activity of fAHP (BK) channels. According to [96] and [60], this is actually
the case for these channels’ activity during high-frequency stimulation.

Furthermore, model parameters have been "tuned” using antidromic, non-synaptic stim-
ulations, in order to reproduce:

e the distance and time-dependent attenuation of back-propagating axonal action po-
tentials into dendrites,

e the reduction in cell’s excitability due to the aging-induced alterations in calcium-
dependent membrane mechanisms, and

e the role of acetylcholine on excitability’s increase during a physiological pattern of
activity, f-bursting, which normally induces long-term modifications in stimulated
synapses (LTP). Moreover, #-burst LTP in CA1 neurons distinguishes cognitively im-
paired from unimpaired aged subjects [104].

The related simulations are presented in the following section.
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Chapter 4

Results

4.1 Model Validation

The model cell was tested using a constant depolarizing current injection at the soma while
recording simultaneously at the soma and two locations in the apical trunk. Na™ action
potentials propagate into the dendrites of the CAl neuron and they drive an influx of Ca?*
that seems to be important for associative synaptic plasticity.

A pattern of distance and time-dependent attenuation of back-propagating action po-
tentials (BPAPs) is observed, (fig. 4.1A), similar to that reported by [98] (fig. 4.1B). The
only difference is that somatic spikes produced by the model are a few milivolts smaller than
experimental traces and this difference in height is propagated in the dendritic traces. Model
deviations are more pronounced in middle traces. However, the respective experimental trace
in [98] is taken from another cell.

During repetitive ( 15 Hz) firing, dendritic action potentials display a marked and pro-
longed voltage-dependent decrease in amplitude. Such a decrease is not apparent in somatic
action potentials. In [17], the authors have investigated the mechanisms of the different
activity dependence of somatic and dendritic action potentials in CA1 pyramidal neurons.
They have found out that dendritic Na™ currents recover from previous voltage-dependent
inactivation much slower than somatic Na™ currents. Also, in [43] it was shown that an in-
creasing density of A-type K channels along the dendrites accounts for distance-dependent
attenuation of back-propagating action potentials. Therefore, the regional differences in
Nat and KT channels determine the differences in the activity dependence of somatic and
dendritic action potential amplitudes [17].

In fig.4.2A I, is blocked by 90% throughout the cell; the initial BPAP which under
control conditions was severely attenuated at the dendritic recording electrode (fig. 4.2, left),
reached full height (fig. 4.2, middle) as was also observed by [43]. Given the cell is much
more excitable in this condition than normal, the dendritic response in both data and model
shows a failure to repolarize, as if the voltage were dominated by an unopposed dendritic
Ca?* current. When calcium currents were 75% blocked to mimick bath application of 200
mM Cd**, the dendritic spike, though broader than in control conditions, was more fully
repolarized (fig. 4.2A, right). Differences between model and experimental traces include
slightly smaller and wider somatic spikes in the model, as well as a stronger repolarization of
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Figure 4.1: Typical pattern of attenuation of backpropagating action potentials.
A. Backpropagating action potentials evoked by somatic current injection (220 pA, 700ms) in
the model, show typical pattern of distance and time-dependent attenuation of spike height;
the attenuation pattern is very similar to experimental traces from [98] shown in B.

34



A, Muodlel B. Hoffman et al. (1997)

8 mM 4-AP 402mMCd ™

-5
~d

Control Block 1,  Blockl,, Ca™

Figure 4.2: Effect of block of I, and Ca?" currents on backpropagating action
potentials. Initial somatic and dendritic spikes are shown in response to somatic current
injection (300 pA, 50 ms) in control conditions (left), with block of I4 (middle) and with
block of C'a** currents (right). Results are comparable to those of [43].

somatic spikes under both blockade conditions. These differences imply a slightly increased
I, and slightly reduced I;4mp in the model, compared to the experimental cell, which can
be improved with further tuning. Overall, model and experimental traces are very similar.

4.2 Effect of Aging-induced Increase in Ca?>" Influx on
Excitability

To study the effects of aging-induced increase in C'a®** accumulation on the cell’s electrical
activity, I have performed simulations of electrophysiological recordings from young and
aged CA1 pyramidal cells. Figures 4.3C and 4.3D show experimental traces from young and
aged CAL1 cells grouped to equate resting membrane potentials [78]. In fig. 4.3C, AHP was
recorded following a burst of action potentials elicited by a 100-ms depolarizing pulse. The
current was adjusted to a minimal level that reliably evoked a burst of four action potentials
in both cells. In figure 4.3D, the same current was injected for 800-ms and the number of
action potentials was recorded. Spike frequency adaptation is compared in young vs. aged
neurons.

Model simulations are shown in figures 4.3A and 4.3B. A rather small increase in the
'young’ model’s LTC conductance (about 10%) was sufficient to replicate experimental traces
for the ’aged’ cell. The sSAHP and spike frequency adaptation traces were induced using sim-
ilar to the experimental somatic current injections. Both ’'young’ and ’aged’ model traces
are comparable to physiological recordings. Differences in model’s sSAHP time course and
repolarization potential as well as spike frequency adaptation traces could be eliminated
with further refinement of LTC kinetics (which drive the slow AHP), as well as I;agp ki-
netics. Ideally, a Markov-state formalism should be adopted for both channels’ modelling;
the present models are simple phenomenological models, however they capture important,
qualitative aspects of these channels’ properties.

Interestingly, the above results could be reproduced by reducing the decay rate of the
global [C'a®*T]; pool model. Another set of experiments is shown in Fig. 4.4, where a small
increase in the decay time constant - from 2ms to 2.2 ms - resulted in a marked increase in
calcium influx from LTCs, presumably because of their positive feedback mechanism (CDF),
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Figure 4.3: Comparison of model and experimental traces of young vs. old CA1l
cells. Experimental recordings from [78].

mimicking the model response produced by increasing LTC conductance (Figure 4.4).

Fine-tuning of N-type calcium channels and associated fast AHP conductances has not
been attempted, since - to my knowledge - there is no study on aging-induced alterations of
these mechanisms. However, these channels are also affected by calcium influx alterations;
according to the present modeling approach, an increase of intracellular calcium concentra-
tion would lead to an earlier calcium-dependent inactivation of NTCs and, hence, of fAHP
channels. The subsequent action potential broadening then, could induce an enhanced cal-
cium influx in somatic and proximal dendritic compartments, through LTCs mainly, since
NTCs would be inactivated (RTCs inactivation is less influential in somatic calcium influx,
since these are preferentially located in the distal dendrites, together with low-voltage acti-
vated T-type Ca*" channels). This second coupling constitutes, then, an additional factor of
sAHP enhancement, indirectly reducing cell’s firing activity. In fact, [60] have reported that
complex voltage waveforms observed during synaptic plasticity (v and @ spiking frequency)
result in selective inactivation of P/Q and N-type Ca?T-channels and lead to a C'a® current
mediated predominantly by LTCs.
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Figure 4.4: Calcium influx through L-type channels in ”young” and ”aged” cell
models. Either an increase in LTCs’ conductance or a decrease in decay rate, could lead to
enhanced calcium influx through LTCs

4.3 Simulation of TBS under Suppresion of AHP Cur-
rents

O-bursting is simulated by 10 antidromic (non-synaptic) identical stimuli at 5 Hz, each lasting
for 40ms, with amplitude initially adjusted to induce 4 spikes at 100 Hz. Even in the ”young”
cell model, the number of spikes in each burst could be maintained and even increase as
reported in [95], provided that the C'a®T-dependent afterhyperpolarization KT currents were
sufficiently suppressed, imitating cholinergic-like influences. Cholinergic actions are mainly
excitatory in the hippocampus. Acetylcholine (Ach) - acting via muscarinic receptors -
modulates a number of ionic currents: it suppresses AHP K conductances [53], modulates
the mixed cation (Na®, K*) current I;, [18] (which contributes to the medium AHP [45]
and mainly affects inputs to distal dendrites [80]), and might influence Na*, Ca?*, and
unspecified cationic currents as well ([33] and references in [53]). However, except for Ach’s
suppressive action on Ca?*t-dependent AHP currents, its effects on the other currents remain
controversial. Perhaps, the reason of this discrepancy is that these effects could be indirectly
induced by changes in membrane voltage, C'a®" concentration, or both of them.

4.3.1 TBS in the ”young” cell model

In the simulation with the ”young cell”, depicted in Figure 4.5, cholinergic influences have
been modelled as an 8-fold increase of the Ca®* concentration for half-activation of sapmp
channels (EC5p). Other conductances explicitly suppresed - although of less impact in the
long-term - include M-type Kt (90% blockade), and h-type mixed cation conductance. A-
type KT channels were indirectly inactivated, due to prolonged membrane depolarization.
Also, the enhanced spike-driven C'a®" influx induced inactivation of high-voltage activated
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Figure 4.5: #-burst antidromic stimulation of the ”young” cell, under cholinergic-
like suppresion of medium and slow AHP currents. Voltage trace at soma (black),
Ca?t accumulation due to LTCs’ activity (blue), Icq, (red), and I 4gp (green).

Ca** channels, and fast AHP channels in the model (results not shown). After the end
of the stimuli train, self-sustained firing activity arose, and lasted for a few seconds. The
instantaneous frequency of spiking, varied between 30-60 Hz (gamma-frequency band), and
depended on the competing effects of Io,z, and the I ,,, left unblocked, and gradually
building up. Eventually, I;45p could hyperpolarize the membrane again. Firing frequency
was gradually reduced, until spiking ended.

4.3.2 TBS in the ”aged” cell model

Increase of Ca,1.2-component of LTCs

An increase in Ca,1.2 phosphorylation has been reported during aging (> 2-fold) [20]. It
has been depicted with an increase of C'a,1.2 conductance in the model. ECsy of sSAHP
channels should be increased more than 10-fold, for the number of spikes to be maintained
in succesive bursts. Due to enhanced Ca?* - dependent AHP currents, membrane potential
is less depolarized, and firing activity does not outlast the end of stimuli train.

Although the model presents an oversimplification of the actual cellular processes in-
volved, still it might offer an insight in the effects of these ionic mechanisms. According
to the "slow AHP hypothesis of aging”, either sAHP is too large, or, the cell’s ability to
down-regulate it, is compromised in aged subjects that fail to learn [22]. Both cases might
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Figure 4.6: TBS in the ”"aged” model, simulated with an increase in Ca,1.2 LTCs.
Voltage trace at soma (black), Ca?™ accumulation due to LTCs’ activity (blue), I¢,, (red),
and I;agp (green)

be depicted in the above simulations of TBS: when the blockade of slow and medium AHP
currents was smaller than some threshold, even the ”"young” cell model was not able to gen-
erate persistent activity under the same stimulus conditions; as expected, this threshold was
even higher in the "aged”, less excitable, cell model.

Increase of Ca,1.3-component of LTCs

Cavl.3 expression is upregulated by 25% during aging (references in [20]). This could be
depicted either through a 25% increase in its conductance, or a shift in ECsq (increase
in facilitation), or an opposite shift in ICs, (decrease of inactivation). Although Ca,1.3
account for only 20% of LTCs, their relative contribution in LTCs’ activity is increased with
succesive stimuli [94]. A selective increase in the facilitation property of LTCs, could act
as a compensatory excitatory mechanism in the ”aged” model, with the percentage of K-
currents blockade kept slightly below threshold. In Figure 4.7, self-sustained rhythmic firing
is super-posed on the theta-burst pattern, and outlasts it for > 1sec. Frequency of persistent
activity increases over successive intra-stimuli intervals. After the end of the stimuli-train,
firing persists for several hundreds of ms; the gradual buildup of inhibitory I 4zp current
decreases the rate of firing and eventually terminates it. If Kt-currents’ blockade was large
enough, ”epileptiform” - like activity could be induced (results not shown).
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Chapter 5

Discussion

It has been suggested that the hippocampal formation has a time-limited, transitory role
in memory storage ("encoding”) and retrieval, and that memory traces might be gradu-
ally transferred elsewhere for permanent storage [99]. However, recent studies have pro-
posed that an intact hippocampus is always necessary for episodic details, including contex-
tual/perceptual and noncontextual/semantic ones [32]. Furthermore, in [91], it was shown
that the left hippocampus was the only region in the entire brain to be activated during both
encoding and retrieval of semantic and perceptual associations between the components of
an event, highlighting its key role in relational memory.

CA1 hippocampal pyramidal neurons seem to compare direct sensory information (from
layer III of the entorhinal cortex via the perforant path), with inputs from dentate/CA3
region (via the Schaffer collateral pathway), carrying predictions based on previously stored
information [80] (Fig.5.1). A match or mismatch between these functionally separated inputs,
might signify either redundant or irrelevant sensory stimuli which should be prevented from
being re-encoded. Various learning-related neurotransmitters such as acetylcholine, gate
the ability of neurons to store information during different behavioral states: either local
or global release, can selectively modulate the activity of somato-dendritic ionic channels,
and shift the relative importance of distal versus proximal synaptic inputs [80]. Successful
association of these functionally separated inputs in a CA1 pyramidal neuron, is eventually
signified by bursts of action potentials [59, 56].

In this study, we have assumed that the spatial and temporal distribution of synaptic
inputs has succeeded to elicit bursts of axonal action potentials [56]. Many different mecha-
nisms could facilitate bursting behaviour [59]; testing various spatial and temporal patterns
of synaptic stimulation could address this issue. However, the objective has been to keep
things as simple as possible, in order to investigate the role of somatic mechanisms during
physiological patterns of activity, such as 6-bursting, as well as the postsynaptic effects and
the kind of information they might encode [59]

L-type channels control gene transcription in neurons, and seem to be implicated in var-
ious forms of synaptic plasticity [94, 110, 112]. Their dysregulation probably contributes to
aging-induced learning and memory impairment [20, 77|. The dihydropyridines’ antagonist
nimodipine reverses learning deficits in aged subjects [77], but cannot effectively inhibit the
activity of Ca,1.3 (or, Lp) subtype of LTCs [20, 94, 110]. In fact, if clinical doses of dihy-
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Figure 5.1: The Organization of Medial Temporal Lobe Circuits. Information flows
through the hippocampal trisynaptic circuit from layer II of the entorhinal cortex (EC) via
the dentate gyrus (DG) to CA3 and then to CAl. The input from CA3 to CAl, via the
Schaffer collateral pathway, targets the proximal dendrites of CA1 pyramidal neurons and is
indicated by the dashed line. In addition, CA1 neurons receive a direct input from the EC
to their distal apical dendrites via the perforant path indicated by the bold line. Adapted
from [80].

dropyridines affected Ca, 1.3 LTCs, various forms of arrhytmias would occur (see discussion
in [20]). Ca,1.3 channels have been modeled according to [112]: they display two oppos-
ing forms of autoregulatory feedback, Ca®t-dependent inactivation and facilitation. These
processes coexist, having different half-activation Ca?* concentration values, and different
kinetics of onset and decay (Fig 3.3): their Ca®T-dependent facilitation is much slower than
inactivation, and is emphasized when the channels are repeatedly activated by trains of
action potentials [112]. According to [46], the coexistence of inactivation and facilitation
in Ca,1.3 channels, meet the criteria to produce an amplified resonance which depends on
spike-driven C'a?* influx through them, and hence, frequency of firing. Under conditions
of suppresed AHP currents, membrane potential becomes depolarized, and firing rate is
increased. When the amplifying facilitation process becomes strong enough, spontaneous
oscillations can occur. The kinetics of C'a, 1.3 inactivation determine the frequency of these
spontaneous oscillations: a 30 ms time-constant of inactivation, implies a cutoff frequency of
~30 Hz (high-pass filtering favoring ~ band frequencies, 30-70 Hz). Since C'a,1.3 are higher
at soma and proximal dendrites, they can make the model prone to generating intrinsic os-
cillatory firing in the absense of inputs [46]. This behavior is under the modulatory control
of colocalized slow AHP channels.

Self-sustaining oscillations induced during TBS in silico, imply that a single CA1 cell
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could act as a pacemaker under cholinergic influence (increased attentional demands), and
intrinsically drive the network at the rhythm of its firing activity [46]. Oscillations in 7-
frequency band are observed in the hippocampus, during states of focused attention (in vivo),
most commonly superimposed on #-waves (5-12 Hz) [68]. In vitro, persistent hippocampal
~ oscillations are induced by muscarinic cholinergic receptor activation [30]. These oscilla-
tions have been implicated in feature binding and short-term memory [31]. Notably, both
cholinergic neurotransmission and v oscillations are disrupted in cases of impaired memory
formation (e.g., in neurodegenerative diseases as Alzheimer’s [30, 31]).

Neurotransmitters, like acetylcholine, acting to suppress I, 45 p during attentional states,
regulate the ability of CAl neurons to encode information. An enhanced I,4yp and/or
insufficient cholinergic neurotransmission during aging, might inhibit the association of novel
sensory inputs, resulting in the ”feature binding deficit” of learning-impaired aged subjects
[74].

The model presented, is a phenomenological, rather qualitative description of the ac-
tual mechanisms involved. Activation and inactivation kinetics of Ca,1.3 channels should
be more accurately modelled using more complex Ca?*-response curves, for exact quanti-
tative predictions to be feasible. The analysis of the biophysical properties of the different
subtypes of LTCs, as well as of SAHP channels (whose identity remains controversial [9]),
will enable a more accurate modelling of them, beyond a phenomenological qualitative de-
scription. Perhaps, it would be possible then to quantitatively describe how these channels’
coupled activity dynamically adjusts the frequency content of spike output, according to
recent spiking history; and how their neuromodulation might induce pacemaking properties
to CA1 neurons [44, 33, 30, 31, 46].

Multiple mechanisms of neuronal oscillations in specific frequency bands, seem to act
synchronously at the synaptic, cellular and network level [12, 68, 47]. It would be interesting
to "connect” resonant or pacemaker model neurons, with "tunable” synaptic connections,
into network models ([61], [19], and references therein). Maybe, these models might enable
us to resolve the mechanisms acting at each level, and their functional roles in the temporal
coding of memories performed in hippocampal circuits [38, 63].
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