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Abstract

We are witnessing an explosion of available data coming from the Web, government authorities, scientific databases, sensors and more. Such datasets could benefit from the introduction of rule sets encoding commonly accepted rules or facts, application- or domain-specific rules, commonsense knowledge etc. This raises the question of whether, how, and to what extent knowledge representation methods are capable of handling the vast amounts of data for these applications. In this work, we consider inconsistency-tolerant reasoning in the form of defeasible logic, and analyze how parallelization, using the MapReduce framework, can be used to reason with defeasible rules over huge datasets. First, we provide a solution for reasoning over single-argument predicates. Subsequently, we extend our approach by dealing with predicates of arbitrary arity, under the assumption of stratification. Moving from unary to multi-arity predicates is a decisive step towards practical applications, e.g. reasoning with linked open (RDF) data. In particular, we are presenting a scalable method for nonmonotonic rule-based reasoning over Semantic Web Data, using MapReduce. Our experimental results demonstrate that for the single-argument approach, defeasible reasoning with billions of data is performant, and has the potential to scale to trillions of facts. The multi-argument approach has been evaluated with millions of data, proving itself feasible, and having the potential to scale to billions of facts. Finally, our results indicate that nonmonotonic reasoning over RDF shows good scalability properties and is able to handle a benchmark dataset of 1 billion triples, bringing it on par with state-of-the-art methods for monotonic logics.
Περίληψη

Είμαστε μάρτυρες μιας έκρηξης διαθέσιμων δεδομένων, προερχόμενων από το Διαδίκτυο, τις υβριδικές αρχές, τις επιστημονικές βάσεις δεδομένων, τους ασιθητήρες και άλλες πηγές. Τέτοια σύνολα δεδομένων θα μπορούσαν να επωφεληθούν από την εισαγωγή συνόλων από κανόνες οι οποίοι κωδικοποιούνν κοινά απόδεκτους κανόνες ή δεδομένα, ειδικώς κανόνες για ορισμένες εφαρμογές ή πεδία, την γνώση της κοινής λογικής κλπ. Αυτό εγείρει το ερώτημα ως προς τον όπως και σε ποιά έκταση οι μέθοδοι της αναπαράστασης γνώσεως είναι ακανόνες να χαρακτηρίζουν τις επίπεδες ποσότητες δεδομένων για αυτές τις εφαρμογές. Σε αυτή την εργασία, θεωρούμε συλλογισμούς με αναλύση στην αποκατάσταση από την μορφή της αναρέσιμης συλλογιστικής, και αναλύομε το πώς ο παραλληλισμός χρησιμοποιείται το πλαίσιο εργασίας MapReduce, μπορεί να χρησιμοποιηθεί για συλλογισμούς με αναρέσιμους κανόνες πάνω σε τεράστια σύνολα δεδομένων. Αρχά, παρέχουμε μια λύση για συλλογισμούς πάνω σε κατηγορήματα με ένα όριο. Στην συνέχεια, επεκτείνουμε την προσέγγιση μας αντιμετωπίζοντας το πρόβλημα για κατηγορήματα πολλών ορισμάτων, υπό την υπόθεση της διαπραγμάτευσης. Η μετακόμιση από κατηγορήματα ενός ορισμάτων σε κατηγορήματα πολλών ορισμάτων, είναι ένα αποφασιστικό βήμα προς πρακτικές εφαρμογές, π.χ. συλλογισμοί με Συναθροεμένα (RDF) Δεδομένα. Συγκεκριμένα, παρουσιάζουμε μια κλασική μέθοδο για την μονότονους συλλογισμούς βασισμένους σε κανόνες, πάνω σε δεδομένα Σημασιολογικού Ιστού, χρησιμοποιώντας MapReduce. Τα περιγραφικά μας αποτελέσματα επιδεικνύουν ότι η προσέγγιση για κατηγορήματα ενός ορισμάτων είναι αποδεκτή για διασταυρομήρια δεδομένων, και ότι η δυνατότητα να επεκταθεί σε τρισεκατομμύρια δεδομένων. Η προσέγγιση για κατηγορήματα πολλών ορισμάτων, έχει αξιολογηθεί για εκατομμύρια δεδομένων, αποδεικνύοντας ότι είναι εφακτή, έχοντας τη δυνατότητα να επεκταθεί σε δισεκατομμύρια δεδομένων. Τέλος, τα αποτελέσματά μας υποδεικνύουν ότι μια μονότονος συλλογισμός πάνω σε RDF επιδεικνύουν καλές ιδιότητες επεκτασιμότητας και είναι ικανοί να διαχειριστούν συλλογή δεδομένων υπολογιστικής αξιολόγησης που αποτελείται από 1 δισεκατομμύριο τριπλέτες, και αντίστοιχα το ερώτημα με προηγμένες μεθόδους για μονότονες λογικές.
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Chapter 1

Introduction

Currently, we experience a significant growth of the amount of available data originating from sensor readings, scientific databases, government authorities etc. Such data are mainly published on the Web, providing easier knowledge exchange and interlinkage [1]. This yields the need for large and interconnected data, as shown by the Linked Open Data initiative\(^1\) [2].

The study of knowledge representation has been mainly targeted on complex knowledge structures and reasoning methods for processing such structures. This raises the question whether such reasoning methods can be applied on huge datasets. Reasoning should be performed using rule sets that would allow the aggregation, visualization, understanding and exploitation of given datasets and their interconnections. Specifically, one should use rules able to encode inference semantics, as well as commonsense and practical conclusions in order to infer new and useful knowledge based on the data. This is usually a formidable task when it comes to web-scale data: for example, as described in [3] for 78.8 million statements crawled from the Web, the number of inferred conclusions (RDFS closure) consists of 1.5 billion triples.

In this work, we study nonmonotonic rule sets [4, 5] which are suitable for encoding commonsense knowledge and reasoning. In addition, nonmonotonic rule sets provide supplementary advantages in the case of poor quality data, as they can prevent triviality of inference. The occurrence of low quality data is common when they are fetched from different sources, which are not controlled by the data engineer.

Over the last years, parallel reasoning has been studied extensively e.g., in [6, 3, 7, 8], scaling reasoning up to 100 billion triples [9]. These works address the problem by using parallel reasoning techniques that allow simultaneous processing over distinct chunks of data, with each chunk being assigned to a computer in the cloud.

Parallel reasoning can be based either on rule partitioning or on data partitioning [10]. Rule partitioning assigns the computation of each rule to a computer in

\(^1\)http://linkeddata.org/
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the cloud. However, balanced work distribution in this case is difficult to achieve, as the computational burden per rule (and node) depends on the structure of the rule set. On the other hand, data partitioning assigns a subset of data to each computer in the cloud. Data partitioning is more flexible, providing more fine-grained partitioning and allowing easier distribution among nodes in a balanced manner.

Current parallelization approaches have focused on monotonic reasoning, such as RDFS and OWL-horst, or have not been evaluated in terms of scalability [11]. Monotonic logics such as RDFS cause an explosion of trivial (and often useless derivations), as also identified in [12]. Our work deals with nonmonotonic rules and reasoning, and is therefore novel. Nonmonotonic reasoning has been chosen because it allows to overcome triviality of reasoning caused by inconsistent or incomplete data.

In particular, we consider defeasible rules and reasoning, and examine how nonmonotonic (defeasible) reasoning over huge datasets can be performed using massively parallel computational techniques. We adopt the MapReduce framework [13], which is widely used for parallel processing of huge datasets\(^2\).

First, a restricted form of defeasible logic is studied: single-argument defeasible logic. A MapReduce algorithm is presented, followed by an extensive experimental evaluation. The findings show that reasoning with billions of facts is possible for a variety of knowledge theories.

Subsequently, we extend our work by addressing the problem for predicates of arbitrary arity. From the applicability perspective, this is a decisive step, as most real-world data require multi-argument predicates. In particular, it opens the possibility of reasoning with semi-structured data, e.g. linked data expressed in RDF, where binary predicates are needed to express properties.

From the technical perspective, multi-argument reasoning with MapReduce turns out to be far more difficult. For single-argument predicates fired rules calculation and reasoning are both performed in memory (separately on each unique value), requiring a single MapReduce pass. On the other hand, for the multi-argument case, fired rules calculation (based on joins) and reasoning have to be performed separately, resulting in multiple passes.

In fact, for reasons explained later, our solution works under the requirement that the defeasible theory is stratified. Stratification is a well-known concept employed in many areas of knowledge representation for efficiency reasons, e.g., in tractable RDF query answering [14], Description Logics [15, 16, 17] and nonmonotonic formalisms [18], as it has been shown to reduce the computational complexity of various reasoning problems.

Finally, we attempt to evaluate the feasibility of applying nonmonotonic reasoning over RDF data using mass parallelization techniques. We present a technique for materialization using stratified defeasible logics, based on MapReduce

\(^2\)At http://wiki.apache.org/hadoop/Pow eredBy, one can see an extensive user list of Hadoop (which is the open-source implementation of MapReduce framework that we have used); the list includes, among others, IBM, Yahoo!, Facebook and Twitter.
1.1. Thesis contribution

The contribution of this thesis lies in:

• Proposing and evaluating an implementation for single-argument predicates reasoning over huge datasets, using the MapReduce framework (also presented in [19]).

• Proposing and evaluating an implementation for stratified multi-argument predicates reasoning over huge datasets, using the MapReduce framework (also presented in [20]).

• Evaluating the implementation for stratified multi-argument predicates reasoning over RDF data.

1.2 Thesis outline

This thesis is organized as follows. Chapter 2 briefly introduces Defeasible Logic, the MapReduce Framework and RDF. An algorithm for single-argument defeasible logic is described in Chapter 3. Chapter 4 presents an algorithm for stratified multi-argument defeasible logic. Chapter 5 describes how the algorithm for stratified multi-argument defeasible logic can be applied using RDF data. Experimental results, for each implementation, are presented in Chapter 6. Finally, we conclude in Chapter 7 and discuss future work.

---

3http://swat.cse.lehigh.edu/projects/lubm/
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Chapter 2

Background

2.1 Defeasible Logic

2.1.1 Syntax

A defeasible theory [21, 22, 23] (a knowledge base in defeasible logic) consists of five different kinds of knowledge: facts, strict rules, defeasible rules, defeaters, and a superiority relation.

**Facts** are literals that are treated as known knowledge (given or observed facts).

**Strict rules** are rules in the classical sense: whenever the premises are indisputable (e.g., facts) then so is the conclusion. An example of a strict rule is "Emus are birds", which can be written formally as:

\[
\text{emu}(X) \rightarrow \text{bird}(X).
\]

**Defeasible rules** are rules that can be defeated by contrary evidence. An example of such a rule is "Birds typically fly"; written formally:

\[
\text{bird}(X) \Rightarrow \text{flies}(X).
\]

**Defeaters** are rules that cannot be used to draw any conclusions. Their only use is to prevent some conclusions. An example is "If an animal is heavy then it might not be able to fly". Formally:

\[
\text{heavy}(X) \nrightarrow \neg \text{flies}(X).
\]

The *superiority relation* among rules is used to define priorities among rules, that is, where one rule may override the conclusion of another rule. For example, given the defeasible rules

\[
r : \text{bird}(X) \Rightarrow \text{flies}(X)
\]

\[
r' : \text{brokenWing}(X) \Rightarrow \neg \text{flies}(X)
\]
which contradict one another, no conclusive decision can be made about whether a bird with broken wings can fly. But if we introduce a superiority relation $\succ$ with $r' \succ r$, with the intended meaning that $r'$ is strictly stronger than $r$, then we can indeed conclude that the bird cannot fly.

It is worth noting that, in defeasible logic, priorities are local in the following sense: two rules are considered to be competing with one another only if they have complementary heads. Thus, since the superiority relation is used to resolve conflicts among competing rules, it is only relevant when comparing rules with complementary heads; the information $r \succ r'$ for rules $r, r'$ without complementary heads may be part of the superiority relation, but has no effect on the proof theory as we will see later.

Note that in this work, the aforementioned term literal is defined strictly by the defeasible logic semantics. Although an RDF triple can be represented as a literal, considering the term literal as an RDF literal would be a common misunderstanding.

2.1.2 Formal Definition

A rule $r$ consists (a) of its antecedent (or body) $A(r)$ which is a finite set of literals, (b) an arrow, and, (c) its consequent (or head) $C(r)$ which is a literal. Given a set $R$ of rules, we denote the set of all strict rules in $R$ by $R_s$, and the set of strict and defeasible rules in $R$ by $R_{sd}$. $R[q]$ denotes the set of rules in $R$ with consequent $q$. If $q$ is a literal, $\neg q$ denotes the complementary literal (if $q$ is a positive literal $p$ then $\neg q$ is $\neg p$; and if $q$ is $\neg p$, then $\neg q$ is $p$).

A defeasible theory $D$ is a triple $(F, R, \succ)$ where $F$ is a finite set of facts, $R$ a finite set of rules, and $\succ$ a superiority relation upon $R$.

2.1.3 Proof Theory

A conclusion of $D$ is a tagged literal and can have one of the following four forms:

- $+\Delta q$, which is intended to mean that $q$ is definitely provable in $D$.
- $-\Delta q$, which is intended to mean that we have proved that $q$ is not definitely provable in $D$.
- $+\partial q$, which is intended to mean that $q$ is defeasibly provable in $D$.
- $-\partial q$, which is intended to mean that we have proved that $q$ is not defeasibly provable in $D$.

Provability is defined below. It is based on the concept of a derivation (or proof) in $D = (F, R, \succ)$. A derivation is a finite sequence $P = P(1), ..., P(n)$ of tagged literals satisfying the following conditions. The conditions are essentially inference rules phrased as conditions on proofs. $P(1..i)$ denotes the initial part of the sequence $P$ of length $i$. 
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$+\Delta$: We may append $P(i + 1) = +\Delta q$ if either
- $q \in F$ or
- $\exists r \in R_s[q] \forall \alpha \in A(r): +\Delta \alpha \in P(1..i)

To prove $+\Delta q$ we need to establish a proof for $q$ using facts and strict rules only. This is a deduction in the classical sense. No proofs for the negation of $q$ need to be considered (in contrast to defeasible provability below, where opposing chains of reasoning must be taken into account, too).

$-\Delta$: We may append $P(i + 1) = -\Delta q$ if
- $q \not\in F$ and
- $\forall r \in R_s[q] \exists \alpha \in A(r): -\Delta \alpha \in P(1..i)

To prove $-\Delta q$, that is, that $q$ is not definitely provable, $q$ must not be a fact. In addition, we need to establish that every strict rule with head $q$ is known to be inapplicable. Thus, for every such rule $r$ there must be at least one antecedent $\alpha$ for which we have established that $\alpha$ is not definitely provable ($-\Delta \alpha$).

$+\partial$: We may append $P(i + 1) = +\partial q$ if either
- (1) $+\Delta q \in P(1..i)$ or
- (2) $\exists r \in R_s[q] \forall \alpha \in A(r): +\partial \alpha \in P(1..i)$ and
  - (2.1) $-\Delta \sim q \in P(1..i)$ and
  - (2.2) $\forall s \in R[\sim q]$ either
    - (2.3.1) $\exists \alpha \in A(s): -\partial \alpha \in P(1..i)$ or
    - (2.3.2) $\exists t \in R_s[q]$ such that $\forall \alpha \in A(t): +\partial \alpha \in P(1..i)$ and $t > s

We can show that $q$ is defeasibly provable, either by showing that $q$ is definitely provable ($+\Delta q$ — see part 1 of the definition for $+\partial$) or by using the defeasible part of $D$ (part 2). For the defeasible part (2) we require that there must be a strict or defeasible rule with head $q$ which can be applied (2.1). But now we need to consider possible attacks, that is, reasoning chains in support of $\sim q$. Thus, we must show that $\sim q$ is not definitely provable (2.2). Additionally, in (2.3) we consider the set of all rules which are not known to be inapplicable and which have head $\sim q$, because, essentially, each such rule $s$ attacks the conclusion $q$. For $q$ to be provable, each such rule $s$ must be counterattacked by another rule $t$ with head $q$ with the following properties: (i) $t$ must be applicable at this point, and (ii) $t$ must be stronger than $s$. Thus, each attack on the conclusion $q$ must be counterattacked by a stronger rule.

$-\partial$: We may append $P(i + 1) = -\partial q$ if
- (1) $-\Delta q \in P(1..i)$ and
- (2) $\forall r \in R_s[q] \exists \alpha \in A(r): -\partial \alpha \in P(1..i)$ or
  - (2.1) $+\Delta \sim q \in P(1..i)$ or
  - (2.2) $+\Delta \sim q \in P(1..i)$ or
  - (2.3) $\exists s \in R[\sim q]$ such that
(2.3.1) \( \forall \alpha \in A(s): +\partial \alpha \in P(1..t) \) and 
(2.3.2) \( \forall t \in R_{sd}[q] \) either 
\[ \exists \alpha \in A(t): -\partial \alpha \in P(1..t) \text{ or } t \not> s \]

To prove that \( q \) is not defeasibly provable, we must first establish that it is not definitely provable (1). Then we must establish that it cannot be proven using the defeasible part of the theory (2). There are three possibilities to achieve this: either we have established that none of the (strict and defeasible) rules with head \( q \) can be applied (2.1); or \( \neg q \) is definitely provable (2.2); or there must be an applicable rule \( s \) with head \( \neg q \) such that no possibly applicable rule \( t \) with head \( q \) is superior to \( s \) (2.3).

2.2 MapReduce Framework

2.2.1 Programming Model

MapReduce is a framework for parallel processing over huge data sets [13], introduced by Google in 2004. Processing is carried out in a map and a reduce phase. For each phase, a set of user-defined map and reduce functions are run in parallel. The former performs a user-defined operation over an arbitrary part of the input and partitions the data, while the latter performs a user-defined operation on each partition.

MapReduce is designed to operate over key/value pairs. Specifically, each Map function receives a key/value pair and emits a set of key/value pairs. Subsequently, all key/value pairs produced during the map phase are grouped by their key and passed to reduce phase. During the reduce phase, a Reduce function is called for each unique key, processing the corresponding set of values.

Although MapReduce framework seems restrictive, there are many problems that can be solved by the use of this framework. Some characteristic examples, described in [13], are (1) Distributed Grep, (2) Count of URL Access Frequency, (3) ReverseWeb-Link Graph, (4) Term-Vector per Host, (5) Inverted Index and (6) Distributed Sort.

2.2.2 Running Example

Let us illustrate the wordcount example. In this example, we take as input a large number of documents and calculate the frequency of each word. The pseudo-code for the Map and Reduce functions is depicted in Algorithm 1.

Consider 2 files, each containing lines of text:

File 1:
line 1: “Hello World”
line 2: “Bye World”

File 2:
line 1: “Hello MapReduce Goodbye MapReduce”
### Algorithm 1 Wordcount example

```java
map(Long key, String value):
    // key: position in document (ignored)
    // value: document line
    for each word w in value
        EmitIntermediate(w, "1");

reduce(String key, Iterator values):
    // key: a word
    // values: list of counts
    int count = 0;
    for each v in values
        count += parseInt(v);
    Emit(key, count);
```

During map phase, each map operation gets as input a line of a document. The \textit{Map} function extracts words from each line and emits that word \(w\) occurred once \(<w, "1">\). Since we have 3 lines in total, 3 \textit{Map} functions will be initiated and run in parallel.

The 1\textsuperscript{st} \textit{Map} function will get as input the following pair:

\(<0, \text{Hello World}>\)

end emit as output the following pairs:

\(<\text{Hello}, 1>\>
\(<\text{World}, 1>\>

The 2\textsuperscript{nd} \textit{Map} function will get as input the following pair:

\(<11, \text{Bye World}>\>

end emit as output the following pairs:

\(<\text{Bye}, 1>\>
\(<\text{World}, 1>\>

The 3\textsuperscript{rd} \textit{Map} function will get as input the following pair:

\(<0, \text{Hello MapReduce Goodbye MapReduce}>\>

end emit as output the following pairs:

\(<\text{Hello}, 1>\>
\(<\text{MapReduce}, 1>\>
\(<\text{Goodbye}, 1>\>
\(<\text{MapReduce}, 1>\>
```
Note that the key in input, which is the position in the document, is ignored. Moreover, due to the simplicity of the algorithm, the 3rd Map function emits \(<\text{MapReduce}, 1>\) twice, instead of instantly emitting \(<\text{MapReduce}, 2>\).

As mentioned above, the MapReduce framework will group and sort pairs by their key resulting in the following intermediate pairs:

\(<\text{Bye}, 1>\>
\(<\text{Goodbye}, 1>\>
\(<\text{Hello}, <1,1>>\>
\(<\text{MapReduce}, <1,1>>\>
\(<\text{World}, <1,1>>\>

The Reduce function has to sum up all occurrence values for each word emitting a pair containing the word and the frequency of the word. Since we have 5 groups in total, 5 Reduce functions will be initiated and run in parallel. During the reduce phase the reducer with key:

- \(\text{Bye}\) will emit \(<\text{Bye}, 1>\>
- \(\text{Goodbye}\) will emit \(<\text{Goodbye}, 1>\>
- \(\text{Hello}\) will emit \(<\text{Hello}, 2>\>
- \(\text{MapReduce}\) will emit \(<\text{MapReduce}, 2>\>
- \(\text{World}\) will emit \(<\text{World}, 2>\>

The final result is the output of all Reduce functions, namely:

\(<\text{Bye}, 1>\>
\(<\text{Goodbye}, 1>\>
\(<\text{Hello}, 2>\>
\(<\text{MapReduce}, 2>\>
\(<\text{World}, 2>\>

### 2.2.3 Hadoop Framework

In this work we adopt the Hadoop\(^1\) framework, a Java-based open-source implementation of the MapReduce framework. Hadoop is a project of The Apache Software Foundation, with an extensive user list including companies like IBM, Yahoo!, Facebook and Twitter\(^2\).

A MapReduce program execution in Hadoop is called a job. Hadoop is based on the master/slave architecture. Thus, there is one node, called master, coordinating the rest nodes (called slaves). Master node runs two demons, the first called “JobTracker”, which is responsible for the assignment and coordination of jobs, and the second called “Namensode”, which manages the file system namespace and regulates access to files. Each slave node runs two demons as well, the first

\(^1\)http://hadoop.apache.org/mapreduce/
\(^2\)http://wiki.apache.org/hadoop/PoweredBy
called “TaskTracker”, which accepts and runs parts of the computation of a job, and the second called “Datanode” which manages storage attached to the node.

Figure 2.1\textsuperscript{3} illustrates an overview of the Hadoop MapReduce data flow for 2 nodes. Nonetheless, this structure is followed independently of the number of nodes.

Input and output files are stored in the Hadoop Distributed File System (HDFS). HDFS is built for the purposes of Hadoop and it uniformly distributes files across all nodes in the cloud (the term node refers to a computer in the cloud).

At the beginning of a job, Hadoop reads the input files from HDFS and splits the input into chunks. Each chunk is assigned to a node. However, input must be fed to each Map function in the form of key/value pairs. The transformation of the input into key/value pairs is performed by RecordReaders.

Each map operation runs, in parallel with the others, the user-defined Map function and emits zero or more intermediate pairs. All these intermediate pairs are redirected to a node by the Partitioner, for the reduce phase, according to a hash

\textsuperscript{3}Taken from the Yahoo! tutorial http://developer.yahoo.com/hadoop/tutorial/module4.html
function. The hash function of the Partitioner is defined by default as the hash of the key and modulo the number of reduce operations. Once all intermediate pairs are shuffled, each node sorts locally stored pairs by their key, generating key/list(value) groups. A Reduce function is applied, in parallel with the others, for each key/list(value) group, emitting zero or more key/value pairs. The output of all reduce operations is the final output of the job and it is stored in HDFS.

2.3 Resource Description Framework (RDF)

Resource Description Framework (RDF) is an official W3C Recommendation for Semantic Web data models [24]. As we see in Figure 2.2, RDF is used for data interchange. The information is encoded in *triples* of the form “subject *predicate* object”. The *subject* is an RDF URI reference or a blank node⁴, the *predicate* is an RDF URI reference, and the *object* is an RDF URI reference, a literal⁵ or a blank node. Intuitively, *predicate* denotes a relationship between *subject* and *object*.

Consider the following sentence:

“This thesis is authored by Ilias Tachmazidis.”

It can be expressed as an RDF triple of the form:


---


⁵[http://www.w3.org/TR/2004/REC-rdf-concepts-20040210/#dfn-literal](http://www.w3.org/TR/2004/REC-rdf-concepts-20040210/#dfn-literal). The term *literal*, that is mentioned here, should not be confused with the term *literal* for defeasible logic.
Chapter 3

Single-Argument Predicate Implementation

3.1 Algorithm description

The implementation for single-argument predicates is based on the combination of defeasible logic with MapReduce. In order to achieve this combination we have to take into consideration the characteristics of each component.

As a running example, let us consider the following rule set:

\[
\begin{align*}
r_1 & : \text{bird}(X) \rightarrow \text{animal}(X) \\
r_2 & : \text{bird}(X) \Rightarrow \text{flies}(X) \\
r_3 & : \text{brokenWing}(X) \Rightarrow \neg \text{flies}(X) \\
r_3 & > r_2
\end{align*}
\]

In this simple example we try to decide whether something is an animal and whether it is flying or not. Given the facts \textit{bird(eagle)} and \textit{brokenWing(eagle)}, as well as the superiority relation, we conclude that \textit{animal(eagle)} and \textit{\neg flies(eagle)}.

Taking into account the fact that all predicates have only one argument, we can group together facts with the same argument value (using Map) and perform reasoning for each value separately (using Reduce). Pseudo-code for Map and Reduce functions is depicted in Algorithm 2. Equivalently, we can view this process as performing reasoning on the rule set:

\[
\begin{align*}
r_1 & : \text{bird} \rightarrow \text{animal} \\
r_2 & : \text{bird} \Rightarrow \text{flies} \\
r_3 & : \text{brokenWing} \Rightarrow \neg \text{flies}
\end{align*}
\]
Algorithm 2 single-argument inference

map(Long key, String value):
    // key: position in document (irrelevant)
    // value: document line (a fact)
    String argumentValue = extractArgumentValue(value);
    String predicate = extractPredicate(value);
    EmitIntermediate(argumentValue, predicate);

reduce(String key, Iterator values):
    // key: argument value
    // values: list of predicates (facts)
    List listOfFacts;
    Reasoner reasoner = Reasoner.getCopy();
    for each v in values
        listOfFacts.add(v);
        reasoner.Reason(listOfFacts);
    Emit(key, reasoner.getResults());

r3 > r2
for each unique argument value.

As far as MapReduce is concerned, the Map function reads facts of the form
predicate(argumentValue) and emits pairs of the form <argumentValue, predicate>.

Given the facts: bird(eagle), bird(owl), bird(pigeon), brokenWing(eagle) and
brokenWing(owl), the Map function will emit the following pairs:

<eagle, bird>
<owl, bird>
<pigeon, bird>
<eagle, brokenWing>
<owl, brokenWing>

Then, reasoning is performed for each argument value (e.g., eagle, pigeon etc)
separately, and in isolation. Therefore, the MapReduce framework will group/sort
the pairs emitted by Map, resulting in the following pairs:

<eagle, <bird, brokenWing>>
<owl, <bird, brokenWing>>
3.1. ALGORITHM DESCRIPTION

Reasoning is then performed during the reduce phase for each argument value in isolation, using the second rule set presented earlier (propositional form). For each Reduce function, a copy of reasoner (described later on) gets as input a list of predicates and performs reasoning deriving and emitting new data. When all reduces are completed, the whole process is completed guaranteeing that every possible new data is inferred.

Returning to our example, the bullets below show the reasoning tasks that need to be performed. Note that each of these reasoning tasks can be performed in parallel with the others.

- *eagle* having *bird* and *broken Wing* as facts, deriving *animal(eagle)* and ¬*flies(eagle)*
- *owl* having *bird* and *broken Wing* as facts, deriving *animal(owl)* and ¬*flies(owl)*
- *pigeon* having *bird* as fact, deriving *animal(pigeon)* and *flies(pigeon)*.

For the purpose of conclusion derivation, we implemented a reasoner based on a variation of algorithm for propositional reasoning, described in [25]. Prior to any Reduce function is applied, given rule set must be parsed initializing indexes and data structures required for reasoning. Since the algorithm for the reasoner is well defined in [25], we will not focus on implementation details of the reasoner, but, we will explain all the functions used in Algorithm 2.

Each Reduce function has to perform, in parallel, reasoning on the initial state of the reasoner. Thus, we use Reasoner.getCopy(), which provides a copy of the initialized reasoner. Subsequently, reasoner.Reason(listOfFacts) performs reasoning on each copy. In order to perform reasoning, reasoner.Reason(listOfFacts) gets as input the corresponding list of predicates (listOfFacts). Derived data are stored internally by each copy of the reasoner. The extraction of the derived data is performed by the reasoner.getResults().

The algorithm for single-argument predicates is sound and complete since it performs reasoning using every given fact. This data partitioning does not alter resulting conclusions since facts with different argument values cannot produce conflicting literals and cannot be combined to reach new conclusions. Moreover, the reasoner is designed to derive all possible conclusions for each unique value. Thus, maximal and valid data derivation is assured.
Chapter 4

Stratified Multi-Argument Predicate Implementation

4.1 Algorithm description

For reasons that will be explained later, defeasible reasoning over rule sets with multi-argument predicates is based on the dependencies between predicates which is encoded using the predicate dependency graph. Thus, rule sets can be divided into two categories: \textit{stratified} and \textit{non-stratified}. Intuitively, a \textit{stratified} rule set can be represented as an acyclic hierarchy of dependencies between predicates, while a \textit{non-stratified} cannot. We address the problem for stratified rule sets by providing a well-defined reasoning sequence, and explain at the end of the section the challenges for non-stratified rule sets.

The dependencies between predicates can be represented using a \textit{predicate dependency graph}. For a given rule set, the \textit{predicate dependency graph} is a directed graph whose:

- vertices correspond to predicates. For each literal \( p \), both \( p \) and \( \neg p \) are represented by the positive predicate.

- edges are directed from a predicate that belongs to the body of a rule, to a predicate that belongs to the head of the same rule. Edges are used for all three rule types (strict rules, defeasible rules, defeaters).

\textit{Stratified rule sets} (correspondingly, \textit{non-stratified rule sets}) are rule sets whose predicate dependency graph is acyclic (correspondingly, contains a cycle). \textit{Stratified theories} are theories based on stratified rule sets. Figure 4.1a depicts the predicate dependency graph of a stratified rule set, while Figure 4.1b depicts the predicate dependency graph of a non-stratified rule set. The superiority relation is not part of the graph.

As an example of a stratified rule set, consider the following:
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(a) Stratified

(b) Non-stratified

Figure 4.1: Predicate dependency graph.

r1: R(X,Z), S(Z,Y) \Rightarrow Q(X,Y).

r2: T(X,Z), U(Z,Y) \Rightarrow \neg Q(X,Y).

r3: Q(X,Y), V(Y,Z) \Rightarrow W(X,Z).

r1 > r2.

The predicate dependency graph for the above rule set is depicted in Figure 4.1a. The predicate graph can be used to determine strata for the different predicates. In particular, predicates (nodes) with no outgoing edges are assigned the maximum stratum, which is equal to the maximum depth of the directed acyclic graph (i.e., the size of the maximum path that can be defined through its edges), say $k$. Then, all predicates that are connected with a predicate of stratum $k$ are assigned stratum $k - 1$, and the process continues recursively until all predicates have been assigned some stratum. Note that predicates are reassigned to a lower stratum in case of multiple dependencies. The dashed horizontal lines in Figure 4.1a are used to separate the various strata, which, in our example, are as follows:

- Stratum 2: W
- Stratum 1: Q, V
- Stratum 0: R, S, T, U

Stratified theories are often called decisive in the literature [18].

**Proposition 1** [18] If $D$ is stratified, then for each literal $p$:

(a) either $D \vdash +\Delta p$ or $D \vdash -\Delta p$

(b) either $D \vdash +\partial p$ or $D \vdash -\partial p$

Thus, there are three possible states for each literal $p$ in a stratified theory: (a) $+\Delta p$ and $+\partial p$, (b) $-\Delta p$ and $+\partial p$, and (c) $-\Delta p$ and $-\partial p$.

Reasoning is based on facts. According to defeasible logic algorithm, facts are $+\Delta$ and every literal that is $+\Delta$, is $+\partial$ too. Having $+\Delta$ and $+\partial$ in our initial knowledge base, it is convenient to store and perform reasoning only for $+\Delta$ and $+\partial$ predicates.

This representation of knowledge allows us to reason and store provability information regarding various facts more efficiently. In particular, if a literal is not
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Algorithm 3 Overall process

initial_pass();
For each stratum from 1 to N
    pass1_calculateFiredRules();
    pass2_performDefeasibleReasoning();

found as a $+\Delta$ (correspondingly, $+\vartheta$) then it is $-\Delta$ (correspondingly, $-\vartheta$). In addition, stratified defeasible theories have the property that if we have computed all the $+\Delta$ and $+\vartheta$ conclusions up to a certain stratum, and a rule whose body contains facts of said stratum does not currently fire, then this rule will also be inapplicable in subsequent passes; this provides a well-defined reasoning sequence, namely considering rules from lower to higher strata.

4.1.1 Reasoning overview

During reasoning we will use the representation $<\text{fact}, (+\Delta,+\vartheta)>$ to store our inferred facts. We begin by transforming the given facts, in a single MapReduce pass, into $<\text{fact}, (+\Delta,+\vartheta)>$.

Now let’s consider for example the facts $R(a,b)$, $S(b,b)$, $T(a,e)$, $U(e,b)$ and $V(b,c)$. The initial pass on these facts using the aforementioned rule set will create the following output:

$<R(a,b), (+\Delta,+\vartheta)>$
$<S(b,b), (+\Delta,+\vartheta)>$
$<T(a,e), (+\Delta,+\vartheta)>$
$<U(e,b), (+\Delta,+\vartheta)>$
$<V(b,c), (+\Delta,+\vartheta)>$

No reasoning needs to be performed for the lowest stratum (stratum 0) since these predicates (R, S, T, U) do not belong to the head of any rule. As is obvious by the definition of $+\vartheta$, $-\vartheta$, defeasible logic introduces uncertainty regarding inference, because certain facts/rules may “block” the firing of other rules. This can be prevented if we reason for each stratum separately, starting from the lowest stratum and continuing to higher strata. This is the reason why for a hierarchy of $N$ strata we have to perform $N - 1$ times the procedure described below. Pseudo-code for the overall process is depicted in Algorithm 3. In order to perform defeasible reasoning we have to run two passes for each stratum. The first pass computes which rules can fire (pass1_calculateFiredRules()). The second pass performs the actual reasoning and computes for each literal if it is definitely or defeasibly provable (pass2_performDefeasibleReasoning()). The reasons for both decisions (reasoning sequence and two passes per stratum) are explained in the end of the next subsection.
4.1.2 Pass #1: Fired rules calculation

During the first pass, we calculate the inference of fired rules based on techniques used for basic and multi-way join as described in [26, 27]. Here we elaborate our approach for basic joins and explain at the end of the subsection how it can be generalized for multi-way joins.

Basic join is performed on common argument values. Consider the following rule:

\[ \text{r1: } R(X,Z), S(Z,Y) \Rightarrow Q(X,Y). \]

The key observation is that relations R and S can be joined on their common argument Z. Based on this observation, during Map operation we emit pairs of the form \(<Z,(X,R)><Z,(Y,S)>\) for predicate R and S. The idea is to join R and S only for literals that have the same value on argument Z. During Reduce operation we combine R and S producing Q.

In our example, the facts \(R(a,b)\) and \(S(b,b)\) will cause Map to emit \(<b,(a,R)><b,(b,S)>\). MapReduce framework groups and sorts intermediate pairs passing \(<b,(a,R),(b,S)>\) to Reduce operation. Finally, at Reduce we combine given values and infer \(Q(a,b)\).

To support defeasible logic rules which have blocking rules, this approach must be extended. We must record all fired rules prior to any conclusion inference, whereas for monotonic logics this is not necessary, and conclusion derivation can be performed immediately. The reason why this is so is explained at the end of the subsection. Pseudo-code for Map and Reduce functions, for a basic join, is depicted in Algorithm 4. Map function reads input of the form <literal, (+Δ, +∂)> or <literal, (+∂)> and emits pairs of the form <matchingArgumentValue, (nonMatchingArgumentValue, Predicate, +Δ, +∂)> or <matchingArgumentValue, (nonMatchingArgumentValue, Predicate, +∂)> respectively.

Now consider again the stratified rule set described in the beginning of the section, for which the initial pass will produce the following output:

- \(<R(a,b), (+Δ, +∂)>\)
- \(<S(b,b), (+Δ, +∂)>\)
- \(<T(a,e), (+Δ, +∂)>\)
- \(<U(e,b), (+Δ, +∂)>\)
- \(<V(b,c), (+Δ, +∂)>\)

We perform reasoning for stratum 1, so we will use as premises all the available information for predicates of stratum 0. The Map function will emit the following pairs:

- \(<b, (a,R, +Δ, +∂)>\)
- \(<b, (b,S, +Δ, +∂)>\)
- \(<e, (a,T, +Δ, +∂)>\)
- \(<e, (b,U, +Δ, +∂)>\)
Algorithm 4 Fired rules calculation

map(Long key, String value):
   // key: position in document (irrelevant)
   // value: document line (derived conclusion)
   For every common argumentValue in value
      EmitIntermediate(argumentValue, value);

reduce(String key, Iterator values):
   // key: matching argument
   // value: literals for matching
   For every argument value match in values
      If strict rule fired with all premises being +Δ then
         Emit(firedLiteral, "[¬,] +Δ, +∂, ruleID");
      else
         Emit(firedLiteral, "[¬,] +∂, ruleID");

The MapReduce framework will perform grouping/sorting resulting in the following intermediate pairs:

\[
\begin{align*}
\langle b, (a,R,+Δ,+∂) \rangle, \langle b,S,+Δ,+∂) \rangle > \\
\langle e, (a,T,+Δ,+∂) \rangle, \langle b,U,+Δ,+∂) \rangle >
\end{align*}
\]

During reduce we combine premises in order to emit the firedLiteral which consists of the fired rule head predicate and the nonMatchingArgumentValue of the premises. Inference depends on the type of the rule. In general, for all three rule types (strict rules, defeasible rules and defeaters), if a rule fires then we emit as output \(<\text{firedLiteral}, ([¬,]+Δ,+∂,\text{ruleID}>)\> (\([¬,]\) denotes that "¬" is optional and appended only if the firedLiteral is negative). However, there is a special case for strict rules. This special case covers the required information for +Δ conclusions inference. If all premises are +Δ then we emit as output \(<\text{firedLiteral}, ([¬,]+Δ,+∂,\text{ruleID}>)\> instead of \(<\text{firedLiteral}, ([¬,]+∂,\text{ruleID}>)\>.

For example during the reduce phase the reducer with key:

- b will emit \(<Q(a,b), (+∂, r1)>)
- e will emit \(<Q(a,b), (¬,+∂, r2)>)

As we see here, \(Q(a,b)\) and \(¬Q(a,b)\) are computed by different reducers which do not communicate with each other. Thus, none of the two reducers have all the available information in order to perform defeasible reasoning. Therefore, we need a second pass for the reasoning.

Let us illustrate why reasoning has to be performed for each stratum separately, requiring stratified rule sets. Consider again our running example. We will attempt to perform reasoning for all the strata simultaneously. On the one hand, we cannot
join $Q(a,b)$ with $V(b,c)$ prior to the second pass because we do not have a final conclusion on $Q(a,b)$. Thus, we will not perform reasoning for $W(a,c)$ during the second pass, which leads to data loss. On the other hand, if another rule (say r4) supporting $\neg W(a,c)$ had also fired, then during the second pass, we would have mistakenly inferred $\neg W(a,c)$, leading our knowledge base to inconsistency.

In case of multi-way joins we compute fired rules by performing joins in one or more MapReduce passes, as explained in [26, 27]. Consider the following rule:

$$\text{r: } A(X,Y), B(Y,V), C(V,Z) \Rightarrow D(X,Z).$$

A simple way to compute r is to first join $A(X,Y)$ and $B(Y,V)$ on $Y$ in a MapReduce pass, producing an intermediate literal, say $AB(X,V)$. Then, in a second MapReduce pass, we join $AB(X,V)$ with $C(V,Z)$ on $V$ producing the $D(X,Z)$, which is the firedLiteral. As above, for each fired rule, we must take into consideration the type of the rule (strict rule, defeasible rule and defeater) and whether all the premises are $+\Delta$ or not. Finally, the format of the output remains the same ($<$firedLiteral, ([−],$+\Delta$,$+\partial$,$\text{ruleID}$)$>$ or $<$firedLiteral, ([−],$+\partial$,$\text{ruleID}$)$>$).

### 4.1.3 Pass #2: Defeasible reasoning

We proceed with the second pass. Once fired rules are calculated, a second MapReduce pass performs reasoning for each literal separately. We should take into consideration that each literal being processed could already exist in our knowledge base (due to the initial pass). In this case, we perform a duplicate elimination by not emitting pairs for existing conclusions. The pseudo-code for Map and Reduce functions, for stratified rule sets, is depicted in Algorithm 5.

After both initial pass and fired rules calculation (first pass), our knowledge will consist of:

- $<R(a,b), (+\Delta,+\partial)>$
- $<S(b,b), (+\Delta,+\partial)>$
- $<T(a,e), (+\Delta,+\partial)>$
- $<U(e,b), (+\Delta,+\partial)>$
- $<V(b,c), (+\Delta,+\partial)>$
- $<Q(a,b), (+\partial, r1)>$
- $<Q(a,b), (\neg, +\partial, r2)>$

During the Map operation we must first extract from value the literal and the inferred knowledge or the fired rule using extractLiteral() and extractKnowledge() respectively. For each literal $p$, both $p$ and $\neg p$ are sent to the same reducer. The "$\neg$" in knowledge distinguishes $p$ from $\neg p$. However, we must filter out, from the input, literals that do not belong to the stratum that we currently perform reasoning for. The Map function will emit the following pairs:

- $<V(b,c), (+\Delta,+\partial)>$
- $<Q(a,b), (+\partial, r1)>$
- $<Q(a,b), (\neg, +\partial, r2)>$
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Algorithm 5 Defeasible reasoning

map(Long key, String value):
// key: position in document (irrelevant)
// value: inferred knowledge/fired rules
String p = extractLiteral(value);
If p does not belong to current stratum then return;
String knowledge = extractKnowledge(value);
EmitIntermediate(p, knowledge);

reduce(String p, Iterator values):
// p: a literal
// values: inferred knowledge/fired rules
For each value in values markKnowledge(value);
For literal in \{ p, ¬p \} check
  If literal is already +\Delta then return;
  Else If strict rule red with all premises being +\Delta then
    Emit(literal, "+\Delta, +\partial");
  Else If literal is +\partial after defeasible reasoning then
    Emit(literal, "+\partial");

MapReduce framework will perform grouping/sorting resulting in the following intermediate pairs:

\langle V(b,c), (+\Delta, +\partial) \rangle
\langle Q(a,b), (+\partial, r1), (¬, +\partial, r2) \rangle

For the Reduce, the key contains the literal and the values contain all the available information for that literal (known knowledge, fired rules). We traverse over values marking known knowledge and fired rules using the markKnowledge() function. Subsequently, we use this information in order to perform defeasible reasoning for each literal.

During the reduce phase the reducer with key:

V(b,c) will not emit anything
Q(a,b) will emit \langle Q(a,b), (+\partial) \rangle

Literal V(b,c) is known knowledge. For known knowledge a potential duplicate elimination must be performed. We reason simultaneously both for Q(a,b) and ¬Q(a,b). As ¬Q(a,b) is ¬\partial, it does not need to be recorded. Note that filtering out
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literals that are not needed for defeasible reasoning of the current stratum, affects the parallelization during the map phase. This issue is discussed in Section 6.2.

In case of a highly skewed dataset, first pass may calculate more than once that a certain literal is supported by the same rule. This results, during the second pass, in literals with highly skewed amounts of corresponding knowledge, decreasing the overall parallelization. We address this issue by partially eliminating identical knowledge between map and reduce phases, in an intermediate phase known as the combiner.

4.1.4 Final remarks

As we see, the approach for multi-argument predicates turns out to be far more difficult, requiring multiple passes compared to the single-pass approach for single-argument predicates. Moreover, the total number of MapReduce passes is independent of the size of the given input. As mentioned in subsection 4.1.2, performing reasoning for each stratum separately eliminates data loss and inconsistency, thus our approach is sound and complete since we fully comply with the defeasible logic provability. Eventually, our knowledge base consists of $+\Delta$ and $+\partial$ literals.

The situation for non-stratified rule sets is more complex. Reasoning can be based on the algorithm described in [28], performing reasoning until no new conclusion is derived. However, the total number of required passes is generally unpredictable, depending both on the given rule set and the data distribution. Additionally, an efficient mechanism for $\forall r \in R_s[q] \exists \alpha \in A(r): -\Delta \alpha \in P(1..i)$ (in $-\Delta$ provability) and $\forall r \in R_s[q] \exists \alpha \in A(r): -\partial \alpha \in P(1..i)$ (in $-\partial$ provability) computation is yet to be defined because all the available information for the literal must be processed by a single node (since nodes do not communicate with each other), causing either main memory insufficiency or skewed load balancing, decreasing the parallelization. Finally, we have to reason for and store every possible conclusion ($+\Delta, -\Delta, +\partial, -\partial$), producing a significantly larger stored knowledge base. We need a more efficient representation of our knowledge base, since the proposed knowledge representation in [28] comes with limitations. Consider storing the cartesian product of all the values of the arguments X, Y, Z for $Q(X,Y,Z)$. After a certain point, the storage of the knowledge base is not feasible even for secondary storage devices, due to the enormous number of available literals.
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Stratified Multi-Argument Predicate Implementation over RDF

5.1 Algorithm description

In this section, we provide a running example for stratified multi-argument implementation over RDF data. We perform defeasible reasoning as it is defined in Section 4.1. Here, each RDF triple “Subject Predicate Object” can also be represented as a literal of the form \( \text{Predicate}(\text{Subject}, \text{Object}) \), and will be (at some points) referred to as a literal. Nonetheless, in this section we use the RDF triple form instead of the corresponding literal form, in order to provide the intuition behind reasoning over RDF data.

As an example of a stratified rule set, consider the following:

\[
\begin{align*}
\text{r1: } & \text{X } \text{sentApplication A, A completeFor D } \Rightarrow \text{X acceptedBy D.} \\
\text{r2: } & \text{X hasCertificate C, C notValidFor D } \Rightarrow \text{X } \neg \text{acceptedBy D.} \\
\text{r3: } & \text{X acceptedBy D, D subOrganizationOf U } \Rightarrow \text{X studentOfUniversity U.}
\end{align*}
\]

\( \text{r1} > \text{r2}. \)

The predicate dependency graph for the above rule set is depicted in Figure 5.1. The various strata of the above rule set, are as follows:

- Stratum 2: \textit{studentOfUniversity}
- Stratum 1: \textit{acceptedBy, subOrganizationOf}
- Stratum 0: \textit{sentApplication, completeFor, hasCertificate, notValidFor}

5.1.1 Reasoning overview

During reasoning we will use the representation \(<\text{fact}, (+\Delta, +\partial)>\) to store our inferred facts. We begin by transforming the given facts, in a single MapReduce pass, into \(<\text{fact}, (+\Delta, +\partial)>\).
Now let's consider for example the facts "John sentApplication App", "App completeFor Dep", "John hasCertificate Cert", "Cert notValidFor Dep" and "Dep subOrganizationOf Univ". The initial pass on these facts using the aforementioned rule set will create the following output:

\[
\begin{align*}
&\langle \text{John sentApplication App, (}+\Delta,+\partial\rangle \\
&\langle \text{App completeFor Dep, }(+\Delta,+\partial)\rangle \\
&\langle \text{John hasCertificate Cert, }(+\Delta,+\partial)\rangle \\
&\langle \text{Cert notValidFor Dep, }(+\Delta,+\partial)\rangle \\
&\langle \text{Dep subOrganizationOf Univ, }(+\Delta,+\partial)\rangle \\
\end{align*}
\]

No reasoning needs to be performed for the lowest stratum (stratum 0) since these predicates (sentApplication, completeFor, hasCertificate, notValidFor) do not belong to the head of any rule. As described in Section 4.1, for a hierarchy of \(N\) strata we have to perform \(N - 1\) times the procedure described below.

### 5.1.2 Pass #1: Fired rules calculation

During the first pass, we calculate the inference of fired rules based on techniques used for basic and multi-way join as described in [26, 27]. Specifically, for joins over RDF data one can be advised by [29]. Here we elaborate on our approach for basic joins and explain at the end of the subsection how it can be generalized for multi-way joins.

Basic join is performed on common argument values. Consider the following rule:

\[
r_1: X \text{ sentApplication A, A completeFor D } \Rightarrow X \text{ acceptedBy D}.
\]

The key observation is that "X sentApplication A" and "A completeFor D" can be joined on their common argument A. The Map operation, given \(\langle \text{John sentApplication App, }(+\Delta,+\partial)\rangle\) and \(\langle \text{App completeFor Dep, }(+\Delta,+\partial)\rangle\) as input, emits pairs of the form \(\langle \text{App (John, sentApplication, }+\Delta,+\partial)\rangle\) for predicate sentApplication and \(\langle \text{App (Dep, completeFor, }+\Delta,+\partial)\rangle\) for predicate completeFor. The idea is to join sentApplication and completeFor only for literals that have the
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same value on argument $A$. The MapReduce framework groups and sorts intermediate pairs passing $<\text{App}, (\text{John, sentApplication, } +\Delta, +\partial), (\text{Dep, completeFor, } +\Delta, +\partial)>$ to the Reduce operation. During the Reduce operation we combine $\text{sentApplication}$ and $\text{completeFor}$ producing $<\text{John acceptedBy Dep, } (+\Delta, +\partial)>$.

Now consider again the stratified rule set described in the beginning of the section, for which the initial pass will produce the following output:

$<\text{John sentApplication App, } (+\Delta, +\partial)>$
$<\text{App completeFor Dep, } (+\Delta, +\partial)>$
$<\text{John hasCertificate Cert, } (+\Delta, +\partial)>$
$<\text{Cert notValidFor Dep, } (+\Delta, +\partial)>$
$<\text{Dep subOrganizationOf Univ, } (+\Delta, +\partial)>$

We perform reasoning for stratum 1, so we will use as premises all the available information for predicates of stratum 0. The $\text{Map}$ function will emit the following pairs:

$<\text{App, (John, sentApplication, } +\Delta, +\partial), (\text{Dep, completeFor, } +\Delta, +\partial)>$
$<\text{Cert, (John, hasCertificate, } +\Delta, +\partial), (\text{Dep, notValidFor, } +\Delta, +\partial)>$

The MapReduce framework will perform grouping/sorting resulting in the following intermediate pairs:

$<\text{App, (John, sentApplication, } +\Delta, +\partial), (\text{Dep, completeFor, } +\Delta, +\partial)>$
$<\text{Cert, (John, hasCertificate, } +\Delta, +\partial), (\text{Dep, notValidFor, } +\Delta, +\partial)>$

During the reduce phase the reducer with key:

$\text{App}$ will emit $<\text{John acceptedBy Dep, } (+\partial, r1)>$
$\text{Cert}$ will emit $<\text{John acceptedBy Dep, } (\neg, +\partial, r2)>$

In case of multi-way joins we compute fired rules by performing joins in one or more MapReduce passes as explained in [26, 27, 29]. Consider the following rule:

$r: \text{X predicateA Y, Y predicateB V, V predicateC Z } \Rightarrow \text{X predicateD Z}.$

A simple way to compute $r$ is to first join "$\text{X predicateA Y}$" and "$\text{Y predicateB V}$" on $Y$ in a MapReduce pass, producing an intermediate literal, say "$\text{X predicateAB V}$". Then, in a second MapReduce pass, we join "$\text{X predicateAB V}$" with "$\text{Y predicateC Z}$" on $V$ producing the "$\text{X predicateD Z}$", which is the firedLiteral. For each fired rule, we must take into consideration the type of the rule (strict rule, defeasible rule and defeater) and whether all the premises are $+\Delta$ or not. Finally, the format of the output is either $<\text{firedLiteral, } (\neg, +\Delta, +\partial, \text{ruleID})>$ or $<\text{firedLiteral, } (\neg, +\partial, \text{ruleID})>$.
5.1.3 Pass #2: Defeasible reasoning

We proceed with the second pass. Once fired rules are calculated, a second MapReduce pass performs reasoning for each literal separately. We should take into consideration that each literal being processed could already exist in our knowledge base (due to the initial pass). In this case, we perform duplicate elimination by not emitting pairs for existing conclusions. The pseudo-code for Map and Reduce functions, for stratified rule sets, is depicted in Algorithm 5.

After both initial pass and fired rules calculation (first pass), our knowledge base will consist of:

\[
\begin{align*}
\langle \text{John} &\text{ sentApplication } \text{App}, (+\Delta, +\partial) \rangle \\
\langle \text{App completeFor } \text{Dep}, (+\Delta, +\partial) \rangle \\
\langle \text{John hasCertificate } \text{Cert}, (+\Delta, +\partial) \rangle \\
\langle \text{Cert notValidFor } \text{Dep}, (+\Delta, +\partial) \rangle \\
\langle \text{Dep subOrganizationOf } \text{Univ}, (+\Delta, +\partial) \rangle \\
\langle \text{John acceptedBy } \text{Dep}, (+\partial, r1) \rangle \\
\langle \text{John acceptedBy } \text{Dep}, (\neg, +\partial, r2) \rangle \\
\end{align*}
\]

During the Map operation we must first extract from value the literal and the inferred knowledge or the fired rule using extractLiteral() and extractKnowledge() respectively. For each literal \( p \), both \( p \) and \( \neg p \) are sent to the same reducer. The "\( \neg \)" in knowledge distinguishes \( p \) from \( \neg p \). However, we must filter out, from the input, literals that do not belong to the stratum that we currently perform reasoning for. The Map function will emit the following pairs:

\[
\begin{align*}
\langle \text{Dep subOrganizationOf } \text{Univ}, (+\Delta, +\partial) \rangle \\
\langle \text{John acceptedBy } \text{Dep}, (+\partial, r1) \rangle \\
\langle \text{John acceptedBy } \text{Dep}, (\neg, +\partial, r2) \rangle \\
\end{align*}
\]

MapReduce framework will perform grouping/sorting resulting in the following intermediate pairs:

\[
\begin{align*}
\langle \text{Dep subOrganizationOf } \text{Univ}, (+\Delta, +\partial) \rangle \\
\langle \text{John acceptedBy } \text{Dep}, <(+\partial, r1), (\neg, +\partial, r2)> \rangle \\
\end{align*}
\]

For the Reduce, the key contains the literal and the values contain all the available information for that literal (known knowledge, fired rules). We traverse over values marking known knowledge and fired rules using the markKnowledge() function. Subsequently, we use this information in order to perform reasoning for each literal.

During the reduce phase the reducer with key:

"Dep subOrganizationOf Univ", will not emit anything
"John acceptedBy Dep" will emit \(<\text{John acceptedBy Dep}, (+\partial)>\)

Literal "Dep subOrganizationOf Univ" is known knowledge. For known knowledge a potential duplicate elimination must be performed. We reason simultaneously both for "John acceptedBy Dep" and "John \( \neg \)acceptedBy Dep". Finally, as "John \( \neg \)acceptedBy Dep" is \( \neg \partial \), it does not need to be recorded.
Chapter 6

Experimental Evaluation

6.1 Single-Argument Predicate Evaluation

We implemented the algorithm for single-argument predicates in the Hadoop MapReduce framework, version 0.20. We performed experiments on a cluster with 16 IBM System x iDataPlex nodes, using a Gigabit Ethernet interconnect. Each node was equipped with dual Intel Xeon Westmere 6-core processors, 128GB RAM and a single 1TB SATA hard drive.

**Dataset.** Due to no available benchmark, we generated our data set manually. In order to store facts directly to Hadoop Distributed File System (HDFS), facts were generated using the MapReduce framework. We created a set of files consisting of generated pairs of the form <argumentValue, predicate>, with each pair corresponding to a unique fact. Finally, considering storage space, 1 billion facts correspond to 10 GB of data.

**Rule set.** To the best of our knowledge, there exist no standard defeasible logic rule set to evaluate our approach. For this reason, we decided to use synthetic rule sets, namely the artificial rule set teams(n) appearing in [28]. In teams(n) every literal is disputed, with $2^{(2i)+1}$ rules of the form $a_{i+1} \Rightarrow a_i$ and $2^{(2i)+1}$ rules of the form $a_{i+1} \Rightarrow \neg a_i$, for $0 \leq i \leq n$. The rules for $a_i$ are superior to the rules for $\neg a_i$, resulting in $2^{(2i)+1}$ superiority relations, for $0 \leq i \leq n$. For our experiments, we generated a teams(n) rule set for $n = 1$, which resulted in 20 defeasible rules, 10 superiority relations, 20 predicates appearing in the body of rules and 5 literals for conclusion derivation. This particular rule set was chosen because it is the only known benchmark for defeasible logics that involves "attacks".

**Evaluation settings.** We evaluated our system in terms of the following parameters:

- **Runtime**, as the time required to calculate the inferential closure of the input, in minutes.

- **Number of nodes** performing the computation in parallel.

- **Dataset size**, expressed in the number of facts in the input.
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Figure 6.1: Runtime in minutes as a function of dataset size, for various numbers of nodes.

- **Scaled speedup**, defined as \( s = \frac{\text{runtime}_{1\text{node}}}{\text{runtime}_{N\text{nodes}} \times N} \), where \( \text{runtime}_{1\text{node}} \) is the required run time for one node, \( N \) is the number of nodes and \( \text{runtime}_{N\text{nodes}} \) is the required run time for \( N \) nodes. It is a commonly used metric in parallel processing to measure how a system scales as the number of nodes increases. A system is said to scale sublinearly, superlinearly and linearly when \( s < 1 \), \( s > 1 \) and \( s \simeq 1 \) respectively.

**Results.** Figure 6.1 shows the runtime plotted against the size of the dataset, for various numbers of processing nodes and Figure 6.2 shows the scaled speedup for increasing number of nodes, and for various dataset sizes. Our results indicate the following:

- Our system easily scales to several billions of facts, even for a single node. In fact, we see no indication of the throughput decreasing as the size of the input increases.

- Our implementation demonstrates very high throughput (about 2.2 million facts per second) and is in league with state-of-the-art methods for monotonic logics [9].

- Our system scales fairly linearly with the number of nodes. The loss in terms of scaled speedup for larger numbers of nodes and small datasets is attributed to platform overhead. Namely, starting a computational job in Hadoop incurs a significant computational overhead.

- In some cases, our system scales superlinearly. This is attributed to being able to store a larger part of the data in RAM. Although MapReduce relies on the hard drives for data transfer, the operating system uses RAM to improve disk access time and throughput, which explains the improved performance at some points.

In general, we attribute the demonstrated scalability to: (a) the limited communication required in our model, (b) the carefully designed load-balancing attributes
of our algorithm, and, (c) the efficiency of Hadoop in handling large data volumes. To our best knowledge, this is the first work addressing nonmonotonic reasoning, for single-argument predicates, using mass parallelization techniques. Thus, we were unable to compare our findings with related work.

6.2 Stratified Multi-Argument Predicate Evaluation

We implemented our method using Hadoop, and provide experimental results on a cluster, as described below. We evaluated our system in terms of its ability to handle large data files, its scalability with the number of compute nodes and its scalability with regard to the number of rules in each stratum.

Dataset. In the absence of an available benchmark that includes defeasible rules, we based our experiments on manually generated datasets. The generated dataset consists of a set of $+\Delta$ literals. Each literal is represented either as $\text{predicate}(\text{argumentValue}) + \Delta$ or as $\text{predicate}(\text{argumentValue}, \text{argumentValue}) + \Delta$. In order to simulate a real-world dataset, we used statistics on Semantic Web data. As described in [7, 30], Semantic Web data are highly skewed following zipf distribution. Thus, we used a zipf distribution generator in order to create a dataset resembling real-world datasets. For our experiments, we generated a total of 500 million facts corresponding to 10 GB of data.

Rule set. To the best of our knowledge, there exists no standard defeasible logic rule set to evaluate our approach. For evaluation purposes, taking into consideration rule sets appearing in [28], we created an artificial rule set named blocking(n). In blocking(n) there are $n/2$ rules of the form "$Q_i(X), R_i(X,Y) \Rightarrow Q_{i+1}(Y)\$" and $n/2$ of the form "$Q_i(X), S_i(X,Y) \Rightarrow \neg Q_{i+1}(Y)\$. Rules supporting $Q_{i+1}(Y)$ are superior to rules supporting $\neg Q_{i+1}(Y)$, resulting $n/2$ superiority relations. For experimental results we used blocking(n) for $n = \{2, 4, 8, 16\}$.

Platform. We experimented on a cluster of virtual machines on an IBM Cloud, running IBM Hadoop Cluster v1.3, which is compatible with Apache Hadoop v0.20.2. Each node was equipped with a single CPU core, 1GB of main memory and 55GB of hard disk space. We scaled the number of nodes from 1 to 16,
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Figure 6.3: Runtime in minutes for various numbers of rules and nodes.

Figure 6.4: Time in seconds for each map during the second pass

Results. Figure 6.3 shows the scaling properties of our system for 2, 4, 8 and 16 rules\(^1\). We observe the following: (i) even in our modest setup, the runtime is very short, considering the size of the knowledge base, (ii) our system scales linearly with the number of rules, (iii) our system scales linearly with the number of nodes, i.e., the runtime halves when we double the number of nodes.

The above show that our system is indeed capable of achieving high performance and scales very well, both with regard to the number of nodes and the number of rules. Nevertheless, to further investigate how our system would perform beyond this, it is critical to examine the load-balancing properties of our algorithm, a major scalability barrier in parallel applications in this domain \([7]\). Figure 6.4 shows the load balance between different map tasks during the second pass for 16 nodes on 8 rules. In principle, an application performs badly when a single task dominates the runtime, since all other tasks would need to wait for it to finish. In our experiments, it is obvious that no such task exists. As described in Section 4.1.3, during the second pass we filter out literals at Map, which results in a minor work load imbalance (see Figure 6.4). Finally, our findings show that for highly skewed

\(^1\)Our experiments were limited to 8 rules for a cluster of 1, 2 or 4 nodes, due to insufficient hard disk space.
datasets, the partial elimination of identical knowledge (see Section 4.1.3), which is often referred to as duplicate elimination, retains the parallelization of our approach for Reduce as well.

It is also worth noting that the communication model of Hadoop is not widely affected by the number of nodes in the cluster. Map operations only use local data (implying very little communication costs). Reduce operations use hash-partitioning to distribute data across nodes based on the keys assigned by the reduce phase. As a result, there is very little locality between data in the Map and the Reduce phase regardless of the number of compute nodes.

6.3 Stratified Multi-Argument Predicate Evaluation over RDF

In this Section, we are presenting the methodology, dataset and experimental results for an implementation of our approach using Hadoop.

**Methodology.** Our evaluation is centered around scalability and the capacity of our system to handle large datasets. In line with standard practice in the field of high-performance systems, we defined scalability as the ability to process datasets of increasing size in a proportional amount of time and the ability of our system to perform well as the computational resources increase. With regard to the former, we performed experiments using datasets of various sizes (yet similar characteristics).

With regard to scaling computational resources, it has been empirically observed that the main inhibitor of parallel reasoning systems has been load-balancing between compute nodes [7]. Thus, we also focused our scalability evaluation on this aspect.

The communication model of Hadoop is not sensitive to the physical location of each data partition. In our experiments, Map tasks only use local data (implying very low communication costs) and Reduce operates using hash-partitioning to distribute data across the cluster (resulting in very high communication costs regardless of the distribution of data and cluster size). In this light, scalability problems do not arise by the number of compute nodes, but by the unequal distribution of the workload in each reduce task. As the number of compute nodes increases, this unequal distribution becomes visible and hampers performance.

**Data set.** We used the most popular benchmark for reasoning systems, LUBM. LUBM allows us to scale the size of the data to an arbitrary size while keeping the reasoning complexity constant.

**Rule set.** The logic of LUBM can be partially expressed using RDFS and OWL2-RL. Nevertheless, neither of these logics are defeasible. Thus, to evaluate our system, we created the following ruleset:

r1: X rdf:type FullProfessor → X rdf:type Professor.
r2: X rdf:type AssociateProfessor → X rdf:type Professor.
r3: X rdf:type AssistantProfessor → X rdf:type Professor.
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r4: P publicationAuthor X, P publicationAuthor Y → X commonPublication Y.
r5: X teacherOf C, Y takesCourse C → X teaches Y.
r6: X teachingAssistantOf C, Y takesCourse C → X teaches Y.
r7: X commonPublication Y → X commonResearchInterests Y.
r8: X hasAdvisor Z, Y hasAdvisor Z → X commonResearchInterests Y.
r9: X hasResearchInterest Z, Y hasResearchInterest Z → X commonResearchInterests Y.
r10: X hasAdvisor Y ⇒ X canRequestRecommendationLetter Y.
r11: Y teaches X ⇒ X canRequestRecommendationLetter Y.
r12: Y teaches X, Y rdf:type PostgraduateStudent ⇒ X ¬canRequestRecommendationLetter Y.
r12 > r11.
r13: X rdf:type Professor, X worksFor D, D subOrganizationOf U ⇒ X canBecomeDean U.
r14: X rdf:type Professor, X headOf D, D subOrganizationOf U ⇒ X ¬canBecomeDean U.
r14 > r13.
r15: X worksFor D ⇒ X canBecomeHeadOf D.
r16: X worksFor D, Z headOf D, X commonResearchInterests Z ⇒ X ¬canBecomeHeadOf D.
r16 > r15.
r17: Y teaches X ⇒ X suggestAdvisor Y.
r18: Y teaches X, X hasAdvisor Z ⇒ X ¬suggestAdvisor Y.
r18 > r17.

MapReduce jobs description. We need 8 jobs in order to perform reasoning on the above rule set. The 1st job is the initial pass described in Section 5.1 (which we also use to compute rules r1-r3). For the rest of the jobs, we first compute fired rules and then perform reasoning for each stratum separately. The 2nd job computes rules r4-r6. During the 3rd job we perform duplicate elimination, since r4-r6 are strict rules. We compute rules r7-r14 during the 4th job, while reasoning on them is performed during the 5th job. Jobs 6 and 7 compute rules r15-r18. Finally, during the 8th job we perform reasoning on r15-r18, finishing the whole procedure.

Platform. Our experiments were performed on a 40-core IBM x3850 server connected to a XIV Storage Area network (SAN), using a 10Gbps storage switch. We used IBM Hadoop Cluster v1.3, which is compatible with Hadoop v0.20.2, along with an optimization to reduce Map task overhead, in line with [31]. We used a number of Mappers and Reducers equal to the number of cores in the system (i.e. 40).

Results. Figure 6.5 shows the runtimes of our system for varying input sizes. We make the following observations: (a) even for a single node, our system is able to handle very large datasets, easily scaling to 1 billion triples. (b) The scaling properties with regard to dataset size are excellent: in fact, as the size of the input increases, the throughput of our system increases. For example, while our system can process a dataset of 125 million triples at a throughput of 27Ktps, for 1 billion
triples, the throughput becomes 63Ktps. This is attributed to the fact that job startup costs are amortized over the longer runtime of the bigger datasets.

The above show that our system is indeed capable of achieving high performance and scales very well with the size of the input. Nevertheless, to further investigate how our system would perform when the data size precludes the use of a single machine, it is critical to examine the load-balancing properties of our algorithm.

As previously described, in typical MapReduce applications, load-balancing problems arise during the reduce phase. Namely, it is possible that the partitions of the data processed in a single reduce task vary widely in terms of compute time required. This is a potential scalability bottleneck. To test our system for such issues, we launched an experiment where we increased the number of reduce tasks to 400. We can expect that, if the load balance for 400 reduce tasks is relatively uniform, our system is able to scale at least to that size.

Figure 6.6 shows the load balance between different reduce tasks, for 1 billion triples and 40 (Figure 6.6a) or 400 (Figure 6.6b) reduce tasks. In principle, an application performs badly when a single task dominates the runtime, since all
other tasks would need to wait for it to finish. In our experiments, it is obvious that no such task exists.

Although a direct comparison is not meaningful, the throughput of our system is in line with results obtained when doing monotonic reasoning using state of the art RDF stores and inference engine. For example, OWLIM claims a 14.4-hour loading time for the same dataset when doing OWL horst inference. WebPIE [9], which is also based on MapReduce, presents an OWL-horst inference time of 35 minutes, albeit on 64 lower-spec nodes and requiring an additional dictionary encoding step.

Given the significant overhead of nonmonotonic reasoning, and in particular, the fact that inferences can not be drawn directly, this result is counter-intuitive. The key to the favorable performance of our approach is that the “depth” of the reasoning is fixed, on a per rule set basis. The immediate consequence is that the number of MapReduce jobs, which bear significant startup costs, is also fixed. In other words, the “predictable” nature of stratified logics allows us to have less complicated relationships between facts in the system.

\(^2\text{http://www.onotext.com/owlim/benchmark-results/lubm}\)
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Conclusion and Future Work

This work is the first to explore the feasibility of nonmonotonic reasoning over huge data sets. We focused on simple nonmonotonic reasoning in the form of defeasible logic. We described how defeasible logic can be implemented in the MapReduce framework. We first focused on the case of reasoning with defeasible logic rules containing only single-argument predicates, and provided experimental evaluation for this case. Our results are very encouraging, and demonstrate that one can handle billions of facts using our approach.

Subsequently, we extended our work by proposing a method to perform reasoning for multi-argument predicates under the assumption of stratification. Multi-argument predicates complicate significantly the implementation (compared to the one for single-argument predicates), because they require multiple passes. We presented how reasoning can be implemented using the MapReduce framework and provided an experimental evaluation. The results demonstrate that our approach can address reasoning over hundreds of millions of facts.

Thereafter, we studied the feasibility of nonmonotonic rule systems over large volumes of semantic data. In particular, we considered defeasible reasoning over RDF, and ran experiments over real data. Our results demonstrate that such reasoning scales very well. In particular, we have shown that nonmonotonic reasoning is not only possible, but can compete with state-of-the-art monotonic logics. To the best of our knowledge, this is the first study demonstrating the feasibility of inconsistency-tolerant reasoning over RDF data using mass parallelization techniques.

In future work, we intend to run extensive experiments to test the efficiency of multi-argument defeasible logic which, as we explained, needs multiple passes in MapReduce, as well as to study the effect of introducing increasingly complex defeasible rule sets, like those used in [28]. Our expectation is that this case will also turn out to be fully feasible.

In the longer term, we intend to apply the MapReduce framework to more complex knowledge representation methods, such as Answer-Set programming [32] and ontology dynamics (including evolution [33], diagnosis, and repair [1]) approaches.
based on validity rules (integrity constraints). These problems are closely related to inconsistency-tolerant reasoning, as violation of constraints may be viewed as a logical inconsistency.

Another potential area that may benefit from this work is AI Planning. Here the most competitive modern planning engines work by first grounding planning operators (which in general are made up of multi-argument predicates) into thousands of ground operators called actions. The pre- and post-condition structure of these actions gives rise to planning dependency graphs also manifested as causal graphs [34]. Given the nonmonotonic nature of planning, in our future work we plan to apply the techniques developed here to help stratify large action databases, in order to leverage massively parallel computation to speed up goal achievement and hence plan construction.
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