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Abstract 

The isolation of graphene and other materials of atomic width caused intense interest in two – 

dimensional (2D) crystals. In the family of 2D materials, which is continuously growing, special place is held 

by the transition metal dichalcogenides MX2 where M=Mo or W and X= S, Se, Te, materials that are widely 

used in catalysis or as lubricants. Transition metal dichalcogenides, have been extensively studied due to the 

fact that they form a huge variety of structures, such as fullerenes, nanotubes, nanoribbons etc, while at the 

same time they present a huge field of applications from opto–electronics (for example in photovoltaics) to 

complex chemical reactions, such as water splitting, and biomedical applications such as drug delivery.  

In this PhD thesis we study the electronic properties of quasi one – dimensional nanostructures of 

TMDs. We begin by studying model S structures in the tight – binding approximation, in order to obtain 

insight into the electronic structure of S compounds. With Density Functional Theory as implemented by the 

open – source grid based projector augmented wave method (GPAW), we perform ab – initio calculations for 

the stability and electronic properties such as the edge energy, the density of states and the bandstructure. We 

find that  MoS2, MoSe2, WS2 and WSe2 nanoribbons present metallic states localized at the edges, which 

present a 2D band gap crossing, similar to topological insulators. From the wavefunctions at the edge we 

examine the physics of the metallic states according to Shockley theory and we find that the broken 

periodicity due to the edge formation is responsible for the electron localization.  

Finally,  with the introduction of defects such as oxygen atoms and hydroxyl radicals in our structures, 

we study a more realistic behavior of our materials when they interact with atmosphere and we find that the 

electronic properties of 1D TMDs are robust against environmental conditions, as opposed to the 2D 

semiconducting energy gap which undergoes a red shift.  
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Grid – based projector augmented wave method  GPAW 

Grid points       gpts 

Highest occupied molecular orbital    HOMO 

Hydrogen evolution reaction     HER 

Linear combination of atomic orbitals   LCAO 

Local density approximation     LDA 

Local spin density approximation    LSDA 

Lowest unoccupied molecular orbital    LUMO 
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Chapter 1 

Introduction  

 
1.1 Introduction to TMDs 

 

 Since the isolation of graphene other layered materials have been intensively studied, with 

transition metal dichalcogenides (TMDs) of the type MX2 (M=transition metal and X=chalcogen) being 

of particular interest, due to their unique electronic properties[1-3]. Such materials include MoS2, WS2, 

MoSe2 and WSe2 which both in 2D and 3D formations present semiconducting character[4-10], while in 

the case of MoS2 there is strong evidence that in the quasi-1D structures, the material is metallic[11-13].  

 Apart from being a model system for the structure of edges, MoS2 nanoribbons have been 

studied extensively as they offer a unique electronic structure that combines features of MoS2 and 

graphene. Bollinger et. al, [12,13] predicted the existence of metallic edge states in MoS2 nanoribbons 

using electronic structure calculations. Ridolfi et al., [14] studied the effect of short and long-range 

disorder on MoS2 zig-zag nanoribbons, and found that the metallic states are robust against structural 

disorder. TMD nanoribbons were later synthesized by  Camacho-Bragado et al.. attached to MoO3 

clusters [15]  and by Wang et al., [16] inside carbon nanotubes. In this paper Wang et al., included DFT 

calculations that showed spin polarization at EF for MoS2 nanoribbons with a fully saturated Mo edge by 

Sulfur atoms. Theoretical studies also include the work of Li et al., [17] who performed spin-polarized 

calculations and predicted that zig-zag MoS2 nanoribbons are magnetic and are more stable than 

triangular nanoclusters, Kou et al., [18] who showed that strain and applied electric field can alter 

dramatically both magnetic and electronic behavior, and Kim et al., [19] who found that armchair 

nanoribbons can be stabilized by H adsorption and possess a semiconducting character with strong 

excitonic effects. Presence of metallic edges seems to be a general feature of hexagonal 2D materials 

[20,21]. In previous work [22], we reported that the metallic edges alter the dielectric permittivity of the 

nanoribbons and that the spatial extent of this effect is around 5 Å from the edge of the material. Finally, 

MoS2 nanoribbons could play a key role in the hydrogen evolution reaction [23,24], and graphene support 

enhances these features [25,26]. Yu et al., [27] verified the tunability of edge states through the use of 

external electric fields and hydrogen absorption. 

 Although the stability of metallic states in MoS2 and their electronic structure is well established 

[13,28], little is known about nanoribbons of MoSe2, WS2 and WSe2. In this research our main goal is to 

address two issues regarding the thermodynamic stability and the electronic structure in all four common 

TMD nanoribbon edges. First we examine the thermodynamic stability of various edge reconstructions 

under relevant experimental conditions in chalcogen reach environment. Second we study the electronic 

structure of quasi – 1D nanoribbons and we examine how robust the edge-related metallic states are and 

what is the position of the Fermi level of the metallic region relative to the Fermi level of the 2D bulk.  

We find that all TMD nanoribbons present metallic edges and we analyze our results  using the Shockley 

theory. Finally, we repeat our calculations for TMD nanoribbons in O/OH reach environment and we find 

that the metallic edges are robust even in the case of environmental exposure.  

 

1.2 Structural properties of TMDs 
 

Transition metal dichalcogenides (TMDs) are highly anisotropic crystalline layered materials with 

a structure similar to graphite. In bulk formation TMDs consist of hexagonal MX2 layers  (M=transition 

metal and X=chalcogen) which are weakly coupled with Van der Walls interactions [1,2], creating a 

structure that can be easily exfoliated for the extraction of few layers or even a 2D TMD monolayer. This 

procedure is benefited by the difference of the strength between the interlayer and intralayer bonds. A 

monolayer consists of atoms bounded with a strong mix of ionic and covalent bonds [3].  Figures 1.2a 

and 1.2.b offer a schematic representation of the bulk and 2D structures. 

Section 1.1 is subjected to copyright. Copyright 2017 by the American Physical Society. For full bibliographic  

citation see page 96, reference 66. 
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Figure 1.2: (a) Side view of the 3D structure of layered TMDs presenting the Chalcogen-Metal-Chalcogen 

stacking of trigonal prisms. Reprinted figure by permission from John Wiley and Sons: Roldan, J. A. Silva-Guillén, 

M. Pilar López-Sancho, F. Guinea, E. Cappelluti and P. Ordejón, Electronic properties of single-layer and 

multilayer transition metal dichalcogenides MX2 (M=Mo, W and X=S, Se), Annalen der Physik, 526, 347-357, 

2014. Copyright 2014 by WILEY‐VCH Verlag GmbH & Co. KGaA, Weinheim [3]. (b) Top and side view of a 

TMD monolayer (2D). Reprinted figure by permission from Springer Nature Customer Service Centre GmbH: 

Nature Publishing Group, Nature Chemistry, 5 263-275, The chemistry of two-dimensional layered transition metal 

dichalcogenide nanosheets, Nature Chemistry, M. Chhowalla HS Shin, G. Eda, LJ Li, KP Loh and H. Zhang, 2013 

[29].  In both figures yellow color represents the chalcogen atoms (A) while blue the metals(b). 

 

 Depending the composition of the material the thickness of each layer vary from 3.1 Å in the case 

of MoS2 to 3.2 Å for WSe2. The interlayer distances lie in the same range, while the bond lengths between 

metal and chalcogen atoms in the same layer ranges between 1.5 Å and 1.6 Å [30]. 

 

1.3 Physical properties and applications 
 

As opposed to the zero–gap semi–metallic graphene [31], MX2 (M=Mo, W and X=S, Se) in both 

3D and 2D formations are semiconductors [4,6-9,32-34]. However, when lowering dimension, the gap 

turns from indirect to direct [4-5,7-9,33-34]. This unique property was explained by performing 

bandstructure calculations for TMDs at different dimensions [3,10,35]. These studies showed that 

decreasing the number of layers in the bulk structure of TMDs causes a blue shift of the indirect energy 

gap, which eventually when we have only a single – layer the gap becomes direct. The blue shift of the 

energy gap in MoS2 is shown in figure 1.3.1. Similar shifts were observed in all semiconducting 

transition metal dichalcogenides. The increase in the numerical values of energy gap in the four most 

common TMDs (MoS2, MoSe2, WS2 and WSe2), when lowering the dimension from 3D to 2D, is 

presented in table 1.3.   

(a)             (b)     
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Figure 1.3.1: Theoretical calculation of the bandstructure of MoS2 showing the blue shift of the energy gap. 

Different graphs correspond to different number of layers in the calculation. In all graphs red and blue curves show 

the highest occupied and lowest unoccupied levels respectively. The energy gap is shown with arrows, while the 

Fermi level is set at 0 eV. Reprinted figure by permission from Springer Nature Customer Service Centre GmbH: 

Nature Publishing Group, The European Physical Journal B - Condensed Matter and Complex Systems, 85, 186, 

Electronic structure of transition metal dichalcogenides monolayers 1H-MX2 (M=Mo, W; X=S, Se, Te) from ab 

initio theory: new direct gap semiconductors,  A. Kumar and P. K. Ahluwalia, 2012. [35] 

 

 

 Eg (eV)  Bulk (3D) Eg (eV)  2D 

MoS2 1.20 1.69 

MoSe2 1.09 1.51 

WS2 1.35 1.85 

WSe2 1.23 1.63 

Table 1.3: Table of values of the energy gaps of MX2 TMDs. In the bulk form the values presented here are 

experimental and the gap is indirect at the Κ-Γ direction of the Brillouin zone [33]. In the 2D structure TMDs the 

values were calculated theoretically with GGA and the semiconducting gap is direct and found at the Κ point of the 

Brillouin zone [10]. 

 

 

 

In 2010, Mak et al., examined the effect of the tunable gap in MoS2 with photoluminescence (PL) 

[4]. The results showed that the monolayer MoS2 presents intense light emission by a factor of more than 

104 compared to the bulk material (see Fig.: 1.3.2). The intense photoluminescence occurs at energy of 
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1.9eV, which lies in the region of visible spectrum suggesting that MoS2 is a great candidate for 

optoelectronic applications such as photovoltaics.  

The application of transition  metal dichalcogenides in the industry is not something new, for 

example MoS2 has been widely used for decades as a lubricant. The introduction of  a variety of 

nanostructures (nanosheets, nanoribbons, nanotubes, etc..) with intriguing physical properties has 

attracted great interest in the scientific community only recently [36-65]. In 2013 Zhang et al., performed 

theoretical calculations on zig–zag WS2 nanoribbons and observed magnetic moment fluctuations when 

the structure undergoes strain [59]. Lin et al. in 2014 suggested that after nanotube unzipping WS2 could 

be a great candidate for hydrogen evolution reaction [60]. Finally, recent  studies on Molybdenum 

Disulfide indicate the presence of metallic character in 1D nanoribbons [11-13,22,67-69]. Helveg et al., in 

2000 noticed with scanning tunneling microscopy of MoS2 nanoclusters on Au substrate, an intense 

yellow brim [11]. Bollinger et al., in 2001  simulated with DFT an MoS2 stripe and concluded that this 

brim occurs due to metallic edge states crossing the band gap of the 2D material [12]. The MoS2 

nanoclusters are shown in figure 1.3.3. 

 

 

 

  
 

 

 

 

 

 

 

 

 

 
Figure 1.3.2: Comparison of the photoluminescence (PL) spectra of bilayer and single  –  layer MoS2 showing the 

intense PL of the monolayer at 1.9 eV. Reprinted figure with permission from K. F. Mak, C. Lee, J. Hone, J. Shan 

and T. F. Heinz, Atomically thin MoS2 : a new direct – gap semiconductor, Physical Review Letters, 105,  136805, 

2010. Copyright 2010 by the American Physical Society. [4] 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1.3.3: (left) STM imaging of MoS2 nanoclusters on Au (111) substrate. (right) Zoomed figure on one MoS2 

nanocluster showing the intense yellow brim around the edges. Reprinted figure with permission from M. V. 

Bollinger, J. V. Lauristen, K. W. Jacobsen, J. K. Nørskov,  S.Helveg and F. Besenbacher , One-Dimensional 

Metallic Edge States in MoS2 , Physical Review Letters, 87, 196803, 2001. Copyright 2001 by the American 

Physical Society. [12] 
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In this study we examine four semiconducting MX2 TMDs (MoS2, MoSe2, WS2, WSe2) with ab – 

initio calculations in the quasi 1D nanoribbon structure and we present our findings on the electronic 

properties of nanoribbons with various widths, different edge configurations and in the presence of 

chalcogen [66], oxygen and hydroxyl environments.  

 This PhD thesis is organized as follows: In chapter 2, we introduce the theoretical and 

computational methods used in this study (Density Functional Theory and Tight – Binding 

Approximation). Then perform simulations of model S structures, with both methods, to obtain insight 

into the electronic structure of S compounds and perform a comparison between DFT and TBA in terms 

of accuracy and time consumption (chapter 3). In chapter 4, we perform DFT calculations for the stability 

and electronic properties (such as density of states and bandstructure) of MoS2, MoSe2, WS2 and WSe2 

nanoribbons. For each material, we consider seven nanostructures that vary in width and edge 

reconstruction by the addition of various numbers of extra chalcogen atoms (from zero to four) and we 

present a comparison of electronic properties between the 1D and 2D materials. In all cases we find that 

our materials present metallic edges, the physics of which is described in chapter 5 according to the 

Shockley theory. Finally, we examine the same electronic properties in 1D and 2D TMDs, by simulating 

environmental conditions in an oxygen/hydroxyl reach environment. Our results show that the metallic 

edges are robust even in the presence of Oxygen atoms or Hydroxyl radicals, as opposed to the 

semiconducting character of the bulk structure which after oxidization undergoes a red shift and the gap 

turns from direct to indirect.  
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Chapter 2 

Theoretical and computational methods  

 2.1 Schrödinger equation 

 The study of phenomena that occur on atomistic level, such as light – matter interactions or the 

formation of chemical bonds requires the solution of the Schrödinger’s equation which is a very complex 

problem. For that reason, several approximations have been developed such as the ones we use in this 

PhD thesis, Density Functional Theory and Tight – Binding Approximation. However, depending on the 

properties that we aim to study, we need to consider which method is the optimum choice. For example, a 

calculation of a bandstructure done with DFT, although accurate, it is a very demanding project itself 

even in the case of periodic structures, with no spin polarization taken under consideration. On the other 

hand, with TBA we can perform a full calculation very fast even in large systems where the periodicity is 

affected by impurities. In this chapter we describe Density Functional Theory and Tight – Binding 

approximation DFT and TBA and the computational methods that we used for each theory.  

Schrödinger’s equation describes quantum phenomena, including those that occur in the matter due 

to the nuclei – electron interactions among others. When an electronic structure simulation is performed, 

the modeling of these interactions is required.  

 

The general Schrödinger equation or time – dependent  (SE) is: 

 

�̂�𝛹 = 𝑖ℏ
𝜗

𝜗𝑡
𝛹 , 

 

where the Hamiltonian term  Ĥ  corresponds to the energy operator and Ψ  is the wavefunction. In 

ground state calculations such as Density Functional Theory (see section: 2.2) time – dependence is not 

important, and we are only interested in the lowest-energy eigenstate of the Hamiltonian. The 

Hamiltonian is calculated according to next equation in which the first two terms refer to the kinetic 

energy of the ions and electrons respectively, while the following terms present the potential energy of 

each interaction.  

 

�̂� = ∑−
ℏ2

2𝑀
∇𝐼

2 + ∑−
ℏ2

2𝑚
∇𝑖

2

𝑖𝐼

+
1

2
∑

𝑒2

4𝜋휀0

1

|𝑟𝑖⃑⃑ − 𝑟�⃑⃑� |𝑖𝑗

+ 

+
1

2
∑

𝑄𝐼𝑄𝐽

4𝜋𝜀0

1

|𝑅𝐼⃑⃑⃑⃑ −𝑅𝐽⃑⃑ ⃑⃑  |𝐼𝐽 −
1

2
∑

𝑒𝑄𝐼

4𝜋𝜀0

1

|𝑟𝑖⃑⃑⃑  −𝑅𝐼⃑⃑⃑⃑ |𝑖𝐼    ,  

 

where, 𝑟𝑖⃑⃑ , 𝑟�⃑⃑�  and 𝑅𝐼
⃑⃑⃑⃑ , 𝑅𝐽

⃑⃑⃑⃑  refer to positions of electrons and nuclei respectively. 

Solving the time - independent Schrödinger equation still remains difficult and necessary approximations 

need to be done, such as the Born – Oppenheimer approximation. 

 

2.1.1 Born – Oppenheimer approximation 
 

The Born – Oppenheimer approximation dictates an uncoupled movement of the nuclei and the 

electrons. This assumption is based on the difference between the two masses, leading to a much slower 

movement of the nuclei in contrast to the electrons. Usually the motion of atoms are either ignored (as we 
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do in this work) or taken into account  by means of Newton’s law of motion.  As a result of this 

approximation the Schrödinger’s equation and the Hamiltonian are transformed respectively: 

 

�̂�𝑒𝛹𝑒 = 𝐸𝑒𝛹𝑒 

 

with   𝐸 = 𝐸𝑒 + 𝐸𝑖𝑜𝑛 and  𝐸𝑖𝑜𝑛 = ∑
1

2
𝑚𝐼𝑢𝐼

2 +
1

2
∑

𝑄𝐼𝑄𝐽

4𝜋𝜀0

1

|𝑅𝐼⃑⃑⃑⃑ −𝑅𝐽⃑⃑ ⃑⃑  |𝐼𝐽  

 

�̂� = ∑−
ℏ2

2𝑚
∇𝑖

2

𝑖

+
1

2
∑

𝑒2

4𝜋휀0

1

|𝑟𝑖⃑⃑ − 𝑟�⃑⃑� |
−

1

2
∑

𝑒𝑄𝐼

4𝜋휀0

1

|𝑟𝑖⃑⃑ − 𝑅𝐼
⃑⃑⃑⃑ |

𝑖𝐼𝑖𝑗

 

 

2.2 Density Functional Theory (DFT) 
 

Density Functional Theory (DFT)  is an ab initio computational method which is based on the idea 

of a non uniform spatial electron distribution. In this case in order to determine the system properties all 

we have  to do is take under consideration a function of the electrons arrangement , hence a ground state 

function ( Hohenberg – Kohn theorem [70] ). Also according to the Kohn – Sham equations [71], 

Schrödinger’s equation for an interacting system can be solved if we calculate the potential of a fictitious 

non interacting system with the same density. In the simplified system of DFT we can calculate its 

properties by using the following equations: 

  

Electron density:   𝑁 = ∫𝑛(𝑟 )𝑑2𝑟 , 

 
 

where the electron density 𝑛(𝑟 ) is a functional of the normalized ψ: 

 

𝑛(𝑟 ) = ∑|𝜓(𝑟 )|2
𝑁

𝑖=1

 

 

In this case the Hamiltonian is a functional of electron distribution,   

 

𝐻𝑒 = ∑𝐻[𝑛(𝑟 )]

𝑁

𝑖=1

 

. 

 

The Hamiltonian for  an electron in DFT, is a sum of four parameters: electron kinetic energy and 

three potentials that are due to the electron – nucleus interaction, the electron – electron interaction and 

the exchange – correlation potential, respectively.  

 

𝐻 = −
ℏ

2𝑚
∇2 + 𝑉𝑛−𝑒 + 𝑉𝑒−𝑒 + 𝑉𝑥𝑐 

 

By analyzing the previous equation, we see that the terms of the first two potentials are easily 

calculated by the following equations:  
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𝑉𝑒−𝑒 =
𝑒2

4𝜋𝜀0
∫

𝑛(𝑟′⃑⃑⃑⃑ )

|𝑟 −𝑟′⃑⃑⃑⃑ |
𝑑3 𝑟′ ,  𝑉𝑛−𝑒 = ∑

𝑒𝑄𝐼

4𝜋𝜀0

1

|𝑟 −𝑅𝐼⃑⃑⃑⃑ |𝐼 , 

 

and that the presence of the electron density simplifies the process, since there is no need for 

wavefunction calculations in many body systems. However, the last term, which corresponds to the 

exchange – correlation potential, is the most important factor in the density functional theory because it 

corrects the error of the electron self–interaction, which leads to the overestimated electron – electron 

interaction. For the calculation of the XC potential many functionals have been developed. For this thesis 

we used the generalized gradient approximation (GGA). 

 

 

2.2.1 Generalized – Gradient approximation (GGA) 

 
For the purposes of calculating the exchange – correlation potential a use of an appropriate 

approximation is essential. Even though the exact functional for a many body interaction system is 

unknown, there are several approximations with the simplest one being the local density approximation 

(LDA) or in more generalized form, the local spin density approximation approximation (LSDA) [72]. 

The LDA approximation uses the known XC energy of the free electron gas and considers the total XC 

energy of the system as a sum of the local energies in the simulation box, which makes its appropriate for 

density homogeneous systems. Generalized – gradient approximation, however, calculates the total XC 

energy with respect to the density gradient, providing more accurate results in surface simulations [72-

73]. 

 

𝐸𝑋𝐶
𝐿𝐷𝐴[𝑛] = ∫𝑛휀𝑋𝐶

𝑔𝑎𝑠(𝑛)𝑑𝑟   𝐸𝑋𝐶
𝐺𝐺𝐴[𝑛] = ∫𝑛휀𝑋𝐶

𝐺𝐺𝐴(𝑛, ∇𝑛)𝑑𝑟  
 

In GGA the most common functional and the one we use in our study, is the Perdew – Burke – Erzrenhof 

(PBE) [72]. 

 

2.2.2 DFT code  

 For the density functional theory calculations we use the grid – based projector augmented wave 

(GPAW) [74] computational package which is open–source and implements the PAW method created by 

Peter Blöch in 1994[75].  PAW method uses pseudo–wavefunctions which include the core states and by 

considering the frozen core approximation it reconstructs the full wavefunctions and electron density. 

 GPAW uses a real–space uniform grid for the representation of the wavefunctions transforming Ψ 

in Schödinger’s equation to a more complex, yet smoother and easier to calculate wavefunction (see Fig.: 

3.2). From the atomic properties GPAW is developed as a module of the Atomic Simulation Environment 

(ASE) [76], which provides a useful database for atomistic and electronic simulations.  
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Figure 3.2: Schematic representation of 2σ* orbital of CO[77].  

 

 In order to generate accurate results in a theoretical study, one has to set some parameters to 

create a simulation as close as possible to the real structure. In GPAW these parameters are the real–space 

grid, defined by the grid points (g–points) and the grid width, and the number of k–points in the 

reciprocal lattice. 

Grid points are inversely proportional to the grid width, which equals: 

 

ℎ ≈
𝛼

𝑔𝑝𝑡𝑠+1
    ,  α  being the length of the simulation box. 

 

Also, according to Bloch’s theorem, in a periodic system the energy eigenvalues can be described 

as the product of a periodic function, with a period of  𝑢(𝑟 ) and the exponential factor exp (𝑖�⃑� ∙ 𝑟 ) : 

 

𝜓(𝑟 ) = 𝑒(𝑖�⃑� ∙𝑟 )  𝑢(𝑟 ) 

 

That way all the physical properties in the system are periodic functions of the eigenstates of the �⃑�  

vector. We only need to consider �⃑�  vectors inside the primitive unit cell of the reciprocal lattice of the 

system, which is called the Brillouin zone. For example, in order to solve the Schrödinger’s equation for a 

many body problem in one dimension, we just have to take the k points that fall in the range between 

±
𝜋

𝛼
. Again, α is the lattice constant. 

  Although the more grid points and k–points one uses in a simulation, the study will present more 

accurate results, the computation can be very time–consuming. Thus, we have to perform sample 

calculations in order to find the appropriate number of real and reciprocal space points that will generate 

the most accurate results in the minimum time. For example, in most materials, in order to have good 

energy convergence the grid width should be around 0.2 Å. We have confirmed this empirical rule in our 

simulations where the optimum grid spacing was found to be 0.19 Å. All parameters used in our 

simulations will be provided when the corresponding structure is presented. 
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2.3 Tight Binding Approximation  

2.3.1 Introduction 

The tight binding approximation (TBA) [78-81] is based on the theory of linear combination of 

atomic orbital (LCAO), adapted for solving condensed matter problems. According to this theory, one 

can solve the Schrodinger equation by considering the electron wavefunction as linear combination of 

Bloch waves, where each wave corresponds to a specific type of atomic orbital. The key approximation 

of TBA is that only few atomic orbitals are taken into account (usually only p and s) and only electron 

hopping between neighbouring atoms is allowed. In that manner this method simplifies the  construction 

of the Hamiltonian matrix just by considering the overlap of the atomic orbitals in a system. To 

familiarise better with the tight binding approximation it will be useful to consider some examples for 

periodic and non – periodic systems. In the following sections, we will introduce some simple structures 

which will guide us through the mathematical analysis of the tight binding approximation.  

 

2.3.2 Tight Binding Approximation in periodic infinite chain 

First, let’s consider two neighbouring atoms in a 3D crystal structure. According to the tight 

binding approximation when two atoms (A and B) are found in a distance α with each other, the 

corresponding electrons close to the nuclei will feel a potential similar to that of a single atom. However, 

due to the presence of the second atom an overlap of the atomic orbitals will occur leading to a 

wavefunction which is a linear combination of Bloch waves. 

𝛹(𝒓) = ∑ 𝑒𝑖𝒌∙𝑅𝑖𝛷(𝒓 − 𝑹𝑖)𝑖  , 

where 𝛷 corresponds to specific atomic orbitals (s, p, d etc.) and 𝑹𝑖 is the real space translation vector in 

the crystal.  

Now let’s look at the infinite linear chain shown in figure 2.3.2.1. This periodic chain consists of 

atoms at a fixed distance α along the  �̂� direction and atomic orbitals s, px, py and pz.  Due to 

orthogonality the only orbital interactions that will participate in the formation of the molecular orbital, 

are the ones with the same orientation, such as s-px, px-px, py-py etc. 

 

 

 

 

 

 

 

α 

x 

x 

Figure 2.3.2.1: Schematic 

representation of an 

infinite linear chain. In the 

zoomed figure we show 

the s and px, py, pz orbitals. 
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With this criterion in mind and the fact that the Hamiltonian matrix is Hermitian, the construction 

of the Hamiltonian matrix for a periodic linear chain (considering only the first neighbours) is a 4x4 

matrix, where the calculation of the matrix elements is required  for only the five out of sixteen 

(orthogonal elements present zero overlap, plus s-px overlap equals px-s). The Hamiltonian matrix for a 

general basis set s, px, py, pz is given below: 

 

(

 
 

𝐻𝑠𝑠 𝐻𝑠𝑝𝑥
0 0

𝐻𝑝𝑥𝑠 𝐻𝑝𝑥𝑝𝑥
0 0

0 0 𝐻𝑝𝑦𝑝𝑦
0

0 0 0 𝐻𝑝𝑧𝑝𝑧)

 
 

 

Where 𝐻𝑠𝑝𝑥
= 𝐻𝑝𝑥𝑠 . 

Analytically for the interactions we will have: 

𝐻𝑠𝑠 = 〈𝑠; 0|𝐻|𝑠; 0〉 + 〈𝑠; 0|𝐻|𝑠; 𝛼〉𝑒𝑖𝑘𝑥𝛼 + 〈𝑠; 0|𝐻|𝑠; 𝛼〉𝑒−𝑖𝑘𝑥𝛼 

𝐻𝑝𝑥𝑝𝑥
= 〈𝑝𝑥; 0|𝐻|𝑝𝑥; 0〉 + 〈𝑝𝑥; 0|𝐻|𝑝𝑥; 𝛼〉𝑒𝑖𝑘𝑥𝛼 + 〈𝑝𝑥; 0|𝐻|𝑝𝑥; 𝛼〉𝑒−𝑖𝑘𝑥𝛼 

𝐻𝑝𝑦𝑝𝑦
= 〈𝑝𝑦; 0|𝐻|𝑝𝑦; 0〉 + 〈𝑝𝑦; 0|𝐻|𝑝𝑦; 𝛼〉𝑒𝑖𝑘𝑥𝛼 + 〈𝑝𝑦; 0|𝐻|𝑝𝑦; 𝛼〉𝑒−𝑖𝑘𝑥𝛼 

𝐻𝑝𝑧𝑝𝑧
= 〈𝑝𝑧; 0|𝐻|𝑝𝑧; 0〉 + 〈𝑝𝑧; 0|𝐻|𝑝𝑧; 𝛼〉𝑒𝑖𝑘𝑥𝛼 + 〈𝑝𝑧; 0|𝐻|𝑝𝑧; 𝛼〉𝑒−𝑖𝑘𝑥𝛼 

𝐻𝑠𝑝𝑥
= 𝐻𝑝𝑥𝑠  = 〈𝑠; 0|𝐻|𝑝𝑥; 𝛼〉𝑒𝑖𝑘𝑥𝛼 + 〈𝑠; 0|𝐻|𝑝𝑥; 𝛼〉𝑒−𝑖𝑘𝑥𝛼 

Slater and Koster in 1954  [82], proposed the use of known integrals 𝑉𝑠𝑠𝜎, 𝑉𝑠𝑝𝜎, 𝑉𝑝𝑝𝜎, 𝑉𝑝𝑝𝜋, 𝑉𝑠𝑠𝜎 etc., of 

the diatomic molecules for the description of the general 3D integral:       

〈𝛷𝑛
∗(𝒓)|𝐻|𝛷𝑚(𝒓 + 𝑹𝒋)〉 

In the approximation of Harisson, these integrals describe electron sharing between two orbitals in 

neighbouring atoms and are given by: 

𝑉𝑙𝑙′𝑚 = 𝜂𝑙𝑙′𝑚

ħ2

𝑚𝑒𝑑
2
 

Where d is the distance between atoms (in our case d=α), l and l’ refer to the orbital types of atoms A and 

B, m corresponds to the quantum number and  me is the electron mass respectively[83]. The graphical 

representation of the orbital interactions in our linear chain is shown in figure 2.3.2.2.  

 

 



 

 

29 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

The dimensionless coefficients 𝜂𝑙𝑙′𝑚 in the diatomic molecule integrals depend on the structure 

of the unit cell. Froyen and Harisson in 1979 extracted the values of these coefficients for cubic and 

tetarhedral structures by equating band energies from LCAO and free – electron theory [84]. The 

theoretical values of 𝜂𝑙𝑙′𝑚 are given in table 2.3.2. 

 

 Simple cubic 

structure 

Tetrahedral 

structure 

𝜂𝑠𝑠𝜎  -1.23 -1.39 

𝜂𝑠𝑝𝜎  1.90 1.84 

𝜂𝑝𝑝𝜎  3.70 3.24 

𝜂𝑝𝑝𝜋  -1.23 -0.93 

Table 2.3.2: Theoretical values for the dimensionless coefficients 𝜂𝑙𝑙′𝑚 as obtained from the calculations for 

simple strcutures by Froyer and Harisson [83]. 

 

 Using the integrals for the diatomic molecule with s and p orbitals from Slater and Koster and by 

substituting the resulting  𝐻𝑛𝑚 elements in the Hamiltonian matrix, the matrix  for this linear infinite 

chain is then tranformed to:  

 

𝑉𝑝𝑝𝜋  
x 

z z 

Figure 2.3.2.2: Graphical 

representation of the s and p 

orbitals that participate in the 

formation of molecular 

orbitals in a periodic linear 

chain in the 𝑥 direction. In all 

p orbitals the positive value 

is shown with purple color, 

while the negative with 

white.  

𝑉𝑠𝑠𝜎  
𝑉𝑠𝑝𝜎  

𝑉𝑝𝑝𝜎  𝑉𝑝𝑝𝜋  x 

x 

x 

x 

y y 
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 Single – electron energies are simply the eigenvalues of the matrix above. Similarly, we can 

construct the hamiltonian matrix for any possible structure (3D, 2D). However, depending on the 

structure, periodic/non–periodic, linear or cyclic, we have to consider some other factors. For example, 

for a structure similar to  cyclohexane which is not periodic and presents a chair conformation, we 

calculate the Hamiltonian matrix by analysing the three p orbitals to the three axis using direction cosines  

and since there is no periodicity the Hamiltonian matrix elements will be only a function of the diatomic 

molecular integrals 𝑉𝑙𝑙′𝑚 . In the next section we will present this procedure using the solid Sulfur 

hexagonal structure as an example. 

 

2.3.3 Tight Binding Approximation in hexagonal Sulfur – A non periodic structure 

 Lets consider now a different case where we impliment the tight binding approximation. In this 

case we will consider a hexagonal non periodic system and we will use the structure of Sulfur shown in 

figure 2.3.3.1.  

  

 

 

 

 

  

From figure 2.3.3.1 it is obvious that  not all atoms are on the same plane and that the cyclic 

configuration causes a rotation of the atomic orbitals along the vertical axis that goes through the center 

of the structure. The Hamiltonian matrix is now a 24x24 matrix, which consists of 4x4 blocks 

corresponding to each neibourghing interactios. Notice that in the matrix shown below the first block 

corresponds to the first atom (A), while the second describes the bond between atoms A and B. Hence the 

two elements shown here with 𝐻𝑠𝑠 , although both refer to s orbitals, are not equal in numerical values.  

 

(

 
 

휀𝑠𝑠(0) + 2𝑉𝑠𝑠𝜎cos (𝑘𝑥𝛼) 2𝑉𝑠𝑝𝜎isin (𝑘𝑥𝛼) 0 0

2𝑉𝑠𝑝𝜎isin (𝑘𝑥𝛼) 휀𝑝𝑥𝑝𝑥
(0) + 2𝑉𝑝𝑝𝜎cos (𝑘𝑥𝛼) 0 0

0 0 휀𝑝𝑦𝑝𝑦
(0) + 2𝑉𝑝𝑝𝜎cos (𝑘𝑥𝛼) 0

0 0 0 휀𝑝𝑧𝑝𝑧
(0) + 2𝑉𝑝𝑝𝜎cos (𝑘𝑥𝛼))

 
 

 

Figure 2.3.3.1: Side view of 

a non periodic ring structure.  
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(

 
 
 
 
 
 
 
 

𝐻𝑠𝑠 0 0 0 𝐻𝑠𝑠 𝐻𝑠𝑝𝑥
𝐻𝑠𝑝𝑦

𝐻𝑠𝑝𝑧
⋯

0 𝐻𝑝𝑥𝑝𝑥
0 0 𝐻𝑝𝑥𝑠 𝐻𝑝𝑥𝑝𝑥

𝐻𝑝𝑥𝑝𝑦
𝐻𝑝𝑥𝑝𝑧

⋯

0 0 𝐻𝑝𝑦𝑝𝑦
0 𝐻𝑝𝑦𝑠 𝐻𝑝𝑦𝑝𝑥

𝐻𝑝𝑦𝑝𝑦
𝐻𝑝𝑦𝑝𝑧

⋯

0 0 0 𝐻𝑝𝑧𝑝𝑧
𝐻𝑝𝑧𝑠 𝐻𝑝𝑧𝑝𝑥

𝐻𝑝𝑧𝑝𝑦
𝐻𝑝𝑧𝑝𝑧

⋯

𝐻𝑠𝑠 𝐻𝑠𝑝𝑥
𝐻𝑠𝑝𝑦

𝐻𝑠𝑝𝑧
𝐻𝑠𝑠 0 0 0 ⋯

𝐻𝑝𝑥𝑠 𝐻𝑝𝑥𝑝𝑥
𝐻𝑝𝑥𝑝𝑦

𝐻𝑝𝑥𝑝𝑧
0 𝐻𝑝𝑥𝑝𝑥

0 0 ⋯

𝐻𝑝𝑦𝑠 𝐻𝑝𝑦𝑝𝑥
𝐻𝑝𝑦𝑝𝑦

𝐻𝑝𝑦𝑝𝑧
0 0 𝐻𝑝𝑦𝑝𝑦

0 ⋯

𝐻𝑝𝑧𝑠 𝐻𝑝𝑧𝑝𝑥
𝐻𝑝𝑧𝑝𝑦

𝐻𝑝𝑧𝑝𝑧
0 0 0 𝐻𝑝𝑧𝑝𝑧

⋯

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋱)

 
 
 
 
 
 
 
 

 

 

For the calculation of the matrix elements we consider a second cartesian system for the orbitals 

of atom B in reference to the orbitals of atom A. Figure 2.3.3.2 presents typical examples of the the 

analysis of atoms’ B orbitals in response to the atom A. 

 

 

                                

                  

               

          

           

       

           

               

            

           

        

The matrix elements for the corresponidng interactions of a cyclic non periodic stucture shown in 

figure 2.3.3.2, are given bellow. Similarly, we calculate the remaining components. 

𝐻𝑠𝑝𝑥
= 𝑉𝑠𝑝𝜎𝑐𝑜𝑠𝜃         

θ 

θ 

θ 

Figure 2.3.3.2: Schematic representation of 

the overlapping atomic orbitals in a non linear 

geometry. The interactions shown here 

represent s-px, px-px and px-py interactions. 

Similar figures are created for the remaining 

py-py,pz-pz, py-pz and px-pz interactions.  

A 

A 

B 

φ 

φ 

φ 

A 

B B 
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𝐻𝑝𝑥𝑝𝑥
= 𝑉𝑝𝑝𝜎𝑐𝑜𝑠

2𝜃 + 𝑉𝑝𝑝𝜋𝑠𝑖𝑛
2𝜃 

𝐻𝑝𝑥𝑝𝑦
= 𝑉𝑝𝑝𝜎𝑐𝑜𝑠𝜃𝑐𝑜𝑠𝜑 − 𝑉𝑝𝑝𝜋𝑐𝑜𝑠𝜃𝑐𝑜𝑠𝜑   ,  where : 𝜃 =

𝜋

2
− 𝜑  

⋮ 

⋮ 

In both previous examples we have shown a typical procedure for the calculation of a 

bandstructure through tight binding approximation. Although mathematical analysis can be a 

painstacking process depending on what structure we have and how many orbitals need to be considered, 

the most difficult part is the calculation of the diatomic molecule integrals. A solution to that problem is 

to consider the 𝑉𝑙𝑙′𝑚 integrals as parameters in the calculation and perform a fit of the energy 

eigenvalues to the ones calculated from a more accurate method such as DFT. In the next chapter we 

perform such calculations for hypothetical stuctures using the grid–based projector augmented wave 

computational method (GPAW) [77]. 

 

2.3.4 Tight – Binding code 

For the tight – binding calculations, we use our own codes, developed during the course of this 

thesis. The codes are written in python and use the ASE library [67] to handle the atomic positions. The 

tight – binding scheme of Harisson [73] is employed, where the various 𝜂 parameters (see section 2.3.2) 

can be modified in order to fit DFT results. Diagonalization of Hamiltonian and parameter fitting is done 

by means of numpy and scipy packages. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

33 
 

  

CHAPTER 3 
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Chapter 3 

Simulations of model S structures 

3.1 Introduction 

 In this chapter we perform calculations for the bandstructure for several hypothetical structures, 

periodic and non–periodic, with DFT and tight binding approximation and we find the appropriate  

𝜂𝑙𝑙′𝑚 values for the calculation of the   𝑉𝑙𝑙′𝑚 integrals. For the density functional theory calculations we 

use the open–source GPAW [77]computational package and the Atomic Simulation Environment (ASE) 

[76]. We construct multiple structures with both methods and fit our TBA energy eigenvalues results to 

the those from DFT.   

For the selected structures we were inspired from materials that we used in the nanoribbon study, 

that we will present later in this PhD thesis. For example, the main unit cell of solid Sulfur consists of 

three six–membered rings, while the metastable α–monoclinic formation of Selenium consists of three 

eight–membered rings [84]. For the hypothetical structures we created unit cells that consint only of one 

six–membered or eight–membered ring. Other formations where a simple linear chain (periodic and non–

periodic), a zig–zag chain and a structure that consists of four atoms similar to the edge of transition 

metal dichalcogenide nanoribbons (TMDs) shown in section 4.2.5. In our research we found that TMD 

nanoribbons present metallic edge states that show a topological – insulator like behavior [66]. Here we 

aim to examine the band topology with tight – binding approximation for the d and p orbitals of the 

valence electrons in MX2 (M=Mo, W, X=S, Se).  Starting with the Sulfur structures (with s and p 

orbitals) we hope to find universal values of the 𝜂𝑙𝑙′𝑚 parameters and the atomic terms 휀𝑠𝑠 and 휀𝑝𝑝 for 

all the possibble structures and then implement the TBA in our nanoribbons to further analyze their 

complex band – structures.  

Our research follows three steps. First we construct multiple hypothetical structures which consist 

of s and p orbitals, using the GPAW method and we calculate the energy eigenvalues. Then we perform a 

tight binding calculation for the energy eigenvalues of the same structures and finally using the 

Levenberg – Marquardt algorithm [85], we perform a non – linear  fit of these energies to the DFT results 

in order to extract the appropriate values for the  𝜂𝑙𝑙′𝑚 parameters in  the   𝑉𝑙𝑙′𝑚 integrals and the atomic 

terms 휀𝑠𝑠 and 휀𝑝𝑝.  

 

3.2 Infinite linear chain 

 

 The first simulation that we perform is the calculation of the bandstructure of a periodic infinite 

linear chain consisting of Sulfur atoms, with s and p orbitals. For the construction of the linear chain with 

DFT we use a tetragonal unit cell with lattice constast α=2.05 Å consisting of only one Sulfur atom and 

we impose periodic boundary conditions along  �̂� axis. The lattice constant α corresponds to the S-S bond 

length as taken from webelements database [86]. A vacuum of 12 Å was imposed along axis �̂� and z. In 

GPAW, a parameter that is important for the good energy convergence is the number of electron bands 

used in the calculation. In other chapters of our study we introduce much more unoccupied bands than the 

actual number of the antibonding bands. Here, since we aim to compare our results to TBA the number of 

bands is set exactly to the number of orbitals in the calculation, i.e. nbands=4.  Also in order to compare 

our DFT bandstructure results to TBA we use (10x1x1) k–points in the reciprocal lattice and (12x72x72) 
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g–points for the real space grid. The (10x1x1) k–points are equivalent with the formation of a non–

periodic linear chain consisting of ten atoms, such as the chain presented in the next section. The unit cell 

used in our calculation is shown in figure 3.2.1. 

 

 

  

 

 

 

 

Figure 3.2.1: Schematic representation of the periodic linear chain used in our simulations. The axis shown here 

are color–coded as such; �̂�axis is shown in red,  𝑥 axis in green and  �̂� in blue. 

 

 Following the procedure explained in chapter 2 subsection 2.3.2 we construct the Hamiltonian 

matrix  for the same structure and we develop a code that calculates the energy eigenvalues as a function of the 10 

k–points. Finally, we fit our results for the tight binding calculation to the resulting eigenvalues from DFT and we 

find the appropriate 𝜂𝑙𝑙′𝑚  and 휀𝑠𝑠 , 휀𝑝𝑝values for an accurate bandstructure calculation through TBA. 

The calculated bandstructure and the energy eigenvalues as a function of level number are presented in 

figures 3.2.2a,b. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.2.2: (a) Comparison of the bandstructure of an infinite linear chain, calculated with DFT and TBA as a 

function of the k vector in the reciprocal lattice. (b) Energy eigevalues as a function of level (molecular orbital) 

number for the same structure. In both figures the symbols presenting the energy eigenvalues are color–coded 

according to the calculation method (DFT and TBA are shown with orange and purple circles respectively, while 

red trangles correspond to our results after the fit).  
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 From figure 3.2.2a we see that even though we have four atomic orbitals in the calculation, thus 4 

bands, in the graph only three are obvious at each k–point. This results suggests a degeneracy of two 

bands in all cases. A closer look to figure 3.2.2b shows clearly the presence of degeneracy. To perform 

the data fit we begin with the values of  𝜂𝑙𝑙′𝑚  and 휀𝑠𝑠 , 휀𝑝𝑝 suggested by Harisson for a tetragonal cell 

[83] and allow our TBA results to perform an ubounded fit to the DFT calculation. The red triangles in 

both graphs show that our fit is in very good agreement with the energy eigenvalues found with GPAW. 

Table 3.2.1 presents the initial and final values used in our fit calculation. 

 

 

ηssσ ηspσ ηppσ ηppπ εs εp ΔΕ (all/EF) 

-1.39 i 1.88 i 3.24 i -0.93 i -20.80 i -10.27 i 
0.07/0.18 

-0.39 f 1.19 f 0.77 f -0.47 f -14.88 f -7.36 f 
Table 3.2.1: Table of the initial (i) and final (f) TBA parameters as derived from the fit calculation. In last column 

we present the deviation error as calculated taking under consideration all data points or only the energy 

eigenvalues at a range ±5 points around the Fermi level at -4.76eV. 

 

 

3.3 DFT and TBA for non periodic stuctures 

 

 

 Here we perform calculations for the energy bandstructure in a variety of non–periodic structures 

with DFT and according to the TBA method analyzed in chapter 2 subsection 2.3.3. In this study as 

mentioned in the introduction of this chapter, we simulate various hypothetical structures such as; linear 

and zig–zag chains, hexagonal and octagonal rings and a four – atom  structure similar to the nanoribbon 

edge presented later in section 4.2.5. Again we consider only atoms with s and p orbital (ex. S or Se) and 

draw a fit of the eigenvalues in order to find the most suitable 𝜂𝑙𝑙′𝑚 , 휀𝑠𝑠  and  휀𝑝𝑝 parameters for an 

accurate energy bandstructure calculation with tight binding approximation.  

As opposed to the previous section, we perform multiple calculations starting from different 

numerical values of these parameters in order to find universal values that give good results in all 

structures. Table 3.2.2 in the end of this section presents the initial and final parameters for our 

calculations shown in the corresponding figures. These results present only selected examples of the 

much more many calculations we  performed for the data fit (~30 calculations per structure that did not 

provide good results). In all cases a vacuum of 12 Å is imposed along all directions and the number of 

bands is set to the number of atoms × four orbitals. Figures 3.3.1 to 3.3.2 present our results for energy 

eigenvalues of all structures through DFT and TBA and the corresponding fits. 
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Figure 3.3.1: Comparison of the energy eingevalues of a non periodic linear chain consisting of 10 atoms, 

calculated with DFT and TBA as a function of energy level number. In both figures red triangles show the TBA 

energy eigenvalues after fitting the data to DFT. The initial  𝜂𝑙𝑙′𝑚 , 휀𝑠𝑠  and  휀𝑝𝑝   in figures (a) and (b) where taken 

from Harisson and from the medium value of ring structures (mr) respectively. Table 3.2.2 presents a collection of 

the initial and final TBA parameters. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.3.2: Same as figure 3.3.1 for the structure of a non periodic zig–zag chain consisting of 10 atoms. Notice 

that in this case the range in the �̂� axes differs in graphs (a) and (b). This difference is due to the lowering of the 

TBA energy values at highest orbitals. 
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Figure 3.3.2.3: : Comparison of the energy eingevalues for a hexagonal ring stucture calculated with DFT and 

TBA as a function of energy level number. In both figures the initial  𝜂𝑙𝑙′𝑚 , 휀𝑠𝑠  and  휀𝑝𝑝   where taken from 

Harisson. Red triangles present the TBA energy eigenvalues after fitting the data to DFT. In figure (a) all data 

points where considered in the fit, while in figure (b) we selected specific values at a range close to the Fermi level. 

Table 3.2.2 presents a collection of the initial and final TBA parameters. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.3.4: Comparison of the energy eingevalues for an octagonal ring structure, calculated with DFT and TBA 

as a function of energy level number. In both figures red triangles show the TBA energy eigenvalues after fitting 

the data to DFT. The initial  𝜂𝑙𝑙′𝑚 , 휀𝑠𝑠  and  휀𝑝𝑝   in figures (a) and (b) where taken from Harisson and from the 

final parameters in the case of four atoms (in table 3.4.4. noted as “edge”).  
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Figure 3.3.5: : Comparison of the energy eingevalues for a four atom structure (edge), calculated with DFT and 

TBA as a function of energy level number. In both figures the initial  𝜂𝑙𝑙′𝑚 , 휀𝑠𝑠  and  휀𝑝𝑝   where taken from 

Harisson. Red triangles present the TBA energy eigenvalues after fitting the data to DFT. In figure (a) all data 

points where considered in the fit, while in figure (b) we selected specific values at a range close to the Fermi level. 

Table 3.2.2 presents a collection of the initial and final TBA parameters  

 In our calculations we have consider only interactions between first neighbouring atoms (d<3.0Å). 

We performed several calculations for the fit selecting specific number of points. Because we are 

interested in electronic properties in some cases we focus our fit in the energies around  the Fermi level. 

Our results after the fit show very good agreement for the energy eigenvalues with the DFT calculations 

and confirm that both TBA and DFT can provide accurate descriptions of the energy band – structure. 

This is further confirmed by the calculation of the deviation error provided in table 3.2.2, where in most 

cases the energy deviation is found in the third decimal point.  However, our search for universal 𝜂𝑙𝑙′𝑚 , 

휀𝑠𝑠  and  휀𝑝𝑝 values even after a huge amount of test calculations, was unsuccessful. Hence, a 

description of the band – structures of all the nanoribbons studied later in our research, would require 

more extensive calculations, which is beyond the scope of this study. 

 

3.4 Conclusion 
 

 In this chapter we presented a comparison of two computational methods (TBA and GPAW) for 

the calculation of the bandstructure in hypothetical periodic and non – periodic stuctures inspired by the 

twofold coordinated solid Sulfur and Selenium. With both methods we extracted the energy eigenvalues 

in S clusters and performed a fit of the results as derived from the tight – binding calculations, to the ones 

from the most accurate DFT calculation.  

We found that after the fit, we can conlude on the appropriate values for the 𝜂𝑙𝑙′𝑚 , 휀𝑠𝑠  and  휀𝑝𝑝 

in the diatomic molecule integrals 𝑉𝑙𝑙′𝑚, that will lead to the accurate description of the energy 

bandstructure using the tight – binding approximation. We tried to find values for these parameters that 

are universal regardless of the structure of the material, however, such an ambitious pursuit proved to be 

much more difficult and time – consuming than expected. For that reason, from now on in our study, all 

the calculations are performed only with DFT as implemented by the GPAW package.  

 

(a) (b) 
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Structure eV/atom d 1st (Å) d 2nd (Å) 
Fit points/ 

Figure no. 
ηssσ ηspσ ηppσ ηppπ εs εp 

ΔΕ 

(all/EF) 

linear -3.303 2.050 4.100 All/ 

3.3.1a 

-1.39 iHu 1.88 iHu 3.24 iHu -0.93 iHu -20.80 iHu -10.27 iHu 0.22/ 

0.06 

 

-1.115 f 1.897 f 1.911 f -0.986 f -15.637 f  -7.109 f 

All/ 

3.3.1b 

-1.11imru 0.27imru 1.88imru -0.94imru -18.18imru -6.39imru 0.08/ 

0.08 -0.98 f 0.00 f 1.71 f -0.87 f -18.17 f  -6.26 f 

zig–zag -3.296 2.292 4.100 All/ 

3.3.2a 

-1.39 iHu 1.88 iHu 3.24 iHu -0.93 iHu -20.80 iHu -10.27 iHu 0.16/ 

0.13 
 

-0.50 f 1.54 f 0.93 f -0.87 f -15.85 f  -7.03 f 

All/ 

3.3.2b 

-1.11imru 0.27imru 1.88imru -0.94imru -18.18imru -6.39imru 0.06/ 

0.15 -0.62 f 0.00 f 1.18 f -0.67 f -17.60 f  -6.45 f 

Hexag. r -3.888 ~2.082 ~3.253 All/ 

3.3.3a 

-1.39 iHu 1.88 iHu 3.24 iHu -0.93 iHu -20.80 iHu -10.27 iHu 0.08/ 

0.06  -1.05 f 0.0 f 1.77 f -0.99 f -18.20 f  -6.20 f 

[0,4-7,   

13-22]/ 

3.3.3b 

-1.39 iHu 1.88 iHu 3.24 iHu -0.93 iHu -20.80 iHu -10.27 iHu 
0.31/ 

0.18 -1.52 f 1.66 f 2.10 f -1.12 f -15.07f  -6.88 f 

Octag. r -3.867 ~2.065 ~3.354 All/ 

3.3.4a 

-1.39 iHu 1.88 iHu 3.24 iHu -0.93 iHu -20.80 iHu -10.27 iHu 0.10/ 

0.18  

 

 

 

 

-1.03 f 0.0 f 1.89 f -0.86 f -18.60 f  -6.55 f 

All/ 

3.3.4b 

-1.26 ieb 0.8 ieb 1.97 ieb -0.98 ieb -17.73 ieb -6.41ieb 0.21/ 

0.03 
-1.13 f 0.79 f 1.91 f -0.93 f -18.13 f  -6.55 f 

edge -3.736 2.041 3.328 All/ 

3.3.5a 

-1.39 iHu 1.88 iHu 3.24 iHu -0.93 iHu -20.80 iHu -10.27 iHu 0.00/ 

0.00 
 -1.26 f 0.8 f 1.97 f -0.98 f -17.73 f  -6.41 f 

[0,2,4,6,  

9-15]/ 

3.3.5b 

-1.39 iHu 1.88 iHu 3.24 iHu -0.93 iHu -20.80 iHu -10.27 iHu 
0.00/ 

0.00 -1.78 f 0.91 f 1.96 f -0.94 f -17.90 f  -6.33 f 

Notations: i=initial, f=final, b=bounded, u=unbounded, r=relaxed, l=linear, a=accordeon, h=hexagon, o=octagon, e= edge, m= midval (r=ring structure, 

c=chain structure), H=Harrison 
 

Table 3.2.2 : Complete set of TBA parameters prior and after the fit for non periodic structures. For each structure we present initial and final 𝜂𝑙𝑙′𝑚 , 휀𝑠𝑠  and  휀𝑝𝑝   parameters 

(as explained by the blue notations) for two different fits in respect to the previous figures. In all cases we present the distances between one atom and the first (d < 3.0 Å) and 

second neighbours and the cohesive energy per atom. The deviation erros afte ech fit showed in the last column, confirm our excellent agreement with DFT results. 
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Chapter 4 

Electronic properties of TMD nanoribbons 

 

4.1 Introduction 

 
 Previous studies on MoS2 prove that as opposed to the semiconducting character of the material in 

2D and 3D formations, when the dimension is lowered to quasi 1D, such as the nanoribbon structure, 

MoS2 presents metallic character around the edges [11-13,22,67-69]. In our research we aim to 

understand which parameter is the one that affects this unique change in the electronic character of the 

four most common quasi 1D TMDs (MoS2, WS2, MoSe2, and WSe2). For that reason we construct a 

variety of TMD zig – zag  nanoribbons that differ in composition, width and edge termination, creating a 

total of  a total of 140 nanoribbons and we perform calculations for their properties such as the edge 

energy, the density of states and the bandstructure and we visualize the wave functions of the edge – 

localized  states. The electronic properties of 1D TMDs are then compared to the 2D materials. 

 

4.2 Computational methodology 
 

 To construct the nanoribbons, we start from a rectangular repeat unit (see Fig. 4.2.1) with sides 

of length α along the �̂� and 𝑎√3 along the �̂� directions, where α is the lattice constant of the 2D material 

[10] presented in table 4.2. In relation to the original lattice vectors a1,  a2 of the honeycomb lattice, 

which is the underlying crystal lattice for the bulk 2D layer of the TMDs, the new vectors that describe 

the repeat unit are given by: a3=a1-a2, a4=a1+a2. This repeat unit contains 2 metal (M) and 4 chalcogen 

(X) atoms, at the sites labeled A and B in Fig. 4.2.1. In this figure, red circles (marked A) represent the 

positions of M atoms and yellow circles (marked B) represent the projections of X atoms on the plane.  

 We construct a supercell by repeating this unit cell 𝑛𝑐 times along the �̂� direction, and then a 

vacuum region is added along the �̂� and �̂� directions. Periodic boundary conditions are imposed along all 

directions. In the �̂� and �̂� direction, consecutive slabs are separated by 12.0 Å of vacuum. For few test 

systems, we repeated the calculation with open boundary conditions along these directions, where the 

wavefunctions and density vanish at the edges of the simulation box. The two methods gave identical 

results. The structure formed is a nanoribbon of infinite length along �̂� and has a width of 𝑛𝑐 cells along 

�̂�, with 1 ≤ 𝑛𝑐 ≤ 7. This corresponds to nanoribbon widths in  the range of 5.5 Å  to 42 Å.  

 The Brillouin Zone (BZ) that corresponds to the new crystal structure defined by the repeat unit 

is a subspace of the original BZ of the honeycomb lattice, due to folding by the new reciprocal vectors a3 , 

a4, as shown explicitly in Fig. 4.2.1(c). This results in the edge point K of the original BZ being mapped 

onto an interior point in the new BZ, while the interior point X of the original BZ becomes an edge point 

in the new BZ. These features are important in interpreting the band structures of the nanoribbons 

discussed in the following sections. 
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Figure 4.2.1: (a) Definition of the repeat unit (blue rectangle) and the repeat vectors a3 (𝑥-direction),  a4 (�̂�- 

direction) (blue arrows) and original lattice vectors a1, a2 (red arrows). (b) Brillouin Zone of the bulk 2D structure, 

with the original reciprocal lattice vectors b1, b2 (red arrows) and the new vectors b3, b4 (blue arrows) 

corresponding to the rectangular repeat unit. (c) Folding of the original BZ (dashed black lines) to the new BZ 

(solid black lines) through the mapping by displacements of ±b3, ±b4. The positions of special k-points Γ, K and X 

are marked by solid (K and X,Γ in (b) and (c) respectively) and open dots (X,Γ and K in (b) and (c)). 

 

 

 We perform first-principles electronic structure and total-energy calculations based on Density 

Functional Theory (DFT), using the real-space Grid-based Projector Augmented-Wave (GPAW) [77]. 

For the exchange-correlation functional we use the Generalized Gradient Approximation (GGA) of 

Perdew-Burke-Ernzerhof (PBE) [72]. Although the PBE functional is not the preferred choice for the 

calculation of the band structure due to its underestimation of the energy gap [87], the use of hybrid 

functionals and/or many-body equations to treat accurately the excitonic effects [88-90] is beyond the 

scope of the present work, as we focus on ground-state properties or trends for the electronic features. In 

GPAW, the computational parameters that need to be taken into account are the grid spacing, ℎ, the 

number of Monkhorst-Pack 𝑘-points for sampling of the Brillouin zone and the thickness of the vacuum 

region, 𝐿𝑉, beyond the last atoms of the system. The parameters used in our study are ℎ = 0.19 Å, 4x1x1 

𝑘 -points and 𝐿𝑉 = 12.0 Å. The lattice parameters a (�̂�-direction), c (�̂�-direction) and the internal 

parameter regarding the intralayer S-S distance u are given in table 4.2. 
 

 

 a (Å) c (Å) u (Å) 

MoS2 3.193 13.717 0.635 

MoSe2 3.202 14.169 0.631 

WS2 3.197 13.236 0.630 

WSe2 3.311 13.939 0.628 

Table 4.2: Table of the lattice parameters used in our simulations, as they were calculated in Ref [10]. 
 

 For every width, 𝑛𝑐, we consider five different terminations of the M-edge. These terminations 

correspond to 𝑁𝑋  (0 ≤ 𝑁𝑋 ≤ 4) X adatoms decorating the M-edge. The geometrical configuration for the 

case with two chalcogen adatoms was chosen to be that of a dimer that lies perpendicular to the layer, in 
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accordance with several theoretical  (Bollinger et al. [12]), Byskov et. al. [91]) and experimental (Helveg 

et al. [11]) observations. All the other structures with two adatoms we tried, yield much higher edge 

energies, by 0.23 eV/Å or more, above the edge energy of the structure with the dimer. For structures 

with three and four adatoms, we tried several different structures in order to locate the one with lowest 

energy; in all cases, the structures with twofold S atoms have by far lowest edge energy. We used the 

Atomic Simulation Environment (ASE) suite [76] for the generation of structures, atomic relaxation and 

analysis of the results. For the X-edge we do not expect any reconstruction other than changes in bond 

lengths [92]. In total, we consider 35 nanoribbon structures for each material and we took into account the 

full relaxation of atom positions in the first two atomic rows from both edges, as well as all adatom 

positions. The relaxed structures of five typical MX2 nanoribbons for 𝑛𝑐 = 2 are shown in Fig. 4.2.2. In 

all cases, chalcogen adatoms are two-fold coordinated and have similar bond lengths as in the bulk of the 

material.  

 
 

 

 

 
Figure 4.2.2: Structural models (top and side views) of relaxed structures of typical nanoribbons (MX2 with nc=2) 

with increasing number of adatoms NX from zero (left) to four (right), at the metal-terminated zig zag edge. Two 

unit cells along the  𝑥-direction of the periodic structure, are shown. Pink and yellow spheres represent the metal 

and chalcogen atoms, respectively. The extra chalcogen adatoms are color coded blue (NX = 1), red (NX = 2), green 

(NX = 3), and purple  (NX = 4), for reference in the following figures. 

 

4.3 Stability and Electronic structure 

 

4.3.1 Density of states  as a function of width and edge reconstruction 
 

 Dimensionality plays a key role in the electronic structure of TMDs. In 3D structures, all 

materials considered here are indirect gap semiconductors [33], while in each case the 2D single-layer 
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structure is a direct gap semiconductor [10,35]. This shift of the energy gap from K-Γ to K-K points of 

the Brillouin zone is responsible for the observed  photoluminescence.  

 The density of states  (DOS) of a TMD nanoribbon includes a characteristic peak at the Fermi 

level, 𝐸𝐹, surrounded by a few lower peaks that also lie inside the gap of the 2D material. These states are 

localized at the upper and lower edge of the nanoribbon along the �̂� direction and resemble electrons 

confined in 1D.  We observe the same behavior in all TMDs, all widths and all numbers of chalcogen 

adatoms: there is a clear peak at 𝐸𝐹, the height of which decreases for increasing nanoribbon width, 𝑛𝑐 

(see Figs.: 4.3.1.1 – 4.3.1.5) . At 𝑛𝑐 → ∞, the peak is expected to disappear.  

 

 
Figure 4.3.1.1:  Comparison of the DOS of metal – terminated TMD nanoribbons with various widths to the DOS 

of 2D monolayers. The density of states of the 2D material is shown with the shaded area, while the color-coded 

numbers present the number of unit cells, n𝑐, in the nanoribbon. In all graphs the Fermi level is set at zero eV. 

 

 

 
Figure 4.3.1.2:  Same as figure 4.3.1.1 for TMD nanoribbons with one chalcogen adatom at the upper edge. 
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Figure 4.3.1.3:  Same as figure 4.3.1.2.a for TMD nanoribbons with two chalcogen adatoms at the upper edge. 

 

 

 
Figure 4.3.1.4:  Same as figure 4.3.1.2.b for TMD nanoribbons with three chalcogen adatoms at the upper edge. 
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Figure 4.3.1.5:  Same as figure 4.3.1.2.c for TMD nanoribbons with four chalcogen adatoms at the upper edge. 

 

 The reason for this width – dependence is the following: In the valence band of a nanoribbon 

with width 𝑛𝑐 and 𝑁𝑋 adatoms there are 18𝑛𝑐 + 3𝑁𝑋 occupied electronic states  for each 𝑘-point in the 

Brillouin zone, only few of which are edge states (in the simulation we consider only the 6 valence e- in 

both metals and chalcogens, leading to 3 occupied states per atom. For example, in the case of one unit 

cell and one adatom the total occupied states will be 21.). The contribution of edge states becomes 

negligible for large 𝑛𝑐.  In Fig. 4.3.1.7 we present the DOS of nanoribbons with width  𝑛𝑐 = 6. At this 

width, there are enough bulk states to represent the DOS of the 2D material, while the edge states are still 

prominent and have impact on the properties of the system. The DOS alone might not be enough to 

characterize the edge states as metallic, as it is important to verify that indeed the Fermi level of the 

nanoribbon lies within the gap of the 2D material. Aligning the DOS of two systems with different 

numbers of atoms in order to calculate the difference of their Fermi levels is a non-trivial task. Here, we 

adopt a simple procedure which is based on the assumption that states at the lowest edge of the valence 

band are not affected by the presence of the edge in the material.  

 

 
Figure 4.3.1.6:  Density of states  for bulk 2D MX2 (grey shaded area) and the MX2 nanoribbons (colored solid 

lines, with the same scheme as in Fig. 4.2.2). The energy range is within 4 eV of the low – energy peaks.  
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 Our DOS calculations support this idea, as all of them possess identical peaks at low energies 

shown in Fig.: 4.3.1.6, regardless of edge structure and nanoribbon width. We shift the energy of 

electronic states of nanoribbons until those low-energy peaks are aligned with the corresponding peaks 

from the DOS of the 2D bulk. To make the comparison as accurate as possible, we recalculate the DOS of 

the 2D bulk using an identical unit cell with the same number of atoms and dimensions as in the case of 

nanoribbons with width 𝑛𝑐 = 6 and metal-terminated edge. We chose the shift of energies so that the 

average error from these peaks is minimized. With this alignment, we find that the position of the Fermi 

level of the nanoribbons is always lower in energy compared to that of the single layer bulk (see Fig. 

4.3.1.7).  

 

 
 

Figure 4.3.1.7:  Density of states  for bulk 2D MX2 (grey shaded area) and the MX2 nanoribbons (colored solid 

lines, with the same scheme as in Fig. 4.2.2). The energy range is within 1.5 eV of the mid-gap point, which is set 

to zero, the Fermi levels of the nanoribbons are shown with color-coded vertical lines.  

 

 All nanoribbons have Fermi levels that lie inside the gap of the 2D bulk, which establishes the 

metallic character of the zig-zag edges of TMD nanoribbons, due to the edge states.  In all structures, with 

𝑁𝑋 = 2 chalcogen adatoms and for a width of 𝑛𝑐 = 6, the nanoribbon Fermi level is pinned at about -0.3 

eV to -0.5 eV below that of the 2D bulk, for all materials. A complete table of the Fermi level of the 1D 

nanoribbons is given below: 

 

 

 
MoS2 

EF shift in (eV) 

MoSe2 

EF shift in (eV) 

WS2 

EF shift in (eV) 

WSe2 

EF shift in (eV) 

0 -0.42 -0.40 -0.45 -0.10 

1 -0.60 -0.50 -0.60 -0.45 

2 -0.54 -0.50 -0.45 -0.30 

3 -0.42 -0.35 -0.30 -0.20 

4 -0.30 -0.40 -0.20 -0.30 

Table 4.3.1: Pinning of Fermi Level of MX2 nanoribbons of a width of 6 unit cells (nc=6) with respect to single 

layer.  
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4.3.2 Band structure  
 

 Fig. 4.3.2 shows the band structures for TMD nanoribbons of width 𝑛𝑐 = 6. The energies are 

given relative to the Fermi level of the 2D bulk. In all plots, the projection of the underlying band 

structure of the 2D bulk is shown as a shaded area. The gap is direct, as the two extrema occur at the 

same 𝑘-point which lies at 2 3⁄  of the distance from Γ to X, the edge of the 1D Brillouin Zone. Table 

4.3.2 presents a comparison of the energy gaps of the 2D TMD monolayers as derived from our 

calculations to previous DFT study (ref. [10]), showing the good agreement between the two calculations. 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.3.2:  Band-structures of the TMD nanoribbons of width 𝑛𝑐 = 6 and different number 𝑁𝑋 of 

chalcogen adatoms along the zig-zag edge. The grey filled area shows the bandstructure  of the 2D bulk in each 

case. The zero of the energy scale is set to the Fermi level of the ideal single-layer. The dashed vertical line 

indicates the K point of the BZ. 
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 Eg (eV)  2D Eg, (eV)  2D  [10] 

MoS2 1.76 1.69 

MoSe2 1.56 1.51 

WS2 1.96 1.85 

WSe2 1.69 1.63 

Table 4.3.2: Comparison of the values of the energy gaps of 2D TMDs as derived from our calculations (left 

column) and theoretical research as obtained from reference [10] (right column).  

 

The point where the direct gap occurs corresponds to the K point of the Brillouin zone for the 2D 

hexagonal structure, due to folding from the definition of the primitive vectors of the unit cell, as shown 

in Fig. 4.1. In all cases, the band gap of the 2D material is crossed by several bands which are not flat, as 

one might have expected for localized defect states. These states correspond to metallic character, 

describing electrons that move in one-dimensional Bloch states along the edge. 

 

4.3.3 Wavefunction visualization of the metallic states 

 
 It has been well established that TMD nanoribbons show metallic behavior. From the 

bandstructure calculation we observe two metallic states in the case of Sulfides and three in Selenides. 

Also the behavior of these states from these plots, suggested a localization. In this section we locate the 

metallic states and visualize their wavefunctions.  We find that the metallic character is highly localized 

at the edge of the nanoribbons at a width of approximately 5 Å. Figure 4.3.3 shows the electron 

wavefunctions for the highest occupied (down) and lowest unoccupied (up) states at the Γ point of the 

Brillouin zone. The same behavior is observed in all metallic states and points of the Brillouin zone. 

However, depending on the selected k point the states can be found either at the upper edge or the lower.   

 
Figure 4.3.3: Wavefunction visualization of two metallic states in MoS2 nanoribbons with different number of S 

adatoms. In this typical example, the HOMO state is found at the lower edge of the nanoribbon, while the LUMO 

at the upper edge. In all figures metal atoms are shown with pink color, while yellow atoms represent the 

chalcogens. Red and green colors correspond to the negative and positive isovalues of the wavefunciton 

respectively. 
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 From the wavefunction visualization we confirmed that the metallic states are localized at the 

edge. This method although it offers quite an insight in the electronic structure of transition metal 

dichalcogenide nanoribbons, it is however only a qualitative study in regard to the width of the metallic 

states. A more accurate calculation of the metallic region width will be presented in chapter 5. 

 

4.3.4 Edge energy of TMD nanoribbons  

 
 The key quantity that determines the stability of nanoribbons, relative to the bulk 2D layer, is 

the edge energy, 𝛾 .This is the one-dimensional analogue of surface energy (surface tension), that is, the 

energy per unit length needed to cleave the material. A 2D material in vacuum is expected to have 𝛾 > 0 , 

as it costs energy to break chemical bonds and create an edge. For a 2D material in equilibrium with an 

active compound, the edge energy will be different, as new bonds can be formed between edge atoms and 

atoms of molecules coming from the reservoir. By applying a general formula for the solid-gas interfacial 

tension [93,94], we can write: 

𝛾 =
(𝛾0 − 𝛦)

𝐿⁄  

 

where 𝛾 is the edge energy in vacuum, 𝛦 is the average energy of any new bonds that are formed and 𝐿 is 

the average distance between such new bonds. From Eq.:(1) it is clear that 𝛾 could be either negative or 

positive, depending on the strength and density of the bonds between edge atoms and atoms/molecules of 

the reservoir. A negative value of 𝛾 means that the ripping of the material and formation of edges is an 

exothermic process, whereas ripping of the material is endothermic for 𝛾 > 0.   

 

 The edge energy, 𝛾, is defined in a similar way as the surface energy of 3D materials: A 

nanoribbon made of MX2 has total energy  

 

𝐸𝑡𝑜𝑡 = 2𝑛𝑐𝐸𝑀𝑋2
+ 𝑁𝑋𝜇𝑋 + 2𝛼𝛾 

 

where 𝐸𝑀𝑋2
 is the energy of the monolayer per 𝑀𝑋2 unit, 2𝑛𝑐 is the number of 𝑀𝑋2  units along the �̂� 

direction, 𝑁𝑋 is the number of chalcogen adatoms at the reconstructed edge and 𝜇𝑋 is the chemical 

potential of the chalcogen X. The last term is the energy cost associated with the formation of the two 

edges, which is proportional to the length of the unit cell along �̂�, α and the edge energy, 𝛾 . The edge 

energy is calculated by plotting 𝐸𝑡𝑜𝑡 as a function of 𝑛𝑐 and then using a least-square method to fit a 

straight line to the calculations [22]. 

 The chemical potential 𝜇𝑋 of chalcogen X (S or Se) is an important parameter that links the 

theoretical modeling to experimental conditions. In principle, the nanoribbons are in equilibrium with a 

reservoir of X atoms, and 𝜇𝑋 is the energy required to take one X atom from this reservoir. No matter 

what the X-containing compound is, 𝜇𝑋 cannot be greater than the energy of an isolated  X atom (where 

the atom has no chemical bonds), and it cannot be lower than the energy of the solid bulk form of X, 

which is the preferred state of X at standard conditions. In order to establish reliable values for the 

chalcogen chemical potentials, we investigate the cohesive energy of their bulk structures. Chalcogens 

have some of the most complicated crystal structures for elemental solids [84]. A full DFT study of these 

structures is a demanding project in itself, beyond the scope of the present work. We limited ourselves to 

calculations of metastable structures that are simpler than the standard bulk forms of the chalcogen 

materials, while maintaining the same local environment around each chalcogen atom as in the bulk. Both 

chalcogens prefer to form structures with two-fold coordination, where rings of atoms are arranged 

periodically in space. The rhombohedral structure of S is modelled using a hexagonal unit cell that 

contains three rings of six S atoms. The structure of α – monoclinic Se has a unit cell that contains four 

eight-membered rings. We consider the cohesive energy of S and Se in these model structures, which is 

(1) 
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the difference in energy between an isolated atom and an atom in the solid. We compare these values to 

the atomization energies of these materials [86]. The calculations are in excellent agreement to 

experimental data: the cohesive energy of S is found to be 2.82 eV (experimental value is 2.87 eV) while 

that of Se is found to be 2.43 eV (experimental value is 2.35 eV). This comparison establishes that our 

assumptions for the chalcogen chemical potentials are very reasonable. 

 The results for the dependence of the edge energy on the chemical potential of chalcogens are 

shown in Fig. 4.3.5. For purposes of comparison between the four materials we present the same range 

for the chalcogen chemical potential, starting at the bulk value. We give the chalcogen chemical potential 

with reference to the value of a chalcogen atom at zero pressure and temperature, and we indicate the 

values corresponding to the respective bulk elemental solids. The experimentally relevant region is the 

range of values larger than those limiting values. In chemical compounds of chalcogens (such as 

alkanethiols), X forms the same number of covalent bonds as in solid X, and should have similar energy 

(although somewhat higher than in its standard form).  

 

 
Figure 4.3.4:   Edge energies, 𝛾 , of MX2 nanoribbons with different number of adatoms, as a function of the 

chalcogen chemical potential, 𝜇𝑋 relative to the chemical potential of atomic X (M=Mo, W; X=S, Se). Different 

colors correspond to different number of adatoms, as in Fig. 4.2.2. The shaded vertical column indicates the range 

of values of the bulk chalcogen chemical potential. For S adatoms, the lower value is the experimental result, the 

upper value the theoretical result, while the opposite is the case for Se. 

 

 Depending on the value of the edge energy, we expect that when a single layer of a TMD 

material is exposed to a chalcogen environment, it will either remain intact (𝛾 > 0 ) or, when 𝛾 < 0, the 

structure will be unstable. For all four materials,  we find that 𝛾 < 0 when 𝜇𝑋~0, the limit at which X 

atoms can lower their energy by leaving the gas phase and become incorporated into the TMD edge. For 

this reason, the structure with the largest possible number of chalcogen atoms (in our study 𝑁𝑋 = 4) is 

always favored for high values of 𝜇𝑋. Moreover, 𝛾 is negative in all cases when the chemical potential is 

about 0.5 eV above the energy of the solid. This means that edges will be formed spontaneously if the 2D 

material is at equilibrium with compounds where the chalcogen atoms are weakly bound. On the other 

hand, 𝛾 > 0 for chalcogen chemical potential near that of the solid phase, which means that TMD layers 

Part of chapter 4 is subjected to copyright. Copyright 2017 by the American Physical Society. For full 
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will be stable with respect to most sulfides and selenides, and are vulnerable to ripping only when in 

contact with atomic chalcogens or radicals. 

 The plots of Fig. 4.3.4 also reveal the favorable number of adatoms for each material, that is, the 

number 𝑁𝑋 that corresponds to the lowest energy structure. The metal-terminated edge has energy that is 

significantly higher (by about 0.3 eV/Å) than the energy of any other edge, implying that stable 1D 

nanoribbon structures will be formed by attracting chalcogen atoms at the zig-zag edge, once they are 

exposed to an external source. In the case of solid S or Se reservoirs, the preferred number of adatoms at 

the reconstructed edge is 𝑁𝑋 = 2 for all four materials. For MoS2 in particular, our findings are in 

excellent agreement to experiments that found complete absence of M-terminated edges and preference 

for edges terminated by S dimers [15]. For higher values of the chemical potential, the preferred amount 

of adatoms at the edge increases, as expected. In the case of atomic source, the edge energies of the 

nanoribbons is lowered by 0.3 eV/Å to 0.4 eV/Å per extra adatom. Only the structures with 𝑁𝑋 = 2 or 4 

are stable, since other terminations of the nanoribbons have higher energy at any value of the chemical 

potentials. 

 We conclude from this analysis that stable nanoribbon edges will have termination consisting of 

2 chalcogen adatoms for chemical potential values close to the bulk chalcogen phases, or 4 chalcogen 

adatoms for chemical potential values higher than the bulk phase (by 0.1 - 0.2 eV for S compounds and 

by 0.3 - 0.5 eV for Se compounds); under no plausible conditions the edges will have metal-atom 

termination.  

  

 

4.4 Conclusion 
 
 We performed a systematic set of first-principles calculations for TMD nanoribbons of four 

different materials (MoS2, MoSe2, WS2 and WSe2), of width between 5.5 Å and 42 Å, with edge structure 

containing various amounts of chalcogen X atoms, 0 ≤ 𝑁𝑋 ≤ 4, attached to the metal-terminated edge. 

We examined the thermodynamic stability of these nanoribbons at equilibrium with different chalcogen 

reservoirs. We find that nanoribbons with 𝑁𝑋 = 2 adatoms are most stable with respect to the bulk 

chalcogen phase or stable molecules like thiols, while 𝑁𝑋 = 4 is favored when weakly-bound chalcogen 

compounds are available.  

 While the 2D materials are semiconductors, TMD nanoribbons with zigzag edges are always 

metallic regardless of the composition, the width or the edge structure. The Fermi level of the metallic 

phase is always lower in energy than the Fermi level of the 2D bulk, thus making it favorable for 

electrons to occupy these metallic states. The bands of the edge states are one-dimensional Bloch states 

with large dispersion, extending across the band gap of the 2D layer. The presence of edge metallic states 

in a 2D bulk semiconductor, common to all the cases considered here, with bands crossing the gap and 

states that are stable against chemical modification of the edges, led to the suggestion [22] that TMD 

nanoribbons could be candidates for topological insulator behavior. 
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(1) 

Chapter 5 

Edge states in TMDs 
 

5.1 Introduction to the Shockley model 

 

Although, in the previous chapter we established through multiple calculations the presence of 

metallic edges in TMDs, we have not yet been ale to identify the factor that is responsible for these states. 

In this section of our research we refer to the Shockley theory [95] in order to study the physics of the 

metallic edges. 

In a periodic material, the electron wavefunctions are Bloch states: 

 

𝜓(�⃑� ) = 𝑒𝑖�⃑⃑� ∙𝑟 𝑢(�⃑� ) , 

 

where �⃑⃑�  is the wavevector and 𝑢(�⃑� ) a periodic function with the same periodicity as the potential in 

Schrödinger equation. In this way the electron wavefunction at all equivalent points at a distance equal to 

the lattice constant (𝑅𝑛) can be described only by knowing the wavefunction of the basic unit cell: 

 

𝜓(�⃑� + 𝑅𝑛
⃑⃑ ⃑⃑  ) = 𝑒𝑖�⃑⃑� ∙𝑅𝑛⃑⃑ ⃑⃑  ⃑𝜓(�⃑� ). 

 

 If a perfectly periodic material is cut in two pieces and surfaces are formed, the Bloch’s theorem 

is no longer valid. Although the majority of the electronic states resemble Bloch states far from the 

surface, which decay exponentially in the vacuum region, it is possible that some electrons will be 

localized at or near the surface. These quantum states that are qualitative different from Bloch states are 

called surface states. 

The concept of surface states was first proposed by I. Tamm in 1932 for one–dimensional solid 

and was revisited and generalized to 3D by W. Shockley in 1939 [95-98]. The two approaches give the 

same qualitative results. In a periodic system, when the periodicity is broken, solely that reason can lead 

to a change in the electron potential at the surface. According to Shockley, the electron potential for a 

semi–infinite 1D solid that occupies a region 𝑦 < 𝑦0  , where 𝑦0 is the location of the surface plane, 

presents a periodic behavior inside that crystal, followed by a potential step (W):  

 

𝑉(𝑦) = {
𝑊,                                             𝑦 ≥ 𝑦0 

𝑉0 cos (
2𝜋(𝑦−𝑦0)

𝑎0
) ,           𝑦 < 𝑦0

    , 

 

where 𝑎0 is the interatomic distance between atoms parallel to the  �̂�–axis and V0 and W are material – 

dependent constants. The electron potential in a semi–infinite chain along  �̂�–axis is shown in figure 

5.1.1.  
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(2) 

 

 

 

 

 

 

 

Figure 5.1.1:Electron potential for a semi–infinite chain along �̂�–axis. With horizontal dashed line the electron 

energy inside the crystal is shown, while Evac corresponds to the energy in the vacuum region. 

The wavefunctions of electron states inside the 1D chain form a linear combination of two Bloch states 

(one for each limit of the Brillouin zone) that vanish deep inside the crystal and present a rapid 

exponential decay in the vacuum region. The wavefunction of the surface state decays exponentially on 

both sides of the surface and is described by four parameters ( q, k , A, B ) according to: 

𝜓(𝑦) = {
𝐵𝑒−𝑞(𝑦−𝑦0),                                             𝑦 ≥ 𝑦0 

𝐴𝑒𝑘(𝑦−𝑦0)cos (
𝜋(𝑦−𝑦0)

𝑎0
+ 𝛿),           𝑦 < 𝑦0

 

 The propability density of the localized state 𝑝(𝑦) = |𝜓(𝑦)|2 , then presents a maximum at the position 

y=y0 of the surface plane. Figure 5.1.2 presents a comparison of the behavior between Bloch and surface 

states (a) and the probability density of a Shockley surface state (b). For a three – dimensional material, 

𝑝(𝑦) is the average probability over the other two coordinates: 

𝑝(𝑦) = ∬ |𝜓(𝑥, 𝑦, 𝑧)|2 𝑑𝑥𝑑𝑧. 

  

 

 

 

 

 

 

 

Figure 5.1.2: (up) Schematic representation of a Bloch state (left) and a surface state (right). (down) Electron 

probability density in a semi–infinite linear chain. 



 

61 
 

Assuming nearly–free electron model, i.e W>>V0, the workfunction corresponds to the energy required 

for the electron to be found in the forbidden area and is defined as the difference between the potential 

outside and inside the structure:  

 

𝐸𝑣𝑎𝑐 =
ħ2𝑞2

2𝑚
+ 𝐸  𝑊 = 𝐸𝑣𝑎𝑐 − 𝐸 =

ħ2𝑞2

2𝑚
 

 

From equation (3) if we know the energy of the electron inside the crystal and the energy of the vacuum 

region we can conclude on the value of the wavenumber q from the workfunction and use it to describe 

the electron probability density in the vacuum region. To draw a full description and extract the 

remaining parameters of the wavefunction of the surface state, however, one has to consider the two 

continuity criteria for the wavefunction and the first derivative, where: 

 

lim
𝑦=𝑦0

𝜓𝛢 = lim
𝑦=𝑦0

𝜓𝐵 and  
𝑑𝜓𝛢

𝑑𝑦
|𝑦=𝑦0

=
𝑑𝜓𝐵

𝑑𝑦
|𝑦=𝑦0

 

 

 

5.2 Results and discussion 

We would like to find whether the metallic states we see in 1D TMD nanoribbons are in 

agreement with the Shockley model and are present due to the broken periodicity of the system along the 

finite �̂� direction. For that study we focus on the most stable structures, i.e. the nanoribbons with the two 

chalcogen adatoms, and we perform calculations for the electron potential along the nanoribbon. We then 

locate the true surface states and calculate the probability density along the �̂� axis for their Kohn–Sham 

wavefunctions. Finally, in order to find if the behavior of the probability density is described by the 

Shockley theory (eq.:2) we draw a non–linear curve fit and we conclude on the parameters of the electron 

wavefunction of the Shockley surface state.  

In the following graphs (Fig.:5.2.1) we present the electron potential for quasi 1D TMD 

nanoribbons with two chalcogen adatoms as a function of the atom positions along the �̂� axis. For this 

calculation we find the electron potential throughout the whole structure and then get the average values 

in the �̂� and �̂� directions in order to project to electron potential behavior along the atoms positions in 

finite direction of the nanoribbon �̂�. As expected, a cosine–like behavior is observed, followed by a 

potential step at the edges of the structures. Comparing our workfunction graphs to the atom positions we 

find that the electron potential local minima are found around the chalcogens. This finding is explained 

by the much larger electronegativity of the chalcogens as opposed to the metal atoms (see Fig.: 5.2.3). 

Also, inside the nanoribbons we find that the electron – potential minima and maxima close to the upper 

edge where the chalcogen adatoms are found, differ from the inner structure. This result is expected since 

the optimum positions of the adatoms are not mirrored to the lowest edge chalcogens,  leading to different 

edge formation. The non–symmetric structure  however does not affect much the energy in the two 

vacuum regions where the calculated values for Evac  differ at the second decimal point (see table. 5.2.1).  

 

(3) 

(4) 
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Figure 5.2.1: Graphical representation of the electron potential for quasi 1D TMDs of a width of six unit cells 

(nc=6) and two chalcogen adatoms at the metal terminated edge (red curves). In all figures, the shaded areas show 

the energy gap of the corresponding 2D materials while the dashed lines present a metallic state. The Fermi level of 

the 2D materials is set a zero eV. With W we show the workfunction. 

 

Table 5.2.1 presents our results for the energy in the vacuum regions left and right (in respect to 

the electron potential graphs) of the nanoribbons.  

 

nanoribbon Evac (eV) left Evac (eV) right  

MoS2 4.791 4.770 

WS2 4.787 4.767 

MoSe2 4.248 4.217 

WSe2 4.321 4.294 
Table 5.2.1: Vacuum energies for TMD nanoribbons of a width of six unit cells (nc=6) and two chalcogen adatoms 

at the metal terminated edge. 

 

As described in equation (3)  of the introduction section, the workfunction is the energy of the 

vacuum region minus the energy of the electron inside crystal. In order to calculate the workfunction of 

each structure we first locate the metallic edge states. For the case of sulfides we find two edge state 
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(5) 

which correspond to the highest occupied (113) and lowest unoccupied (114) states, while in the case of 

selenides an extra metallic state is observed. Appendix presents electron probability density calculations 

for all the structures mentioned in chapter 4. 

 

Figure 5.2.2: Graphical representation of the probability density curves for the metallic edge states in TMD 

nanoribbons as a function of the atom positions along the finite �̂� axis. Different number notations correspond to 

the different energy levels. HOMO (113) and LUMO (114) are shown by blue and red curves respectively. 

Figure 5.2.2  shows the direct calculations for the probability density curves of the metallic states, 

as a function of the atom positions along the �̂� axis. From the graphs, we see that the metallic states can 

be found in either of the two edges of the nanoribbons and present the same localization width. However 

in our workfunction calculation we will choose to use the LUMO state which is the one with the highest 

probability density exactly at the edge (114) and we will consider the Evac for the right side of the 

nanoribbon. From now one we will refer to this metallic state as the Shockley state (Es) . We rewrite 

equation (3) for the Shockley state: 

𝑊 = 𝐸𝑣𝑎𝑐 − 𝐸𝑠 =
ħ2𝑞2

2𝑚
 

Table 5.2.2 presents our results for the energy in the vacuum region the energy of the Shockley 

state and finally the workfunction. The electron potential of TMD nanoribbons zoomed at a region close 

the edge, along with the atom positions is shown in figure 5.2.3. 

 

 



 

64 
 

(6) 

nanoribbon Evac (eV)  Es (eV) W (eV) 

MoS2 4.770 -0.359 5.129 

WS2 4.767 -0.413 5.180 

MoSe2 4.217 0.060 4.157 

WSe2 4.294 -0.245 4.539 
Table 5.2.2: Workfunction for quasi 1D TMD nanoribbons.  

 

 

 

Figure 5.2.3:Workfunction graphs zoomed at the upper edge of the TMD nanoribbons, where the highest electron 

probability density is found. The nanoribbon structures parallel to the �̂� axis are presented in ball-and-stick model. 

With pink and cyan we show the Mo and W atoms respectively, while yellow atoms correspond to the chalcogens. 

 

The probability density curve for a semi–finite at the �̂� direction nanoribbon is described by: 

 

𝑝(𝑦) = {
𝐵𝑒−2𝑞(𝑦−𝑦0),                                             𝑦 ≥ 𝑦0 

𝐴𝑒2𝑘(𝑦−𝑦0)𝑐𝑜𝑠2 (
𝜋(𝑦−𝑦0)

𝑎0
+ 𝛿),           𝑦 < 𝑦0

 

By substituting the energies from table 5.2.2 to equation (3) we can now extract the value of the 

wavenumber q. Also from the two continuity criteria given in equation (7) we conclude on two conditions 

regarding the remaining parameters A, B, k and d.  
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(7) 𝐵 = 𝐴𝑐𝑜𝑠𝑑  and  𝑘 =
𝜋

𝛼0
𝑡𝑎𝑛𝑑 − 𝑞 

For the final step of this study we perform a non–linear curve fit of equation (6) to the direct calculation 

of the probability density. Using the calculated value of q and  the conditions in equation (7) we are able 

to minimize the number of needed  fitting parameters to the four A, k, d and 𝑦0 instead of seven. A list of 

all the parameters used in the fit of equation (6) is given in table 5.2.3. 

nanoribbon q (Å-1) k (Å-1) d (rad) A B 𝛼0 (Å) 𝑦0 (Å) 𝑦0
𝑝
 (Å) 

MoS2 1.16 0.60 0.338 0.96 0.91 3.193 39.639 39.518 

WS2 1.17 0.61 0.365 0.96 0.90 3.197 39.557 39.543 

MoSe2 1.04 0.59 0.295 0.87 0.83 3.203 39.832 39.763 

WSe2 1.09 0.57 0.329 0.91 0.86 3.311 41.056 40.945 
Table 5.2.3: Values of the parameters describing the probability density. The parameters that were allowed to fit 

during the calculation are k, 𝑦0, d and A.  𝑦0
𝑝

 refers to the position of the edge adatoms from the direct structure 

optimization calculation. 

Figure 5.2.4 presents the non–linear curve fit of the probability density zoomed at the upper edge 

of the TMD nanoribbons. From the graphs we find that the direct calculation of the probability density of 

the edge localized metallic states (black dots) is in good agreement with the Shockley theory (red curve). 

Also we conclude on the localization width which in all cases is approximately 5.5Å while from 5.2.3, we 

see that the periodicity width of the peaks is exactly one unit cell (𝛼0) and the maximum probability 

density is found exactly at the position of the edge chalcogen adatoms (comparison between fitted 𝑦0 and 

real position 𝑦0
𝑝
).  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.2.4: Non–linear curve fit of the probability density for the upper edge Shockley states in TMD 

nanoribbons. With black dots we present the direct calculation, while red curves show the fit. 
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5.3 Conclusion 
 

In  chapter 4 we established the presence of metallic character in all four most common TMD 

nanoribbons (MoS2, MoSe2, WS2 and WSe2  ), regardless of width, composition or edge reconstruction 

and we found that the metallic states are highly localized at the edges. Here we aimed to determine the 

reason for the localization of these states and we performed calculations for the workfunction and the 

probability density for TMD nanoribbons of a width of six unit cells.  

We found that the probability density of the edge localized metallic states in TMD nanoribbons is 

in agreement with the Shockley theory. We concluded that in all TMDs the factor that is responsible for 

the presence of the metallic states is the broken periodicity of the material as we move to lower 

dimension from 2D monolayer to quasi 1D nanoribbon. 

Although Shockley theory was developed to describe surface states in three – dimensional 

semiconductors, it can perfectly describe edge states of two – dimensional semiconductors as well. To our 

knowledge this is the first application of Shockley theory to a two – dimensional material. 
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Chapter 6 

TMD nanoribbons with adsorbed O and OH  

 

6.1 Introduction 

 

In chapter 4 we have shown that TMD nanoribbons (such as: MoS2, WS2, MoSe2, WSe2) with 

zig–zag edges, when in a chalcogen rich environment, will attract two Sulfur or Selenium adatoms at the 

metal–terminated edge creating a robust structure. As opposed to the 3D and 2D semiconducting 

structures, quasi 1D nanoribbons present a strong localization (~5.5 Å) of metallic character around the 

edges. Also, there has been intense interest for application of TMD nanostructures in complex chemical 

reactions such as hydrogen/oxygen evolution reactions (HER/OER or CO2 reduction [23,39-40,98-109].  

In this chapter, we simulate TMD nanoribbons with Oxygen and Hydroxyl adsorbed at the edges, 

focusing on the adsorption energy as well as electron density of states and band – structure. We compare 

our results to the pristine and oxidized 2D monolayers.  First, we focus on the relaxed structure of  (1x6) 

MoS2 nanoribbon. We introduce Oxygen atoms to our structure either by adsorption in various sites at the 

Sulfur saturated edge or by substitution, and we calculate the adsorption energy in order to find the most 

probable edge conformation. Due to the fact that we use periodic boundary conditions in the case of 

substitution we can only perform calculation for the 50% and 100% substituted nanoribbons.  We find 

that the optimum Oxygen adsorption site is on top of each Sulfur atom. This geometry is then used for the 

rest materials (WS2, MoSe2, WSe2) and for the calculation of the electronic properties. The same 

procedure is repeated for TMDs with Hydroxyl groups. Figure 6.1 represents the three main structures 

after optimization.  

Finally, we create (2x6) supercells for the TMDs. We perform the same study for 50% adsorbed 

Oxygen atoms and Hydroxyl radicals and we compare our results to the 100% covered structures. 
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(a)           (b)      (c)  

 

 

 

 

 

 

 

 

 

 

  

 

Figure 6.1: Ball – stick models of TMD nanoribbons after structure optimization. (a) Sulfur – saturated structure. 

(b) Nanoribbon with  two Oxygen adatoms. (c) Nanoribbons with two adsorbed Hydroxyl groups. In all figures, we 

show the nanoribbons from three different viewpoints x,y,z (red, green and blue respectively). The supercell used 

in our calculations is presented by the dashed box in all figures.  

 

6.2 Adsorption and substitution of Oxygen on MoS2 nanoribbons. 

In this section we perform structure optimization and adsorption energy calculations for MoS2 

nanoribbon which either undergoes Sulfur substitution by Oxygen atoms, or simply attracts Oxygen 

atoms on various edge sites. Figures 6.2.1 and 6.2.2 present the six possible Oxygen sites. In the case of 

Oxygen addition at a hollow site we present both the initial and the final sites and we see that the atom 

will move to a much a preferable position at a bridge site noted as p7. 

 

   

(a)           (b)      (c)  

 

 

 

(d)           (e)       

p4    p5 p6    p7 

p1 p1    p2 p3 

Figure 6.2.1: Top view of the typical models of 

MoS2-S2-Ox nanoribbons after structure optimization. 

(a) 50% Sulfur substitution. (b) 100% Sulfur 

substitution.  (c) Oxygen adsorption at a bridge site 

vertical to the plane of the structure. (d) 

Simultaneous Oxygen adsorption on top of each 

Sulfur atom. (e) Simultaneous adsorption of two 

Oxygen atoms at bridge sites parallel to the plane of 

the structure. The three directions x,y,z are presented 

by red, green and blue arrows respectively.  
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(1) 

(2) 

 

 

(a)                                    (b) 

 

Figure 6.2.2: Top view of MoS2-S2-O nanoribbon with Oxygen adsorption at a hollow site before (a) and after (b) 

structure optimization. 

In order to conclude on the most preferable structure, we calculate for each nanoribbon the energy 

of adsorption or substitution. The thermodynamic stability of the structures is dependent on the individual 

formation energies as described by equations (1) and (2) for the cases of substitution and adsorption 

respectively.  

 

Energy of O substituted MoS2 nanoribbon: 

𝐸𝑠𝑢𝑏 =
1

𝑛
(𝐸1𝐷,𝑂𝑛

− 𝐸1𝐷 −
𝑛

2
𝐸𝑂2

+ 𝑛𝐸𝑆)  

 

Energy of O adsorbed MoS2 nanoribbon:  

𝐸𝑎𝑑𝑠 =
1

𝑛
(𝐸1𝐷,𝑂𝑛

− 𝐸1𝐷 −
𝑛

2
𝐸𝑂2

) 

Where 𝑛 is the number of adsorbed/substituted atoms and 𝐸1𝐷,𝑂𝑛
,  𝐸1𝐷 , 𝐸𝑂2

 and 𝐸𝑆 are the total energies 

of oxidized nanoribbon, the initial nanoribbon, the molecular Oxygen and the energy of solid S per atom, 

respectively. Table 6.2.1 presents the results for the energies corresponding to each of the MoS2-S2-Ox  

nanoribbons. However, before we proceed we should clarify that for Sulfur and Oxygen atoms we needed 

to perform additional potential energy calculations for atomic S and molecular O2 in a box, using a 

vacuum region of 6 Å around the system. The total energies for O2 and solid S were found -11.40 eV and 

2.82 eV respectively. Finally, the total energy of the MoS2 nanoribbon with two Sulfur adatoms prior to 

the Oxygen adsorption (𝐸1𝐷) is -262.997 eV. 

 

O 

site/sites 
Configuration 𝒏 𝑬𝟏𝑫,𝑶𝒏

 (eV) 𝑬𝒔𝒖𝒃(eV) 𝑬𝒂𝒅𝒔(eV) 

P1 50% - sub 1 -263.638 2.239 - 

p1,p2 100% - sub  2 -265.886 2.560 - 

p3 Bridge vertical – ads 1 -268.215 - 0.482 

p4,p5 On top – ads 2 -274.474 - -0.077 

p6,p7 Bridge parallel – ads 2 -273.620 - 0.388 

p8 Hollow  - ads 1 -267.307 - 1.390 
Table 6.2.1: Formation energies of oxidized MoS2 nanoribbons and energies of adsorption and substitution. 

Columns 1 to 3 present the parameters describing our structures.  

 

p8 p7 

      full  

optimization 
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From our calculations regarding the most thermodynamically stable oxidized MoS2 nanoribbons we 

conclude that the preferable structure is the one with the adsorption of Oxygen atoms on top of each 

Sulfur edge atom. The geometrical characteristics of all oxidized TMD nanoribbons are given the next 

section. 

6.3 Oxygen adsorption on TMD nanoribbons. 

In the previous section we established that the most stable oxidized MoS2-S2 nanoribbon is the 

one with two Oxygen adatoms on top of each Sulfur edge atom. We now repeat the same procedure, for 

the other three TMD materials (WS2, MoSe2, WSe2). Since our materials present similar 

electronegativities we do not expect any change in the structural behavior, thus a calculation for other 

Oxygen sitting sites is not required. Figure 6.3 presents ball – and  - stick model of TMD nanoribbons of 

width nc=6 with two Oxygen adatoms at the edge. For the geometric characteristics description we have 

selected specific atoms (noted as A,B,C,D) for which the resulting angles are given in  table 6.3.  

 

MoS2           WS2         MoSe2         WSe2 
 

  

 

 

 

 

 

Figure 6.3: Ball-and stick model of relaxed structures of oxidized TMD nanoribbons zoomed around the edge. In 

all figures the atoms are color coded in regard to the element. Mo and W atoms are shown with pink and cyan 

respectively, while yellow atoms represent Sulfur and purple Selenium. Red atoms correspond to Oxygens. 

 

 

 

 

 

 

Table 6.3: Geometrical characteristics of the upper edge of oxidized TMD nanoribbons.  

 

 From the relaxed structures we see that the four edge atoms (2S, 2O) are found on the same plane, 

vertically to the plane of the nanoribbon, while the bond lengths between S-O and Se-O are 1.49 Å and 

1.66 Å respectively. Although, from table 6.3.1 we see that the Oxygen-Chalcogen-Metal angle is close a 

material ABC (o) BCD (o) 
Torsion 

ABCD(o) 

MoS2 121.67 88.73 0.00 

WS2 122.73 87.37 0.00 

MoSe2 119.88 86.87 0.00 

WSe2 120.73 87.09 0.00 
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value most commonly found in planar trigonal geometries (~120o), the distance between for example S-O 

is in agreement with the value of uncoordinated sulfoxides [110] which present sp3 hybridization. This 

suggests that even though sulfurides can be overcoordinated in this case the edge structure forms a more 

open bent tetrahedral geometry (120o >109o). Also in all cases the distance between Oxygen atoms is 

over 2.7 Å, much larger than the O-O single bond length (approximately 1.4 Å) [111] , showing that 

Oxygen atoms are undercoordinated and present a negative charge. This result is later confirmed by the 

large negative differential adsorption energies in the presence of  Hydrogen  (section 6.4) and the 

lowering of the Fermi level (section 6.5.3).  

 

6.3.1 Electronic properties of oxidized TMD nanoribbons. 

 

Following the same procedure as in the case of MoS2-S2 nanoribbon with two Oxygen adatoms at 

the “on top” site, from equation (2) in section 6.2, we calculate the adsorption energies for WS2-S2-O2, 

MoSe2-Se2-O2  and WSe2-Se2-O2   nanoribbons. A complete table of the total and adsorption energies for 

all four materials is given bellow.  

 

 𝑬𝟏𝑫,𝑶𝒏
 (eV) 𝑬𝟏𝑫 (eV) 𝑬𝒂𝒅𝒔(eV) 

MoS2-S2-O2 -274.474 -262.997 -0.077 

WS2-S2-O2 -277.664 -266.132 -0.066 

MoSe2-Se2-O2   -250.599 -240.104 0.453 

WSe2-Se2-O2    -253.119 -242.566 0.424 
Table 6.3.1a: Total and adsorption energies of oxidized TMD nanoribbons.  

 We would like to check if the metallic edges of TMDs discussed in Ch. 4 are affected by the 

presence of other elements such as Oxygen.  To answer this question, we perform density – of – states  

and  bandstructure calculations for TMD nanoribbons before and after oxidization and we compare our 

results to the corresponding 2D TMD monolayers, both pristine and oxidized. 

   In order to perform a comparison between 1D nanoribbons and 2D monolayers we first construct 

the pristine 2D structures using the same supercell as in nanoribbons without the edge chalcogen 

adatoms. This supercell now consists of 36 atoms in total (12 metal atoms and 24 chalcogen atoms) and a 

vacuum of 6 Å is applied only in the  �̂� direction. We then introduce Oxygen atoms to our pristine 2D 

structures, one on top of each chalcogen atom, since according to previous research (see Refs.:[40,100]) 

this is the preferable adsorption site. In this case our supercell consists of 48 atoms (12 metal atoms, 24 

chalcogen atoms and 12 oxygens). Figure 6.3.1a presents a typical model of pristine and oxidized TMD 

monolayers (Notice the missing vacuum in the supercell at the �̂� direction). The oxygen adsorption 

energies of 2D TMDs are given in table 6.3.1b. 
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                                          (a)                        (b)   

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.3.1a: Top view of a typical model of TMD monolayers prior (a) and after (b) surface oxidization. Metal 

atoms are presented by blue color, while chalcogens and oxygens are presented by yellow and red respectively. 

 

 

 𝑬𝟐𝑫,𝑶𝒏
 (eV) 𝑬𝟐𝑫 (eV) 𝑬𝒂𝒅𝒔(eV) 

Mo12S24O12 -324.943 -257.082 0.045 

W12S24O12 -325.728 -260.241 0.243 

Mo12Se24O12 -289.372 -234.589 1.135 

W12Se24O12 -291.223 -237.413 1.216 
Table 6.3.1b: Total and adsorption energies of oxidized TMD monolayers.  

 

6.3.1.1 Density of states  and band structure 

 

 For each material we plot the density of states as a function of the energy minus the Fermi level. 

In all cases, we shift the DOS plots by aligning the low – lying s states located at about -14 eV  in order 

to probe changes in Fermi levels and we overlay the graphs of quasi 1D nanoribbons to the 2D materials 

for purposes of comparison. A full analysis of this procedure is presented in section 6.5.1 in which we 

examine the effect of different adatom concentrations on the Fermi level. Figure 6.3.1.1a presents the 

DOS for MoS2, WS2, MoSe2, and WSe2 nanoribbons in the most thermodynamically stable oxidized edge 

formation.   
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Figure 6.3.1.1a: Comparison of DOS for all four TMDs between the pristine and oxidized 2D monolayers and the 

nanoribbons before and after edge oxidization. In all graphs the pristine monolayer structure is shown with the grey 

shaded area, the oxidized 2D material is described by the red curve, while the nanoribbons without and with 

adsorpted Oxygen  are presented by magenta and brown curves respectively. The Fermi level of 1D nanoribbons is 

shown by the vertical lines while for the 2D monolayers EF is set at zero eV. 

 

 

From figure 6.3.1.1a we see for the 2D monolayer with oxygen adatoms at a 100% coverage that 

new states are introduced in the gap without however closing the gap totally. This result is in agreement 

with previous studies done by Santosh KC et al., in 2015 [100] and the changes in the gap are presented 

in table 6.3.1.1a. Also in regard to the nanoribbons, the oxidization of their edges does not affect the 

metallic character of the materials. This is shown clearly where the Fermi level of the 1D nanoribbons 

lies in the gap of the 2D material.  

 

 

 Pristine gap in (eV) Oxidized gap in (eV) 

MoS2 1.75 1.47 

WS2 1.95 1.50 

MoSe2 1.55 1.07 

WSe2 1.68 1.24 
Table 6.3.1.1a: Table of the energy gaps of the 2D TMD monolayers before and after oxidization.  

 A further confirmation of the metallic character of the quasi 1D nanoribbons was done by 

performing a bandstructure calculation. This is presented in the following plots. The energy shift done in 

both DOS and bandstructure plots ie. the Fermi level of the nanoribbons is presented in table 6.3.1.1b.  
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Figure 6.3.1.1b: Comparison of bandstructure for all four TMDs between the pristine and oxidized 2D monolayers 

and the nanoribbons before (up) and after (down) edge oxidization. In all graphs the curves are color coded in 

response to the DOS plots. The direct gap of the pristine TMD monolayers is shown by the grey vertical dashed 

line at 2/3 of the  𝑥 axis. The Fermi level of 2D structures is set at zero eV. 

  

 

 1D Fermi level (eV) 1D,O2 Fermi level (eV) 

MoS2 -0.54 -0.56 

WS2 -0.45 -0.54 

MoSe2 -0.50 -0.47 

WSe2 -0.30 -0.40 
Table 6.3.1.1b: Table of the Fermi levels of the quasi 1D TMD nanoribbons before and after edge oxidization.  

 From the bandstructure plots it is obvious that the metallic character of the 1D nanoribbons no 

matter the edge composition will remain intact. Also another interesting finding is that when the 2D TMD 

monolayers are 100% covered with oxygen adatoms even though their semiconducting character is still 

present, the gap changes from direct to indirect. An opposite procedure is observed when the dimension 

of the material is lowered from 3D to 2D. 
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(3) 

(4) 

6.4 Hydroxyl adsorption on TMD nanoribbons. 

 

 In order to simulate OH adsorption at TMD edge, we use our previously relaxed structures and we 

attach hydrogen atoms on top of the Oxygens and repeat the structure optimization procedure. We then 

perform two calculations for each structure for the adsorption energy and the differential adsorption 

energy. In order to do that we first calculate the potential energy of a molecular Hydrogen and a Hydroxyl 

radical. The resulting values for the energy were found -6.655 eV and -8.226 eV respectively. The 

equation describing the corresponding adsorption energies are given below. 

Adsorption energy of OH radical on TMD nanoribbon:  

𝐸𝑎𝑑𝑠 =
1

𝑛
(𝐸1𝐷,𝑂𝑛𝐻𝑛

− 𝐸1𝐷 − 𝑛𝐸𝑂𝐻) 

Differential adsorption energy of H on oxidized TMD nanoribbon: 

𝐸𝑑𝑖𝑓𝑓 =
1

𝑛
(𝐸1𝐷,𝑂𝑛𝐻𝑛

− 𝐸1𝐷,𝑂𝑛
−

𝑛

2
𝐸𝐻2

)  

Where 𝑛 is the number of adsorbed atoms or radicals (n=2 here) while E describes the corresponding total 

energies.  

Table 6.4a presents the results for all total and adsorption energies: 

 𝑬𝟏𝑫,𝑶𝒏𝑯𝒏
 (eV) 𝑬𝟏𝑫,𝑶𝒏

 (eV) 𝑬𝟏𝑫 (eV) 𝑬𝒂𝒅𝒔(eV) 𝑬𝒅𝒊𝒇𝒇(eV) 

MoS2-S2-O2-H2 -282.673 -274.474 -262.997 -1.612 -0.772 

WS2-S2-O2-H2 -285.917 -277.664 -266.132 -1.666 -0.799 

MoSe2-Se2-O2-

H2 
-259.838 -250.599 -240.104 -1.641 -1.292 

WSe2-Se2-O2-H2 -262.466 -253.119 -242.566 -1.724 -1.346 
Table 6.4a: Total and adsorption energies of  TMD nanoribbons with hydroxyl groups at the upper edge. 

 

 TMD nanoribbons with adsorbed Hydroxyl at the edge show an increase in the bonds between the 

S-O and Se-O going from of approximately 0.3Å. This increase is expected due to the presence of 

Hydrogen on each Oxygen atom. Figures 6.4a and 6.4b show a selected atoms (A,B,C,D) at the edge of 

TMD nanoribbons after Hydroxyl adsorption which correspond to different angles between Mo-S-O, W-

S-O, Mo-Se-O and W-Se-O as given in table 6.4b. 
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MoS2                WS2            MoSe2         WSe2 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

Figure 6.4: Ball-and stick model focused on the edge of relaxed structures of TMD nanoribbons after hydroxyl 

adsorption. For each structure two different sets of angles are shown in (a) and (b). In all figures the atoms are 

color coded in regard to the element. Mo and W atoms are shown with pink and cyan respectively, while yellow 

atoms represent Sulfur and purple Selenium. Red atoms correspond to Oxygens and white to Hydrogens. 

 

material BCD (o)a ABC (o)b 
Torsion 

ABCD(o) 

MoS2 107.71 113.06 0.00 

WS2 107.25 113.84 0.00 

MoSe2 107.70 109.86 0.00 

WSe2 107.16 109.66 0.00 
Table 6.4b: Geometrical characteristics of the upper edge of  TMD nanoribbons with Hydroxyl group.  

 Although the plane of the edge atoms does not undergo any rotation and all atoms are again found 

vertical to the nanoribbon structure, in this case as opposed to oxidized TMDs the angles formed between 

the metals and the Oxygens get smaller (from ~120o to 107o). The interaction of the front Oxygen atom 

(labeled B in Fig. 6.4b)  with the inner Hydrogen with weak Hydrogen bonding (distance between atoms 

~ 1.6 Å) is causing a more close packed edge on the nanoribbons.   

 

 

 

(a) 

(b) 
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6.4.1 Density of states  and band structure 
 

 We now plot the density of states and the bandstructure for the quasi 1D nanoribbons following 

the same procedure as in the case of the oxidized structures. The DOS and bandstructure are presented in 

figures 6.4.1a and 6.4.1b respectively. Figure 6.4.1a shows clearly that the metallic states are robust 

against any changes in the edge structure of the materials. This is further confirmed by the bandstructure 

calculations.  

 

 
Figure 6.4.1a: Comparison of DOS for all four TMDs between the pristine and oxidized 2D monolayers and the 

nanoribbons with different edge composition. In all graphs the pristine monolayer structure is shown with the grey 

shaded area and the oxidized 2D material is described by the red curve. The nanoribbons without and with 

adsorpted Oxygen  are presented by magenta and brown curves respectively, while green curve shows the 

nanoribbons with hydroxyl groups. The Fermi level of 1D nanoribbons is shown by the vertical lines while for the 

2D monolayers EF is set at zero eV. 

 

 We shift the DOS and bandstructure curves of  the 1D TMD nanoribbons with hydroxyl groups 

to match the lowest states of the oxidized 1D TMD nanoribbons. The energy shift ie. the Fermi level shift 

of the nanoribbons is presented in table 6.4.1. 

 

 

 1D,O2H2 Fermi level (eV) 

MoS2 -0.20 

WS2 -0.10 

MoSe2 -0.28 

WSe2 -0.15 
Table 6.4.1: Table of the Fermi levels of the quasi 1D TMD nanoribbons after hydroxyl adsorption.  
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Figure 6.4.1b: Comparison of bandstructure for all four TMDs between the pristine and oxidized 2D monolayers 

and the nanoribbons after hydroxyl adsorption. In all graphs the curves are color coded in response to the DOS 

plots. The direct gap of the pristine TMD monolayers is shown by the grey vertical dashed line at 2/3 of the  𝑥 axis. 

The Fermi level of 2D structures is set at zero. 

 

6.5 TMD nanoribbons  with 50% oxygen and hydroxyl adsorption 
 

 The final structures that we will study are TMD nanoribbons with 50% coverage with adsorbed 

Oxygen and Hydroxyl. In order to construct our nanoribbons we use a (2x6) supercell which consists of 2 

unit cells in the  𝑥 direction and 6 unit cells in the y. Since a DFT calculation requires many cpu hours for 

calculations, let alone for close to 80 atoms, we try to minimize as much a possible the needed time. 

Thus, we refer to the previously optimized structures of TMDs with two chalcogen adatoms from chapter 

4 and the ones with adsorbed Oxygen and Hydroxyl from previous sections.  

Using the edge atom position from these structures, we manipulate our edge for the (2x6) 

supercells and we manage to minimize our required calculation time to one third. However, the process is 

still very time consuming preventing us from creating multiple cases of adsorption concentration. The 

geometrical characteristics for TMD nanoribbons with (2x6) supercell and 50% Oxygen and Hydroxyl 

adsorption are presented in the following sections. Table 6.5 shows the total energies and the adsorption 

energies of 50% Oxygen and Hydroxyl coverage of TMD nanoribbons according to equations (2) and (3) 

from sections 6.2 and 6.4 respectively. 
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 𝑬𝟏𝑫,𝑶𝒏𝑯𝒏
 (eV) 𝑬𝟏𝑫,𝑶𝒏

 (eV) 𝑬𝟏𝑫 (eV) 𝑬𝒂𝒅𝒔(eV) 

MoS2S2(O)0.5 - -537.025 -525.983 0.179 

WS2S2(O)0.5 - -543.469 -532.234 0.082 

MoSe2Se2(O)0.5 - -490.372 -480.184 0.606 

WSe2Se2(O)0.5 - -495.492 -485.197 0.552 

MoS2S2(OH)0.5 -545.633 - -525.983 -1.599 

WS2S2(OH)0.5 -551.963 - -532.234 -1.639 

MoSe2Se2(OH)0.5 -499.854 - -480.184 -1.609 

WSe2Se2(OH)0.5 -504.939 - -485.197 -1.645 
Table 6.5: Total and adsorption energies of  (2x6) TMD nanoribbons with 50% oxygen atoms and hydroxyl groups 

at the upper edge. 

 

6.5.1 The effect of adatoms concentration on the electronic properties  
 

 In this section we examine the effect of Hydroxyl and Oxygen adsorption concentration on the 

electronic properties of TMD nanoribbons. In the following density of states graphs (Fig.: 6.5.1) we 

present analytically the procedure that we followed in order to calculate Fermi – level pinning. First, the 

lowest – energy peaks located at about -14 eV below the Fermi level are aligned in the different 

structures. These peaks correspond to s electrons of S atoms in the bulk and are very little affected by the 

surface structure. This procedure is shown is Fig.: 6.5.1. This alignment shifts the whole density of states 

plot relative to the DOS plot of the 2D material (Fig.: 6.5.2).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.5.1: Density of states  for bulk 2D MX2 (grey shaded area) and the MX2 nanoribbons (colored solid lines) 

with (1x6) and (2x6) supercells and different Oxygen and Hydroxyl concentrations on the upper edge. The energy 

range is within 4 eV of the low – energy peaks.  
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Figure 6.5.2: Density of states  for bulk 2D MX2 (grey shaded area) and the MX2 nanoribbons (colored solid lines) 

with (1x6) and (2x6) supercells and different Oxygen and Hydroxyl concentrations on the upper edge. The energy 

range is within 1.5 eV of the mid-gap point, which is set to zero, the Fermi levels of the nanoribbons are shown 

with color-coded vertical lines.  

 

 

 We first align the electronic states of the 1D nanoribbons to the lowest states of the single layer. 

We then use these states as reference point to which we align the electron states of the oxidized 

nanoribbons. And finally, with the addition of hydrogen for the formation of hydroxyls, we shift the 

curves to the lowest states of the oxidized nanoribbons. In table 6.5.1 we collect all the numerical values 

of the Fermi level changes. 

 

 

 
1D 

EF (eV) 

1D, O 

100% 

EF (eV) 

1D,O 

50% 

EF (eV) 

1D,OH 

100% 

EF (eV) 

1D,OH 

50% 

EF (eV) 

MoS2 -0.54 -0.56 -0.56 -0.20 -0.40 

WS2 -0.45 -0.54 -0.54 -0.10 -0.30 

MoSe2 -0.50 -0.47 -0.47 -0.28 -0.36 

WSe2 -0.30 -0.40 -0.40 -0.15 -0.31 
Table 6.5.1: Pinning of Fermi Level of (1x6) and (2x6) MX2 nanoribbons and various O, OH concentrations. 

 

From table 6.5.1 we find that in all cases the Fermi level of TMD nanoribbons always falls in the 

gap of the 2D monolayer; A significant result that proves that the electronic properties of quasi 1D TMD 

nanoribbons are robust regardless of the environmental conditions. Also, the formation of a transition 

metal dichalcogenide nanoribbon  leads to a lowering of the Fermi level, as opposed to the Fermi level of 

the monolayer which is set at zero eV. This behavior occurs due to the formation of a dipole moment at 
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the edges by the broken symmetry of the material. This is further confirmed by the change in the Fermi 

level in the presence of hydrogen atoms, which is an electrophilic addition and causes a change in the 

dipole moment and a shift of the Fermi level to higher energies.  

Finally, an interesting finding from this study is that the presence of oxygen regardless of 50% or 

100% coverage shows no difference in the Fermi level. A possible explanation for this result could be 

that the change of the dipole moment for these two concentration is similar since both cases undergo 

stress at the edges, which in turn would cause a change in the electron density at the nanoribbon edge. 

However, for the clarification of the behavior more research is required considering various oxygen 

concentrations.  

 

6.6 TMD nanoribbons as candidates for Oxygen and Hydrogen Evolution 

Reactions 

 
 For the final part of this study we summarize  our results for the adsorption energies of oxygen 

atoms and hydroxyl radicals on transition metal dichalcogenide nanoribbons and perform a comparison of 

their catalytic properties. Table 6.6 present our calculations for the adsorption energies of TMD 

nanoribbons with 50% and 100% oxygen and hydroxyl concentrations on the upper edge of the 

nanoribbon. A graphical representation of these results is shown in figure 6.6. 

 
 

 𝑬𝒂𝒅𝒔(eV)  𝑬𝒂𝒅𝒔(eV) 

MoS2S2(O)0.5 0.179 MoS2S2(OH)0.5 -1.599 

WS2S2(O)0.5 0.082 WS2S2(OH)0.5 -1.639 

MoSe2Se2(O)0.5 0.606 MoSe2Se2(OH)0.5 -1.609 

WSe2Se2(O)0.5 0.552 WSe2Se2(OH)0.5 -1.645 

MoS2S2(O)1.0 -0.077 MoS2S2(OH)1.0 -1.612 

WS2S2(O)1.0 -0.066 WS2S2(OH)1.0 -1.666 

MoSe2Se2(O)1.0 0.453 MoSe2Se2(OH)1.0 -1.641 

WSe2Se2(O)1.0 0.424 WSe2Se2(OH)1.0 -1.724 
Table 6.6: Adsorption energies of Oxygen atoms and Hydroxyl groups in different concentrations on transition 

metal dichalcogenide nanoribbons.  
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Figure 6.6: (from left to right) Adsorption and substitution energies for MoS2 nanoribbons with Oxygen atoms at 

various sites. Adsorption energies for TMD nanoribbons with Oxygen adatoms.  Adsorption energies for TMD 

nanoribbons with Hydroxyl groups.  

 

  The preference of Oxygen adsorption/substitution on 2D TMD monolayers has been confirmed 

through multiple studies on 2D [42, 99, 100, 104-107].  Here we show that quasi 1D TMDs when in 

oxygen reach environment, will attract atoms on the exposed edge. Figure 6.6a shows that the addition of 

Oxygen atoms at the nanoribbon edge is thermodynamically favored. This edge formation is the one used 

throughout this chapter, where the Oxygen adsorption occurs on top of Sulfur edge atoms, as explained in 

section 6.2  

From figure 6.6b, we observe a difference in the adsorption energies for the four MoS2, WS2, 

MoSe2 and WSe2 nanoribbons with 100% coverage, showing that molybdenum disulfide is more reactive 

to oxygen, than the rest three TMDs. The adsorption energy of oxygen on Sulfurides  is approximately 

0.4 eV lower than Selenides. Specifically the lowest adsorption energy is found for MoS2 nanoribbons 

with 100% Oxygen coverage. This result, shows that molybdenum disulfide is more reactive to Oxygen 

than any other TMD.  

For the case of hydroxyl – rich  environment we find that the hydroxyl groups will bound strongly 

to the edge of the TMD nanoribbons, showing adsorption energies in the range of -1.599 eV to -1.724 eV. 

This result suggests an intense hydrophilicity of TMDs meaning that when the material is exposed to 

water molecules it will instantly react with them. However, the presence of a second Hydrogen atom from 

the water molecule would cause positively charged edge sites  creating a structure similar to transition 

states. The passivation of these states would require the removal of the extra Hydrogen, suggesting that 

TMD nanoribbons could be candidates for Hydrogen Evolution Reaction. This, result explains the use of 

MoS2 as catalysts for complex chemical reactions. 

 

6.7 Conclusion 

  In this chapter, we simulated TMD nanoribbons in Oxygen and Hydroxyl rich 

environments. We perform DFT calculations for the adsorption energies of TMD nanoribbons with 

adsorbed Oxygen and Hydroxyl in different concentrations and we examined the electronic properties 

(a)                                                              (b)                           (c) 
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such density of states and bandstructure and we compared our results to pristine and oxidized 2D 

monolayers.  

  We found the preferable edge formation and by studying the electronic properties we concluded 

that the metallic character around the edges of TMD nanoribbons is robust against the presence of O and 

OH. However, in the case of the 2D materials, we found that the direct gap semiconducting behavior of 

the pristine 2D monolayer changes to indirect when the material undergoes oxidation.  

Similarly to the chalcogen saturated nanoribbbons in chapter 4, we studied the effect of Oxygen 

adatoms and Hydroxyl groups, by aligning their electronic states in the density of states graphs, to the 

DOS of the 1D TMDs and we found that no matter the environment (O or OH) the Fermi level of the 1D 

nanoribbons is always lower than the Fermi level of the 2D materials, although depending the 

electronegativity of the adatoms a shift to higher energies (yet still lower than the 2D) can occur.  

Finally, we performed a comparison for the adsorption energies of TMD nanoribbons with O, and 

OH and we found that Molybdenum Disulfide is much more reactive to Oxygen than the rest TMDs and 

that the edges of all four TMDs present intense hydrophilicity. 
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Conclusions 

Simulations of model S structures provided insight into the electronic structure of S compounds. 

We found that TBA, after finding the appropriate parameters through fitting to DFT, can describe 

accurately the bandstructure of these compounds, although TBA parameters might differ from one 

structure to the other.  

DFT calculations on the electronic properties, density of states and bandstructure of TMD 

nanoribbons reveal that regardless of edge reconstruction, composition or width, quasi 1D TMDs present 

metallic edges, as opposed to the 2D bulk semiconducting materials. With the calculation of the edge 

energy we concluded on the most stable edge formation, which depending on the chalcogen enviroment, 

would be either with two or four adatoms.  

Next, by locating the true surface states and by comparing our results on the probability density to 

the Shockley model, we found that the sole reason for the presence of the metallic behavior is the broken 

periodicity of the material as we move to lower dimension from 2D monolayer to quasi 1D nanoribbon. 

Finally, with the introduction of O and OH on the edge of the most stable structure of the TMD 

nanoribbons, we studied the effect of environmental conditions in our structures and we compared our 

results to the 2D pristine and oxidized monolayers. We found that the electronic properties of TMD 

nanoribbons are robust against the presence of O or OH, as opposed to the 2D materials in which the 

direct gap shifts to indirect in the presence of oxygen. Compared to MoSe2, WS2 and WSe2,  MoS2  

showed increased adsorption of O, while the most reactive in OH was found to be WSe2.  However, all 

four materials are expected to be highly reactive in OH – rich environment such as water.  

 Transition metal dichalcogenide nanoribbons present unique electronic properties and can be great 

candidates for a wide range of applications from functional devices to catalysts for chemical reactions, 

such as oxygen evolution.  
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Appendix  

Graphical representations of the electron probability densities for all four TMD nanoribbons with 

different edge reconstructions. 

Unsaturated TMD nanoribbons 

 

Saturated TMD nanoribbons with one chalcogen adatom 

 

 

 

 

 

Saturated TMD nanoribbons with two chalcogen adatoms 
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Saturated TMD nanoribbons with three chalcogen adatoms 

 

 

 

 

 

 

Saturated TMD nanoribbons with four chalcogen adatoms 
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