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Master’s Thesis
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Abstract

The way we communicate nowadays has changed due to the advance-
ment of Voice Over IP (VoIP) technology, which has enabled the intercon-
nection of the Internet and the telephone network as Internet users can call
landline or mobile devices through VoIP services. Although, this technol-
ogy has many advantages and has been widely deployed, there are security
concerns that yet have to be examined. The focus of this work is to explore
the security properties that arise from making accessible telephone devices
from the Internet through the use of VoIP.

We carry out attacks using Internet services that aim to keep telephone
devices busy, hindering legitimate callers from gaining access. We use the
term DIAL (Digitally Initiated Abuse of teLephones), or, in the simple form,
Dial attack, to refer to this behavior. We develop a simulation environ-
ment for modeling a Dial attack in order to quantify its full potential and
measure the effect of attack parameters. Based on the simulation’s results
we perform the attack in the real-world. By using a Voice over IP (VoIP)
provider as the attack medium, we manage to hold an existing landline de-
vice busy for 85% of the attack duration by issuing only 3 calls per second
and, thus, render the device unusable. The attack has zero financial cost,
requires negligible computational resources and cannot be traced back to
the attacker. Furthermore, the nature of the attack is such that anyone
can launch a Dial attack towards any telephone device.

Our investigation of existing countermeasures in VolIP providers shows

that they follow an all-or-nothing approach, but most importantly, that their



anomaly detection systems react slowly against our attacks, as we managed
to issue tens of thousands of calls before getting spotted. To cope with
this, we propose a flexible anomaly detection system for VoIP calls, which
promotes fairness for callers. With our system in place it is hard for an
adversary to keep the device busy for more than 5% of the duration of the
attack. We also propose defenses on the client side, implemented as a fully
functional call centre with the use of Phone CAPTCHAs to defend against

DIAL attacks.

Supervisor: Evangelos Markatos

Professor



ATIOAOTIKH ANTIMETQIIIZH EIIIGEZEQN TYIIOY DIAL

AXé§avbpog KarpaBédog
Metarrtuyiakn Epyaoia

Tpnpa Emotmpng Ynodoyiotwv, Iavermotnpio Kpning

HMepiAnyn

O 1pOI10G 1€ TOV 01010 EMKOIVEVOUHE ofjpepa £xet adAaget Adywm tng e§éAL-
&ng g texvoloyiag Voice over IP (VoIP), n oroia enétpewe tn 61a0UvSeon tou
Aad1KTUOU Kal 10U TNAEP®VIKOU S1KTU0oU, KaB®G 01 Xprjoteg tTou Aladiktuou
BIopouv va KaAéoouv otabepd 1) Kivntd tAsdpmva péom unnpeotodv VolP. Ila-
PA TO YEYOVOG OTL I TEXVOAOYia autr| £Xel TIOAAA TTAEOVEKTIATA KA1 EXEL U100e-
mOel eUPERG, UTIAPYXOUV avnoUxieg yia v aopdlela autng g Stacuvdeong,
rou 1pertel va egetactouv. To ermikevipo autrg g epyaociag eivat va diepeu-
vrjoel v poBAnpata acdpdAelag rmou mPOKUMIoUV KaB10Tt®viag IPOotTESg Tig
OUOKEUEG TNAEPOVOU PECK TOU AlaS1IKTUOU HE Tr XPr)on NG texvoAoyiag VolP.

Zta mAaiola autng g epyaociag, £XOURE MPAYHATOIO |0l eITIBE0ELS PEO®
A1a81kTU0U, 01 0TI0ieg OTOXEVOUV OTO vad 1aTnPouUV TG TNAEPOVIKEG CUOKEUES
ATIAOXOANPEVEG, £T01 WOTE VA ATIOTPEOVIAL 01 9EP1TOl XP1|0TEG Ao TO va ATto-
Ktroouv 1nipocBaor). Xpnotporooupe tov opo DIAL (Digitally Initiated Abuse
of teLephones), 1), otV amdr popor), emideon Dial, yla va avapepboliie oe
autrv ) ouprepipopd. 'Exoupe avarntugerl éva repiBaAdov rpooopoiwong yia
Vv poviedonoinon pag Dial emiBeong, mPoKeEVOU va ITOCOTIKOITOWOetl 10
mAnpeg Suvapiko g KAl va PETPHOOUHE TNV eMibpaoct TV IApapPEIp®V g
eriBeong. Me Bdon ta anotedéopata g MPOCOHOI®ONG MPAYHATOIOI0UHE
Vv emnibeon eAeyxopeva OTOV IPAYHATIKO KOopo. Me 1 xprjon evog Voice
over IP (VoIP) mmapoxou ®g 10 péoo tng emibeong, KATAPEPVOUHE Va ATIAOX0-
Af)OOU}IE 1A OUOKEUT] artaoXoAnpévn yua to 85% tng 6idpkelag wng emibeong
HE T XP1on POVo TPV KANOE®V avd SeUTEPOAETTIO KAl £101 KaO10TAlE T oU-

okevur) axpnotn. H emiBeon é€xel pndevikd 01KOVORIKO KOOTOG, XP1Oorotet



APEANTEA TIOOOTNTA UTOAOYIOTIKGOV MTOP®V KAl eV PTTOPEL va EVIOTUOTEL O eTTi-
TB¢pevog. EruumAéov, n @uor g emnibeong eivat t€tola rmou o kabévag propet

va exwrjoet pia Dial eniBeorn mpog orotadnote tNAePp®VIKY) OUOKEUT.

H 81kn pag €peuva tov UPIOTAPEVEOV avilotadpiotik®v peEtpev oe VolP
napoyoug deixvel 011 akoAoubouv TV PooEyylon ojla 1 timota, alAd 1o 1o
ONMAVIIKO €ival 0Tl Ta CUCTHHATA AVIXVEUONS AVOUAANG CUNTEPIPOPAS av-
T6pouv apyd otig ermbioelg pag, Kabwg KatapEPAe va MPAYHATOIO|0OUNE
berabeg X1A1adeg KANoelg, TPty yivoupe avuldnrroi. ['a va 1o avupetoniooupie
auTo, MPOTEIVOUIE £va EUEAIKTO GUCTI A AVIXVEUONS AVOIAANG CUNTIEPIPOPAG
yia xkArjoeig VoIP, 1o omnoio nipowBeil Sikaloouvn yia 1oug depttous KaAOUVIEG.
Me 10 oUotnpd pag ®g PECO AVIIPEIDINONG, £ival SUokoAo évag ermtiBépe-
VOG va KPATNOEL T CUOKEUT] ATTAoX0ANHEV Yid MEPLOCOTEPO ard 10 5% tng
dapkelag g emibeong. Ilpoteivoupe ermiong TeEXVIKEG APUvVAG OtV TAEUpA
Tou dUpartog, TG Oroieg g UAoTow|oape ©G €va TANP®OG AETOUPYIKO TrAe-
POVIKO KEVIPO Xprotpornotwviag tnAepovikd CAPTCHAS, 10 0rtoio aviikpoust

emBéoetg turou DIAL.

Enontng Kabnyntng: Euvayyedog Mapkdatog

Kabnynug
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Euyxapioticg

Apxkd, 9a nbsda va euyapiotjon deppd tov Idoova IToAdakn kat HAla
ABavaocoroudo yla v ouclaoTiKy) GUPBOAN TOUG Ot MEPATOON AUTHG TNG
epyaoiag. ®a 1Beda emiong va euxaplot)ow OAa ta PEAn g opddag tou
DCS yua mv guyxaplotn ouvepyaoia pag aAdd kat yia 1o yeyovog Ot unrpgav
OX1 1ovo ouvadeddot aAdd kat @idot. Xe auto 1o onpeio 9a nbela emniong va
€UXAPLOTN 0K TOV enOITt Kabnynt pou K.Eudyyedo Mapkdto Kat 1ov Zotrpn
Ioavvidn yla v ayoyn ouvepyaoia pag Kat yia tyv oAUt kabodrynon
TOUG KATA 11 §lapkela 1oV akadnpuaikov 10U Xpovev.

Ba nbeda va euxaploto® T0Ug KaAoug PoU (PIA0UG Y1d TG UTIEPOYXES ava-
HVI0E1g TTOU POU XApLloav yid Ta Xpovia mou népaca oto HpdxAeio. Axoun
neP1000TEPO, YéAm va suxaplotrjowe tv Biku [MarnaBaoiAsiou rmou fjtav navia
6imAa pou va pe opidel oe autn ) poorndbeia Kat rou £6woe dAdo vonua
otn {1 PoU aro Ttote oV 11 yvoplod.

Tédog, 9éA® va suxaplotio® toug yoveig pou Niko kat NEAAn kat v
abepor) pou Eva nou ékavav ta aduvata duvatd oote va Popeowm va mpay-

patornou)on ta évelpa pou.
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Introduction

The Internet is a complicated distributed system that interconnects different
kinds of devices and interfaces with other types of networks. Traditionally,
computer security deals with attacks that are launched from Internet hosts
and target other Internet hosts. However, the penetration of Internet ser-
vices in everyday life enables threats originating from Internet hosts and
targeting non Internet infrastructures. Such a non Internet infrastructure

is the telephony network, a vital commodity.

The ever increasing number of households that adopt Voice over IP
technology as their primary telephony system, demonstrates our shifting
towards a digitally interconnected community. According to estimations, IP

communication subscribers will reach more than 1.8 billion worldwide by
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2013 [2]. While this new technology coexists with the old technology, new
methods for their interaction emerge. Today, an Internet user can place
calls to anywhere in the world reaching anyone that has a telephone device
and take advantage of all characteristics inherent in such digital technolo-

gies, thus introducing new threats against traditional telephony systems.

In this thesis, we explore the feasibility of an attack using Internet ser-
vices and targeting regular landline or cellular phones. We seek to charac-
terize the parameter values that will make the attack effective and also the

means to mitigate it. Our key contributions are the following:

Dial Attack. We develop an empirical simulation in order to explore the
potential effectiveness of Dial attacks. Through the simulated environment
we identify and quantify all of the attack’s fundamental properties. Using
experimental evaluation with existing telephone lines, we demonstrate that
an attacker manages to render an ordinary landline device unusable, holding
it busy for 85% of the attack period by issuing only 3 calls per second . The
attack requires no financial resources, negligible computational resources

and cannot be traced back to the attacker.

Defenses. We seek to reveal existing countermeasures through reverse
engineering of real-world VoIP providers. Our findings suggest that current
schemes are not efficient since they follow an all-or-nothing approach. We
develop and analyze a server-side anomaly detection system for VoIP traffic,
which significantly reduces the attack impact. With our defense system
deployed, the attacker can no longer hold the line busy for more than 5% of
the attack period. As telephone devices have no means of defense against
Dial attacks, we incorporate phone CAPTCHAs in a call centre as a defense

measure when countermeasures of VoIP providers fail to prevent attacks.

This thesis is organized as follows. We analyze our motivations in chap-
ter 2. In chapter 3 we explain in detail how the SIP protocol works. In

chapter 4 we present a threat model and a potential attack in a simulated



environment. We carry out the attack against a real landline device in chap-
ter 5. In chapter 6 we present existing countermeasures and introduce our
anomaly detection system, together with experiments that show how ef-
fectively our system mitigates the attack. We also propose and develop a
client-side solution to defend against DIAL attacks. Finally, we review prior

work in chapter 7 and conclude in chapter 8.



CHAPTER 1. INTRODUCTION



Motivation

In this chapter we present the basic motivations that drove us to explore
this area and led to the creation of this paper. We explore our motivation

in terms of goal and attack platform.

Goal. The traditional communication through the telephone network
has become an important commodity. Take into account, that over 300
billion domestic calls to landlines were served inside the US alone in 2005
according to the FCC [7]. Our argument is that access to a telephone device

is vital for humans.

Considering the importance of the service, an adversary may target a
telephone device in order to harm a user. Prohibiting users from accessing

certain services has been done in the recent past. For example, a significant
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part of computer viruses disrupt Internet connectivity. The impact of such
an attack can be enormous, either life threatening (targeting a fire-fighting
station during a physical disaster), or financial (targeting a business, like
pizza delivery, or hindering a bank to authenticate a transfer request [8]) or

simple disturb someone.

Our research is composed by two complementary goals. The first goal is
to find out if it is possible to render a telephone device unusable. We want
to achieve this goal with no financial resources, negligible computational
resources and without being traceable back to the attacker. The second
goal is to design and build technologies for protecting users from attacks
that target telephones. We want to achieve this goal with minimal deploy-
ment effort, minimal user interference and by using existing well-known

technologies.

Attack platform. In order to achieve our goals we use VoIP providers
as attack platforms against telephone devices. Our choice was driven by
various reasons. First, we wanted an attack platform, which is affordable
and easy to access. There are hundreds of free VoIP providers, which permit
users to access any landline device with no cost at all or mobile devices with
a minimal cost. Second, we wanted to be able to completely automate the
attack and have enough flexibility in fine tuning the call placement. Most
VoIP providers support the SIP protocol [24] which met our expectations.
Third, we wanted to perform the attack anonymously. The very nature of
VoIP technology allows a caller to hide his true identity. And finally, we
wanted to launch the attack from a PC. The fact that our attack platform
is already provided by the industry and anyone can use it to launch the
attack motivates us highly to explore the area as a precaution from future

exploitation of VoIP services.

One can argue, that parts of the attack described in this paper are well-

known or can be carried out, manually, by performing an excessive amount



of dialing. As far as the novelty is concerned, to the best of our knowledge,
this thesis is the first one to perform and evaluate a real automated attack
directly targeting a telephone device. As far as manual dialing is concerned,
we already enlisted the four reasons, which drove us to select VoIP as the
attack platform. These four reasons, reveal characteristics of a platform far

superior to humans performing manual dialing.



CHAPTER 2. MOTIVATION



Background

In this chapter we present an overview of VoIP technology and the SIP

protocol to better understand the internals of a Dial attack.

Our work utilizes the SIP signaling protocol to set up the calls over the IP
network. SIP is a text-based protocol similar to HTTP that follows a request-
response structure, and can be used to set up or tear down sessions of any
type. The content itself is typically transported over the Real Time Transport
protocol (RTP) [25]. SIP messages are human-readable and are independent
of the transport protocol used. For session initialization, the description of
session characteristics such as the identifier of the initiating entity or the
media content of the session, are encoded into a document using the SDP

format [18]. The SIP protocol can be described as peer-to-peer since the SIP
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SIP USER sIP PSTN
AGENT SERVER GATEWAY R PHONE
INVITE
INVITE SET UP
|___SESSION |
TRYING CALL
TRYING PROCEEDING
ALERT
RINGING
RINGING
CONNECT
oK |[+—"
OK
ACK
CONNECT/ACK
RTP VOICE

BYE

DISCONNECT

oK RELEASE

RELEASE
COMPLETE

FIGURE 3.1: Steps in setting up and tearing down a SIP session (SIP status

codes are emitted).

end users, called SIP User Agents, have two logical components: the User
Agent Client that is responsible for sending request messages and receiving
the responses, and the User Agent Server that receives requests and sends
responses. Even though the simplest network configuration possible is two
SIP user agents sending messages, typical networks also contain one or
more of the following entities: a proxy server, a registrar or a redirect server.
A proxy server is used for routing. Proxy servers forward session invitations
to other proxy servers that are closer to the destination, until one is reached
that knows the exact location of the destination user agent. They are also
used to ensure policies. A registrar accepts REGISTER requests from SIP
user agents and stores information regarding their current location (IP ad-
dress, port, username) into a location database. A redirect server receives
requests and replies with a list containing the current location for a specific
user, as read from the location database created by a registrar. All SIP en-

tities are identified through a SIP Uniform Resource Identifier (URI), which
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follow a form similar to that of email addresses: sip:username@domain.
We can see in detail how a session is set up and torn down between
a SIP user and a PSTN landline. After registering with a SIP server, the
SIP client is able to perform calls. To initiate a call, an | NVI TE message
is sent to the SIP server that sets up the session with the PSTN landline.
When the session is ready, the SIP client receives a ringing response from
the SIP server. When the PSTN device answers the call, data is transported
in real time. When the SIP client terminates the session, a BYE message is

generated and sent to the other end.



12

CHAPTER 3. BACKGROUND



Attack Overview

In this chapter we present the fundamental properties of the attack we
developed. We start by describing our attack in detail; we specify the threat
model, the adversary’s overall goal and list all the assumptions we have
made. We develop a simulated environment in order to carry out the attack
virtually. Based on our findings in this chapter, we proceed and develop

the actual attack prototype in the next chapter.

4.1 Attack Description

The goal of the attacker is to render a telephone device unusable with zero
financial cost. This can be achieved by injecting a significant number of
missed calls towards a victim telephone device. A call is considered missed,

if it is hanged up prior to the other end answering it. By placing the calls

13
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correctly in the network, the attacker can keep the target continuously
busy and, thus, prevent other users from accessing the telephone device.
Even though many VoIP providers allow calls to landlines free of charge, we
designed our attack in a way to be able to attack cell phones even if such
calls are not free. By hanging-up the placed calls on time, the adversary
manages to launch the attack cost free. Even if the target telephone device
is answered the attack does not degrade, but rather augments, taking into

account that the resource is still in busy state.

The attack in principle consists of a resource R, an attack medium M
and calling modules. The resource represents a telephone device and has
two states; it can either be available or busy. The attack medium simulates
the behavior of a VoIP provider; it receives requests and queries the resource
in order to acquire it. A calling module places such requests to the attack

medium at a configurable rate.

The proposed attack is based on some important assumptions. First,
we assume that M is unreliable, meaning that communication messages
may be lost, dropped or delayed. However, we assume that all faults in M
are stabilized in the long run. Thus, we do not implement message faults
for M in the simulated environment. Second, we assume that R does not
support direct querying, or at least it supports it partially. There is no way
to directly retrieve all states of R. However, it is possible to implement
detection by analyzing parts of the communication messages. Third, we
assume that, when no attack is taking place, the calling rate follows a
Poisson distribution (A = 10). When an attack is taking place, the calling
rate significantly varies from the Poisson distribution. Finally, we make no
assumptions about the routing latency for call placement, i.e. the time it
takes for a request to reach R through M, or the release time of R after call
termination. Instead, we perform real experiments to collect representative

approximations of these quantities (see next section).
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FIGURE 4.1: Cumulative distribution of routing latency times for call place-

ment.

4.2 Simulation

Before starting experimenting with real calls in the wild, we performed a
series of controlled experiments in a simulated environment. Based on
the attack description we just presented, we developed a multi-threaded
simulator where we instantiated a virtual calling module with an aggressive
behavior to represent the attacker and one with a non-aggressive behavior
to represent a legitimate caller. Then, we modeled the resource using a data
structure that allows the module to obtain exclusive access with a certain
probability. Each calling module behaves similar to a VoIP caller, ie. it
attempts to connect to the resource R through an attack medium M. In

principle, M simulates a VoIP provider and R a telephone device.

In order to simulate the virtual calls in a realistic fashion we collected
empirical values of durations from real call placement and hang-up oper-
ations. We issued 7,300 calls through a real VoIP provider over the time
period of one week (see Figure 4.1). In this way, we collected representative
routing latencies of call placements at various times and days of a typical
week. The simulator maintains a pool with the 7,300 routing latencies and

uses one, randomly, each time a virtual call attempt takes place. Unfortu-



16 CHAPTER 4. ATTACK OVERVIEW

nately, we could not follow a similar approach for the hang-up operation,
since it is hard to detect representative values for hang-up times of a real
VolIP provider. However, we used the following approach, which we consider
quite realistic. We injected pairs of call placements and hang-up operations
in a real VoIP provider. We initially started injecting the pairs back-to-back.
The result was that one of the two calls always reached the telephone de-
vice when it was in the busy state. In other words, the VoIP provider could
not complete the hang-up operation of the first arrived call, before the sec-
ond arrived. We started increasing the gap between the call pair, until we
could measure that both calls had reached the telephone device in available
state. We managed to successfully issue over 1,000 such call pairs with this
property. The gap times ranged from 1 to 2 seconds. We consider this time
window a realistic window for a hang-up operation. Thus, we modeled the
virtual hang-up operation accordingly. Each virtual call hang-up operation

takes from 1 to 2 seconds to restore R’s state back to available.

Based on the above configuration we issued four 1-hour simulation
runs, each one having an aggressive calling module placing virtual calls,
with different intervals. We used intervals ranging from 0.01 to 5 seconds.
Concurrently a legitimate module tried to acquire R following a Poisson

distribution with A = 10.

We examine the results of our experiments in terms of the aggressive
calling module’s success in acquiring resource R, the virtual call status
distribution of the aggressive calling module and how many times the le-
gitimate module succeeded in acquiring resource R. The rate of successful
R acquisitions an aggressive thread managed to issue is presented in Fig-
ure 4.2. The best we could achieve was more than 39 acquisitions per
minute. In the real-world, this result translates into more than 39 ring-
ing calls per minute; a severe attack rate that would render the telephone

device unusable. In Figure 4.3 we examine the call status distribution of
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FIGURE 4.2: Rate of successful resource acquisitions managed by an aggres-

sive calling module in simulation environment.
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FIGURE 4.3: Distribution of all acquire attempts issued by an aggressive

calling module in simulation environment.

all virtual call placements the aggressive calling module managed to issue.
Observe that as the interval reduces, the amount of failures in acquiring R
increases rapidly. Practically, there is no benefit in reducing the interval

below 0.3 seconds.

The performance of the legitimate module is depicted in Figure 4.4. We
also plot the results for the first 10 minutes of the experiment’s duration
in this case. First, observe that the legitimate module fails to acquire R

for almost 85% of the simulation duration at the interval of 0.3 seconds,
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FIGURE 4.4: Percentage of failed resource acquisitions for the legitimate

module which models a legitimate caller in simulation environment.

while the aggressive module issued less than 20,000 attempts. By reducing
the intervals down to 0.01 seconds, the legitimate module is completely
prevented from acquiring R, with the downside of requiring almost 200,000
more issued attempts to achieve just 15% more failed resource acquisitions
compared to the interval of 0.3 seconds. Second, we can see that the
first 10 minutes approximate the result of the full duration (1 hour) of
the simulation, with tolerable error (from below 1% to 1.5%) in most cases.
An exception occurs only in the case of the 1 second interval, where the
difference is about 8%.

Our simulation experiments confirm our intuition for a potential threat
against telephone devices. In addition to this, they highlight that only 3
calls per second are needed to render a device unusable and that the error

between 1 hour and 10 minutes long experiments is tolerable.



Attack Evaluation

Based on the simulated studies we carried out in the previous chapter,
we present an attack prototype. Our aim is to reach the performance we
achieved in the simulated environment, using an existing system which

tries to acquire an actual telephone device.

5.1 Attack Prototype

Our attack prototype implementation uses VoipDiscount [9] as an attack
medium, which uses the Session Initiation Protocol (SIP) [24] for remote
communication. As SIP is the most common used protocol among VoIP ser-
vice providers, our prototype implementation is not limited to VoipDiscount
but could be applied using any different provider.

We implemented caller modules, which communicate with M, in our
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case the VoIP provider, using the SIP protocol and exchange invite and
termination messages. We used the Python programming language and the
pj si p! library which provides an implementation of the SIP protocol. We
developed two types of callers: (a) an attacker caller and (b) a legitimate
caller. The attacker caller places calls one after the other, trying to keep
the telephone device busy continuously. The legitimate caller places calls

following the Poisson distribution (A = 10).

Recall, from chapter 4, that we assumed that the resource does not sup-
port querying, or it supports partial querying. Indeed, the telephone device
does not support querying and thus there is no easy way to track down
the status of the device, i.e. if it is in ringing or busy state. Although, SIP
supports querying the status of a placed call, many providers do not imple-
ment this feature. The one we used is among them. Specifically, we can
retrieve that the line is busy, using a SIP operation, but we can not retrieve
aringing status. To overcome this issue we implemented a detector module,
based on a Fast Fourier Transformation of the incoming audio signal. This
way we analyze the frequency of the audio signal and detect a ringing tone
when we observe signals at 420 Hz. Notice that this approach successfully
recognizes the ringing tone, since the tone has a constant frequency. Hav-
ing immediate access to the ringing status is vital for the attack, since we
want to achieve the attack with zero financial resources. We want to keep
the telephone device busy by injecting short time lived calls (i.e. missed
calls). For the generation of a missed call, the call has to be terminated

immediately after the first ringing tone.

This approach is more generic, as it is independent from the signaling
protocol, in our case SIP, and always applicable, because having access
to the audio signal when calling is essential. In Figure 5.1 we plot the

spectrum of a ringing signal, as it is identified by the detector for a real call.

'PJSIP, htt p: / / www. pj si p. org/ .
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FIGURE 5.1: Ring signal frequency detection with Fast Fourier Tranforma-

tion.

5.2 Real World Experiments

We conducted several real world experiments over the period of eight months
using a landline device located in our lab as a victim. For the presentation
of this section we issued a series of runs over the duration of 1 week. This
subset of runs is consistent with our overall experimental results. For each
configuration we issued 6 runs each with a 10 minute duration with inter-
vals ranging from 0.3 to 5 seconds. Recall from chapter 4 that the first ten
minutes of each simulation run approximate the result of the full duration
(1 hour) of the simulation, with tolerable error (from below 1% to 1.5%) in
most cases. Thus we face the following trade-off: conducting more short-
lived or less long-lived real world experiments. We chose the first approach,
so as to be flexible enough to conduct a larger experimental base.

As was the case with the simulation, we are interested in three mea-
surements: (i) the call rate of the attacker, (ii) the call status distribution
of the attacker, and (iii) the probability for a legitimate user to acquire the
resource, while an attack is taking place.

We present the call rate achieved by the attacker in Figure 5.2. Observe,
that the results are highly consistent with the simulated ones (see Fig. 4.2).

The adversary has managed to issue almost 40 ringing calls/minute for a
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FIGURE 5.2: Rate of ringing calls managed by an adversary.
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FIGURE 5.3: Distribution of all calls issued by an adversary.

calling placement interval of 0.3 seconds.

We present the distribution of all call attempts by the attacker in Fig-
ure 5.3. Again, the results are highly consistent with the simulated ones
(see Fig. 4.3). Note, that as the call placement interval reduces, the fraction
of busy calls increases, having a negative impact on the attack. Another
side-effect of shorter call placement intervals is failed calls. A call is con-
sidered failed, when no ringing or busy status is identified after 10 seconds

from call placement.

Finally, in Figure 5.4 we present the percentage of busy calls received

by a legitimate caller, while the target telephone device was under attack.
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FIGURE 5.4: Percentage of busy calls received by a legitimate caller, while

the target telephone device was under attack.

Observe, that the adversary managed to hold the target landline device busy
for 85% of the attack duration, preventing access, for most of the time, to

the legitimate caller.

5.3 Attack Impact

In our real world experiments, we managed to hold an existing landline
busy for 85% of the attack duration, by issuing only 3 calls per second.
By aggressively issuing calls, an attacker targeting the telephone centers
of critical infrastructures such as police or fire-fighting stations and hos-
pitals can completely disrupt their operation and create life threatening
situations. By issuing dozens or hundreds of calls an attacker can hinder
legitimate users from accessing the call centers of critical services. Taking
into account that these services are vital to our society, any threat against
them must be seriously considered, and mechanisms for protection should

be designed and employed.

5.4 Attacker’s Anonymity

An important aspect of Dial attacks is that they cannot be traced back to

the attacker. This is achieved by having two layers of anonymity. The first
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is provided by the part of traditional telephony network, where only the
VoIP provider’s Caller ID is revealed. In our experiments, the Caller ID was
Unknown, requiring the use of law enforcement in order to find the source
of the calls. The second layer is the communication with the VoIP provider.
The only way that the VoIP provider can track the attacker is by her IP
address. In order to remain anonymous, the call requests must be placed
from a safe IP address, e.g. through an anonymization proxy or with the

use of a botnet.



Countermeasures

In this chapter we investigate existing countermeasures currently employed
by VoIP providers. We present a study about Skype, a leading provider of
VoIP services, VoipUser [10] and VoipDiscount [9], two representative VoIP
providers. Based on our analysis, we propose and implement an anomaly
detection system that promotes fairness to callers and is able to successfully

mitigate the attack outlined in this paper.

Our key findings can be summarized as follows. First, existing coun-
termeasures follow an all-or-nothing approach. A possible abuse results in
permanently banning a user or even the target telephone device from the
system. We describe, later in this section, that this policy is not only inef-

ficient, but can also be part of further abuse, under certain circumstances.
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Second, and most importantly, the existing countermeasures react slowly
upon an abuse case. Indeed, we managed to issue tens of thousands of

calls before getting spotted.

6.1 Existing Countermeasures

Skype. Skype is a popular VoIP provider with more than 400 million user
accounts and capable of serving 300,000 simultaneous calls without any
service degradation [1, 5]. Skype internally uses an anomaly detection sys-
tem, whose technical details are not publicly available. In order to reverse
engineer part of its logic, we used four different user accounts and three
different landline devices. We performed experiments with very aggressive
call initialization rates against our landlines. Eventually, all four accounts
were blocked permanently and all three victim landline devices were per-
manently banned from the system. This means, that the victim landlines
were further inaccessible by any Skype user. We refer to this policy as
all-or-nothing, meaning that the anomaly system either permits full access
or no access at all to the service. Skype maintains call history data for a
period of six months as permitted by the applicable Luxembourg law [4].
We used the call logs from the Skype web site to create the call history of

each account and telephone line.

In Figure 6.1 we present the cumulative time of the call history of each
blocked Skype account. Our initial intuition was that Skype blocks our
account when we pass a specific call-rate threshold. However, each Skype
account got blocked when it exceeded a totally different threshold, indicat-
ing non-deterministic detection based on heuristics or human inspection of
call logs. With the first account we placed more than one hundred thousand
calls before the anomaly detection system spotted us. The other accounts
were blocked by making a large number of calls in a very short time period.

This is shown in Figure 6.1 by an almost vertical increase of at least fifteen
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FIGURE 6.1: Call history of each Skype account, until it is blocked due to

abusive behavior.

thousand calls.

In addition, Skype also blocked the landline telephone numbers which
we used as victims. In Figure 6.2 we can see the call history of these
numbers. The graphs terminate at the time the blocking actually happened.
The Skype service permitted us to place more than 130,000 calls to the first
line we used, before blocking it. The rest of the telephone lines we used
were blocked as a result of more aggressive experiments.

We consider, that the all-or-nothing policy of Skype’s anomaly detec-
tion is highly inefficient and, most importantly, enables further abuse. We
proved that the slow reaction of the anomaly detection system allowed us to
issue tens of thousands of calls. This would be catastrophic for any service
that is based on telephone communication. We believe that the slow reac-
tion is a fundamental result of the all-or-nothing approach. The penalty is so
high (i.e. permanent block), that the anomaly detection system is triggered
only during occasions where there is severe abuse. An adversary, could
still carry out the attack in a more stealthy fashion. We also showed that
an adversary can intentionally block certain devices from Skype. All she
needs is to issue a vast amount of missed calls towards the victim device

for it to be completely banned from the system.
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FIGURE 6.2: Call history of each telephone line targeted through Skype, until
it is blocked.

Voipdiscount. During our experiments with the Voipdiscount provider
we have not observed any countermeasures. We have used their infras-
tructure for multiple experiments, issuing hundreds of thousands calls,
and Voipdiscount did not react to this behavior. We have been conducting
experiments with their service for over 8 months without being warned or

banned.

Voipuser. We speculate that Voipuser relies on manual inspection
which is not effective and cannot provide adequate defense against such
attacks. After a series of initial experiments we conducted, they blocked
the accounts used, as well as all other accounts we had created; note that
these accounts had not been used in the attack experiments. Account bans
based on the correlation of the domain of the email addresses we used for
the account registrations suggest a manual process of log inspection. How-
ever, our accounts were banned after the experiments had ended, proving
the inability of manual countermeasures for the early detection of such

attacks.
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6.2 Server Side Countermeasures

Our system is based on a detection module and a policy enforcement mod-
ule. We decided to implement the detection module entirely in software,
using the well-known Intrusion Detection System (IDS), Snort [23]. As far
as the policy enforcement is concerned, we have two options. We can either
implement it in software or in hardware. For the first case, we can use
the built-in firewall functionality of Linux operating systems, i pt abl es.
! However, this gives us poor flexibility in complex policies. On the con-
trary, the hardware solution gives as a range of functionalities employed by
modern router devices. In order to easily perform an evaluation of various
policies, we chose to use the Click router [20], which is a rich framework for
testing router configurations. The Click router incorporates a wide range of
elements for traffic shaping, dropping decisions and active queue manage-
ment, which can also be found in most modern routers.

Detection Module. Snort is responsible for the detection. It handles
user requests by monitoring all incoming traffic and flags flows that belong
to hosts that initiate a large number of calls in a short amount of time. We
further refer to this threshold as abt (abuse behavior threshold), which is ex-
pressed in invite? requests per second. We have implemented, a Snort-rule
similar to those for port-scans for detecting hosts that exceed abt. Whenever
we have a Snort alert, the policy enforcement module is invoked, in order
to mitigate the suspicious behavior.

Policy Enforcement Module. Policies are enforced over specific time
windows. We refer to this quantity as pew (policy enforcement window).
Each policy applies an action to a host, that has been flagged suspicious by

the detection module. We have implemented two different types of actions:

'For the core internals of Linux iptables, please refer to: http://wamv. netfilter.

org/.

2An invite request in SIP is associated with a call placement.
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mute and shape. The mute action drops all invitation messages and the
shape action imposes a fixed rate of message delivery in a fashion that
approximates a legitimate behavior.

It was tempting to also apply policies found in existing literature, as we
reviewed in the related work chapter. In fact, we did try a policy for selective
dropping, which drops packets according to the Random Early Detection
(RED) algorithm [16].23 As we mention in chapter 7, we explicitly refer
to several existing countermeasures that alleviate a similar problem, such
as using weighted queues before unsolicited traffic reaches a, potentially,
victim interface or more strictly provisioning and partitioning resources [14,
16]. However, these mechanisms are designed with congestion avoidance
in mind. As we have stated multiple times throughout this paper, our
attack consumes negligible resources and does not lead to any congestion
incidents. Nonetheless we artificially generated congestion in our detector
in order to evaluate a selective dropping policy based on RED. However we
consider that our assumptions, in regards to the conditions a real-world
VoIP provider may experience, were very unrealistic and, thus, decided to
provide no facts about this policy.

We implemented the mute action using i pt abl es in Linux, by using
Snort’s plugin SnortSam [6]. We provide a hypothetical hardware imple-
mentation of both mute and shape actions using the emulation environment
provided by Click. In Table 6.1 we summarize the policies we support, along

with their notation.

6.2.1 Evaluation

In order to evaluate our anomaly detection system we performed our attack
once again, but this time, both the attacker and legitimate caller were forced

to pass their requests through our system. This was done at the network

SMore precisely, we used the gentle version of RED [15], which is the RED implementation

for Click.
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Policy INVITE behavior | Implementation
soft-mute Drop i ptabl es
hard-mute Drop Click Router
hard-shape Fixed rate Click Router

TaBLE 6.1: Policies supported by our anomaly detection system.
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FIGURE 6.3: Attack mitigation for soft-mute and hard-mute policies for var-

ious pew.

level, by rerouting all communication messages through a gateway that acts
as an anomaly detection system.

In order to eliminate false positives we decided to use a more toler-
ating abt value, equal to 10 invitation messages per 30 seconds (abt =
10msg/30secs). Notice, that although this decision leaves us with no false
positives (indeed, we have measured zero false positives in all experiments),
relaxing abt is negative for the mitigation result. The attacker can become

more aggressive and still remain under abt.

In Figure 6.3 we depict the effects on the attack’s firepower when our
policies are enabled. Each policy is applied for a time duration equal to
pew. Notice, we do not provide results for hard-shape values for any pew,

since the hard-shape policy is enforced for the whole attack duration. This
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FIGURE 6.4: A comparison of all policies along with the original attack.

is not explicitly forced by our detector, but it stems from the fact that the
attacker does not adapt to the policy, and the pew is always extended.

In Figure 6.4 we provide a comparison of all policies along with the
original attack. For each policy we state the pew used inside parenthesis.
Observe that the attack’s firepower can be reduced to 5% using soft-mute
or up to 30% using a more relaxed policy, hard-shape. We consider the
shape policy more relaxed than the mute, since the suspicious host is not

muted and thus the policy is more tolerable in enforcing restraints on false

positives.

6.3 Client Side Countermeasures

In this chapter we explore client-side countermeasures: that is, counter-
measures to be employed by the target telephone device. Telephone devices
currently have no means of defense against the attack outlined in this the-
sis. Our goal is to enable potential targets to defend against this type of
attacks regardless of the countermeasures that Voip providers may, or may
not, incorporate. We are, to the best of our knowledge, the first to design,
implement and test a fully functional system that can mitigate such attacks.

Our solution is based on Phone CAPTCHAs. A CAPTCHA [29] is a challenge
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test that requires a response before an action can be performed and is used
in computing to ensure that the request for the action is not automatically
initiated by a computer. The goal is to prevent computer programs from
performing certain actions that will lead to the degradation of quality of a
certain service. Phone CAPTCHAs are specifically developed to be deployed
with software implementations of private branch exchange systems. Even
though CAPTCHAs are inherently inefficient against certain threat-models
such as the laundry-attack [12], they are nonetheless utilized by several
major vendors such as Google and Microsoft. Consequently, our solution,
although not without weaknesses, can constitute a useful and efficient de-
fense measure in many cases.

The rest of this chapter is organized as follows. First we list all com-
ponents used for the deployment of our platform. We proceed and outline
how our solution can cope with the discussed attack. Finally we enumer-
ate various limitations of our solution and propose enhancements for our

phone CAPTCHAs.
6.3.1 Architecture

The goal of our system is to protect landlines from the SIP-based attack we
described in chapter 4. Furthermore, it can be used to block automated
SPAM over IP Telephony (SPIT) calls [22] the number of which will continue
to increase as VoIP technology becomes cheaper and widely adopted. Here,
we focus on how to defend against the attack. Nonetheless, our system
needs no modifications to filter-out automated SPIT phone calls. We will
first describe the components that comprise our system and then how we
model Phone CAPTCHASs.

Software. The core component of our platform is the Asterisk PBX, an
open-source software implementation of a private branch exchange (PBX).
Asterisk can deliver voice over a data network and inter-operate with the

Public Switched Telephone Network (PSTN) so as to create an automated
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call center for any organization. It supports Interactive Voice Response
(IVR) technology, can detect touch tones, that is dual-tone multi-frequency
(DTMF) signaling, and respond with pre-recorded messages or dynamically
created sound files. For Asterisk to work as a PBX, dial plans have to
be created to control all the devices and users connected to the system.
Configuration files are used to register devices and users, and to define

actions to be performed for incoming and outgoing calls.

A native language is used to define contexts, extensions and actions.
Devices and users are assigned to a context that defines their dial plan
and, thus, restricts the extensions they may access and the calls they can
commence. This can be used to enforce organization policies regarding ac-
cess permission for user groups. A context can contain several extensions,
and is structured as a sequence of lines, each belonging to a specific exten-
sion. Extensions consist of several ordered lines, where each line performs
actions on known variables or executes one of the many applications avail-
able to Asterisk. Each line has the following components: an extension, a
priority and a command with its parameters. An example dialplan context

can be found in Appendix 8.

Hardware. For Asterisk to handle landlines, the host machine must be
equipped with specialized hardware that connects it to the PSTN circuit.
Depending on the hardware used, several landlines can be connected to
the host and handled by Asterisk. For our implementation of the defense
system we used the Digium TDM411B PCI card, a half-length PCI 2.2-
compliant modular gateway card for connecting analog telephone stations
and an analog PSTN line to a PC. For our implementation Asterisk was

programmed to handle all incoming calls to a single landline.

Figure 6.5 shows a diagram of a call center incorporating Phone CAPTCHA
technology to be deployed as a defense measure against the attack outlined

in this paper.
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FIGURE 6.5: Diagram of a call center incorporating Phone CAPTCHA tech-

nology as a defense measure.

6.3.2 Phone CAPTCHAs

We use phone CAPTCHAs as a countermeasure to the Dial attack. Our
phone CAPTCHA is a type of CAPTCHA crafted for use with the Asterisk
PBX, but that can be deployed by any software PBX that supports IVR tech-
nology and call queues. When an incoming call is received, Asterisk places
the call in a call queue. The caller then receives a phone CAPTCHA and
has a limited time to respond to the CAPTCHA test using the phone’s dial
pad. This short time window is a way to make laundry-attacks against our
system harder to carry out. The phone CAPTCHA test requires the caller
to press a sequence of keys based on the instructions presented to him
by a recorded message. For example, the phone CAPTCHA may ask the
caller to spel | the word cat. Or, it may ask the caller to pr ess t he
button which is the sumof 2 plus 3.% If the caller provides the
correct answer, Asterisk forwards the call to its destination as determined
by the dial plan. Otherwise the call is dropped. This mechanism prohibits

automated calls from binding to the end device and consuming resources,

“The specific questions may be customized to match the locale of each individual organi-

zation/user who deploys the CAPTCHAs
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which could prevent legitimate callers from reaching the destination num-
ber. With our defense mechanism, attackers must incorporate automatic
speech recognition software (ASR) in their effort to successfully launch an
attack. Even though this is not a complete solution, it poses a significant
obstacle for attackers when the CAPTCHASs are appropriatelly designed (see
section 6.3.4). On the other hand, it is easy for legitimate callers to pass
the phone CAPTCHA test.

If all telephone calls require solving a CAPTCHA before getting through,
it may be annoying for callers. We recommend that CAPTCHAs be activated
only when the telephone is suspected to be under attack. This way, callers
will not always have to solve a CAPTCHA. Similar approaches have been

adopted by Web services such as Google searches.

6.3.3 Limitations

Flooding the landline. Given that individual users and organizations have
a limited number of landlines, an aggressive attacker may easily tie up all
their incoming lines and overload their Phone CAPTCHA system. Fortu-
nately, the Phone CAPTCHA system can easily be deployed by the victim’s
provider before it actually reaches the victim’s own premises. In this way,
the attacker can not reach the victim’s premises and can not tie up the
victim’s landline without solving the CAPTCHA first. One might envision
that such CAPTCHA tests may even be provided as a service by specialized
companies which will have the capacity to handle thousands of incoming
calls®. These companies may even have several centers distributed all over
the globe, so as to easily tolerate attacks to any individual geographical
region, much like content distribution networks operate today.

Breaking the phone CAPTCHA. Phone CAPTCHAs are vulnerable to

5This may be analogous to companies which today handle all incoming email of individual
organizations so as to make sure that it is SPAM-free without overloading the organizations’

own servers [3].
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attacks that utilize ASR software to transcribe the audible information [26].
As aforementioned, traditional CAPTCHAs are subject to laundry attacks.
While it would be far more complicated to deploy a laundry attack against
phone CAPTCHAS, this limitation cannot be easily overcome. However, sev-
eral parameters can be configured to make laundry attacks much more dif-
ficult. Such parameters include the available time-window, the number of
attempts to provide the correct answer, the customization of the CAPTCHAs
locale, etc.

Emergency situations. Even though the solution of a phone CAPTCHA
is an easy task for a person under normal circumstances, it may become
very difficult for people under extreme conditions. For example, people pan-
icked due to fire, injury, or robbery, may not possess the mental lucidity
to correctly answer the CAPTCHA. Thus, organizations, such as emergency
services, which typically expect calls from people under such conditions,
should employ other means of defenses against the described attacks. How-
ever, if such defenses are not available, e.g. due to budget restrictions, our
Phone CAPTCHAs can still be part of a global solution, integrated with ap-

propriate anomaly detection systems.
6.3.4 Phone CAPTCHA Enhancements

Simple phone CAPTCHAs may contain digits spoken by several speakers
while other speakers that are audible in the background serve as noise that
makes them more difficult for ASR software to break. However, as demon-
strated by Tam et al. [26] this type of CAPTCHA can be broken. Therefore
it was vital to enhance phone CAPTCHAs in such ways that their solution
remains trivial for a person, but are robust against existing software that
can pass phone CAPTCHAs. In this chapter we propose and implement
enhancements that lead to the creation of more robust phone CAPTCHAs.
Expanding the vocabulary. Audio CAPTCHAs usually rely on a very

limited vocabulary, namely digits, for security. By expanding the vocabu-
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lary to also contain complete numbers and mathematical operations, the
training phase for ASR software becomes increasingly longer. A way to
greatly extend the vocabulary, is to incorporate the use of words. Words
have been widely used in the US to help people memorize telephone num-
bers by “translating” numbers into letters®. Based on that principle, phone
CAPTCHAs can randomly select a word from a very large pool and ask the
caller to spell it. This exponentially increases the complexity of the ASR’s
model and the duration of the training phase needed so as to be able to rec-
ognize such an immense vocabulary. It is important to note, that selected
words should meet certain criteria, such as having a relatively small length,
and being easy to spell, so as not to inhibit legitimate users from passing

the test.

To further enhance the effectiveness of phone CAPTCHAS we intend
to explore the incorporation of semantic information as a way of elimi-
nating existing speech recognition software as a tool for breaking phone
CAPTCHAs. For attackers to automatically solve CAPTCHA tests containing
semantic information, their software must use machine learning techniques
and knowledge representation in order to correctly answer the tests. Even
questions that are trivial for humans to answer, such as “Which animal
hunts mice?" or “What color is a red car?", demand sophisticated software.
By issuing more elaborate questions, that are still answerable by most peo-
ple, would require the attackers to have software far more advanced than
what is widely available today. However, the system should select questions
from a very large pool (ideally each question should be unique) so attackers
can’t identify previously issued questions and create a a dictionary that has

the correct answer for each question.

SWho can forget for example the 1- 800- FLOAERS ?



6.3. CLIENT SIDE COUNTERMEASURES 39

6.3.5 User case study

Here we present the results of the user case study we conducted using our
proof-of-concept countermeasure implementation. The goal was to measure
the usability of our client-side solution and utilize user-feedback to improve
phone CAPTCHA design. The 14 test subjects that participated in the study
were students and staff from our campus, between the ages of 22 and 32.
They were randomly separated into two user groups, the Informed Group
and the Uninformed Group. The members of the first group were fully
informed of the nature of the experiment, while those of the second group
were simply asked to dial a phone number. The users of the first group knew
that there would be a succession of 15 phone CAPTCHA tests, separated
into 3 sets of tests. The first 5 tests would ask the user to spell a word,
the next 5 to type the result of a simple mathematical calculation, while the

next 5 would be a random succession of tests of the first two types.

User Group Spelling | Calculation || Random
Set Set Set
Informed Group 83 74 71
Uninformed Group 74 63 71

TABLE 6.2: Success rates(%) of the user study.

In Table 6.2 we see the results. As expected, the informed group
achieved higher success rate (74-83%) than the uninformed one (63-74%)
in the first two sets of tests, indicating that previous knowledge of the phone
CAPTCHA type can lead to higher success rates.” In our experiment both

user groups had the same success rate (71%) in the final test set. The

“Previous studies suggest that blind users were able to solve 43-46% of audio CAPTCHAS
deployed by popular web services, while sighted users achieved 40-50% success rate on the
same tests [13]. Using sophisticated interfaces, the success rate of the same set of blind

users increased up to 70%.
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users of both groups scored worse in the case of mathematical calcula-
tions. Most users stated that after the first couple of tests, it was easier to
solve them. The phone CAPTCHA tests contained a significant amount of
noise which led users to mistakes because they couldn’t always make out
the words. Moreover, since the Phone CAPTCHAs were in English and the
test subjects had varying degrees of familiarity with the English language,
this deployment represents an international deployment. We expect the
success rates to be higher for a national deployment (i.e., where the lan-
guage of the Phone CAPTCHAs matches the native language of the users).
Nonetheless, the informed group successfully solved the spelling CAPTCHA
tests 83% of the time, which leads us to believe that native speakers will
be able to solve phone CAPTCHAs (that don’t incorporate additional noise)
with extremely high probability. This indicates that the robustness of phone
CAPTCHAs must stem from the vastness of the vocabulary used and not
the incorporation of additional noise. Furthermore, while the calculation
phone CAPTCHA type offers only a marginal improvement in robustness,
relatively to the basic type, it actually resulted in lower success rates. On
the other hand, the spelling type CAPTCHAs had a much higher success
rate and can utilize an immense vocabulary, making them far more robust

against automated voice recognition attacks.



Related Work

In this work we use VoIP technology as an attack medium. Given its low
access cost and its wide deployment, VoIP services have attracted a lot of
attention [19]. For example, extensive research has been recently conducted
on VoIP security. Wang et al. exploit the anonymity of VoIP calls by uniquely
watermarking the encrypted VoIP flow [30]. Wright et al. investigate whether
it is possible to determine the language of an encrypted VoIP conversation
by observing the length of encrypted VoIP packets [31]. Zhang et al. in [32]
exploit the reliability and trustworthiness of the billing of VoIP systems that
use SIP [24]. In this paper we explore new ways for abusing VoIP services

as well as identifying possible defenses to this abuse.

Research for attacks to the telephony network has been carried out
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in the past, mostly targeting cellular networks. For example, it has been
shown that a rate of only 165 SMS messages per second is capable of
clogging both text and voice traffic across GSM networks in all of Man-
hattan [27,28]. Countermeasures to alleviate this problem are based on
using weighted queues before traffic reaches the air interface, and/or more
strict provisioning and partitioning resources after traffic leaves this bottle-
neck [14, 16]. Enck et al. demonstrate the ability to deny voice service by
just using a cable modem [14]. They claim that with the use of a medium-
sized zombie network one could target the entire United States. Their work
also included suggestions on how to counter SMS-based attacks. Specif-
ically, they call for the separation of voice and data channels, increased

resource provisioning, and rate limits of the on-air interfaces.

As far as countermeasures are concerned, CISCO has filed a patent for
a system that mitigates Denial of Service (DoS) attacks against call process-
ing servers [21] in an IP network. Their system comprises of a network pro-
cessing device and a controller that probabilistically decides whether a call
will be accepted or rejected based on characteristics, such as the server’s
current load or whether the call originates from a previously authenticated
source. This is highly efficient in scenarios where certain calls are of greater
importance and must not be rejected even when the call processing servers
are under heavy load. However, it is ineffective in cases where legitimate

callers are not known in advance or can not be easily authenticated.

Last but not least, there are concerns in the research community about
attacks that threaten the operation of emergency services. Aschenbruck et
al. report that it is possible to peer VoIP calls to public service answering
points (PSAP) [11]. This peering can have grave implications because it
makes it possible to carry out DoS attacks against emergency call centers.
In their work they monitored calls from a real PSAP of a fire department

which serves about one million people. During emergencies the PSAP re-
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ceived approximately 1100 calls per 15 minutes. These calls overloaded the
PSAP and the authors suggested that the high call-rate was the result of
citizens constantly redialing until they got service. In their follow-up pub-
lication Fuchs et al. show that under heavy load at the same PSAP, up to

half of the incoming calls were dropped [17].
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Conclusion

In this paper we perform an extensive exploration of Dial attacks. Initiated
by our theoretical findings, we implement a prototype and carry out the
attack in the wild proving that an adversary can keep a telephone device
in busy state for 85% of the attack duration by issuing only 3 calls per
second. Our attack requires zero financial resources, negligible computa-
tional resources and cannot be traced back to the attacker. Considering
the severity of such a threat, we explore already employed countermea-
sures and conclude that current VoIP infrastructures employ countermea-
sures based on an all-or-nothing approach, react slowly to possible abuse
or offer no protection at all. As these defenses appear inefficient we pro-

pose an anomaly detection system for VoIP calls and demonstrate that it
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can mitigate Dial attacks and prevent an adversary from holding a tele-
phone device busy for more than 5%. Furthermore, we designed and built
a countermeasure architecture that effectively protects a landline against
VoIP-based DoS attacks. We introduced the notion of Phone CAPTCHASs,
a type of audio CAPTCHA designed to be utilized by a software PBX, that

prevent automated calls from reaching the end devices.
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Appendix

Example Asterisk dialplan

[incom ng-call s]

exten=>s, 1, Ri ngi ng
exten=>s,2, Wait, 2

ext en=>s, 3, Pl ayback( subnenuopti ons)
ext en=>s, 4, Read( | NPUT| | 3)

ext en=>s, 5, Got o(i ncom ng, \ $I NPUT, 1)
exten=>11, 1, Di al (Sl P/ Jason)
exten=>22, 1, Di al (SI P/ Al ex)
exten=>i, 1, Pl ayback(i nval i d)

ext en=>i , 2, Hangup()

An example context for incoming calls to a system with two registered
SIP users. Extension "s" is the starting extension for this context. First,
the dial plan instructs asterisk to let the phone ring for two seconds before
answering. Then an audio file is played informing callers of the exten-
sion that they must press to reach a certain user. The system reads the
user’s input, through DTMF signaling, and executes the first action of the
matching extension, if one exists. Subsequently, the call is forwarded to
the corresponding user. If no valid extension exists, the invalid extension
"i" is invoked and an error message is played before terminating the call.
For asterisk to handle landlines, the host machine must be equipped with

specialized hardware that connects it to the PSTN circuit. Depending on the

hardware used, several landlines can be connected to the host and handled
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by asterisk.



