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Abstract

Effective procedures for performance analysis and pricing are important for controlling the

use and dimensioning of broadband networks. These procedures must be accurate, efficient, and

take into account the technological characteristics of broadband networks, such as the support for

traffic with different characteristics and different Quality of Service (QoS) requirements, as well

as the support for services with open loop and closed loop congestion control. The objective of

this dissertation is to apply and evaluate large deviation techniques for performance analysis and

traffic engineering, to investigate usage-based pricing schemes for network transport services with

open loop congestion control, and to investigate pricing and resource sharing for Available Bit Rate

(ABR) services, which support closed loop congestion control.

We use the recently developed theory of effective bandwidths where the effective bandwidth

depends not only on the statisticalcharacteristics of the traffic stream, but also on the link's operating

point through two parameters, the space and time parameters, which are computed using the many

sources asymptotic. We show for real broadband traffic that this effective bandwidth definition can

accurately quantify resource usage. Furthermore, we show how the values of the space and time

parameters can be used to clarify the effects on the link's performance of the time scales of traffic

burstiness, of the traffic mix, of the link parameters (capacity and buffer), and of traffic control

mechanisms, such as traffic smoothing. We use the many sources asymptotic to simultaneously

capture the cell scale and burst scale effects on the buffer overflow probability at an Asynchronous

Transfer Mode (ATM) output link with a small buffer that multiplexes a large number of periodic

on-off sources. In addition to giving the correct expression of the overflow probability for very

small buffers, we give a new qualitative description of how overflow occurs for such buffers.

ix



We investigate usage-based pricing schemes for services with open loop control that are based

on bounds of the effective bandwidth. These include time-volume schemes that involve two

measurements (the duration and transferred volume) for each connection, and two schemes that

involve measurements in distinct time intervals, smaller than the duration of a connection: pricing

with renegotiation and the virtual bucket scheme. The schemes are compared according to their

ability to capture the relative amount of resources used by connections (fairness). Furthermore, we

show, for a particular setup, the incentive compatibility of the time-volume schemes.

Finally, we present an approach to pricing and resource sharing for ABR services with the

following three features: (i) prices are adjusted according to the demand, (ii) users declare the

price per unit of time according to which they will be charged, and (iii) resource sharing is based

on effective bandwidths. The first feature captures the dynamic nature of congestion which is

anticipated for ABR services, whereas the second and third features allow users to adequately

reveal their preferences for network usage in terms of the price per unit of time, and enable the

differentiation of connections based on their mean rates.

Our experiments are performed for link capacities and buffer sizes that will be used in broadband

networks, and involve MPEG-1 compressed video with various contents, Internet Wide Area

Network (WAN) traffic, and modeled voice traffic.

Supervisor:

Costas Courcoubetis,

Professor of Computer Science,

University of Crete
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¡Ì‹ÎıÛÁ ≈fl‰ÔÛÁÚ Í·È ‘ÈÏÔÎ¸„ÁÛÁ

ÛÂ ≈ıÒıÊ˛ÌÈ· ƒflÍÙı·

¬·ÛflÎÂÈÔÚ ¡. ”˝ÒÁÚ

ƒÈ‰·ÍÙÔÒÈÍfi ƒÈ·ÙÒÈ‚fi

‘ÏfiÏ· ≈ÈÛÙfiÏÁÚ ’ÔÎÔ„ÈÛÙ˛Ì

–·ÌÂÈÛÙfiÏÈÔ  ÒfiÙÁÚ

≈ÍÙÂÌfiÚ –ÂÒflÎÁ¯Á

¡ÔÙÂÎÂÛÏ·ÙÈÍ›Ú ‰È·‰ÈÍ·ÛflÂÚ „È· ÙÁÌ ·Ì‹ÎıÛÁ ÙÁÚ Âfl‰ÔÛÁÚ Í·È ÙÁÌ ÙÈÏÔÎ¸„ÁÛÁ ÂflÌ·È

ÛÁÏ·ÌÙÈÍ›Ú „È· ÙÔÌ ›ÎÂ„˜Ô ÙÁÚ ˜ÒfiÛÁÚ Í·È ÙÁÌ ‰È·ÛÙ·ÛÈÔÔflÁÛÁ (dimensioning) Ù˘Ì ¸Ò˘Ì

ÛÂ ÂıÒıÊ˛ÌÈ· ‰flÍÙı·. œÈ ‰È·‰ÈÍ·ÛflÂÚ ·ıÙ›Ú Ë· Ò›ÂÈ Ì· ÂflÌ·È ·ÍÒÈ‚ÂflÚ, ·Ô‰ÔÙÈÍ›Ú, Í·È Ì·

Î·Ï‚‹ÌÔıÌ ı¸¯Á Ù· ˜·Ò·ÍÙÁÒÈÛÙÈÍ‹ Ù˘Ì ‰ÈÍÙ˝˘Ì ·ıÙ˛Ì, ¸˘Ú ÙÁÌ ÏÂÙ·ˆÔÒ‹ ÍıÍÎÔˆÔÒfl·Ú

ÏÂ ‰È·ˆÔÒÂÙÈÍ‹ ˜·Ò·ÍÙÁÒÈÛÙÈÍ‹ (Ù· ÔÔfl· ÏÔÒÂfl Ì· ÏÂÙ·‚‹ÎÎÔÌÙ·È ÏÂ ÙÔÌ ˜Ò¸ÌÔ) Í·È ÙÈÚ

‰È·ˆÔÒÂÙÈÍ›Ú ··ÈÙfiÛÂÈÚ Ù˘Ì ˜ÒÁÛÙ˛Ì ÛÂ ÔÈ¸ÙÁÙ· ÂÓıÁÒ›ÙÁÛÁÚ (Quality of Service - QoS),

Í·Ë˛Ú Í·È ÙÁÌ ıÔÛÙfiÒÈÓÁ Ù¸ÛÔ ıÁÒÂÛÈ˛Ì ÏÂ ›ÎÂ„˜Ô ÛıÏˆ¸ÒÁÛÁÚ ·ÌÔÈ˜ÙÔ˝ ‚Ò¸˜Ôı ¸ÛÔ Í·È

ıÁÒÂÛÈ˛Ì ÏÂ ›ÎÂ„˜Ô ÛıÏˆ¸ÒÁÛÁÚ ÍÎÂÈÛÙÔ˝ ‚Ò¸˜Ôı.

œ ÛÍÔ¸Ú ÙÁÚ ·ÒÔ˝Û·Ú ‰È·ÙÒÈ‚fiÚ ÂflÌ·È Ì· Âˆ·ÒÏ¸ÛÂÈ Í·È Ì· ·ÓÈÔÎÔ„fiÛÂÈ ÙÂ˜ÌÈÍ›Ú

·¸ ÙÁÌ ËÂ˘Òfl· ÏÂ„‹Î˘Ì ·ÔÍÎflÛÂ˘Ì (large deviations) „È· ÙÁÌ ·Ì‹ÎıÛÁ Âfl‰ÔÛÁÚ Í·È ÙÁÌ

‰È·ÛÙ·ÛÈÔÔflÁÛÁ Ù˘Ì ¸Ò˘Ì ÂÌ¸Ú ‰ÈÍÙ˝Ôı, Ì· ÂÒÂıÌfiÛÂÈ Û˜fiÏ·Ù· ÙÈÏÔÎ¸„ÁÛÁÚ Ôı ‚·ÛflÊÔÌÙ·È

ÛÙÁÌ ˜ÒfiÛÁ „È· ıÁÒÂÛflÂÚ ÏÂ ›ÎÂ„˜Ô ÛıÏˆ¸ÒÁÛÁÚ ·ÌÔÈ˜ÙÔ˝ ‚Ò¸˜Ôı, Í·È Ì· ÂÒÂıÌfiÛÂÈ ÙÁÌ

ÙÈÏÔÎ¸„ÁÛÁ Í·È ‰È·ÏÔflÒ·ÛÁ ¸Ò˘Ì „È· ıÁÒÂÛflÂÚ ‰È·Ë›ÛÈÏÔı ÒıËÏÔ˝ (Available Bit Rate -

ABR), ÔÈ ÔÔflÂÚ ıÔÛÙÁÒflÊÔıÌ ›ÎÂ„˜Ô ÛıÏˆ¸ÒÁÛÁÚ ÍÎÂÈÛÙÔ˝ ‚Ò¸˜Ôı.

œ Ò¸ÎÔÚ ÙÁÚ ÙÈÏÔÎ¸„ÁÛÁÚ ‰ÂÌ ÂflÌ·È Ï¸ÌÔ Ì· ‰ÁÏÈÔıÒ„Âfl Í›Ò‰Á „È· ÙÔÌ ·ÒÔ˜›· ‰ÈÍÙı·Í˛Ì

ıÁÒÂÛÈ˛Ì, ·ÎÎ‹ Í·È Ì· ÂÎ›„˜ÂÈ ÙÁÌ ˜ÒfiÛÁ Ù˘Ì ¸Ò˘Ì ÂÌ¸Ú ‰ÈÍÙ˝Ôı. ‘Ô Û˜fiÏ· ÙÈÏÔÎ¸„ÁÛÁÚ

Ò›ÂÈ Ì· ‰flÌÂÈ Ù· Û˘ÛÙ‹ ÍflÌÁÙÒ· ˛ÛÙÂ ÔÈ ˜ÒfiÛÙÂÚ Ì· Í‹ÌÔıÌ ·Ô‰ÔÙÈÍfi, ·¸ ÔÈÍÔÌÔÏÈÍfiÚ

ÎÂıÒ‹Ú, ˜ÒfiÛÁ Ù˘Ì ¸Ò˘Ì ÙÔı ‰ÈÍÙ˝Ôı. ¡ıÙ¸ Ë· ÏÂfl˘ÌÂ ÙÈÚ ·ÒÌÁÙÈÍ›Ú ÂÈÙ˛ÛÂÈÚ Ôı ›˜ÂÈ

Á ÛıÏˆ¸ÒÁÛÁ, Á ÔÔfl· ÂflÌ·È ›Ì· ·¸ Ù· ÏÂ„·Î˝ÙÂÒ· ÒÔ‚ÎfiÏ·Ù· ÛÙÔ ·„Í¸ÛÏÈÔ ‰È·‰flÍÙıÔ

Internet. –ÔÎÎÔfl ÏÁ˜·ÌÈÍÔfl Í·È ÔÈÍÔÌÔÏÔÎ¸„ÔÈ ÈÛÙÂ˝ÔıÌ ¸ÙÈ Á ÛıÏˆ¸ÒÁÛÁ ÛÙÔ ·„Í¸ÛÏÈÔ

‰È·‰flÍÙıÔ ÔˆÂflÎÂÙ·È ÛÙÔ ·Ì·ÔÙÂÎÂÛÏ·ÙÈÍ¸ Û˜fiÏ· ÙÈÏÔÎ¸„ÁÛÁÚ, Ôı ‚·ÛflÊÂÙ·È Í·ÙÂÓÔ˜fiÌ
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ÛÙÁÌ ÙÈÏÔÎ¸„ÁÛÁ ÂÌÈ·flÔı ÒıËÏÔ˝ (flat rate pricing) ¸Ôı Ù· ÏÁÌÈ·fl· Ù›ÎÁ ÂÓ·ÒÙ˛ÌÙ·È Ï¸ÌÔ

·¸ ÙÁÌ Ù·˜˝ÙÁÙ· ÙÁÚ Û˝Ì‰ÂÛÁÚ ÙÔı ÂÎ‹ÙÁ ÏÂ ÙÔÌ ·ÒÔ˜›·. ¡ıÙ¸ ÙÔ Û˜fiÏ· ÙÈÏÔÎ¸„ÁÛÁÚ

‰ÂÌ ‰flÌÂÈ ÍflÌÁÙÒ· ÛÙÔıÚ ˜ÒfiÛÙÂÚ Ì· ˜ÒÁÛÈÏÔÔÈÔ˝Ì ÏÈÍÒ¸ÙÂÒÁ ˜˘ÒÁÙÈÍ¸ÙÁÙ· ·¸ ·ıÙfi ÙÁÚ

Û˝Ì‰ÂÛÁÚ ÙÔıÚ. ≈ÈÎ›ÔÌ, Á ÙÈÏÔÎ¸„ÁÛÁ ÂÌÈ·flÔı ÒıËÏÔ˝ ‰ÂÌ ÂÈÙÒ›ÂÈ ÛÙÔıÚ ˜ÒfiÛÙÂÚ Ì·

„Ì˘ÛÙÔÔÈfiÛÔıÌ ÙÈÚ ÒÔÙÈÏfiÛÂÈÚ ÙÔıÚ. ºÎÔÈ ÔÈ ˜ÒfiÛÙÂÚ ·ÌÙÈÏÂÙ˘flÊÔÌÙ·È ÏÂ ÙÔÌ fl‰ÈÔ ÙÒ¸Ô,

·Ò'¸ÎÔ Ôı ‰È·ˆÔÒÂÙÈÍÔfl ˜ÒfiÛÙÂÚ ÏÔÒÂfl Ì· ‰flÌÔıÌ ‰È·ˆÔÒÂÙÈÍfi ·Ófl· ÛÙÁÌ fl‰È· ıÁÒÂÛfl·.

œÈ ‰˝Ô ·Ò·‹Ì˘ ÂÒÈÔÒÈÛÏÔfl ›˜ÔıÌ Û·Ì ·ÔÙ›ÎÂÛÏ· ›Ì· ÛıÏˆÔÒÁÏ›ÌÔ ‰flÍÙıÔ ÙÔı ÔÔflÔı ÔÈ

¸ÒÔÈ ˜ÒÁÛÈÏÔÔÈÔ˝ÌÙ·È Í·Ù‹ ÙÒ¸Ô Ôı ‰ÂÌ ·ÌÙ·ÔÍÒflÌÂÙ·È ÛÙÈÚ Ò·„Ï·ÙÈÍ›Ú ·Ì‹„ÍÂÚ Ù˘Ì

˜ÒÁÛÙ˛Ì.

« ÛÙ·ÙÈÛÙÈÍfi ·Ì‹ÎıÛÁ ÏÂÙÒfiÛÂ˘Ì ÍıÍÎÔˆÔÒfl·Ú ›˜ÂÈ ‰ÂflÓÂÈ ¸ÙÈ ÔÎÎ‹ Âfl‰Á ÍıÍÎÔˆÔÒfl·Ú,

¸˘Ú Á ÍıÍÎÔˆÔÒfl· ÙÔÈÍÔ˝ ‰ÈÍÙ˝Ôı Ethernet, Á ÍıÍÎÔˆÔÒfl· ‰ÈÍÙ˝Ôı ÂıÒÂfl·Ú ÂÒÈÔ˜fiÚ

(Wide Area Network - WAN), Á ÍıÍÎÔˆÔÒfl· video, Í·È Á ÍıÍÎÔˆÔÒfl· ÙÔı ·„Í¸ÛÏÈÔı ÈÛÙÔ˝

(World Wide Web), ›˜ÔıÌ ·ıÙÔ·ÒÂÏˆÂÒfi ÛıÏÂÒÈˆÔÒ‹.  ıÍÎÔˆÔÒfl· ·ıÙÔ˝ ÙÔı Ù˝Ôı ›˜ÂÈ

ÈÛ˜ıÒ›Ú ÂÓ·ÒÙfiÛÂÈÚ fi ·ıÙÔÛıÛ˜›ÙÈÛÁ Ôı ˆËflÌÂÈ ·Ò„‹. ”Â ÔÈ¸ ‚·ËÏ¸ Á ˝·ÒÓÁ ÈÛ˜ıÒ˛Ì

ÂÓ·ÒÙfiÛÂ˘Ì ÂÁÒÂ‹ÊÂÈ ÙÁÌ Âfl‰ÔÛÁ ‰ÈÍÙ˝˘Ì ÂflÌ·È ›Ì· ·ÌÔÈ˜Ù¸ ÂÒÂıÌÁÙÈÍ¸ Ë›Ï·. ºÏ˘Ú, Á

Ò¸Ûˆ·ÙÁ ›ÒÂıÌ· ›˜ÂÈ ‰ÂflÓÂÈ ¸ÙÈ ÔÈ ÈÛ˜ıÒ›Ú ÂÓ·ÒÙfiÛÂÈÚ ›˜ÔıÌ ‰ÂıÙÂÒÂ˝ÔıÛ· ÛÁÏ·Ûfl· ÛÙÁÌ

ÈË·Ì¸ÙÁÙ· ıÂÒ˜ÂflÎÈÛÁÚ ÛÂ ›Ì·Ì Û˝Ì‰ÂÛÏÔ ÏÂ ÏÈÍÒ¸ Ï›„ÂËÔÚ ÂÌÙ·ÏÈÂıÙfi. ¡ıÙ¸ ÛıÏ‚·flÌÂÈ ¸Ù·Ì

ıÔÛÙÁÒflÊÂÙ·È ÂÈÍÔÈÌ˘Ìfl· Ò·„Ï·ÙÈÍÔ˝ ˜Ò¸ÌÔı. ‘· ·Ò·‹Ì˘ ·ÔÙÂÎ›ÛÏ·Ù· ‰ÁÏÈÔıÒ„Ô˝Ì

ÙÁÌ ·Ì‹„ÍÁ „È· ‰È·‰ÈÍ·ÛflÂÚ Ôı ‰ÈÂıÍÒÈÌflÊÔıÌ ˛Ú ÔÈ ˜ÒÔÌÈÍ›Ú ÍÎflÏ·ÍÂÚ ˆ·ÈÌÔÏ›Ì˘Ì Ôı

·Ò·ÙÁÒÔ˝ÌÙ·È ÛÂ Ò·„Ï·ÙÈÍfi ÍıÍÎÔˆÔÒfl· ÂÁÒÂ‹ÊÔıÌ ÙÁÌ Âfl‰ÔÛÁ ‰ÈÍÙ˝˘Ì. ÃÂÒÈÍ‹ ·Î‹

ÂÒ˘ÙfiÏ·Ù· Ôı Ò›ÂÈ Ì· ··ÌÙÁËÔ˝Ì ÂflÌ·È Ù· ÂÓfiÚ: –˛Ú ÏÂÙ·‚‹ÎÎÂÙ·È Á ÈË·Ì¸ÙÁÙ·

ıÂÒ˜ÂflÎÈÛÁÚ ÙÔı ÂÌÙ·ÏÈÂıÙfi ÂÌ¸Ú ÛıÌ‰›ÛÏÔı ÏÂ ÙÁÌ ·˝ÓÁÛÁ ÙÔı ÏÂ„›ËÔıÚ ÙÔı ÂÌÙ·ÏÈÂıÙfi fi

ÙÁÌ ·˝ÓÁÛÁ ÙÁÚ ˜˘ÒÁÙÈÍ¸ÙÁÙ·Ú ÙÔı ÛıÌ‰›ÛÏÔı; –˛Ú ÂÁÒÂ‹ÊÂÈ Á ÂÓÔÏ‹ÎıÌÛÁ ÙÁÚ ÍıÍÎÔˆÔÒfl·Ú

(traffic smoothing) ÙÁÌ ÈÍ·Ì¸ÙÁÙ· ÔÎıÎÂÓfl·Ú ÂÌ¸Ú ÛıÌ‰›ÛÏÔı Í·È ÙÁÌ ÔÛ¸ÙÁÙ· ¸Ò˘Ì Ôı

˜ÒÁÛÈÏÔÔÈÂfl Ïfl· Á„fi;

¡Ì‹ÎıÛÁ Âfl‰ÔÛÁÚ ÛÂ ÂıÒıÊ˛ÌÈ· ‰flÍÙı·

‘Ô ÈÛÔ‰˝Ì·ÏÔ Â˝ÒÔÚ Ê˛ÌÁÚ ÂflÌ·È Ïfl· ·Ò‹ÏÂÙÒÔÚ Ôı ÂÓ·ÒÙ‹Ù·È ·¸ ÙÈÚ ÛÙ·ÙÈÛÙÈÍ›Ú È‰È¸ÙÁÙÂÚ

ÏÈ·Ú Á„fiÚ Í·È, ¸˘Ú Ë· ‰Ô˝ÏÂ ·Ò·Í‹Ù˘, ·¸ ÙÈÚ ÛÙ·ÙÈÛÙÈÍ›Ú È‰È¸ÙÁÙÂÚ Ù˘Ì ı¸ÎÔÈ˘Ì Á„˛Ì

ÏÂ ÙÈÚ ÔÔflÂÚ ÔÎıÎ›ÍÂÙ·È Í·È ÙÈÚ ·Ò·Ï›ÙÒÔıÚ (˜˘ÒÁÙÈÍ¸ÙÁÙ· Í·È Ï›„ÂËÔÚ ÙÔı ÂÌÙ·ÏÈÂıÙfi)

ÙÔı ÛıÌ‰›ÛÏÔı ÛÙÔÌ ÔÔflÔ ÔÎıÎ›ÍÂÙ·È. ‘Ô ÈÛÔ‰˝Ì·ÏÔ Â˝ÒÔÚ Ê˛ÌÁÚ ÂÍˆÒ‹ÊÂÈ ÙÁÌ ÔÛ¸ÙÁÙ·
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¸Ò˘Ì Ôı Ò›ÂÈ Ì· ‰ÂÛÏÂıÙÔ˝Ì „È· ÙÁÌ Á„fi ˛ÛÙÂ Ì· ÈÍ·ÌÔÔÈÁËÔ˝Ì ÔÈ ··ÈÙfiÛÂÈÚ ÙÁÚ ÛÂ

ÔÈ¸ÙÁÙ· ÂÓıÁÒ›ÙÁÛÁÚ. Ãfl· Ù›ÙÔÈ· ÔÛ¸ÙÁÙ· ÂÈÙÒ›ÂÈ ÙÁÌ ·Ì·„˘„fi ÒÔ‚ÎÁÏ‹Ù˘Ì (¸˘Ú ÙÔÌ

›ÎÂ„˜Ô ·Ô‰Ô˜fiÚ ÛıÌ‰›ÛÂ˘Ì Í·È ÙÁÌ ‰ÒÔÏÔÎ¸„ÁÛÁ) ÂıÒıÊ˛ÌÈ˘Ì ‰ÈÍÙ˝˘Ì Ôı ÔÎıÎ›ÍÔıÌ

ÂÍÒÁÍÙÈÍ›Ú Á„›Ú ÛÂ ÒÔ‚ÎfiÏ·Ù· ·Ò·‰ÔÛÈ·Í˛Ì ‰ÈÍÙ˝˘Ì ÏÂÙ·„˘„fiÚ ÍıÍÎ˘Ï‹Ù˘Ì.

« ·ÛıÏÙ˘ÙÈÍfi ·Ì‹ÎıÛÁ ·Û˜ÔÎÂflÙ·È ÏÂ ÙÔÌ ÙÒ¸Ô Ôı Á ÈË·Ì¸ÙÁÙ· ıÂÒ˜ÂflÎÈÛÁÚ ÙÔı

ÂÌÙ·ÏÈÂıÙfi ÂÌ¸Ú ÛıÌ‰›ÛÏÔı ˆËflÌÂÈ ¸Ù·Ì Í‹ÔÈ· ÔÛ¸ÙÁÙ· ÙÔı ·ıÓ‹ÌÂÙ·È. ¡Ì ·ıÙfi Á

ÔÛ¸ÙÁÙ· ÂflÌ·È ÙÔ Ï›„ÂËÔÚ ÙÔı ÂÌÙ·ÏÈÂıÙfi, Ù¸ÙÂ ›˜ÔıÏÂ ÙÁÌ ·ÛıÏÙ˘ÙÈÍfi ·Ì‹ÎıÛÁ „È·

ÏÂ„‹ÎÔ ÂÌÙ·ÏÈÂıÙfi (large buffer asymptotic). ≈‹Ì ÙÔ ·Ì‹ Á„fi Ï›„ÂËÔÚ ÙÔı ÂÌÙ·ÏÈÂıÙfi Í·È Á

·Ì‹ Á„fi ˜˘ÒÁÙÈÍ¸ÙÁÙ· ÙÔı ÛıÌ‰›ÛÏÔı ·Ò·Ï›ÌÔıÌ ÛÙ·ËÂÒ‹, Í·È Ï·Ú ÂÌ‰È·ˆ›ÒÂÈ Ô ÙÒ¸ÔÚ

Ôı Á ÈË·Ì¸ÙÁÙ· ıÂÒ˜ÂflÎÈÛÁÚ ˆËflÌÂÈ ¸Ù·Ì ÙÔ Ï›„ÂËÔÚ ÙÔı ÛıÛÙfiÏ·ÙÔÚ (Ôı ·ÔÙÂÎÂflÙ·È ·¸

ÙÔÌ Û˝Ì‰ÂÛÏÔ Í·È ÙÈÚ ÔÎıÎÂ„Ï›ÌÂÚ Á„›Ú) ·ıÓ‹ÌÂÙ·È, Ù¸ÙÂ ›˜ÔıÏÂ ÙÁÌ ·ÛıÏÙ˘ÙÈÍfi ·Ì‹ÎıÛÁ

„È· ÏÂ„‹ÎÔ ÎfiËÔÚ Á„˛Ì (many sources asymptotic).

œÒÈÛÏÔfl ÙÔı ÈÛÔ‰˝Ì·ÏÔı Â˝ÒÔıÚ Ê˛ÌÁÚ Ôı ‚·ÛflÊÔÌÙ·È ÛÙÁÌ ·ÛıÏÙ˘ÙÈÍfi ·Ì‹ÎıÛÁ

„È· ÏÂ„‹ÎÔ ÂÌÙ·ÏÈÂıÙfi ÏÔÒÂfl Ì· ıÂÒÂÍÙÈÏfiÛÔıÌ fi Í·È Ì· ıÔÙÈÏfiÛÔıÌ ÙÁÌ Ò·„Ï·ÙÈÍfi

ÔÛ¸ÙÁÙ· ¸Ò˘Ì Ôı ˜ÒÂÈ‹ÊÂÙ·È Ïfl· Á„fi „È· Ì· ÈÍ·ÌÔÔÈÁËÔ˝Ì ÔÈ ··ÈÙfiÛÂÈÚ ÙÁÚ ÛÂ ÔÈ¸ÙÁÙ·

ÂÓıÁÒ›ÙÁÛÁÚ. ¡ıÙ¸ ÛıÏ‚·flÌÂÈ ÂÂÈ‰fi Á ·ÛıÏÙ˘ÙÈÍfi ·Ì‹ÎıÛÁ „È· ÏÂ„‹ÎÔ Ï›„ÂËÔÚ ÂÌÙ·ÏÈÂıÙfi

‰ÂÌ Î·Ï‚‹ÌÂÈ ı¸¯Á ÙÔ ÛÙ·ÙÈÛÙÈÍ¸ Í›Ò‰ÔÚ ¸Ù·Ì ›Ì· ÏÂ„‹ÎÔ ÎfiËÔÚ ·¸ ·ÌÂÓ‹ÒÙÁÙÂÚ Á„›Ú

ÔÎıÎ›ÍÔÌÙ·È ÏÂÙ·Ó˝ ÙÔıÚ. Ã¸ÌÔ Ò¸Ûˆ·Ù· [Kel96a, CKW97] ›˜ÂÈ ‚ÒÂËÂfl ÙÒ¸ÔÚ Ì· ÂÈÛ·˜ËÂfl

·ıÙfi Á ÎÁÒÔˆÔÒfl· ÛÙÔÌ ÔÒÈÛÏ¸ ÙÔı ÈÛÔ‰˝Ì·ÏÔı Â˝ÒÔıÚ Ê˛ÌÁÚ. « ÂÒ„·Ûfl· ·ıÙfi ›˜ÂÈ ‰ÂflÓÂÈ ¸ÙÈ

ÙÔ ÈÛÔ‰˝Ì·ÏÔ Â˝ÒÔÚ Ê˛ÌÁÚ ÏÈ·Ú Á„fiÚ ÂÓ·ÒÙ‹Ù·È ·¸ ÙÔ ÛÁÏÂflÔ ÎÂÈÙÔıÒ„fl·Ú ÂÌ¸Ú ÛıÌ‰›ÛÏÔı

Ï›Û˘ ‰˝Ô ·Ò·Ï›ÙÒ˘Ì, ÙÁÚ ·Ò·Ï›ÙÒÔı ˜˛ÒÔı Í·È ÙÁÚ ·Ò·Ï›ÙÒÔı ˜Ò¸ÌÔı, ÔÈ ÔÔflÂÚ ÏÂ

ÙÁÌ ÛÂÈÒ‹ ÙÔıÚ ÂÓ·ÒÙ˛ÌÙ·È ·¸ ÙÔıÚ ¸ÒÔıÚ ÙÔı ÛıÌ‰›ÛÏÔı (˜˘ÒÁÙÈÍ¸ÙÁÙ· Í·È Ï›„ÂËÔÚ ÙÔı

ÂÌÙ·ÏÈÂıÙfi) Í·È ÙÈÚ ÛÙ·ÙÈÛÙÈÍ›Ú È‰È¸ÙÁÙÂÚ ÙÁÚ ÔÎıÎÂ„Ï›ÌÁÚ ÍıÍÎÔˆÔÒfl·Ú. œÈ ÙÈÏ›Ú ·ıÙ˛Ì

Ù˘Ì ·Ò·Ï›ÙÒ˘Ì ıÔÎÔ„flÊÔÌÙ·È ÏÂ ÙÁÌ ·ÛıÏÙ˘ÙÈÍfi ·Ì‹ÎıÛÁ „È· ÏÂ„‹ÎÔ ÎfiËÔÚ Á„˛Ì.

”ÙÁÌ ·ÒÔ˝Û· ‰È·ÙÒÈ‚fi Âˆ·ÒÏ¸ÊÔıÏÂ Í·È ·ÓÈÔÎÔ„Ô˝ÏÂ Ù· ·ÔÙÂÎ›ÛÏ·Ù· ÙÔı ·ÛıÏÙ˘ÙÈÍÔ˝

„È· ÏÂ„‹ÎÔ ÎfiËÔÚ Á„˛Ì „È· ÙÁÌ ·Ì‹ÎıÛÁ Âfl‰ÔÛÁÚ Í·È ÙÁÌ ‰È·ÛÙ·ÛÈÔÔflÁÛÁ Ù˘Ì ¸Ò˘Ì

ÂÌ¸Ú ‰ÈÍÙ˝Ôı, Í·È ÙÁÌ ˜ÒfiÛÁ ÙÔı ÈÛÔ‰˝Ì·ÏÔı Â˝ÒÔÚ Ê˛ÌÁÚ „È· ÙÁÌ ÔÛÔÙÈÍÔÔflÁÛÁ Ù˘Ì ¸Ò˘Ì

Ôı ˜ÒÁÛÈÏÔÔÈÂfl Ïfl· Á„fi. « ·Ì‹ÎıÛÁ „flÌÂÙ·È „È· ˜˘ÒÁÙÈÍ¸ÙÁÙÂÚ ÛıÌ‰›ÛÏÔı Í·È ÏÂ„›ËÁ ÙÔı

ÂÌÙ·ÏÈÂıÙfi Ôı Ë· ˜ÒÁÛÈÏÔÔÈÁËÔ˝Ì ÛÙ· ÏÂÎÎÔÌÙÈÍ‹ ÂıÒıÊ˛ÌÈ· ‰flÍÙı· Í·È ÂÒÈÎ·Ï‚‹ÌÔıÌ
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Ò·„Ï·ÙÈÍfi ÍıÍÎÔˆÔÒfl· Ôı ·ÔÙÂÎÂflÙ·È ·¸ MPEG-11 ÛıÏÈÂÛÏ›ÌÁ ÍıÍÎÔˆÔÒfl· video Í·È

ÍıÍÎÔˆÔÒfl· Internet ÛÂ ‰flÍÙıÔ ÂıÒÂfl·Ú ÂÒÈÔ˜fiÚ, Í·Ë˛Ú Í·È ÍıÍÎÔˆÔÒfl· ·¸ ÏÔÌÙ›ÎÔ ˆ˘ÌfiÚ.

‘· ·ÔÙÂÎ›ÛÏ·Ù· Ù˘Ì ÂÈÒ·Ï‹Ù˘Ì ‰Âfl˜ÌÔıÌ ¸ÙÈ, ÂÌ˛ ÙÔ ·ÛıÏÙ˘ÙÈÍ¸ „È· ÏÂ„‹ÎÔ ÎfiËÔÚ Á„˛Ì

(ÏÂ ÙÁÌ ‚ÂÎÙfl˘ÛÁ Bahadur-Rao) ÏÔÒÂfl Ì· ıÂÒÂÍÙÈÏfiÛÂÈ ÙÁÌ ÈË·Ì¸ÙÁÙ· ·˛ÎÂÈ·Ú ÍÂÎÈÔ˝ Í·Ù‹

1-2 Ù‹ÓÂÈÚ ÏÂ„›ËÔıÚ, ÂÙÈÙÒ›ÂÈ ‚·ËÏ¸ ÂÍÏÂÙ‹ÎÎÂıÛÁÚ ÂÌ¸Ú ÛıÌ‰›ÛÏÔı ÔÎ˝ ÍÔÌÙ‹ ÛÙÔÌ Ï›„ÈÛÙÔ

‚·ËÏ¸ ÂÍÏÂÙ‹ÎÎÂıÛÁÚ. √È· ·Ò‹‰ÂÈ„Ï·, ÛÙÁÌ ÂÒflÙ˘ÛÁ MPEG-1 ÛıÏÈÂÛÏ›ÌÁÚ ÍıÍÎÔˆÔÒfl·Ú

video Ôı ÔÎıÎ›ÍÂÙ·È ÛÂ Û˝Ì‰ÂÛÏÔ ˜˘ÒÁÙÈÍ¸ÙÁÙ·Ú 155 Mbps Í·È Ï›„ÂËÔÚ ÂÌÙ·ÏÈÂıÙfi Ôı

·ÌÙÈÛÙÔÈ˜Âfl ÛÂ Í·ËıÛÙ›ÒÁÛÁ ÏÂ„·Î˝ÙÂÒÁ ·¸ 1 msec (ÂÒflÔı 351 ÍÂÎÈ‹ ATM - ¡Û˝„˜ÒÔÌÔı

‘Ò¸Ôı ÃÂÙ‹‰ÔÛÁÚ), ÙÔ ·ÛıÏÙ˘ÙÈÍ¸ ·ÔÙ›ÎÂÛÏ· „È· ÏÂ„‹ÎÔ ÎfiËÔÚ Á„˛Ì ÏÂ ÙÁÌ ‚ÂÎÙfl˘ÛÁ

Bahadur-Rao ÂÈÙÒ›ÂÈ ‚·ËÏ¸ ÂÍÏÂÙ‹ÎÎÂıÛÁÚ ÙÔı ÛıÌ‰›ÛÏÔı Ôı ÂflÌ·È ‹Ì˘ ·¸ 94% ÙÔı

Ï›„ÈÛÙÔı ‚·ËÏÔ˝ ÂÍÏÂÙ‹ÎÎÂıÛÁÚ. ‘· ·ÔÙÂÎ›ÛÏ·Ù· ·ıÙ‹ ‰Âfl˜ÌÔıÌ ¸ÙÈ ÙÔ ÈÛÔ‰˝Ì·ÏÔ Â˝ÒÔÚ

Ê˛ÌÁÚ Ôı ‚·ÛflÊÂÙ·È ÛÙÔ ·ÛıÏÙ˘ÙÈÍ¸ „È· ÏÂ„‹ÎÔ ÎfiËÔÚ Á„˛Ì ÔÛÔÙÈÍÔÔÈÂfl ÏÂ ·ÍÒfl‚ÂÈ·

ÙÁÌ ˜ÒfiÛÁ ¸Ò˘Ì.

º˘Ú ·Ì·ˆ›ÒËÁÍÂ ·Ò·‹Ì˘, ÔÈ ·Ò‹ÏÂÙÒÔÈ ˜˛ÒÔı Í·È ˜Ò¸ÌÔı ˜·Ò·ÍÙÁÒflÊÔıÌ ÙÔ ÛÁÏÂflÔ

ÎÂÈÙÔıÒ„fl·Ú ÂÌ¸Ú ÛıÌ‰›ÛÏÔı. ”ÙÁÌ ·ÒÔ˝Û· ‰È·ÙÒÈ‚fi ÂÒÂıÌÔ˝ÏÂ ˛Ú ÔÈ ÙÈÏ›Ú ·ıÙ˛Ì Ù˘Ì

·Ò·Ï›ÙÒ˘Ì ‰ÈÂıÍÒÈÌflÊÔıÌ ÙÁÌ Âfl‰Ò·ÛÁ Ôı ›˜ÔıÌ ÛÙÁÌ Âfl‰ÔÛÁ ÂÌ¸Ú ÛıÌ‰›ÛÏÔı ÔÈ ˜ÒÔÌÈÍ›Ú

ÍÎflÏ·ÍÂÚ ˆ·ÈÌÔÏ›Ì˘Ì ÂÍÒÁÍÙÈÍ¸ÙÁÙ·Ú, ÔÈ ·Ò‹ÏÂÙÒÔÈ ÙÔı ÛıÌ‰›ÛÏÔı (˜˘ÒÁÙÈÍ¸ÙÁÙ· Í·È

Ï›„ÂËÔÚ ÙÔı ÂÌÙ·ÏÈÂıÙfi), ÙÔ ÏÂfl„Ï· ÍıÍÎÔˆÔÒfl·Ú, Í·È ÏÁ˜·ÌÈÛÏÔfl ÂÎ›„˜Ôı ÍıÍÎÔˆÔÒfl·Ú, ¸˘Ú

Á ÂÓÔÏ‹ÎıÌÛÁ ÙÁÚ ÍıÍÎÔˆÔÒfl·Ú. ≈È‰ÈÍ¸ÙÂÒ·, Á ·Ò‹ÏÂÙÒÔÚ ˜˛ÒÔı ‰Âfl˜ÌÂÈ ÙÔÌ ÒıËÏ¸ ÏÂ ÙÔÌ

ÔÔflÔ ÏÂÈ˛ÌÂÙ·È Ô ÎÔ„‹ÒÈËÏÔÚ ÙÁÚ ÈË·Ì¸ÙÁÙ·Ú ıÂÒ˜ÂflÎÈÛÁÚ ¸Ù·Ì ÙÔ Ï›„ÂËÔÚ ÙÔı ÂÌÙ·ÏÈÂıÙfi

·ıÓ‹ÌÂÙ·È, ÂÌ˛ Á ·Ò‹ÏÂÙÒÔÚ ˜Ò¸ÌÔı ‰Âfl˜ÌÂÈ ÙÁÌ ÍÎflÏ·Í· ˜Ò¸ÌÔı (time scale) ÛÙÁÌ ÔÔfl· ÔÈ

ÏÁ˜·ÌÈÛÏÔfl ÂÎ›„˜Ôı ÍıÍÎÔˆÔÒfl·Ú Ò›ÂÈ Ì· ÂÓÂÙ·ÛÙÔ˝Ì „È· Ì· ‚ÒÂËÂfl ¸ÛÔ ·ıÙÔfl ÂÁÒÂ‹ÊÔıÌ

ÙÁÌ ˜ÒfiÛÁ ¸Ò˘Ì ÙÔı ‰ÈÍÙ˝Ôı. ≈ÈÎ›ÔÌ, Á ·Ò‹ÏÂÙÒÔÚ ˜Ò¸ÌÔı ‰Âfl˜ÌÂÈ ÙÁÌ ‰È·ÍÒÈÙ¸ÙÁÙ·

(granularity) Ôı Ë· Ò›ÂÈ Ì· ›˜ÔıÌ Ù· fl˜ÌÁ ÍıÍÎÔˆÔÒfl·Ú „È· Ì· ÏfiÌ ˜·ËÂfl ÎÁÒÔˆÔÒfl·

ÛÁÏ·ÌÙÈÍfi „È· ÙÁÌ ·Ì‹ÎıÛÁ ÙÁÚ Âfl‰ÔÛÁÚ ÙÔı ÛıÌ‰›ÛÏÔı. √È· Ù· ÏÂfl„Ï·Ù· ÍıÍÎÔˆÔÒfl·Ú Ôı

ÂÓÂÙ‹ÊÔıÏÂ, ÔÈ ÙÈÏ›Ú Ù˘Ì ·Ò·Ï›ÙÒ˘Ì ˜˛ÒÔı Í·È ˜Ò¸ÌÔı, Í·Ù‹ ÏÂ„‹ÎÔ ‚·ËÏ¸, ·ÒÔıÛÈ‹ÊÔıÌ

ÏÈÍÒ›Ú ·ÎÎ·„›Ú ¸Ù·Ì ÙÔ ÔÛÔÛÙ¸ Ù˘Ì ‰È·ˆ¸Ò˘Ì Ù˝˘Ì ÍıÍÎÔˆÔÒfl·Ú ÛÙÔ ÏÂfl„Ï· ·ÎÎ‹ÊÂÈ

Îfl„Ô. ≈ÈÎ›ÔÌ, ·ıÙfi Á ÂÓ‹ÒÙÁÛÁ „flÌÂÙ·È ·Í¸Ï· ÈÔ ·ÛËÂÌfiÚ „È· ÏÂ„·Î˝ÙÂÒÂÚ ˜˘ÒÁÙÈÍ¸ÙÁÙÂÚ

1‘Ô MPEG-1 ÂflÌ·È Ïfl· Ï›ËÔ‰Ô ÛıÏflÂÛÁÚ video Í·È ÙÔı ÛıÌÔ‰Âı¸ÏÂÌÔı fi˜Ôı Ôı ›˜ÂÈ ÙıÔÔÈÁËÂfl ·¸ ÙÔÌ ƒÈÂËÌfi
œÒ„·ÌÈÛÏ¸ ‘ıÔÔflÁÛÁÚ (International Organization for Standardization - ISO). ‘· ·Ò˜ÈÍ‹ MPEG ÒÔ›Ò˜ÔÌÙ·È ·¸ ÙÔ
Motion Pictures Expert Group Á ÔÔfl· ÂflÌ·È Á ÔÏ‹‰· Ôı ·Ì›ÙıÓÂ ÙÁÌ Ï›ËÔ‰Ô.
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Í·È ÏÂ„·Î˝ÙÂÒ· ÏÂ„›ËÁ ÙÔı ÂÌÙ·ÏÈÂıÙfi. ‘· ·ÔÙÂÎ›ÛÏ·Ù· ·ıÙ‹ ·ÔÙÂÎÔ˝Ì ›Ì‰ÂÈÓÁ ¸ÙÈ

Ûı„ÍÂÍÒÈÏ›Ì· ÊÂı„‹ÒÈ· ÙÈÏ˛Ì Ù˘Ì ·Ò·Ï›ÙÒ˘Ì ˜˛ÒÔı Í·È ˜Ò¸ÌÔı ÏÔÒÂfl Ì· ˜·Ò·ÍÙÁÒflÛÔıÌ

‰È·ˆÔÒÂÙÈÍ›Ú ÂÒÈ¸‰ÔıÚ ÙÁÚ ÁÏ›Ò·Ú Í·Ù‹ ÙÁÌ ‰È‹ÒÍÂÈ· Ù˘Ì ÔÔfl˘Ì Á Û˝ÌËÂÛÁ ÙÔı ÏÂfl„Ï·ÙÔÚ

ÙÁÚ ÍıÍÎÔˆÔÒfl·Ú ·Ò·Ï›ÌÂÈ Û˜ÂÙÈÍ‹ ÛÙ·ËÂÒfi.

–ÈË·Ì¸ÙÁÙ· ıÂÒ˜ÂflÎÈÛÁÚ ÛÂ Û˝Ì‰ÂÛÏÔ ATM ÏÂ ÏÈÍÒ¸ ÂÌÙ·ÏÈÂıÙfi

”Ù· ‰flÍÙı· ¡Û˝„˜ÒÔÌÔı ‘Ò¸Ôı ÃÂÙ‹‰ÔÛÁÚ (Asynchronous Transfer Mode - ¡‘Ã) Á ÎÁÒÔˆÔÒfl·

ÏÂÙ·ˆ›ÒÂÙ·È ÛÂ ÏÈÍÒ‹, ÛÙ·ËÂÒÔ˝ ÏÂ„›ËÔıÚ (53 bytes) ÍÂÎÈ‹ (cells). ºÙ·Ì ÙÔ Ï›„ÂËÔÚ ÙÔı

ÂÌÙ·ÏÈÂıÙfi ÂflÌ·È ÏÈÍÒ¸, ·ıÙfi Á ‰È·ÍÒÈÙÔÔflÁÛÁ ÙÁÚ ÏÂÙ·ˆÔÒ‹Ú ÎÁÒÔˆÔÒfl·Ú ÏÔÒÂfl Ì·

Ô‰Á„fiÛÂÈ ÛÂ ÛıÏˆ¸ÒÁÛÁ ÍÎflÏ·Í·Ú ÍÂÎÈÔ˝ (cell scale congestion). « ÛıÏˆ¸ÒÁÛÁ ÍÎflÏ·Í·Ú

ÍÂÎÈÔ˝ ÛıÏ‚·flÌÂÈ ¸Ù·Ì ÍÂÎÈ‹ ·¸ ‰È·ˆÔÒÂÙÈÍ›Ú Á„›Ú ˆË‹ÌÔıÌ ÛÙÔÌ ÂÌÙ·ÏÈÂıÙfi ÙÁÌ fl‰È· Û˜Â‰¸Ì

˜ÒÔÌÈÍfi ÛÙÈ„Ïfi. ¡ıÙ¸ ‰ÁÏÈÔıÒ„Âfl, ÛÂ ÏÈÍÒ¸ ˜ÒÔÌÈÍ¸ ‰È‹ÛÙÁÏ·, ›Ì·Ì ÛıÌÔÎÈÍ¸ ·ÒÈËÏ¸ ·ˆflÓÂ˘Ì

ÍÂÎÈ˛Ì ÏÂ„·Î˝ÙÂÒÔ ·¸ ÙÁÌ ˜˘ÒÁÙÈÍ¸ÙÁÙ· ÙÔı ÛıÌ‰›ÛÏÔı. ¡¸ ÙÁÌ ‹ÎÎÁ, Á ÛıÏˆ¸ÒÁÛÁ

ÍÎflÏ·Í·Ú ›ÍÒÁÓÁÚ (burst scale congestion) ÛıÏ‚·flÌÂÈ ¸Ù·Ì Á ÂflÛÔ‰ÔÚ ·¸ ÙÈÚ ÔÎıÎÂ„Ï›ÌÂÚ

Á„›Ú, ËÂ˘ÒÔ˝ÏÂÌÁ ˘Ú Ïfl· ÛıÌÂ˜fi ÒÔfi ı„ÒÔ˝, ›˜ÂÈ ÒıËÏ¸ ÏÂ„·Î˝ÙÂÒÔ ·¸ ÙÁÌ ˜˘ÒÁÙÈÍ¸ÙÁÙ·

ÙÔı ÛıÌ‰›ÛÏÔı „È· ·ÒÍÂÙ¸ ˜ÒÔÌÈÍ¸ ‰È‹ÛÙÁÏ· ˛ÛÙÂ Ì· „ÂÏflÛÂÈ Ô ÂÌÙ·ÏÈÂıÙfiÚ. ‘Ô ÏÂ„·Î˝ÙÂÒÔ

Ï›ÒÔÚ ÙÁÚ ·Ì‹ÎıÛÁÚ ÛÂ ‰flÍÙı· ATM ›˜ÂÈ „flÌÂÈ ÏÔÌÙÂÎÔÔÈ˛ÌÙ·Ú ÙÁÌ ÒÔfi ÍÂÎÈ˛Ì ˘Ú Ïfl· ÛıÌÂ˜fi

ÒÔfi ı„ÒÔ˝. ‘Ô ÏÔÌÙ›ÎÔ ·ıÙ¸ ÛıÎÎ·Ï‚‹ÌÂÈ ÙÔ ˆ·ÈÌ¸ÏÂÌÔ ÙÁÚ ÛıÏˆ¸ÒÁÛÁÚ ÍÎflÏ·Í·Ú ›ÍÒÁÓÁÚ,

¸˜È ¸Ï˘Ú Í·È ÙÔ ˆ·ÈÌ¸ÏÂÌÔ ÙÁÚ ÛıÏˆ¸ÒÁÛÁÚ ÍÎflÏ·Í·Ú ÍÂÎÈÔ˝, Í·È ÂflÌ·È ·ÍÒÈ‚›Ú ¸Ù·Ì ÙÔ Ï›„ÂËÔÚ

ÙÔı ÂÌÙ·ÏÈÂıÙfi ‰ÂÌ ÂflÌ·È ÔÎ˝ ÏÈÍÒ¸. √È· ·Ò‹‰ÂÈ„Ï·, ¸Ù·Ì ÔÎıÎ›ÍÔÌÙ·È ÂÒÈÔ‰ÈÍ›Ú Á„›Ú ÏÂ

Ï›„ÈÛÙÔ ÒıËÏ¸ 1 Mbps Í·È Ï›ÛÔ ÒıËÏ¸ 0�25 Mbps ÛÂ Û˝Ì‰ÂÛÏÔ ATM ÏÂ ˜˘ÒÁÙÈÍ¸ÙÁÙ· 622 Mbps,

ÏÂ Ï›„ÂËÔÚ ÂÌÙ·ÏÈÂıÙfi 20 ÍÂÎÈ˛Ì, Í·È ÏÂ ‚·ËÏ¸ ÂÍÏÂÙ‹ÎÎÂıÛÁÚ 0�8, Á ÏÔÌÙÂÎÔÔflÁÛÁ ÒÔfiÚ

ı„ÒÔ˝ Ï·Ú ‰flÌÂÈ ÈË·Ì¸ÙÁÙ· ıÂÒ˜ÂflÎÈÛÁÚ ÏÈÍÒ¸ÙÂÒÁ ·¸ 10�8, ÂÌ˛ Á Ò·„Ï·ÙÈÍfi ÈË·Ì¸ÙÁÙ·

ıÂÒ˜ÂflÎÈÛÁÚ ÂflÌ·È ÏÂ„·Î˝ÙÂÒÁ ·¸ 10�4.

”ÙÁÌ ·ÒÔ˝Û· ‰È·ÙÒÈ‚fi ˜ÒÁÛÈÏÔÔÈÔ˝ÏÂ ÙÁÌ ·ÛıÏÙ˘ÙÈÍfi ·Ì‹ÎıÛÁ „È· ÏÂ„‹ÎÔ ÎfiËÔÚ

Á„˛Ì „È· Ì· ÏÔÌÙÂÎÔÔÈfiÛÔıÏÂ Ù·ıÙ¸˜ÒÔÌ· ÙÁÌ ÛıÏˆ¸ÒÁÛÁ ÍÎflÏ·Í·Ú ÍÂÎÈÔ˝ Í·È ÙÁÌ

ÛıÏˆ¸ÒÁÛÁ ÍÎflÏ·Í·Ú ›ÍÒÁÓÁÚ ÛÂ ›Ì·Ì Û˝Ì‰ÂÛÏÔ Ôı ÔÎıÎ›ÍÂÈ ÂÒÈÔ‰ÈÍ›Ú Á„›Ú ‰˝Ô

Í·Ù·ÛÙ‹ÛÂ˘Ì (on-off). ÃÂ ·ıÙ¸ ÙÔÌ ÙÒ¸Ô ‰flÌÔıÏÂ ÙÁÌ Û˘ÛÙfi ›ÍˆÒ·ÛÁ „È· ÙÁÌ ÈË·Ì¸ÙÁÙ·

ıÂÒ˜ÂflÎÈÛÁÚ Í·È Ïfl· Í·ÈÌÔ˝Ò„È· ÔÈÔÙÈÍfi ÂÓfi„ÁÛÁ „È· ÙÔ ˛Ú ÛıÏ‚·flÌÂÈ ıÂÒ˜ÂflÎÈÛÁ ¸Ù·Ì

ÙÔ Ï›„ÂËÔÚ ÙÔı ÂÌÙ·ÏÈÂıÙfi ÂflÌ·È ÔÎ˝ ÏÈÍÒ¸. ”ı„ÍÂÍÒÈÏ›Ì·, ıÂÒ˜ÂflÎÈÛÁ ÛıÏ‚·flÌÂÈ ÏÂ ÙÔÌ

ÛıÌ‰ı·ÛÏ¸ ‰˝Ô ‰È·ˆÔÒÂÙÈÍ˛Ì ˆ·ÈÌÔÏ›Ì˘Ì: ›Ì· ·ıÓÁÏ›ÌÔ ÔÛÔÛÙ¸ ·¸ ÙÈÚ Á„›Ú ÂflÌ·È ÂÌÂÒ„›Ú
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(‚ÒflÛÍÔÌÙ·È ÛÙÁÌ Í·Ù‹ÛÙ·ÛÁ ``on''), Í·È Ô Ûı„˜ÒÔÌÈÛÏ¸Ú Ù˘Ì ·ˆflÓÂ˘Ì ÍÂÎÈ˛Ì ·¸ ÙÈÚ Á„›Ú

·ıÙ›Ú ‰ÁÏÈÔıÒ„Âfl ÛıÏˆ¸ÒÁÛÁ ÛÂ ÍÎflÏ·Í· ÍÂÎÈÔ˝.

‘ÈÏÔÎ¸„ÁÛÁ „È· ıÁÒÂÛflÂÚ ÏÂ ›ÎÂ„˜Ô ÛıÏˆ¸ÒÁÛÁÚ ·ÌÔÈ˜ÙÔ˝ ‚Ò¸˜Ôı

∏˜ÔıÏÂ ·Ì·ˆ›ÒÂÈ ¸ÙÈ ÙÔ ÈÛÔ‰˝Ì·ÏÔ Â˝ÒÔÚ Ê˛ÌÁÚ ÏÔÒÂfl ÏÂ ·ÍÒfl‚ÂÈ· Ì· ·ÔÙÈÏfiÛÂÈ ÙÁÌ

ÔÛ¸ÙÁÙ· Ù˘Ì ¸Ò˘Ì ÏÈ·Ú Û˝Ì‰ÂÛÁÚ. ¡ıÙ¸ ‰ÈÍ·ÈÔÎÔ„Âfl ÙÁÌ ˜ÒfiÛÁ ÙÁÚ ›ÌÌÔÈ·Ú ÙÔı ÈÛÔ‰˝Ì·ÏÔı

Â˝ÒÔıÚ Ê˛ÌÁÚ ÛÙ· Û˜fiÏ·Ù· ÙÈÏÔÎ¸„ÁÛÁÚ Ôı ÂÒÂıÌÔ˝ÏÂ. ≈ÍÙ¸Ú ·¸ ÙÁÌ ·ÍÒÈ‚fi ·ÔÙflÏÁÛÁ ÙÁÚ

ÔÛ¸ÙÁÙ·Ú Ù˘Ì ¸Ò˘Ì ÏÈ·Ú Û˝Ì‰ÂÛÁÚ, ›Ì· Û˜fiÏ· ÙÈÏÔÎ¸„ÁÛÁÚ Ë· Ò›ÂÈ Ì· Î·Ï‚‹ÌÂÈ ı¸¯Á

È‰È·flÙÂÒ· ˜·Ò·ÍÙÁÒÈÛÙÈÍ‹ Ù˘Ì ÏÁ˜·ÌÈÛÏ˛Ì Ôı ˜ÒÁÛÈÏÔÔÈÂfl ÙÔ ‰flÍÙıÔ „È· ÙÁÌ ·ÒÔ˜fi

ıÁÒÂÛÈ˛Ì, ¸˘Ú ÙÔÌ ›ÎÂ„˜Ô ÛıÏˆ¸ÒÁÛÁÚ ·ÌÔÈ˜ÙÔ˝ ‚Ò¸˜Ôı Í·È ÙÔÌ ›ÎÂ„˜Ô ÛıÏˆ¸ÒÁÛÁÚ

ÍÎÂÈÛÙÔ˝ ‚Ò¸˜Ôı, Í·È Ì· ÂflÌ·È ·Î¸ Í·È Â˝ÍÔÎ· ıÎÔÔÈfiÛÈÏÔ. ≈flÌ·È ‚·ÛÈÍ¸ Ì· ÒÔÛË›ÛÔıÏÂ

¸ÙÈ Á ÙÂÎÈÍfi ˜Ò›˘ÛÁ „È· Ïfl· Û˝Ì‰ÂÛÁ Ë· ÂÓ·ÒÙÁËÂfl, ÂÍÙ¸Ú ·¸ ÙÁÌ ÔÛ¸ÙÁÙ· Ù˘Ì ¸Ò˘Ì Ôı

˜ÒÁÛÈÏÔÔÈÂfl Á Û˝Ì‰ÂÛÁ, Í·È ·¸ ÔÈÍÔÌÔÏÈÍÔ˝Ú ·Ò‹„ÔÌÙÂÚ, ¸˘Ú ÙÁÌ ‰È·ˆfiÏÈÛÁ Í·È ÙÔÌ

·ÌÙ·„˘ÌÈÛÏ¸. ”ÙÁÌ ·ÒÔ˝Û· ‰È·ÙÒÈ‚fi ·Û˜ÔÎÔ˝Ï·ÛÙÂ Ï¸ÌÔ ÏÂ ÙÁÌ Í·Ù·ÛÍÂıfi ÙÔı Ï›ÒÔıÚ

ÙÁÚ ÛıÌ‹ÒÙÁÛÁÚ ÙÈÏÔÎ¸„ÁÛÁÚ Ôı ·ÔÙÈÏ‹ ÙÁÌ ÔÛ¸ÙÁÙ· Ù˘Ì ¸Ò˘Ì Ôı ˜ÒÁÛÈÏÔÔÈÂfl Ïfl·

Û˝Ì‰ÂÛÁ.

œÈ ıÁÒÂÛflÂÚ ÏÂ ›ÎÂ„˜Ô ÛıÏˆ¸ÒÁÛÁÚ ·ÌÔÈ˜ÙÔ˝ ‚Ò¸˜Ôı ÂÒÈÎ·Ï‚‹ÌÔıÌ ÛıÏ‚¸Î·ÈÔ

ÍıÍÎÔˆÔÒfl·Ú (traffic contract) ÏÂÙ·Ó˝ ÙÔı ˜ÒfiÛÙÁ Í·È ÙÔı ‰ÈÍÙ˝Ôı. ‘Ô ÛıÏ‚¸Î·ÈÔ

ÍıÍÎÔˆÔÒfl·Ú ÂÒÈ›˜ÂÈ ÙÁÌ ÛıÏˆ˘ÌÁÏ›ÌÁ ÔÈ¸ÙÁÙ· ÂÓıÁÒ›ÙÁÛÁÚ Í·È ÙÁÌ ÂÒÈ„Ò·ˆfi ÙÁÚ

Ï›„ÈÛÙÁÚ ÍıÍÎÔˆÔÒfl·Ú Ôı ÂÈÙÒ›ÂÙ·È Ì· ÛÙÂflÎÂÈ Ô ˜ÒfiÛÙÁÚ. –·Ò·‰Âfl„Ï·Ù· Ù›ÙÔÈ˘Ì

ıÁÒÂÛÈ˛Ì ÂflÌ·È ÔÈ ıÁÒÂÛflÂÚ ÛÙ·ËÂÒÔ˝ ÒıËÏÔ˝ (Constant Bit Rate - CBR) Í·È ÔÈ ıÁÒÂÛflÂÚ

ÏÂÙ·‚ÎÁÙÔ˝ ÒıËÏÔ˝ (Variable Bit Rate - VBR) ÛÂ ‰flÍÙı· ¡‘Ã, ÔÈ ıÁÒÂÛflÂÚ Â„„ıÁÏ›ÌÁÚ

ÂÓıÁÒ›ÙÁÛÁÚ (guaranteed service) Í·È ÔÈ ıÁÒÂÛflÂÚ ÂÎÂ„˜¸ÏÂÌÔı ˆ¸ÒÙÔı (controlled-load) Ôı

ÔÒflÊÔÌÙ·È „È· ÙÁÌ ·Ò˜ÈÙÂÍÙÔÌÈÍfi ÂÌÔÔÈÁÏ›Ì˘Ì ıÁÒÂÛfl˘Ì ÙÔı Internet, Í·Ë˛Ú Í·È ÔÈ ıÁÒÂÛflÂÚ

ÛÙ·ËÂÒfiÚ Ò¸Û‚·ÛÁÚ ÛÙÔ Internet.

‘· Û˜fiÏ·Ù· ÙÈÏÔÎ¸„ÁÛÁÚ „È· ıÁÒÂÛflÂÚ ·ÌÔÈ˜ÙÔ˝ ‚Ò¸˜Ôı Ôı ÂÓÂÙ‹ÊÔıÏÂ ÂÒÈÎ·Ï‚‹ÌÔıÌ

·Î‹ Û˜fiÏ·Ù· ÙÈÏÔÎ¸„ÁÛÁÚ ˜Ò¸ÌÔı-¸„ÍÔı (time-volume pricing schemes) Ôı ··ÈÙÔ˝Ì Ï¸ÌÔ

‰˝Ô ÏÂÙÒfiÛÂÈÚ „È· ¸ÎÁ ÙÁÌ Û˝Ì‰ÂÛÁ (ÙÁÌ ÛıÌÔÎÈÍfi ‰È‹ÒÍÂÈ· ÙÁÚ Û˝Ì‰ÂÛÁÚ Í·È ÙÔÌ ÛıÌÔÎÈÍ¸

¸„ÍÔ ÎÁÒÔˆÔÒfl·Ú Ôı ÏÂÙ·ˆ›ÒËÁÍÂ) Í·È Û˜fiÏ·Ù· ÙÈÏÔÎ¸„ÁÛÁÚ Ôı ÂÒÈÎ·Ï‚‹ÌÔıÌ ÏÂÙÒfiÛÂÈÚ

ÛÂ ˜˘ÒÈÛÙ‹ ˜ÒÔÌÈÍ‹ ‰È·ÛÙfiÏ·Ù·, ÏÈÍÒ¸ÙÂÒ· ÙÁÚ ÛıÌÔÎÈÍfiÚ ‰È‹ÒÍÂÈ·Ú ÙÁÚ Û˝Ì‰ÂÛÁÚ.

‘· Û˜fiÏ·Ù· ÙÈÏÔÎ¸„ÁÛÁÚ ˜Ò¸ÌÔı-¸„ÍÔı Ò˘ÙÔÂÏˆ·ÌflÛÙÁÍ·Ì ÛÙÁÌ ÂÒ„·Ûfl· [Kel94] Í·È
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ÂÂÍÙ‹ËÁÍ·Ì ·Ò„¸ÙÂÒ· ÛÙÁÌ ÂÒ„·Ûfl· [CKW97]. ‘· Û˜fiÏ·Ù· ·ıÙ‹ ‚·ÛflÊÔÌÙ·È ÛÂ ˆÒ‹„Ï·Ù·

ÙÔı ÈÛÔ‰˝Ì·ÏÔı Â˝ÒÔıÚ Ê˛ÌÁÚ Ôı Î·Ï‚‹ÌÔıÌ ı¸¯Á Í·È a priori ÎÁÒÔˆÔÒfl· Ôı ÂÒÈ›˜ÂÙ·È

ÛÙÔ ÛıÏ‚¸Î·ÈÔ ÍıÍÎÔˆÔÒfl·Ú (¸˘Ú ÙÔÌ Ï›„ÈÛÙÔ ÒıËÏ¸ ÏÂ ÙÔÌ ÔÔflÔ ÂÈÙÒ›ÂÙ·È Ì· ÛÙ›ÎÌÂÈ

‰Â‰ÔÏ›Ì· Ô ˜ÒfiÛÙÁÚ) Í·È a posteriori ÎÁÒÔˆÔÒfl· Ôı ÏÂÙÒ‹Ù·È Í·Ù‹ ÙÁÌ ‰È‹ÒÍÂÈ· ÙÁÚ

Û˝Ì‰ÂÛÁÚ (¸˘Ú ÙÁÌ ÛıÌÔÎÈÍfi ‰È‹ÒÍÂÈ· ÙÁÚ Û˝Ì‰ÂÛÁÚ). ”Ù· Û˜fiÏ·Ù· ·ıÙ‹ ÙÔ ÛıÌÔÎÈÍ¸

Ù›ÎÔÚ ıÔÎÔ„flÊÂÙ·È Û·Ì Ïfl· „Ò·ÏÏÈÍfi ÛıÌ‹ÒÙÁÛÁ ÙÁÚ ÛıÌÔÎÈÍfiÚ ‰È‹ÒÍÂÈ·Ú ÙÁÚ Û˝Ì‰ÂÛÁÚ Í·È

ÙÔı ÛıÌÔÎÈÍÔ˝ ¸„ÍÔı ÎÁÒÔˆÔÒfl·Ú Ôı ÏÂÙ·ˆ›ÒËÁÍÂ. œÈ ·Ò‹ÏÂÙÒÔÈ ·ıÙfiÚ ÙÁÚ ÛıÌ‹ÒÙÁÛÁÚ

ÔÒflÊÔÌÙ·È ·¸ ˆÒ‹„Ï·Ù· ÙÔı ÈÛÔ‰˝Ì·ÏÔı Â˝ÒÔıÚ Ê˛ÌÁÚ Í·Ù‹ ÙÒ¸Ô Ôı Ì· ÏÂÈ˛ÌÂÙ·È Á ˜Ò›˘ÛÁ

Ù˘Ì ˜ÒÁÛÙ˛Ì ¸Ù·Ì ·ıÙÔfl „Ì˘ÒflÊÔıÌ ÒÔÍ·Ù·‚ÔÎÈÍ‹ (fi ÏÔÒÔ˝Ì Ì· ÒÔ‚Î›¯ÔıÌ ÏÂ Û˜ÂÙÈÍfi

·ÍÒfl‚ÂÈ·) ÙÔÌ Ï›ÛÔ ÒıËÏ¸ ÍıÍÎÔˆÔÒfl·Ú ÙÔıÚ. ”ÙÁÌ ·ÒÔ˝Û· ‰È·ÙÒÈ‚fi ·Ì·Î˝ÔıÏÂ ÙÁÌ ·¸‰ÔÛÁ

ÙÁÚ ÏÂË¸‰Ôı „È· ÙÒfl· ˆÒ‹„Ï·Ù· ÙÔı ÈÛÔ‰˝Ì·ÏÔı Â˝ÒÔıÚ Ê˛ÌÁÚ: ÙÔ ˆÒ‹„Ï· on-off [Kel94], ÙÔ

``·Î¸'' ˆÒ‹„Ï· [CKW97], Í·È ÙÁÌ ÒÔÛ›„„ÈÛÁ ·ÌÂÛÙÒ·ÏÏ›ÌÔı T [CKW97].

Ã·Êfl ÏÂ Ù· Û˜fiÏ·Ù· ÙÈÏÔÎ¸„ÁÛÁÚ ˜Ò¸ÌÔı-¸„ÍÔı, ÂÓÂÙ‹ÊÔıÏÂ ‰˝Ô Ì›· Û˜fiÏ·Ù· ÙÈÏÔÎ¸„ÁÛÁÚ

Ôı ‚·ÛflÊÔÌÙ·È ÛÂ ÏÂÙÒfiÛÂÈÚ Ôı „flÌÔÌÙ·È ÛÂ ˜ÒÔÌÈÍ‹ ‰È·ÛÙfiÏ·Ù· ÏÈÍÒ¸ÙÂÒ· ÙÁÚ ÛıÌÔÎÈÍfiÚ

‰È‹ÒÍÂÈ·Ú ÙÁÚ Û˝Ì‰ÂÛÁÚ: ÙÁÌ ÙÈÏÔÎ¸„ÁÛÁ ÏÂ Â·Ì·‰È·Ò·„Ï‹ÙÂıÛÁ (pricing with renego-

tiation) Í·È ÙÔ Û˜fiÏ· ÙÈÏÔÎ¸„ÁÛÁÚ ÂÈÍÔÌÈÍÔ˝ ‰Ô˜ÂflÔı (virtual bucket pricing scheme). «

ÙÈÏÔÎ¸„ÁÛÁ ÏÂ Â·Ì·‰È·Ò·„Ï‹ÙÂıÛÁ ·ÔÙÂÎÂfl Âˆ·ÒÏÔ„fi Ù˘Ì Û˜ÁÏ‹Ù˘Ì ˜Ò¸ÌÔı-¸„ÍÔı ÛÂ

˜ÒÔÌÈÍ‹ ‰È·ÛÙfiÏ·Ù· ÏÈÍÒ¸ÙÂÒ· ·¸ ÙÁÌ ÛıÌÔÎÈÍfi ‰È‹ÒÍÂÈ· ÏÈ·Ú Û˝Ì‰ÂÛÁÚ, ¸Ù·Ì ÂÈÙÒ›ÂÙ·È

Á Â·Ì·‰È·Ò·„Ï‹ÙÂıÛÁ Ù˘Ì ·Ò·Ï›ÙÒ˘Ì ÂÒÈ„Ò·ˆfiÚ ÙÁÚ ÍıÍÎÔˆÔÒfl·Ú. « ÙÂÎÂıÙ·fl·

‰ıÌ·Ù¸ÙÁÙ· ıÔÛÙÁÒflÊÂÙ·È ·¸ Ò¸Ûˆ·ÙÂÚ ÒÔÛ‹ËÂÈÂÚ ÙıÔÔflÁÛÁÚ. ‘Ô Û˜fiÏ· ÙÈÏÔÎ¸„ÁÛÁÚ

ÂÈÍÔÌÈÍÔ˝ ‰Ô˜ÂflÔı ‰ÂÌ ÂÈ‚·Ò˝ÌÂÙ·È ÏÂ ÙÔÌ ÂÈÎ›ÔÌ ˆ¸ÒÙÔ Î¸„˘ Â·Ì·‰È·Ò·„Ï‹ÙÂıÛÁÚ,

·ÎÎ‹ ··ÈÙÂfl ÙÁÌ ‰fiÎ˘ÛÁ ÏÈ·Ú ·Ò·Ï›ÙÒÔı (ÙÔı ÒıËÏÔ˝ ‰È·ÒÒÔfiÚ ÙÔı ÂÈÍÔÌÈÍÔ˝ ‰Ô˜ÂflÔı)

ÛÙÁÌ ›Ì·ÒÓÁ ÙÁÚ Û˝Ì‰ÂÛÁÚ.

≈ˆ¸ÛÔÌ Á ÔÛ¸ÙÁÙ· Ù˘Ì ¸Ò˘Ì Ôı ˜ÒÁÛÈÏÔÔÈÂfl Ïfl· Û˝Ì‰ÂÛÁ ‰ÂÌ ÂflÌ·È ·Ò‹ ›Ì· Ï¸ÌÔ Ï›ÒÔÚ

ÙÁÚ ÙÂÎÈÍfiÚ ˜Ò›˘ÛÁÚ ÙÁÚ Û˝Ì‰ÂÛÁÚ, ‰ÂÌ ÂflÌ·È ÛÁÏ·ÌÙÈÍfi Á ·ÍÒÈ‚fiÚ ÂÍÙflÏÁÛÁ ÙÁÚ ·¸ÎıÙÁÚ ÙÈÏfi

ÙÁÚ ÔÛ¸ÙÁÙ·Ú Ù˘Ì ¸Ò˘Ì Ôı ˜ÒÁÛÈÏÔÔÈÔ˝ÌÙ·È ·¸ ÙÈÚ ÛıÌ‰›ÛÂÈÚ, ·ÎÎ‹ Á ·ÍÒÈ‚fiÚ ÂÍÙflÏÁÛÁ

ÙÁÚ Û˜ÂÙÈÍfiÚ ÔÛ¸ÙÁÙ·Ú Ù˘Ì ¸Ò˘Ì. ‘ÁÌ ÙÂÎÂıÙ·fl· È‰È¸ÙÁÙ· ÙÁÌ ÔÌÔÏ‹ÊÔıÏÂ ‰ÈÍ·ÈÔÛ˝ÌÁ (fair-

ness), Í·È ÏÂ ‚‹ÛÁ ·ıÙfiÌ Ûı„ÍÒflÌÔıÏÂ Ù· ÒÔ·Ì·ˆÂÒË›ÌÙ· Û˜fiÏ·Ù· ÙÈÏÔÎ¸„ÁÛÁÚ „È· MPEG-1

ÛıÏÈÂÛÏ›ÌÁ ÍıÍÎÔˆÔÒfl· video ÏÂ ‰È·ˆÔÒÂÙÈÍ‹ ÂÒÈÂ˜¸ÏÂÌ· (Ù·ÈÌflÂÚ, ÂÈ‰fiÛÂÈÚ, Í·È ÛıÊÁÙfiÛÂÈÚ)

Í·È ÍıÍÎÔˆÔÒfl· Internet ÛÂ ‰flÍÙıÔ ÂıÒÂfl·Ú ÂÒÈÔ˜fiÚ. ‘· ÂÈÒ·Ï·ÙÈÍ‹ Ï·Ú ·ÔÙÂÎ›ÛÏ·Ù·
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‰Âfl˜ÌÔıÌ ¸ÙÈ Á ‰ÈÍ·ÈÔÛ˝ÌÁ Í·È Á ·ÌËÂÍÙÈÍ¸ÙÁÙ· (robustness) ÛÂ ÏÈÍÒ›Ú ·ÎÎ·„›Ú ÛÙÔ ÛÁÏÂflÔ

ÎÂÈÙÔıÒ„fl·Ú ÙÔı ‰ÈÍÙ˝Ôı (Ôı ÂÍˆÒ‹ÊÂÙ·È Ï›Û˘ Ù˘Ì ·Ò·Ï›ÙÒ˘Ì ˜˛ÒÔı Í·È ˜Ò¸ÌÔı) Ù˘Ì

Û˜ÁÏ‹Ù˘Ì ˜Ò¸ÌÔı-¸„ÍÔı ÂflÌ·È ÏÂ„·Î˝ÙÂÒÁ „È· ÏÂ„·Î˝ÙÂÒÁ ˜˘ÒÁÙÈÍ¸ÙÁÙ· ÙÔı ÛıÌ‰›ÛÏÔı Í·È

ÏÂ„·Î˝ÙÂÒÔ Ï›„ÂËÔÚ ÙÔı ÂÌÙ·ÏÈÂıÙfi, „È· ÛıÌ‰›ÛÂÈÚ ÏÂ ÏÈÍÒ¸ÙÂÒÁ ‰È‹ÒÍÂÈ·, Í·È „È· ÛıÌ‰›ÛÂÈÚ

ÏÂ ÎÈ„¸ÙÂÒÔ ÂÍÒÁÍÙÈÍfi ÍıÍÎÔˆÔÒfl·. Ã‹ÎÈÛÙ·, „È· ÛıÌ‰›ÛÏÔıÚ ÏÂ ÏÂ„‹ÎÁ ˜˘ÒÁÙÈÍ¸ÙÁÙ· Í·È

ÛıÌ‰›ÛÂÈÚ ÏÂ ÏÈÍÒfi ‰È‹ÒÍÂÈ·, Á ·¸‰ÔÛÁ ·ıÙ˛Ì Ù˘Ì Û˜ÁÏ‹Ù˘Ì ÎÁÛÈ‹ÊÂÈ ÂÍÂflÌÁ Ù˘Ì Û˜ÁÏ‹Ù˘Ì

ÙÈÏÔÎ¸„ÁÛÁÚ Ôı ÂÒÈÎ·Ï‚‹ÌÔıÌ ÏÂÙÒfiÛÂÈÚ ÛÂ ˜˘ÒÈÛÙ‹ ˜ÒÔÌÈÍ‹ ‰È·ÛÙfiÏ·Ù·. ¡ıÙ¸ ‰Âfl˜ÌÂÈ ¸ÙÈ

„È· ÛıÌ‰›ÛÏÔıÚ ÏÂ ÏÂ„‹ÎÔ ‚·ËÏ¸ ÛÙ·ÙÈÛÙÈÍfiÚ ÔÎıÎÂÓfl·Ú, ÔÒÈÛÏ›ÌÂÚ ÔÎ˝ ·Î›Ú ÒÔÛÂ„„flÛÂÈÚ

ÂÈÙı„˜‹ÌÔıÌ ÔÎ˝ Í·Îfi ·¸‰ÔÛÁ. ¡¸ ÙÁÌ ‹ÎÎÁ, Á ‰ÈÍ·ÈÔÛ˝ÌÁ Í·È ·ÌËÂÍÙÈÍ¸ÙÁÙ· Ù˘Ì

Û˜ÁÏ‹Ù˘Ì ÙÈÏÔÎ¸„ÁÛÁÚ Ôı ÂÒÈÎ·Ï‚‹ÌÔıÌ ÏÂÙÒfiÛÂÈÚ ÛÂ ˜˘ÒÈÛÙ‹ ˜ÒÔÌÈÍ‹ ‰È·ÛÙfiÏ·Ù·, Ù·

ÔÔfl· ›˜ÔıÌ ÏÂ„·Î˝ÙÂÒÔ Í¸ÛÙÔÚ ıÎÔÔflÁÛÁÚ Î¸„˘ ÙÔı ÏÂ„·Î˝ÙÂÒÔı ·ÒÈËÏÔ˝ ÏÂÙÒfiÛÂ˘Ì Ôı

··ÈÙÔ˝Ì, ÂflÌ·È ‹ÌÙ· ÏÂ„·Î˝ÙÂÒÂÚ Ù˘Ì Û˜ÁÏ‹Ù˘Ì ÙÈÏÔÎ¸„ÁÛÁÚ ˜Ò¸ÌÔı-¸„ÍÔı. ≈ÈÎ›ÔÌ, Á

·¸‰ÔÛÁ ÙÔı Û˜fiÏ·ÙÔÚ ÂÈÍÔÌÈÍÔ˝ ‰Ô˜ÂflÔı, ÙÔ ÔÔflÔ ‰ÂÌ ÂÈ‚·Ò˝ÌÂÙ·È ÏÂ ÙÔÌ ÂÈÎ›ÔÌ ˆ¸ÒÙÔ

Î¸„˘ Â·Ì·‰È·Ò·„Ï‹ÙÂıÛÁÚ, ÂflÌ·È ÔÎ˝ ÍÔÌÙ‹ ÛÙÁÌ ÙÈÏÔÎ¸„ÁÛÁ ÏÂ Â·Ì·‰È·Ò·„Ï‹ÙÂıÛÁ.

≈ÍÙ¸Ú ·¸ ÙÈÚ ÎÂÙÔÏÂÒÂflÚ ·ÒÈËÏÁÙÈÍ›Ú Ûı„ÍÒflÛÂÈÚ Ù˘Ì Û˜ÁÏ‹Ù˘Ì ÙÈÏÔÎ¸„ÁÛÁÚ, ‰Âfl˜ÌÔıÏÂ,

„È· Ûı„ÍÂÍÒÈÏ›ÌÔ ÛÂÌ‹ÒÈÔ, ÙÁÌ ÛıÏ‚·Ù¸ÙÁÙ· ÍÈÌfiÙÒ˘Ì ÙÔı ‰ÈÍÙ˝Ôı Í·È Ù˘Ì ˜ÒÁÛÙ˛Ì (incentive

compatibility) Ù˘Ì Û˜ÁÏ‹Ù˘Ì ÙÈÏÔÎ¸„ÁÛÁÚ ˜Ò¸ÌÔı-¸„ÍÔı, Í·È ÏÂÎÂÙÔ˝ÏÂ Í·Ù‹ ¸ÛÔ ÙÔ ÛÁÏÂflÔ

ÈÛÔÒÒÔfl·Ú ÂÌ¸Ú ‰ÈÍÙ˝Ôı ÂÁÒÂ‹ÊÂÙ·È ·¸ ÙÁÌ ÂÓÔÏ‹ÎıÌÛÁ ÍıÍÎÔˆÔÒfl·Ú. œ Ò¸ÎÔÚ ÂÌ¸Ú

Û˜fiÏ·ÙÔÚ ÙÈÏÔÎ¸„ÁÛÁÚ Ôı ›˜ÂÈ ÙÁÌ È‰È¸ÙÁÙ· ÙÁÚ ÛıÏ‚·Ù¸ÙÁÙ·Ú ÍÈÌfiÙÒ˘Ì ÂflÌ·È Ì· ÏÂÙ·ÍÈÌÂfl

·Ò„‹ ÙÔ Û˝ÛÙÁÏ·, Ôı ·ÔÙÂÎÂflÙ·È ·¸ ÙÔ ‰flÍÙıÔ Í·È ÙÔıÚ ˜ÒfiÛÙÂÚ, ÛÂ ›Ì· ÂıÛÙ·Ë›Ú Í·È

·Ô‰ÔÙÈÍ¸ ÛÁÏÂflÔ ÎÂÈÙÔıÒ„fl·Ú. « ÍflÌÁÛÁ ·ıÙfi ÂflÌ·È ·ÔÙ›ÎÂÛÏ· ÙÔı ‚Ò¸˜Ôı ˜Ò›˘ÛÁÚ Ôı

ÂÒÈÎ·Ï‚‹ÌÂÈ ÙÔ ‰flÍÙıÔ Í·È ÙÔıÚ ˜ÒfiÛÙÂÚ: ‘Ô ‰flÍÙıÔ ·Ì·„„›ÎÂÈ ÙÈÏ›Ú ÔÈ ÔÔflÂÚ ÂÁÒÂ‹ÊÔıÌ

Ù· ÛıÏ‚¸Î·È· ÍıÍÎÔˆÔÒfl·Ú Ù˘Ì ˜ÒÁÛÙ˛Ì Ôı ÂÈ‰È˛ÍÔıÌ Ì· ÏÂÈ˛ÛÔıÌ ÙÁÌ ˜Ò›˘ÛÁ ÙÔıÚ. œÈ

·Ôˆ‹ÛÂÈÚ ·ıÙ˛Ì Ë· ÂÁÒÂ‹ÛÔıÌ ÙÔ ÛÁÏÂflÔ ÎÂÈÙÔıÒ„fl·Ú ÙÔı ‰ÈÍÙ˝Ôı, Ô¸ÙÂ Í·È ÙÈÚ ÙÈÏ›Ú ÙÔı,

Í.Ô.Í. ”˜fiÏ·Ù· ÙÈÏÔÎ¸„ÁÛÁÚ Ôı ‰ÂÌ ›˜ÔıÌ ÙÁÌ È‰È¸ÙÁÙ· ÙÁÚ ÛıÏ‚·Ù¸ÙÁÙ·Ú ÍÈÌfiÙÒ˘Ì ÏÔÒÂfl

Ì· Ô‰Á„fiÛÔıÌ ÙÔ ‰flÍÙıÔ ÛÂ ·ÛÙ·Ëfi Í·È Ïfi ·Ô‰ÔÙÈÍfi ÎÂÈÙÔıÒ„fl·.

‘ÈÏÔÎ¸„ÁÛÁ Í·È ‰È·ÏÔflÒ·ÛÁ ¸Ò˘Ì „È· ıÁÒÂÛflÂÚ ABR

« ıÁÒÂÛfl· ‰È·Ë›ÛÈÏÔı ÒıËÏÔ˝ (Available Bit Rate - ABR) ÛÂ ‰flÍÙı· ¡‘Ã ıÔÛÙÁÒflÊÂÈ

›ÎÂ„˜Ô ÛıÏˆ¸ÒÁÛÁÚ ÍÎÂÈÛÙÔ˝ ‚Ò¸˜Ôı. ”ÙÁÌ ıÁÒÂÛfl· ·ıÙfi ‰ÂÌ ı‹Ò˜ÂÈ Â„„ıÁÏ›ÌÁ ÔÈ¸ÙÁÙ·

ÂÓıÁÒ›ÙÁÛÁÚ (ÎfiÌ ÙÁÚ Â„„˝ÁÛÁÚ ÂÌ¸Ú ÂÎ‹˜ÈÛÙÔı ÒıËÏÔ˝, Minimum Cell Rate - MCR, ÏÂ ÙÔÌ
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ÔÔflÔ ›Ì·Ú ˜ÒfiÛÙÁÚ ÏÔÒÂfl Ì· ÛÙ›ÎÌÂÈ ‰Â‰ÔÏ›Ì·) Ô˝ÙÂ Ûı„ÍÂÍÒÈÏ›ÌÁ ÂÒÈ„Ò·ˆfi ÍıÍÎÔˆÔÒfl·Ú

ÛÙÁÌ ÔÔfl· Ô ˜ÒfiÛÙÁÚ Ë· Ò›ÂÈ Ì· ÛıÏÏÔÒˆ˛ÌÂÙ·È. ¡ÌÙfl ·ıÙ˛Ì, Ô ˜ÒfiÛÙÁÚ ÒÔÛ·ÒÏ¸ÊÂÈ

ÙÔÌ ÒıËÏ¸ ÍıÍÎÔˆÔÒfl·Ú Û˝Ïˆ˘Ì· ÏÂ ÛfiÏ·Ù· ·Ì‹‰Ò·ÛÁÚ Ôı Î·Ï‚‹ÌÂÈ ·¸ ÙÔ ‰flÍÙıÔ. ‘·

ÛfiÏ·Ù· ·Ì‹‰Ò·ÛÁÚ ÏÔÒÂfl Ì· ‰ÁÎ˛ÌÔıÌ, Ï›Û˘ ÂÌ¸Ú bit, ÙÁÌ ˝·ÒÓÁ fi Ïfi ÛıÏˆ¸ÒÁÛÁÚ, fi ÏÔÒÂfl

Ì· ÂÒÈ›˜ÔıÌ ÙÔÌ Ï›„ÈÛÙÔ ÒıËÏ¸ ÏÂ ÙÔÌ ÔÔflÔ ÏÔÒÂfl Ì· ÛÙ›ÎÌÂÈ ‰Â‰ÔÏ›Ì· Ô ˜ÒfiÛÙÁÚ. ”ÙÁÌ

·ÒÔ˝Û· ÂÒ„·Ûfl· Ï·Ú ·ÔÛ˜ÔÎÂfl Á ‰Â˝ÙÂÒÁ ÂÒflÙ˘ÛÁ. ≈ˆ¸ÛÔÌ ÙÔ ‰flÍÙıÔ ÂflÌ·È ÂÍÂflÌÔ Ôı

·Ôˆ·ÛflÊÂÈ ÙÔÌ Ï›„ÈÛÙÔ ÒıËÏ¸ ÂÌ¸Ú ˜ÒfiÛÙÁ, ÂflÌ·È ÎÔ„ÈÍ¸ ÙÔ Û˜fiÏ· ÙÈÏÔÎ¸„ÁÛÁÚ Ì· ÂÁÒÂ‹ÊÂÈ

ÙÔÌ ÙÒ¸Ô ÏÂ ÙÔÌ ÔÔflÔ ·ıÙ¸ ÏÔÈÒ‹ÊÂÈ ÙÔıÚ ¸ÒÔıÚ ÙÔı.

”ÙÁÌ ·ÒÔ˝Û· ‰È·ÙÒÈ‚fi ·ÒÔıÛÈ‹ÊÔıÏÂ ›Ì· Û˜fiÏ· ÙÈÏÔÎ¸„ÁÛÁÚ Í·È ‰È·ÏÔflÒ·ÛÁÚ ¸Ò˘Ì

„È· ıÁÒÂÛfl·Ú ABR Ôı ›˜ÂÈ Ù· ·Í¸ÎÔıË· ˜·Ò·ÍÙÁÒÈÛÙÈÍ‹: (i) ÔÈ ÙÈÏ›Ú ÒÔÛ·ÒÏ¸ÊÔÌÙ·È

Û˝Ïˆ˘Ì· ÏÂ ÙÁÌ ÊfiÙÁÛÁ, (ii) ÔÈ ˜ÒfiÛÙÂÚ ‰ÁÎ˛ÌÔıÌ ÙÁÌ ÙÈÏfi ·Ì‹ ÏÔÌ‹‰· ˜Ò¸ÌÔı ÏÂ ‚‹ÛÁ ÙÁÌ

ÔÔfl· Ë· ˜ÒÂ˘ËÔ˝Ì, Í·È (iii) Á ‰È·ÏÔflÒ·ÛÁ Ù˘Ì ¸Ò˘Ì „flÌÂÙ·È ÏÂ ‚‹ÛÁ ÙÔ ÈÛÔ‰˝Ì·ÏÔ Â˝ÒÔÚ

Ê˛ÌÁÚ. ‘Ô Ò˛ÙÔ ˜·Ò·ÍÙÁÒÈÛÙÈÍ¸ ·ÌÙÈÏÂÙ˘flÊÂÈ ÙÔÌ ‰ıÌ·ÏÈÍ¸ ˜·Ò·ÍÙfiÒ· Ôı ·Ì·Ï›ÌÂÙ·È Ì·

›˜ÂÈ Á ÛıÏˆ¸ÒÁÛÁ „È· ıÁÒÂÛflÂÚ ABR. ‘Ô ‰Â˝ÙÂÒÔ Í·È ÙÒflÙÔ ˜·Ò·ÍÙÁÒÈÛÙÈÍ¸ ÂÈÙÒ›ÔıÌ ÛÙÔıÚ

˜ÒfiÛÙÂÚ Ì· ‰ÁÎ˛ÌÔıÌ ÙÈÚ ÒÔÙÈÏfiÛÂÈÚ ÙÔıÚ Ï›Û˘ ÙÁÚ ÙÈÏfiÚ Ôı Ë· ˜ÒÂ˘ËÔ˝Ì, Í·È Ô‰Á„Ô˝Ì ÛÙÁÌ

‰È·ˆÔÒÔÔflÁÛÁ ÛıÌ‰›ÛÂ˘Ì ÏÂ ‰È·ˆÔÒÂÙÈÍ¸ Ï›ÛÔ ÒıËÏ¸. « ÙÂÎÂıÙ·fl· È‰È¸ÙÁÙ· ÛıÌÂÈÛˆ›ÒÂÈ

ÛÙÁÌ ÛıÏ‚·Ù¸ÙÁÙ· ÍÈÌfiÙÒ˘Ì ÙÔı ÒÔÙÂÈÌ¸ÏÂÌÔı Û˜fiÏ·ÙÔÚ, Í·È ÎÂflÂÈ ·¸ ı‹Ò˜ÔıÛÂÚ

‰È·‰ÈÍ·ÛflÂÚ ÂÎ›„˜Ôı ÛıÏˆ¸ÒÁÛÁÚ Û˝Ïˆ˘Ì· ÛÙÈÚ ÔÔflÂÚ ÙÔ ‰flÍÙıÔ ÂÎ›„˜ÂÈ ÙÔıÚ Ï›„ÈÛÙÔıÚ

ÒıËÏÔ˝Ú ÍıÍÎÔˆÔÒfl·Ú, ˜˘ÒflÚ Ì· Î·Ï‚‹ÌÂÈ ı¸¯Á ÙÔıÚ Ï›ÛÔıÚ ÒıËÏÔ˝Ú ÍıÍÎÔˆÔÒfl·Ú. ÃÂ

ÂÈÒ‹Ï·Ù· ÒÔÛÔÏÔfl˘ÛÁÚ ÂÈ‰ÂÈÍÌ˝ÔıÏÂ ÙÁÌ Û˝„ÍÎÈÛÁ Ù˘Ì ‰ıÌ·ÏÈÍ‹ ÏÂÙ·‚·ÎÎ¸ÏÂÌ˘Ì ÙÈÏ˛Ì

Í·È ÙÁÌ ‰È·ˆÔÒÔÔflÁÛÁ ÛıÌ‰›ÛÂ˘Ì ÏÂ ‰È·ˆÔÒÂÙÈÍ¸ Ï›ÛÔ ÒıËÏ¸ ÍıÍÎÔˆÔÒfl·Ú. Ãfl· ÛÁÏ·ÌÙÈÍfi

È‰È¸ÙÁÙ· ÙÔı ÒÔÙÂÈÌ¸ÏÂÌÔı Û˜fiÏ·ÙÔÚ ÂflÌ·È ¸ÙÈ ÏÔÒÂfl Ì· ıÎÔÔÈÁËÂfl ÏÂ ÙÔıÚ ı‹Ò˜ÔÌÙÂÚ

ÏÁ˜·ÌÈÛÏÔ˝Ú ÂÎ›„˜Ôı ÛıÏˆ¸ÒÁÛÁÚ Ôı ›˜ÔıÌ ÔÒÈÛÙÂfl ÛÙ· Ò¸Ùı· „È· ÙÈÚ ıÁÒÂÛflÂÚ ABR.

≈¸ÙÁÚ:

 ˛ÛÙ·Ú  ÔıÒÍÔıÏ›ÙÁÚ,

 ·ËÁ„ÁÙfiÚ ≈ÈÛÙfiÏÁÚ ’ÔÎÔ„ÈÛÙ˛Ì,

–·ÌÂÈÛÙfiÏÈÔ  ÒfiÙÁÚ
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Chapter 1

Introduction

Effective procedures for performance analysis and pricing are important for controlling the use and

dimensioning of broadband networks. These procedures must be accurate, efficient, and take into

account the technological characteristics of such networks. The objective of this dissertation is to

apply and evaluate large deviation techniques for performance analysis and traffic engineering, to

investigate usage-based pricing schemes for network transport services with open loop congestion

control, and to investigate pricing and resource sharing for Available Bit Rate (ABR) services, which

support closed loop congestion control.

In this section we present the motivation of our research and summarize its contributions, survey

related work, and give an outline of the rest of the dissertation.

1.1 Motivation

The networking scene has drastically changed over the last few years. Due to advances in technology

and progress in standardization, Asynchronous Transfer Mode (ATM) technology [I.321, ATMF94]

has found its way inside the campus backbone, and Wide Area Network (WAN) ATM services

are slowly being deployed. Networks based on ATM technology will carry traffic with different

characteristics, which may vary in time, and different Quality of Service (QoS) requirements. At

the same time, the Internet, once primarily an academic and research network, is rapidly being

commercialized and standards are being developed to augment its service model, which currently

contains only best-effort service, with services providing guarantees in terms of throughput and
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2 Chapter 1. Introduction

delay [BCS94, She95a]. Finally, bold steps towards deregulation are increasing the competitive

nature of the telecommunications market [GTR96]. In such an environment, economic theory

suggests that prices should reflect resource usage.

The above changes have generated the need for simple and efficient pricing schemes, and simple

and accurate procedures for performance analysis and traffic engineering.

1.1.1 Usage-based Pricing

The role of pricing is not only to generate income for the service provider, but also to control

the use of network resources. The pricing structure must provide the right incentives for users to

efficiently, in an economical sense, use network resources. This would reduce the negative effects

of congestion, which is currently one of the most intense problems of the Internet. Many engineers

and economists believe that it is due to the Internet's ineffective pricing structure, which is based

primarily on flat rate pricing where prices depend only on the rate of the access pipe which connects

the customer to his provider [MMV94, Fir97]. Such a pricing scheme provides no incentives for

users to use less bandwidth than the rate of their access pipe. Furthermore, flat rate pricing does

not enable users to adequately reveal their preferences for network usage. All users are treated the

same, even though different users might have a different value for the same service. Both of these

limitations result in a congested network where resources are not used according to the actual needs

of users.

The focus of this dissertation is on pricing network transport services, i.e., pricing connections

which simply move bits, without having knowledge of the information they are carrying. The

problem of pricing such services involves many disciplines - Economics, Marketing, and Network

Engineering are perhaps the most important (Figure 1.1).

Economic theory argues that usage-based pricing is needed in order for network resources to

be used efficiently [MMV95a]. Furthermore, there is a large number of well understood economic

models and a large amount of empirical results for networks that offer a limited range of services,

such as the telephone network [MV91]. An important feature of such networks is that once a user

is granted a connection, the resources associated with the connection remain reserved throughout

its duration. The case of broadband networks is far more complex [CSSM95]. Traffic has different

characteristics, which may vary in time, and different QoS requirements expressed in terms of loss
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Figure 1.1: The pricing network transport puzzle. An important part of the puzzle, which is a focus of
this dissertation, is the problem of quantifying and efficiently measuring resource usage for creating pricing
schemes which take into account relevant technological characteristics and provide the right incentives for
efficient and stable network operation.

probability, delay, and delay variance. Quantifying the amount of resources used by bursty traffic

is not an easy matter, and has been a subject of much research.

In the area of marketing, there are many open questions regarding broadband network services.

Hence, while there is a large amount of empirical data regarding the demand for telephone services,

such data does not exist for broadband services. The reason behind this is that broadband network

technology is still being developed and there is still is no wide scale deployment of broadband

services. Indeed, the market structure of such services is currently unknown [Fau95, Var96], and

current research efforts seek to investigate and measure the user demand as a function of quality of

service, pricing, and application [INDEX].

What can network engineering do in an area where there are many well understood models

(e.g., social welfare economics) but also many unknowns (e.g., market structure of broadband

networks)? Recall that in order for pricing to lead to efficient use of network resources, it must

reflect the actual amount of resources used by connections, hence an important issue is to quantify

this amount. The actual charge for a network service, in addition to the amount of resources used,

will also depend on other factors, such as competition and marketing. The focus of this dissertation

is solely on functions for measuring the usage component of the charge, which we will refer to

simply as ``price''. Furthermore, whatever the market structure for broadband services turns out to

be, quantifying resource usage in specific market segments will still be important, if pricing within
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each segment is to reflect resource usage.

In addition to accurately reflecting resource usage, usage-based pricing must take into account the

technological characteristics of the offered services, and must be simple and efficient to implement.

Unlike traditional telephone networks that offer a single service (telephone) which occupies

a constant amount of bandwidth (56 or 64  bps), broadband networks will support traffic with

different characteristics,which may vary in time, and different Quality of Service (QoS) requirements

expressed in terms of loss probability, delay, and delay variance (jitter). The amount of resources

used by such bursty traffic will depend, in addition to its statistical characteristics and QoS, also on

how it is multiplexed inside the network and how the network controls the use of its resources. If

time division multiplexing is used, then the network would allocate a fixed amount of bandwidth

(equal to the peak rate) for each connection. In this case, due to the burstiness of the traffic,

network resources would be underutilized. The latter is the motivation for statistical multiplexing

under which there is no fixed allocation of network resources, rather these are shared on demand.

Statistical multiplexing is a feature of both ATM (Asynchronous Transfer Mode) networks and IP

(Internet Protocol) networks, such as the Internet. With statistical multiplexing, the amount of

resources used by a bursty traffic stream varies between its mean rate and its peak rate. The notion

of effective bandwidth, which is central to our work, summarizes this quantity into a single scalar.

Broadband networks will offer two types of services which differ in the traffic control mecha-

nisms they use: services with open loop control and services with closed loop control. Services

with open loop control go through Connection Admission Control (CAC). A user sends a connection

request to the network containing his desired QoS and a description of his traffic. The network

uses this information to check if it has enough resources to satisfy the request. If the network

accepts the request, then the requested QoS and the description of the user's traffic (connection

traffic descriptor) form the traffic contract of the connection. Based on this contract, the network

commits to guarantee the QoS of the connection, provided the user's traffic is within (or conforms

to) the traffic description contained in the contract.

The Constant Bit Rate (CBR) and Variable Bit Rate (VBR) service categories [ATMF96]

defined by the ATM Forum1 are examples of services with open loop control (Table 1.1). These

services are very close to the Deterministic Bit Rate and the Statistical Bit Rate services defined by

1The ATM Forum is an international organization formed in 1991 with the objective of accelerating the use of ATM
products and services through a rapid convergence of interoperability specifications.
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the ITU-T2 for Broadband Integrated Services Digital Networks (B-ISDNs) [I.371]. The guaranteed

service [SPG97] and the controlled-load service [Wro97], which are currently being defined by

the IETF3 for Internet's integrated services architecture [BCS94], are also services with open loop

control (Table 1.2).

Service name Usage

Constant Bit Rate (CBR) real-time applications requiring constant bandwidth
(e.g., circuit emulation)

real-time Variable Bit Rate (rt-VBR) real-time applications requiring variable bandwidth
(e.g., compressed video/audio transfer)

non-real-time Variable Bit Rate (nrt-VBR) non-real-time applications requiring variable bandwidth
(e.g., transaction processing systems)

Available Bit Rate (ABR) non-real-time rate-adaptive applications
(e.g., data transfer, video with adaptive rate compression)

Unspecified Bit Rate (UBR) non-real-time applications
(e.g., traditional data transfer)

Table 1.1: ATM Forum service architecture.

Service name Usage

Guaranteed applications requiring deterministic delay guarantees
(e.g., hard real-time video/audio)

Controlled-Load applications sensitive to overloaded conditions
(e.g., adaptive video/audio applications)

Best-effort applications with no delay bounds
(e.g., traditional data transfer)

Table 1.2: IETF integrated services model.4

Services with closed loop control do not support specific QoS requirements, nor is there a traffic

description negotiated at connection setup to which the users must conform. Rather, the user adjusts

his traffic rate based on feedback signals he receives from the network. These feedback signals

provide an indication of the congestion inside the network. If the feedback signals indicate the

presence of congestion, then the user must decrease his traffic rate, whereas if they indicate that

2The ITU-T is the Telecommunications sector of the International Telecommunications Union (ITU) which is
responsible for setting network standards for public telecommunication. ITU-T is the new name for CCITT (International
Consultative Committee on Telegraphy and Telephony) .

3The Internet Engineering Task Force (IETF) is a large open international community of network designers, operators,
vendors, and researchers concerned with the evolution of the Internet architecture and the smooth operation of the Internet.

4Both the guaranteed and controlled-load service definitions have the status of Internet Drafts. As such, they are still
under development.
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there is no congestion, then the user is allowed to increase his traffic rate. Because of the required

adaptation on the part of the users (applications), the latter have been termed elastic in the Internet

community [BCS94, She95b]. An example of a service with closed loop control that we will focus

on is the Available Bit Rate5 (ABR) service in ATM networks [ATMF96, CLS96].

How do the two different control mechanisms used in services with open loop and closed loop

congestion control affect the way such services are priced? In services with open loop control, there

is a traffic contract which contains the agreed QoS and a traffic descriptor. The user is free to send

any traffic, as long as it conforms to the traffic descriptor. Since the amount of resources used by

a connection might depend on the traffic contract parameters, it is reasonable for a pricing scheme

to take into account these parameters. Furthermore, since information between the network and the

user occurs only at connection setup6, and in order to have predictable charges, the user must know

at connection setup how he will be priced for the traffic he sends.

On the other hand, in services with closed loop congestion control, the user adjusts his traffic

rate based on feedback signals he receives from the network. Hence, the network is the one who

decides how much traffic a user can send. For this reason, it is reasonable that pricing affects how

the network shares its resources.

Usage-based pricing requires that resource usage is measured for each connection individually.

If, as anticipated, the number of connections supported by broadband networks is large, then it

would be costly to perform detailed statistical measurements and complex computations for each

connection. This prompts the need for simple pricing schemes which require quantities that can be

measured efficiently. Simplicity is also required for a pricing scheme to provide the right incentives

for efficient use of network resources, since a complex pricing scheme would make it difficult for

users to understand how their actions (e.g., decreasing their peak rate) will affect their charge.

1.1.2 Performance Analysis and Traffic Engineering

The problem of quantifying resource usage is closely related to the performance analysis of

broadband networks. We will concentrate solely on the buffer overflow probability as a measure

5Although ABR services do not support specific QoS, they do support a Minimum Cell Rate (MCR) which represents
the minimum rate at which the user can always send traffic (see Sections 1.3.4 and 5.1).

6Current work in standardization is adding the capability of renegotiating the traffic contract parameters [Q.2963,
ZDE�93]. The information exchanged during renegotiation will be similar to that exchanged during connection setup.
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Figure 1.2: Broadband link. A basic problem in performance analysis of networks supporting statistical
multiplexing is to accurately estimate the overflow probability at a link with a buffer of size B served at rate
C (link capacity) which multiplexes bursty traffic.

of Quality of Service (QoS). A basic problem in performance analysis of networks supporting

statistical multiplexing is to accurately estimate the overflow probability at a link with a buffer

of size B served at rate C (link capacity) which multiplexes bursty traffic (Figure 1.2). The dual

problem is to determine the combination of various types of sources that can be multiplexed, while

satisfying a target (maximum) overflow probability.

The statistical analysis of traffic measurements has shown that traffic has a self-similar or fractal

behavior. This has been shown for many traffic types such as Ethernet traffic [LTWW93, FL91],

Internet WAN traffic [PF95], video traffic [BSTW95, GW94], and World Wide Web traffic [CB96].

Such traffic exhibits long range dependence or slowly decaying autocorrelation. The implications of

such long range dependence is still an open issue (e.g., see [ENW96, GB96, RE96, WTSW97, JLS97]

and the references therein). However, recent work [GB96, RE96] has shown that the implications

of long range dependence on the buffer overflow probability is of secondary importance when the

buffer size is small; this is the case when real-time communication is supported.

The above results motivate the need for procedures to clarify the effects of the time scales of

burstiness in real broadband traffic and the effect of link parameters (capacity and buffer) on the

performance of a link. Some basic question that such procedures must answer are the following

(refer to Figure 1.2): How much does the overflow probability decrease if we increase the buffer

size or the capacity of a link? How does traffic shaping affect the multiplexing capability of a link

and the amount of resources used by a bursty source?

Information in ATM networks is carried in small, fixed size (48 bytes payload + 5 bytes header)

cells. For very small buffer sizes, the discretization of information transfer becomes important for
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buffer overflow and can lead to cell scale congestion. The latter occurs at a much smaller time scale

compared to burst scale congestion, where the cell flow is viewed as a continuous fluid flow. It is

important to understand when cell scale effects stop to be important and how overflow occurs in

very small buffers. Such is the case when ATM switches are designed to fit on a single chip where

the total buffer might amount to a few hundred cells to be shared by all links [KSV96]. Cases of

very small buffers also arise when delay and jitter requirements are very strict. For example, in

order to support two-way high-end video, public carrier switches deployed for WAN services are

required to have a cell transfer delay (99th percentile) equal to 150 microseconds per switch [KM94,

page 117]. For an output buffered switch with 155 Mbps links, this gives an upper bound on the

buffer size of approximately 53 cells.

1.2 Summary of Contributions

The contributions made by this dissertation are related to performance analysis and traffic engi-

neering, usage-based pricing for network services with open loop control, and pricing and resource

sharing for ABR services. These contributions are summarized below.

Performance analysis and traffic engineering:

We apply and evaluate the many sources asymptotic for performance analysis and traffic engineer-

ing, and the effective bandwidth for quantifying resource usage. Our experiments are performed for

link capacities and buffer sizes that will be used in broadband networks, and involve real traffic such

as MPEG-1 compressed video and Internet Wide Area Network (WAN) traffic, as well as modeled

voice traffic. Our approach demonstrates how the many sources asymptotic can be used to provide

important engineering insight to the complex phenomena that occur at a link which multiplexes a

large number of sources.

� Overflow probability and link utilization: Although the many sources asymptotic with the

Bahadur-Rao improvement overestimates the cell loss probability by 1-2 orders of magnitude,

the utilization it achieves is very close to the maximum achievable utilization. For example,

when MPEG-1 compressed video is being multiplexed in a link with capacity 155 Mbps and

buffer larger than 1 msec (� 351 cells), the many sources asymptotic with its Bahadur-Rao

improvement can achieve a utilization that is over 94% of the maximum utilization. Hence,
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the effective bandwidth can accurately quantify resource usage in broadband networks.7

� Application of space and time parameters to traffic engineering: According to the theory of

effective bandwidths and many sources asymptotic, a link's operating point is characterizedby

two parameters: the space and time parameters. Our simulation results verify the interpretation

of the space and time parameters given by theory. Furthermore, we show how the values of

these parameters can be used to clarify the effects on the link's performance of the time scales

of traffic burstiness, of the traffic mix, of the link parameters (capacity and buffer), and of

traffic control mechanisms, such as traffic smoothing.

� Effects of the traffic mix: For the traffic mixes considered, the space and time parameters are,

to a large extent, insensitive to small variations of the percentage of different source types.

This indicates that particular pairs of these parameters can be used to characterize different

periods of the day during which the traffic mix remains relatively constant. We propose that

the values for these parameters be computed off-line from traffic traces taken at that particular

period.

� Overflow probability for ATM links with a small buffer: We use the many sources asymptotic

to simultaneously capture the cell scale and burst scale effects on the overflow probability

at an ATM link with a small buffer which multiplexes periodic on-off sources. This allows

us to give the correct expression for the overflow probability for very small buffers, and to

investigate the boundary in the link parameter (bandwidth and buffer) space where cell scale

effects stop to be important. In addition to accurately estimating the overflow probability, we

give a new qualitative description of how overflow occurs in very small buffers.

Usage-based pricing for network services with open loop control:

We investigate usage-based pricing schemes that are based on bounds of the effective bandwidth.

These schemes include previously proposed time-volume schemes that involve two measurements

(time and volume) for the whole duration of a connection, and two new schemes that involve

measurements in distinct time intervals, smaller than the duration of a connection: pricing with

7It is important to note that the overestimation of the cell loss probability is not due to the inaccuracy of the many
sources asymptotic, but is due to the fact that the asymptotic computes the probability that in a link with infinite buffer
the buffer occupancy becomes greater than some threshold, rather than the cell loss probability.
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renegotiation and the virtual bucket scheme. The pricing schemes are compared according to their

fairness, i.e., their ability to capture the relative amount of resources used by connections. The

comparisons are performed for link capacities and buffer sizes that will be used in broadband

networks and involve MPEG-1 compressed video with various contents (movies, news, and talk

shows) and Internet WAN traffic. The results of our investigations are the following:

� Time-volume pricing schemes: In general, the fairness and robustness (with respect to small

variations of the link's operating point parameters) of the time-volume pricing schemes is

higher for larger link capacities and buffer sizes, for smaller call durations, and for smoother

(less bursty) traffic. Indeed, for high capacity links (over 622 Mbps) and short duration

connections, the performance of these schemes approaches that of the schemes which involve

measurements in distinct time intervals. This indicates that for high bandwidth links with a

high degree of statistical multiplexing, simple approximations can achieve good performance.

� Pricing schemes which involve measurements in distinct time intervals: Such schemes can

achieve higher fairness and robustness, at the cost of higher accounting overhead, compared to

the time-volume schemes. Furthermore, the performance of the virtual bucket scheme, which

does not entail the signaling overhead due to renegotiation, is very close to the performance

of the pricing with renegotiation scheme.

� Incentive compatibility of the time-volume pricing schemes: We show, for a particular

setup, the incentive compatibility of the time-volume schemes. Furthermore, we compare the

equilibrium operating point of a link, in the presence of pricing, for the case of deterministic

and statistical multiplexing, and investigate to what extent it is affected by traffic shaping.

Pricing and resource sharing for Available Bit Rate (ABR) services:

We present an approach to pricing and resource sharing for ABR services with the following three

features: (i) prices are adjusted according to demand, (ii) users declare the price per unit of time

according to which they will be charged, and (iii) resource sharing is based on effective bandwidths.

The first feature captures the dynamic nature of congestion which is anticipated for ABR services,

while the second and third features allow users to adequately reveal their preferences for network

usage in terms of the price per unit of time they are charged, and enable the differentiation of
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connections based on their mean rates. Such a property of incentive compatibility is lacking in

the existing flow control procedures where the network allocates in a fair way peak rates with no

reference to the corresponding mean rates.

An important part of our work involves detailed numerical and simulation experiments. For this

reason, we have developed a set of software tools for the performance analysis experiments and

for the pricing experiments. For the former, we have developed programs for numerically solving

the supinf formula given by the many sources asymptotic, by which we compute the values of

the space and time parameters and the overflow probability, as well as a program for trace-driven

simulation of a single link (see Appendix B for details). The numerical solution of the supinf

formula receives input from traffic traces, except for the case of periodic on-off sources where it

uses an analytic expression for the moment generating function (see Appendix C for details).

For the pricing experiments, in addition to the software implementation of the investigated

pricing schemes, we have developed programs for computing the optimal selection of traffic

parameters (e.g., mean rate and leaky bucket parameters) as well as a program for simulating a

network of switches that is based on a ``fluid'' model (Appendix B.3); the latter is used for the ABR

pricing and resource sharing experiments.

In addition to the above software, we have written a set of flexible scripts for performing

experiments for a range of link capacities and buffer sizes, and for processing and presenting the

results in the form of graphs.

1.3 Related Work

In this section we survey related work, identifying where it differs from our research. References to

specific results in the literature will be given, where appropriate, at later parts of the dissertation.

1.3.1 Performance Analysis and Traffic Engineering

The overflow probability in broadband networks will typically be less than 10�6, hence the overflow

probability is a rare event. For this reason, the theory of large deviations [Wei95, SW95], which is a

collection of techniques for estimating properties of rare events, lends itself naturally to the study

of the overflow probability in broadband networks. Large asymptotics is an application of large
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deviations which studies the tail of the overflow probability of a link when some quantity increases.

When this quantity is the size of the buffer, we have the large buffer asymptotic. When the capacity

and buffer per source are kept constant and we study the overflow probability when the size of the

system (the link and the multiplexed sources) increases, we have the many sources asymptotic.

According to the large buffer asymptotic [CW95, dVW95, EM93, KWC93, and the references

therein], the logarithm of the overflow probability decreases linearly with the buffer size B, i.e.,

P �overflow� � e��B � (1.1)

where � is a positive constant which depends on the link capacity and the statistical properties of

the multiplexed traffic.

The large buffer asymptotic takes into account only the time averaging of the fluctuations of

bursty sources and not the statistical averaging when many independent sources are multiplexed

together [HW94]. Because of this, it can be overly conservative or too optimistic [CLW94, Kni97].

Furthermore, for traffic with long range dependence, equation (1.1) does not hold. In this case,

the logarithm of the overflow probability does not decrease linearly with the buffer size, rather it

decreases at a sub-linear rate [DO96, DLO95].

On the other hand, the many sources asymptotic [CW96, BD95] (a similar result is proved in

[SG95] for the case of on-off fluid sources) assumes only the stationarity of the multiplexed traffic

streams. The overflow probability using the many sources asymptotic can be approximated by

P �overflow� � e�NI � (1.2)

where N is the number of sources and I is the asymptotic rate function which depends on the link

capacity and buffer size, and on the statistical properties of the multiplexed traffic.

An improvement to the many sources asymptotic can be obtained using the Bahadur-Rao theorem

which adds to equation (1.2) a prefactor term of the form A�
p
N , where A depends only on the

characteristics of the multiplexed sources and is independent of the number of sources N . The

work in [LM97] extended the proof in [CW96] to obtain the improvement, while [HW94, MdV96]

introduced the improvement earlier as a heuristic and applied it for on-off Markov fluid sources. A

similar improvement has also been used for the large buffer asymptotic [EHL�95], and shown to

give good results for video teleconference traffic [EHL�95], but not very good results for MPEG-1

traffic [Kni97].
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The work in [RE96, GB96] investigated the importance of long-range dependence on the overflow

probability. This work has shown that correlations only up to a certain time scale have an affect

on buffer overflow. The work in [MdV96] also noted the importance of the time scales of buffer

overflow for traffic characterization, and relates the time parameter of the many sources asymptotic

with the results from frequency domain approaches to traffic characterization. The analysis in

[RE96, MdV96] used the many source asymptotic.

The effective bandwidth, first introduced in [Kel91, GH91] ([Hui88, GAN91] also contained related

notions), is a scalar which gives the amount of resources that must be reserved for a source in order

to satisfy its QoS requirements; such a scalar enables problems (e.g., admission control, routing)

in broadband networks carrying bursty traffic to be mapped into problems in traditional circuit-

switched networks. In [Kel96b] a unifying definition of the effective bandwidth is introduced. The

definition summarizes the statistical characteristics of traffic over different time and space scales,

and builds on earlier work on effective bandwidths and asymptotic models. Illustrative examples

which demonstrate the unifying property of the definition include periodic sources, fractional

Brownian input, policed and shaped sources, and deterministic multiplexing.

Central to our work is the notion of effective bandwidth, as defined in [Kel96b], and the many

sources asymptotics [CW96, BD95] which can compute the space and time parameters that appear

in the effective bandwidth definition (see Section 2.1). We apply and evaluate these techniques for

performance analysis of broadband links and for quantifying resource usage for real broadband

traffic which includes MPEG-1 compressed video and Internet Wide Area Network (WAN) traffic.

Particular emphasis is given on how traffic burstiness over multiple time scales affects the values

of the space and time parameters, and how the latter can be used for traffic engineering.

1.3.2 Overflow Probability at an ATM Link with a Small Buffer

Much of the research activity towards estimating the overflow probability at an output link has been

conducted by modeling the cells that enter the buffer as a continuous fluid. Under such a model,

when the buffer size is small, it can be a good approximation to assume that each source being

multiplexed is either fully on or fully off over the typical period during which the buffer fills; this

gives the simplification that the overflow probability depends on the source characteristics only

through the peak and mean rates, hence the bufferless on-off fluid model can be used [Hui88, Kel91].
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In ATM networks, when the buffer size is small, overflow can occur due to cell scale congestion;

the latter is related to the transfer of information in small, fixed size cells. The fluid model fails to

capture such congestion. Prior work [RSKJ91, NRSV91, FLVO94] has modeled the burst and the

cell scale component separately at a time before the large deviation analysis of buffer overflow was

well understood.

We apply the many sources asymptotic to simultaneously capture the effects of both the cell scale

and burst scale components on the cell loss probability. In addition to giving the correct expression

for the overflow probability, we give a new qualitative description of how overflow occurs for

small buffers.

1.3.3 Usage-based Pricing for Network Transport Services

Economic models have been extensively used to study the problem of pricing guaranteed services.8

In [LV93], such an approach is considered in a context where users separately request bandwidth

and buffers at each link along the route of their connection. Under conditions, the state which

maximizes the network revenue also maximizes the social welfare of the system containing the

network and its users. Equilibrium prices can be computed using a distributed algorithm. In

[dVB95], using the notion of effective bandwidth, the model of [LV93] is extended to account

for statistical multiplexing and to include best-effort services. In [MMP94], a distributed pricing

scheme for allocating bandwidth in virtual paths9 is considered. It is assumed that there is a single

virtual path from every source to its destination. Prices are adjusted iteratively such that the link

bandwidth constraints are always satisfied. In [SFY95], QoS provisioning is related to pricing. As

in [LV93], resources (buffer and bandwidth) are priced separately. Pareto efficient allocation is

proved for specific utility functions. Finally, equilibrium prices are computed using an iterative

procedure. In [WPS96], the problem of optimal pricing of guaranteed and best-effort services in

ATM networks is addressed. Based on the maximum number of calls that can be carried and the

desired blocking probability, optimal prices are computed. For best-effort services, per cell spot

pricing is considered. [OS97] considers a network offering multiple service classes to its users and

investigates the existence and computation of prices which induce a user to select the service class

8Economic models have also been applied for flow control and load balancing, e.g., see [FYN88, San88, WHH�92]
and the references therein.

9A virtual path is a collection of independent connections (virtual circuits) which are treated similar.
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which the network considers most appropriate for that user's traffic type.

A common feature of the above work is that prices are adjusted according to the user demand.

There is also work on static pricing schemes. [CESZ91, She95b] argues and presents results showing

that QoS sensitive and usage-based pricing can increase the efficient use of network resources. In

[CSEZ93], the roles of pricing policies and service disciplines in obtaining efficient use of network

resources are investigated. Flat rate pricing and usage-based priority pricing (with static prices)

are compared using simulation. [PKF92] investigates the problem of pricing in integrated services

networks based on the amount of reserved resources. Simulation results showing the effects of

pricing on blocking probability, total revenue, and network utilization are presented. In [PF92], the

authors consider a pricing scheme that takes into account bandwidth, buffer, and delay, without

however presenting a method for combining all these quantities into a single measure of resource

usage.

In addition to how prices are set, the pricing architecture is also important. In [SCEH96], the

authors present a critique on the optimality paradigm much of the research on pricing has focused

on. It is argued that other structural and architectural issues, such as multicast pricing and receiver

pricing, are more important. An architecture, called edge pricing, where prices are determined

locally at the access point to a network, is presented. Along the same lines, [Cla96b, Cla96a]

describes an approach for discriminating users at times of congestion. The scheme allows different

users to obtain a different share of bandwidth at times of congestion, based on some profile which

can be expressed, e.g., in terms of a leaky bucket. Also, [EMV95] considers the implementation of a

billing system for TCP (Transmission Control Protocol) traffic and demonstrates that such a billing

system is practical and may be used for controlling congestion by rescheduling time insensitive

traffic to less congested times of a day.

From the above work, only [dVB95] uses the effective bandwidth for measuring resource usage.

The other work either does not address the issue or assumes that resources, such as bandwidth and

buffers, are priced independently. [Kel94, Kel96b, CKW97] consider how pricing schemes linear in

time and volume measurements can be created based on bounds of the effective bandwidth. The

methods take into account both a priori parameters that are declared at connection setup, and a

posteriori parameters that are measured during the call. An important feature of the approach is that

it provides incentives for users to truthfully declare their traffic characteristics, such as their mean
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rate.

We investigate usage-based pricing schemes that are based on bounds of the effective bandwidth.

The investigated schemes include time-volume schemes where prices are linear in measurements

of the duration and transferred volume of a connection [Kel94, Kel96b, CKW97] and schemes

which involve measurements in distinct time intervals, which are smaller than the duration of the

connection. The above schemes are compared in terms of their fairness, i.e., their ability to capture

the relative amount of resources used by connections, for MPEG-1 compressed video traffic with

various contents and Internet WAN traffic, and for link capacities and buffer sizes that will be used

in broadband networks.

1.3.4 Pricing Best-Effort and Available Bit Rate (ABR) Services

In addition to pricing guaranteed services, economic models have also been considered for pricing

best-effort services, such as the service currently offered by the Internet. In [MMV95c], a ``smart

market'' approach to pricing is considered. Each packet contains a ``bid'' which indicates how

much a user is willing to pay for the transmission of the packet. Routers serve packets in the

order of decreasing bids. In [MMV95b], a general framework for pricing congestible network

resources is considered and the implications of pricing models on capacity expansion under

different competition environments are discussed. In [GSW94b, GSW94a], the Internet is modeled

as a collection of servers offering services with different delay (priorities). Prices are adjusted in a

decentralized manner based on measurements of the demand (average flow rate) and the observed

delay. [WV96, Section 8.4] investigates time-of-day pricing (with two periods) for a single resource,

and discusses how the aggregate demand for each of the two periods is affected by prices. [HS95]

considers a model of a single link which multiplexes heterogeneous users and presents numerical

results showing the effect of prices on network revenue and performance (delay).

In [Odl97], an approach for pricing the Internet, called Paris Metro Pricing (PMP), is presented.

The idea is to partition the Internet into several logical networks, each with separate and non-

sharable resources. The (fixed) price of bandwidth would be different for each logical network, and

the expectation would be that higher priced networks would be less congested than lower priced

networks. Hence, the scheme allows a user requiring better performance to switch to a higher priced

and less congested logical network.
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In [Low97], a general model where users separately request for bandwidth and buffers is

considered. The model differs from the one in [LV93] in that users can request both a fixed and

a variable amount of each resource. The price the user will pay depends on the reservation he

has made for both of these resources. The main results are that, under assumptions for the users'

utility, a competitive equilibrium exists and, more importantly, at this equilibrium all users request

strictly positive amounts of variable bandwidth and buffer. The latter suggests that in a competitive

environment ABR services will indeed be attractive.

In [Kel96b], a unified approach to price guaranteed services and ABR services is considered. The

approach charges a higher price for cells that are sent up to the Minimum Cell Rate10 (MCR) which

a user has declared at connection setup. To avoid having users split their traffic, it is assumed that

link bandwidth is allocated to ABR connections in proportion to their MCR.

The author in [Kel97] considers an approach which hides the dynamic nature of prices from

users, while still achieves the social welfare optimum of the system containing the network and

its users. According to the approach, the network allocates resources based on a price per unit of

time that users declare at connection setup and dynamic prices which are internal to the network.

[KMT98] contains rigorous proof that, under conditions, using an iterative update of prices the

approach in [Kel97] will converge to the social welfare optimum. Furthermore, the convergence is

robust with respect to stochastic effects and propagation delays.

Our approach also uses prices that are adjusted according to the demand and extends the ideas of

[Kel97, KMT98] to take into account the bursty nature of traffic. Hence, our approach allows both

smooth and bursty users to adequately reveal their preferences through a single variable (the price

per unit of time according to which they will be charged). Such a feature of incentive compatibility

is lacking in the existing flow control procedures where the network allocates in a fair way peak

rates with no reference to the corresponding mean rates. Furthermore, we discuss how our approach

can be implemented within the ABR rate-base congestion control framework.

10The Minimum Cell Rate (MCR) for an ABR connection is the minimum rate at which the user of the connection is
always allowed to send traffic with.
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1.4 Dissertation Outline

The rest of the dissertation is structured as follows. Chapter 2 first reviews basic results from the

theory of effective bandwidths and many sources asymptotics (Section 2.1). The application of this

theory to traffic engineering is discussed in Section 2.2, and Section 2.3 applies and evaluates the

theory for real broadband traffic.

Chapter 3 uses the many sources asymptotic to study the overflow probability at an ATM link

with a small buffer. In Section 3.2 we study the case where the link multiplexes constant bit rate

sources. In Section 3.3 we study the case where the link multiplexes periodic on-off sources and we

present a simple but sound argument which, in addition to being accurate, enables us to qualitatively

explain the nature of buffer overflow when the buffer is very small and cell scale effects cannot be

ignored.

Chapter 4 investigates usage-based pricing schemes for network services with open loop

congestion control that are based on bounds of the effective bandwidth. The schemes we investigate

include pricing schemes that are linear in time and volume (Section 4.2), and schemes which involve

measurements in distinct time intervals, which are smaller than the duration of the call: pricing

with renegotiation and the virtual bucket scheme (Section 4.3). Section 4.4 discusses the fairness

criteria according to which we compare the pricing schemes (Section 4.5). Section 4.6 shows, for

a particular setup, the incentive compatibility of the time-volume schemes for deterministic and

statistical multiplexing, and investigates the effect of traffic shaping on a network's equilibrium

operating point.

Chapter 5 investigates the problem of pricing and resource sharing for Available Bit Rate (ABR)

services. Section 5.2 discusses how dynamic pricing can be used to maximize the social welfare

of a system (the network and its users) and how it can be implemented within the ABR congestion

control framework. Next, we discuss an approach that hides the dynamic nature of prices from users,

which simply declare a price per unit of time according to which they will be charged. Section 5.3

presents a resource sharing approach that is based on effective bandwidths. The implementation of

the approach withing the ABR rate-based congestion control framework is discussed, and its ability

to differentiate connections with different mean rates is demonstrated through a comprehensive set

of simulation experiments.

Chapter 6 summarizes the dissertation and identifies areas for future work.
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Finally, there are three appendices. Appendix A presents the traffic sources used in the numerical

and simulation experiments, while Appendix B presents some details of these experiments.

Appendix C contains the analytical expressions for the logarithmic moment generating function of

periodic on-off sources; these are used in the numerical experiments of Chapter 3.
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Chapter 2

Performance Analysis and Traffic

Engineering

This chapter serves two purposes. First, it reviews basic results from the theory of effective

bandwidths and many sources asymptotic which form the mathematical background of our work.

Second, it applies and evaluates these techniques for performance analysis and traffic engineering,

and for quantifying the amount of resources used by sources. Our experiments involve MPEG-1

compressed video, Internet Wide Area Network (WAN) traffic, and modeled voice traffic.

The effective bandwidth, first introduced in [Kel91, GH91] ([Hui88, GAN91] also contained related

notions), is a scalar which depends on the statistical properties of a source and, as we will discuss

later, the statistical properties of the other traffic it is multiplexed with and the parameters (capacity

and buffer) of the multiplexing link. The effective bandwidth gives the amount of resources that

must be reserved for the source in order to satisfy its Quality of Service (QoS) requirements;

such a scalar enables problems (e.g., admission control, routing) in broadband networks carrying

bursty traffic to be mapped into problems in traditional circuit-switched networks. In particular,

consider a broadband link which multiplexesNj sources of type j (Figure 2.1), each having effective

bandwidth �j . The QoS of all the sources will be met if the following linear constraint is satisfied:

JX
j�1

Nj�j � C� � (2.1)

where J is the number of source types and C� is the amount of ``effective capacity'' which depends

on the link capacity and buffer, the QoS, and the traffic mix (percentage of the various types of

21
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.........
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Figure 2.1: Broadband link model. There are J types of traffic (Nj sources for each type j), multiplexed in a
buffer of size B which is served at rate C.

traffic and their statistical properties).

Asymptotic analysis is concerned with how the buffer overflow probability decays as some

quantity increases. If this quantity is the size of the buffer, then we have the large buffer asymptotic

[CW95, dVW95, EM93, KWC93]. If the buffer per source and capacity per source are kept constant,

and we are interested in how the overflow probability decays as the size of the system (the link

and the multiplexed sources) increases, then we have the many sources asymptotic; this asymptotic

regime has been investigated in [CW96, BD95, SG95].

Effective bandwidth definitions based on the large buffer asymptotic were found, in some cases,

to be overly conservative or too optimistic [CLW94, CSS97a, Kni97]. This occurs because the

large buffer asymptotic does not take into account the gain when many independent sources are

statistically multiplexed together. Only recently [Kel96a, CKW97] has it been understood how

to incorporate such information into the definition of the effective bandwidth. This work has

shown that the effective bandwidth of a source depends on the link's operating point through two

parameters, called the space and time parameters, which in turn depend on the link resources

(capacity and buffer) and the statistical properties of the multiplexed traffic. These parameters can

be computed using the many sources asymptotic and, as we will demonstrate with real broadband

traffic, have important applications to traffic engineering.

2.1 Large Deviation Techniques

This section reviews basic results from the theory of effective bandwidths and many sources

asymptotic (Section 2.1.1), and the Bahadur-Rao improvement for the latter (Section 2.1.2).
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2.1.1 Effective Bandwidths and Many Sources Asymptotic

Suppose the arrival process at a broadband link is the superposition of independent sources of J

types. Let Nj � N�j be the number of sources of type j, and let � � ��1� �2� � � � � �J�. This system

can be viewed as having N sources of the same type, which consists of a proportion of the J

source types and can be characterized by the vector �. The broadband link has a shared buffer of

size B � Nb and link capacity C � Nc. The parameter N is the scaling parameter (size of the

system), and parameters b� c are the buffer and capacity per source, respectively. We suppose that

after taking into account all economic factors (such as demand and competition) the proportions of

traffic of each of the J types remains close to that given by the vector �, and we seek to understand

the relative usage of network resources that should be attributed to each traffic type.

LetXj �0� t� be the total load produced by a source of type j in the time interval �0� t�, which feeds

the above link. We assume that Xj �0� t� has stationary increments. Then, the effective bandwidth of

a source of type j is defined as [Kel96a]

�j�s� t� �
1

st
logE

h
esXj �0�t�

i
� (2.2)

where s� t are system parameters which are defined by the context of the source, i.e., the charac-

teristics of the multiplexed traffic and the link resources (capacity and buffer). Specifically, the

time parameter t (measured in, e.g., milliseconds) corresponds to the most probable duration of

the busy period of the buffer prior to overflow. The space parameter s (measured in, e.g., kb�1)

corresponds to the degree of multiplexing and depends, among others, on the size of the peak rate

of the multiplexed sources relative to the link capacity. In particular, for links with capacity much

larger than the peak rate of the multiplexed sources, s tends to zero and�j�s� t� approaches the mean

rate of the source, while for links with capacity not much larger than the peak rate of the sources, s

is large and �j�s� t� approaches the maximum value of Xj �0� t��t over all random variables Xj �0� t�.

LetQ�Nc�Nb�N�� � P �overflow� be the probability that in an infinite buffer which multiplexes

N� � �N�1� N�2� � � � � N�J� sources and is served at rate C � Nc, the queue length is above the

threshold B � Nb. The following holds for Q�Nc�Nb�N�� [CW96]:

lim
N��

1

N
logQ�Nc�Nb�N�� � sup

t
inf
s

�
�st JX

j�1

�j�j�s� t�� s�ct� b�

�
� � �I � (2.3)

where I is called the asymptotic rate function. The last equation is referred to as the many sources



24 Chapter 2. Performance Analysis and Traffic Engineering

asymptotic, and has been proved for continuous time in [BD95] and for on-off fluid sources in

[SG95]. A similar asymptotic holds for the proportion of workload lost through the overflow

of a finite buffer of size Nb. Due to equation (2.3), the overflow probability can be written as

P �overflow� � e�NI�o�N�, which leads to the following approximation when N is large:

P �overflow� � e�NI � (2.4)

The accuracy of the above approximation and, more importantly, the achievable link utilization for

MPEG-1 compressed video and Internet WAN traffic is investigated in Section 2.3.1.

Consider the QoS constraint on the overflow probability to be P �overflow� � e�� , and assume

� � N�0. Let A�N�0� Nc�Nb� be a subset of ZJ
� such that �N�1� N�2� � � � � N�J� � A�N�0� Nc�Nb�

implies logP �overflow� � �N�0, i.e., the QoS constraint on the overflow probability is satisfied.

Because a point inA�N�0� Nc�Nb�corresponds to a traffic mix under which the overflow probability

is below the maximum acceptable value,A�N�0� Nc�Nb� is called the acceptance region. The region

A�N�0� Nc�Nb� is hard to compute. However, the following holds [Kel96a]:

lim
N��

A�N�0� Nc�Nb�

N
� A �

where

A �
�

0�t��

At � (2.5)

and At is given by

At �

��
	��1� �2� � � ��J� : inf

s

�
�st JX

j�1

�j�j�s� t�� s�ct� b�

�
� � ��0


�
� � (2.6)

Hence, the scaled acceptance region A�N�0� Nc�Nb��N , for large N , can be approximated by A.

If ��1� �2� � � � � �J ) is on the boundary of the region A and the boundary is differentiable at that

point, then the tangent plane determines the half-space [Kel96a]

JX
j�1

�j�j�s� t� � c�
1

t



b� �0

s

�
� c� � (2.7)

where �s� t� is an extremizing pair in equation (2.3) and c� is the ``effective capacity'' per source.

The case for two source types �J � 2� is shown in Figure 2.2.
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the scaled acceptance region
Approximation A of

At�

At�

�����s� t� � �����s� t� � c�

At�

�s� t�

Figure 2.2: Acceptance region for two source types. The figure shows the approximation A of the scaled
acceptance region A�N�0� Nc�Nb��N for three values of t in (2.5). The actual acceptance region can be
derived by multiplying with the size N of the actual system.

Since A�N�0� Nc�Nb� can be approximated by NA, it follows from (2.7) that a point

�N1� N2� � � � � NJ� � �N�1� N�2� � � � � N�j� � A�N�0� Nc�Nb� can be taken to satisfy

JX
j�1

Nj�j�s� t� � C �
1

t



B � �

s

�
� C� � (2.8)

where, as in (2.7), �s� t� is an extremizing pair in equation (2.3) and C� is the ``effective capacity''

of the system at the operating point �s� t�.

According to (2.8), the effective bandwidth �j�s� t� provides a measure of resource usage for a

particular operating point of the link, expressed through parameters s� t. For example, if a source

of type j1 has twice as much effective bandwidth as a source of type j2, then for this particular

operating point of the link, one source of the first type uses twice as much resources than a source

of the second type. Note that the QoS guarantees are encoded in the effective bandwidth definition

through the value of �, which appears on the right hand side of (2.8) and affects the shape of the

acceptance region.

The asymptotics underlying the above results assume only stationarity of sources. Illustrative

examples discussed in [Kel96a] and [RE96] include periodic sources, fractional Brownian input,

policed and shaped sources, and deterministic multiplexing.
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Unlike the above definition of the effective bandwidth which takes into account the effects of

statistical multiplexing, the effective bandwidth based on the large buffer asymptotic depends solely

on the characteristics of the source and the QoS constraint. Specifically [CW95, dVW95, EM93,

KWC93], consider the QoS constraint P �overflow� � e��B , where B is the total buffer. Then, the

effective bandwidth of a source of type j based on the large buffer asymptotic is

�j�s� �
1

s
lim
t��

1

t
logE

h
esX�0�t�

i
� (2.9)

and the constraint on the effective bandwidths is

JX
j�1

Nj�j��� � C � (2.10)

Observe that (2.9) is a special case of (2.2) for t � �. Indeed, equation (2.9) becomes accurate

when the buffer is large, in which case the time parameter t becomes large. However, for finite

buffer sizes, equation (2.9) can lead to significant underutilization [CLW94, CSS97a, Kni97] or even

overutilization of link capacity [CLW94].

2.1.2 Bahadur-Rao Improvement

In this section we discuss an improvement of (2.4), due to [LM97], which is based on the

Bahadur-Rao theorem. Similar ideas were introduced as heuristics in [HW94, MdV96]. Then

we present an effective bandwidth constraint similar to (2.8) [CSS97a], which takes into account

this improvement. An important result is that both the effective bandwidth formula (2.2) and the

computation of parameters s� t remains the same, i.e., it uses the supinf formula (2.3).

Recently the authors of [LM97] extended the proof in [CW96] to obtain the following:

lim
N��

P �overflow� �
1p

2�N	2s2
e�NI



1 �O



1

N

��
� (2.11)

where �s� t� is an extremizing pair of (2.3) and 	2 is given by

	2 �

2


s2
logE

h
esXj�0�t�

i
�
M ���s�

M�s�
� �ct� b�2 �

and M�s� � E
h
esXj �0�t�

i
is the moment generating function. Based on (2.11), we have the following

approximation for large N :

P �overflow� � 1p
2�N	2s2

e�NI � e�NI� 1
2 log�2�N�2s2� � (2.12)
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The term 1
2 log�2�N	2s2� can be approximated by 1

2 log�4�NI� [MdV96]. Hence, equation (2.12)

does not require any additional computations compared to (2.4).

Next we derive the effective bandwidth constraint similar to (2.8) using the Bahadur-Rao

improvement (2.12). If the number of sources N� � �N1� N2� � � � � NJ� is such that the overflow

probability given by (2.12) is equal to the target overflow probability e�� , then we have

�NI � 1

2
log�2�N	2s2� � �� �

Substituting 1
2 log�2�N	2s2� with 1

2 log�4�NI� in this equation gives

�NI � 1

2
log�4�NI� � �� � NI � � � 1

2
log�4�NI� �

By setting NI � � � � in the last equation and taking the expansion of the logarithm on the

right-hand side, i.e., log�4�NI� � log
�
4��� � ��

� � log�4��� � ���, we obtain

� � � � � � 1

2
log�4���� 1

2�
� �


1 �
1

2�

�
� � �1

2
log�4��� �

� � �
1
2 log�4���

1 � 1
2�

�

Substituting the last equation in NI � � � � gives

NI � � �
1
2 log�4���

1 � 1
2�

� �� �

Combining the last equation with (2.3) gives the following effective bandwidth constraint in the

neighborhood of the extremizing pair �s� t� of (2.3):

JX
j�1

Nj�j�s� t� � C �
1

t



B � ��

s

�
� C�B-R � (2.13)

It is important to note that the same formula for the effective bandwidth, given by equation (2.2),

is used in both (2.8) and (2.13). The Bahadur-Rao improvement only affects (increases) the amount

of effective capacity C�B-R � C�. Furthermore, the parameters s� t are computed as before (using

formula (2.3)).
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2.2 Implications to Traffic Engineering

In this section we discuss the interpretation of the space parameter s and the time parameter t, and

how they can be used for traffic engineering [CSS97b]. In Section 2.3 we will apply these ideas to a

link multiplexing real broadband traffic.

For any traffic stream, the effective bandwidth �j�s� t� given by (2.2) is a template that must be

filled with the system operating point parameters s� t in order to provide the correct measure of

effective usage for that particular operating point. Furthermore, as we will see in Section 2.3.3, the

values of s� t are, to a large extent, insensitive to small variations of the traffic mix. Since during

different times of day, the traffic mix at a link multiplexing a large number of sources is anticipated

to remain relatively constant, we can assign particular pairs �s� t� to different periods of the day.

The values of s� t corresponding to a particular period of the day can be computed off-line using

the supinf formula (2.3) and the effective bandwidth formula (2.2), where the expectation in (2.2)

is replaced by the empirical mean; the latter can be computed from traffic traces taken during that

period of the day.

Recall that the time parameter t corresponds to the most probable duration of the buffer busy

period prior to overflow. As we will discuss now, this parameter also identifies the time scale

that is important for buffer overflow. Assume that a link is operating at a particular operating

point s� t. The effective bandwidth (2.2) depends on the statistical properties of the source through

X �0� t�, which is the amount of workload produced by the source in a time interval of length t. If

two sources have the same distribution of X �0� t� for this value of t, then they will both have the

same effective bandwidth. A case of practical interest where this result can be applied is traffic

smoothing: To have an effect on the amount of resources used by a connection, traffic smoothing

must be performed on a time scale larger than t, since only then does it affect the distribution of

X �0� t�. We will investigate this with real broadband traffic in Section 2.3.3.

From the above discussion, it follows that the time parameter t also indicates the granularity that

traffic traces must have. Hence, it is sufficient to choose the granularity to be a few times smaller

than the value of the time parameter. Traditionally, the granularity of traces was chosen in a rather

ad-hoc manner.

Now we turn our attention to the space parameter s, which is measured in, e.g, kb�1. By setting

� � � logP �overflow� equal to the right hand side of (2.3) and taking the derivative with respect to
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B, we get the following expression for the space parameter s [CKW97]:

s �

�


B
� (2.14)

Thus, parameter s is interpreted as the rate at which the logarithm of the overflow probability

decreases with the buffer size.

Similar to the above, setting � � � logP �overflow� equal to the right hand side of (2.3) and

taking the derivative with respect toC, we get the following expression for the product st [CKW97]:

st �

�


C
� (2.15)

Thus, the product st is interpreted as the rate at which the logarithm of the overflow probability

decreases with the link capacity, while the buffer size remains the same.

2.3 Experiments with Real Traffic

In Section 2.1 we presented a mathematical framework for performance analysis of broadband

links and for quantifying the amount of resources used by sources, and in Section 2.2 we discussed

how this framework can be used for traffic engineering. In this section we apply and evaluate this

framework for broadband traffic which includes MPEG-1 compressed video, Internet WAN traffic,

and modeled voice traffic [CSS97b]. (Appendix A contains a description of the traffic sources.) The

specific issues we address are the following:

� Compare the overflow probability and link utilization using the many sources asymptotic and

its Bahadur-Rao improvement to the actual cell loss probability and the maximum utilization.

(Section 2.3.1)

� Compare the values of parameters s� t computed by theory to the values estimated using

simulation. (Section 2.3.2)

� Estimate and interpret typical values of parameters s� t for real broadband traffic. (Section 2.3.2)

� Investigate how the values of s� t, and subsequently the effective bandwidth depends on the

traffic mix. (Section 2.3.3)
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We consider link capacities 34 Mbps, 155 Mbps, and 622 Mbps, which correspond to an E-1

physical interface and a Synchronous Digital Hierarchy (SDH) STM-1 and STM-4 physical interface

respectively, and a range of buffer sizes which are anticipated for broadband networks. For

example, acceptable delay for two-way real-time video is a few hundred milliseconds (e.g., see

[Onv94, page 81] and [HW94]). If we assume that the target delay is 200 msec (100 msec one-way)

and that there are 10 switches between the source and destination, then the maximum queueing

delay1 at each switch must be in the range 3 � 8 msec. This value can be higher for one-way

transmission and Internet traffic, because of the less stringent requirements in these cases. In our

investigations, we consider a buffer size up to 50 msec for MPEG-1 traffic, and a buffer size up to

250 msec for Internet WAN traffic.

2.3.1 Overflow Probability and Link Utilization

In this section we compare the overflow probability and link utilization using the many sources

asymptotic and its Bahadur-Rao improvement to the actual cell loss probability and the maximum

utilization estimated using simulation. We also derive a simple heuristic for computing the cell loss

probability from the overflow probability.

Overflow probability

Figure 2.3 shows, for a fixed number of sources, the overflow probability estimated using the many

sources asymptotic and its Bahadur-Rao improvement, and the cell loss probability and frame

overflow probability estimated using simulation; the latter is the probability that at least one cell

of a frame is lost. Both the cell loss probability and the frame overflow probability are measured

using a discrete time simulation model with an epoch equal to one frame time (see Appendix B.2).

For each method, the base-10 logarithm of the overflow probability is plotted against the buffer size

(measured in milliseconds), while the link utilization remains the same.

In Figure 2.3, we first observe that for small buffer sizes there is a relatively fast decrease of the

overflow probability as the buffer size increases. However, for some buffer size (e.g., 5 � 8 msec

for a 155 Mbps link), this stops to occur and increasing the buffer size has a smaller effect on the

overflow probability. In addition, the logarithm of the overflow probability in both of these regimes

1We have not taken into account propagation and packetization delay [WV96, page 204].
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is almost linear with the buffer size. The above indicate that there are two dominant time scales

for MPEG-1 traffic: fast time scales which are important for overflow when the buffer size is small

and slow time scales which are important for overflow when the buffer size is large. Increasing the

buffer size has a greater effect on the overflow probability in the former case.

Second, observe that even though the many sources asymptotic overestimates the Cell Loss

Probability (CLP) by approximately 2-3 orders of magnitude, it qualitatively tracks its shape very

well. The many sources asymptotic with the Bahadur-Rao improvement overestimates the CLP by

1-2 orders of magnitude. On the other hand, the large buffer asymptotic, in addition to overestimating

the CLP by many orders of magnitude, also fails to track its shape.

The actual cell loss probability differs from the overflow probability estimated using the many

sources asymptotic and its Bahadur-Rao improvement because the latter is not a measure of the

CLP, but a measure of the probability that in an infinite buffer the queue length becomes greater

than B. This probability is equal to the frame overflow probability, i.e., the probability that at least

one cell of a frame is lost. Indeed, as Figure 2.3 shows, the overflow probability estimated using the

many sources asymptotic with the Bahadur-Rao improvement is very close to the frame overflow

probability.

Next we derive a simple expression for the cell loss probability in terms of the frame overflow

probability Pf. If one observes a large number of frames, say M , the average number of frames in

which we have at least one lost cell is MPf. Let ¼x be the average number of cells that are lost when

a frame overflow occurs. Then the average number of cells that are lost in M frames is MPf ¼x. Now

we can approximate the cell loss probability with the percentage of lost cells, i.e.,

CLP � MPf ¼x

M ¼F
�

¼x
¼F
Pf � (2.16)

where ¼F is the average number of cells in a frame.

From the last equation we see that the cell loss probability differs from the frame overflow

probability by a correction term Lc � ¼x� ¼F . We assume that when an overflow occurs only a few

cells are lost. This is expected for small loss probabilities, since it is exponentially harder to lose

cells in a buffer of size B � �, than to lose cells in a buffer of size B. In particular, we will assume

that only one cell is lost, hence Lc � 1� ¼F ; since the average number of cells in one frame is 25,

we have Lc � 1�25 � 10�1�4. This heuristic agrees with the difference between the frame overflow

probability and the cell loss probability that we observe in Figure 2.3.
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Figure 2.4 shows the cell loss probability estimated using (2.16), where Lc � 10�1�4. Observe

that the cell loss probability using this heuristic matches the cell loss probability estimated using

simulation extremely well.

Link utilization

Let 
 � Nm�C be the link utilization, whereN is the number of sources,m is the mean rate, andC is

the link capacity. Figure 2.5 compares, for a range of buffer sizes and for overflow probability 10�6,

the link utilization using the many sources asymptotic and its Bahadur-Rao improvement to the

maximum achievable utilization (estimated using simulation). Similar to the previous observations

regarding the overflow probability, there are significant gains (higher link utilization) in increasing

the buffer only up to a certain value. Increasing the buffer above this value has a very small effect

on the link utilization.

Recall that the many sources asymptotic overestimated the CLP by 2-3 orders of magnitude.

However, as Table 2.1 shows, it performs much better in estimating the maximum utilization. In

particular, for C � 34 Mbps the many sources asymptotic achieves a utilization which is approx-

imately 79% of the maximum utilization (for a 1 msec buffer). The Bahadur-Rao improvement

increases the percentage to 88%. Furthermore, these percentages increase for larger link capacities;

e.g., for C � 155 Mbps and B � 1 msec, the many sources asymptotic achieves a utilization which

is 90% of the maximum (Table 2.1(b)). Of course, as Figure 2.6 shows, using the heuristic described

above achieves a utilization which almost coincides with the maximum utilization.

Finally, Figure 2.7 shows the link utilization in the case of Internet WAN traffic. Observe that

while for Star Wars traffic the gains (higher link utilization) in increasing the buffer decrease

abruptly, for Internet WAN traffic the gains in increasing the buffer decrease smoother as the buffer

size increases. This indicates that there are more time scales in Internet traffic which, for different

buffer sizes, become important for overflow.
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Figure 2.3: Overflow probability: theory vs. simulation for Star Wars traffic. The many sources asymptotic
tracks the cell loss probability very well. Note, however, that it overestimates it by 2-3 orders of magnitude.
The Bahadur-Rao improvement overestimates the CLP by 1-2 orders of magnitude. Finally, observe that the
large buffer asymptotic, in addition to overestimating the CLP by many orders of magnitude, also fails to
track its shape.
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Figure 2.4: Overflow probability using the many sources asymptotic with the Bahadur-Rao improvement
and CLP heuristic (Star Wars traffic). Observe that the many sources asymptotic with the Bahadur-Rao
improvement and CLP heuristic matches the CLP estimated using simulation extremely well. [C � 155 Mbps,
� � 0�93 ]
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Figure 2.5: Link utilization: theory vs. simulation for Star Wars traffic. The many sources asymptotic
with the Bahadur-Rao improvement performs better in utilizing a link than it does in estimating the cell loss
probability (Figure 2.3). [ P �overflow� � 10�6 ]
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CLP heuristic (Star Wars traffic). Observe that the many sources asymptotic with the Bahadur-Rao
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Buffer Utilization 

msec (cells) Simulation Many sources Many sources + B-R

1 (80) 0.57 0.46 (79 %) 0.52 (88 %)
8 (641) 0.70 0.59 (84 %) 0.64 (91 %)
16 (1282) 0.81 0.71 (88 %) 0.77 (96 %)

(a) C � 34 Mbps

Buffer Utilization 

msec (cells) Simulation Many sources Many sources + B-R

1 (351) 0.82 0.74 (90 %) 0.76 (94 %)
8 (2811) 0.92 0.88 (96 %) 0.89 (97 %)
16 (5622) 0.92 0.89 (96 %) 0.90 (98 %)

(b) C � 155 Mbps

Table 2.1: Link utilization: theory vs. simulation for Star Wars traffic. The parenthesis contain the percentage
of the maximum utilization (second column). Observe that the many sources asymptotic with the Bahadur-Rao
improvement achieves a link utilization which is a large percentage of the maximum achievable utilization.
[ P �overflow� � 10�6 ]
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Figure 2.7: Link utilization for Internet WAN and Star Wars traffic. As was the case for MPEG-1 traffic, for
Internet WAN traffic the many sources asymptotic achieves a high link utilization. However, while for Star
Wars traffic the gains in increasing the buffer decrease abruptly (there is a sharp knee in the corresponding
curve), for Internet WAN traffic the gains in increasing the buffer decrease smoother as the buffer size
increases. This indicates that there are more time scales in Internet traffic which, for different buffer sizes,
become important for buffer overflow. [ C � 34 Mbps, P �overflow� � 10�4 ]
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2.3.2 Space and Time Parameters

The space s and time t parameters characterize a link's operating point and depend on the

characteristics of the multiplexed traffic. In this section we compare the values of parameters s� t

computed using the supinf formula (2.3) to the corresponding values estimated using simulation.

Furthermore, we compute and interpret typical values for these parameters, demonstrating how

they can be used for traffic engineering.

Space and time parameters: theory vs. simulation

Recall from the discussion in Section 2.2 that the space parameter s is interpreted as the rate at which

the logarithm of the overflow probability decreases with the buffer size, equation (2.14). Motivated

by this equation, we can estimate s using the following ratio of differences:

s �
Ð�

ÐB
� (2.17)

where � � log�CLPsim�, and CLPsim is the cell loss probability estimated using simulation.

Figure 2.8(a) shows that the value of parameter s computed using the supinf formula (2.3) is in

good agreement with the value computed using (2.17). Note that the ``steps'' in the value computed

using the supinf formula are expected since the many sources asymptotic (and large deviations

theory in general) captures only the most probable way overflow can occur [Wei95, SW95]. On the

other hand, the curve labeled ``simulation'' in Figure 2.8(a) includes all the events that contribute to

buffer overflow.

Recall from the discussion in Section 2.1.1 that the time parameter t can be interpreted as the

most probable duration of the busy period prior to buffer overflow. Figure 2.8(b) compares the

value of parameter t computed using the supinf formula to the average value of the busy period

prior to buffer overflow. As was the case for parameter s, the agreement between the two curves is

good.

Typical values and interpretation of the space and time parameters

Next we investigate how parameters s� t and the product st depend on the link capacity and buffer

size. The values of s� t are computed using the supinf formula for target overflow probability

10�7.

Figure 2.9 shows the values of parameter s as a function of the buffer size, for various link

capacities (Figure 2.9(a)) and for various video contents (Figure 2.9(b)). In Figure 2.9(a), the
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Figure 2.8: Parameters s� t: theory vs. simulation for Star Wars traffic. The values of parameters s� t
computed by the many sources asymptotic using the supinf formula (2.3) are in good agreement with the
values estimated using simulation. [ C � 155 Mbps, � � 0�93 ]

explanation of the steep decrease of the value of s is similar to the explanation of the knee of the

curves in Figures 2.3 and 2.5. Specifically, according to equation (2.14), s represents the rate at

which the logarithm of the overflow probability decreases with the buffer size. Up to some value,

the buffer is used to smooth the fast time scales of the multiplexed traffic. Thus, increasing the

buffer has a large effect on the overflow probability, and the value of s is high. Once the fast time

scales have been smoothed, the slow time scales govern the buffer overflow. Thus, increasing the

buffer has a very small effect on the overflow probability, and the value of s is small. Also, observe

in Figure 2.9(a) that the steep decrease of the value of s occurs for smaller buffer sizes (measured in

milliseconds) as the link capacity increases. Finally, see Figure 2.9(b), similar behavior is observed

for MPEG-1 traffic with various contents. This indicates that the dependence of s on the link

capacity and buffer size is related to the MPEG-1 compression algorithm.

The dependence of parameter t on the buffer size is shown in Figure 2.10(a). Observe that the

steep increase in its value occurs for the same buffer sizes that the decrease of the value of s occurs

(Figure 2.9(a)). The large values of t correspond to the regime where the slow time scales are

important for buffer overflow, whereas the small values of t correspond to the regime where fast

time scales are important for buffer overflow.

The product st, for different values of buffer size, is shown in Figure 2.10(b). Once again we

observe a steep increase in its value, occurring at the same buffer sizes where the changes in the
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values of s and t occurred. However, the explanation for the increase in the value of st is more

subtle than the explanation for the behavior of s� t. Recall from our discussion in Section 2.2 that

the st is interpreted as the rate at which the logarithm of the overflow probability decreases with the

link capacity, while the buffer size remains the same; see equation (2.15). Comparing Figure 2.10(a)

with Figure 2.10(b), we observe that the large values of st correspond to large values of t. Larger

values of t result in an averaging effect in the amount of load X �0� t� that appears in the effective

bandwidth formula (2.2). Hence, for the overflow phenomenon, the traffic appears smoother. But

for a link which multiplexes smooth traffic and is operating with a cell loss probability greater than

zero, a change of the link capacity has a greater effect on the overflow probability compared to a

link which multiplexes more bursty traffic. This gives the intuition of why the value of st increases.

Figure 2.11 shows the values of s� t for Star Wars and voice traffic (modeled using an on-off

Markov fluid, see Appendix A.3). Figure 2.11(a) shows that as the buffer size increases, the value of

s for voice traffic decreases smoothly. Furthermore, the rate of decrease is smaller for larger buffer

sizes. Comparing the value of s for MPEG-1 and voice traffic we conclude that for buffer sizes up

to 2 msec and above 10 msec, increasing the buffer has a larger effect for a network carrying voice

traffic compared to a network carrying MPEG-1 traffic. This demonstrates how the values of the

space parameter s can be used for buffer dimensioning.

Figure 2.11(b) shows that for voice traffic the time parameter t increases almost linearly with

the buffer size. This is expected since for a high degree of multiplexing, voice sources (which are

modeled as on-off Markov fluids) behave as Gaussian sources. For such sources, it can be shown

[CW96] that the time parameter t increases linearly with the buffer size.

Figure 2.12(a) shows the value of parameter s for Star Wars and Internet WAN traffic. For

MPEG-1 traffic, the values of s form two distinct sets corresponding to the two distinct time scales

that are important for buffer overflow. On the other hand, for Internet traffic the values of s form

more than two groups, indicating that for such traffic there are more time scales which, for different

buffer sizes, become important for buffer overflow. Recall that this is also the reason behind the

smoother dependence of the link utilization on the buffer size for Internet WAN traffic compared to

Star Wars traffic (Figure 2.7). Finally, Figure 2.12(b) shows that parameter s has different values for

different Internet traffic segments, illustrating that different segments can have different statistical

properties.
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Figure 2.9: Parameter s for MPEG-1 traffic. The value of the parameter s decreases abruptly at some buffer
size; this occurs because the buffer has absorbed the fast time scales and only the remaining slow time scales
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Figure 2.11: Parameters s� t for Star Wars and voice traffic. Whereas for MPEG-1 traffic the space parameter
s abruptly decreases for some buffer size (indicating that slow time scales become important for buffer
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voice traffic increases linearly with the buffer size, unlike the case of MPEG-1 traffic where it exhibits abrupt
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Figure 2.12: Parameters s for Internet WAN and Star Wars traffic. Whereas for MPEG-1 traffic the values
of the space parameter s form two distinct groups, corresponding to the two distinct time scales that are
important for buffer overflow, for Internet WAN traffic the values of parameter s form more than two groups,
indicating that for such traffic there are more than two time scales which, for different buffer size, become
important for buffer overflow (left figure). Also, different segments of Internet traffic give different values
for parameter s (right figure). [ C � 34 Mbps, P �overflow� � 10�4 ]
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2.3.3 Effects of the Traffic Mix

As discussed in Section 2.1.1, particular pairs �s� t� will characterize periods of the day when

the traffic mix remains relatively constant. In this section we investigate the dependence of these

parameters, hence of the effective bandwidth, on the traffic mix. The traffic mix we consider consists

of different types of traffic (MPEG-1 compressed video and voice), traffic with the same structure but

different contents (MPEG-1 compressed video with various contents), and smoothed/unsmoothed

traffic of the same type and content.

Traffic mix containing Star Wars and voice traffic

We first consider the traffic mix containing Star Wars and voice traffic. The horizontal axis

in Figures 2.13(a) and 2.13(b) depicts the percentage of voice connections, each containing 30

individual voice channels (modeled using an on-off Markov fluid). The vertical axis of the above

figures depicts the effective bandwidth of the Star Wars traffic stream. Observe that (1) the effective

bandwidth, to a large extent, changes slowly with the traffic mix, (2) the dependence of the effective

bandwidth on the traffic mix is smaller for larger capacities and larger buffer sizes, and (3) there are

cases where increasing the percentage of voice connections leads to sharp decreases in the value of

the effective bandwidth.

The first observation supports the argument that pairs of �s� t� can be assigned to periods of the

day where the traffic mix remains relatively constant. However, the third observation indicates that

there are percentages of the traffic mix where the effective bandwidth exhibits sharp changes. If the

link's operating point is close to such a percentage, we can consider the average effective bandwidth

of a source as a linear combination of the effective bandwidth to the left and to the right of the sharp

change. The coefficients of the linear combination would be determined by the percentage of the

time the network was operating on the left and on the right of the change. Such a linear combination

would, on the average, reflect the relative amount of resources used by a source.

The sharp decrease in the value of the effective bandwidth identified above is due to the change

of the time scales that are important for buffer overflow. In particular, Figure 2.14 shows that for

capacity 155 Mbps and buffer size 4 msec, the time parameter t increases for the same percentage

of voice connection at which the sharp decrease in the value of the effective bandwidth occurs in

Figure 2.13(a). The increase of t produces an averaging effect (also discussed in Section 2.3.2) in the
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Figure 2.13: Dependence of the effective bandwidth on the traffic mix containing Star Wars and voice traffic.
The effective bandwidth of the Star Wars sequence changes slowly for certain ranges of the traffic mix.
Furthermore, the sensitivity of the effective bandwidth on the traffic mix decreases as the buffer size and link
capacity increases. [ P �overflow� � 10�7 ]

amount of workload X �0� t� that appears in the effective bandwidth formula (2.2); this averaging

results in a smaller effective bandwidth.

Next we show that the value of the time parameter t is related to the MPEG-1 frame pattern,

which for the Star Wars MPEG-1 sequence is IBBPBBPBBPBB. The average size of the three

frame types is largest for I frames and smallest for B frames (Figure 2.15). In Figure 2.14, the

graph corresponding to B � 4 msec shows that for a small percentage of voice connections t � 1,

indicating that the buffer overflows when I frames from different sources are synchronized. For

some percentage of voice traffic we get t � 4, indicating that overflow occurs when IBBP or

PBBI patterns from different sources are synchronized (both frame patterns being equally likely).

Because of the very small size of B frames (Figure 2.15), the probability of overflow for t � 4 is

higher than the probability of overflow for t � 2 (due to the synchronization, e.g., of IB patterns)

or t � 3 (due to the synchronization, e.g., of IBB patterns). Finally, for even larger percentage of

voice traffic we get t � 7, indicating that overflow occurs when IBBPBBP, PBBPBBI, or PBBIBBP

patterns from different sources are synchronized. We note that it is a coincidence that t � 7 for a

link with C � 155 Mbps and B � 4 msec carrying only voice traffic (Figure 2.14).
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Figure 2.15: MPEG-1 frame pattern for the Star Wars sequence. The MPEG-1 frame pattern is
IBBPBBPBBPBB (12 frames). The average cells in I, P, and B frames is 115, 26, and 12 cells, respec-
tively. Because of the small size of B frames, for B � 4 msec (Figure 2.14), the time parameter takes
values t � 1 (i.e., overflow is due to the synchronization of I frames), t � 4 (i.e., overflow is due to the
synchronization of sequences of 4 frames beginning and ending in I and P frames) and t � 7 (i.e., overflow is
due to the synchronization of sequences containing 7 frames that include one I frame and begin and end with
I or P frames).
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Figure 2.16: Dependence of the effective bandwidth on the traffic mix containing Star Wars + news/talk show
traffic. The figures show that the content of MPEG-1 traffic has a small effect on the effective bandwidth. It
is the MPEG-1 frame structure that has an important effect. [ C � 155 Mbps, P �overflow� � 10�7 ]

Traffic mix containing MPEG-1 traffic with different contents

Up to now we investigated the case where the traffic mix contains traffic with different structure.

Next we investigate the case where the traffic mix contains MPEG-1 video traffic with the same

encoding parameters but with different contents. Figures 2.16(a) and 2.16(b) show the effective

bandwidth of the Star Wars sequence as a function of the percentage of news and talk show

sources, respectively. Observe that the content has a small effect on the effective bandwidth (and

on parameters s� t).
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Traffic mix containing unsmoothed and smoothed Star Wars traffic

Our final investigation deals with an important question in traffic engineering: How does traffic

smoothing affect the link's operating point and the amount of resources used by a source? We will

see that parameter t shows the minimum time scale at which smoothing must be performed in order

for it to affect resource usage.

Figure 2.17 shows the effective bandwidth of the unsmoothed Star Wars traffic stream for

different percentages of a traffic mix which consists of unsmoothed and smoothed Star Wars traffic;

the latter is created by evenly spacing the cells belonging to two consecutive frames. First, observe

that the effects of the traffic mix on the effective bandwidth decreases when the link capacity

and buffer size increases. Second, observe that for some buffer sizes, smoothing has no effect on

the effective bandwidth (and on the link's operating point), e.g., in Figure 2.17(a) the curve for

C � 155 Mbps and B � 8 msec, and the curves for C � 622 Mbps and B � 4� 8� and 16 msec are

flat. Third, observe that there are cases where increasing the buffer size has a very small effect

on the effective bandwidth, e.g., at C � 622 Mbps the curves for B � 8 msec and B � 16 msec

practically coincide.

Figure 2.18 shows the effective bandwidth for both the smoothed and unsmoothed Star Wars

streams, when C � 155 Mbps and B � 4 msec. When the percentage of smoothed traffic is small,

the time parameter t (� 40 msec) is smaller than the time interval over which smoothing was

performed (80 msec). For this reason, the amount of workload X �0� t� that appears in the effective

bandwidth formula (2.2) exhibits less variability for the smoothed stream than for the unsmoothed

stream. Hence, the effective bandwidth of the smoothed stream is smaller than the effective

bandwidth of the unsmoothed stream. For some percentage of smoothed traffic (� 60%), the time

parameter t (� 80 msec) is no longer smaller than the time interval over which smoothing was

performed (80 msec). Because of this, the amount of workload X �0� t� is the same for both the

smoothed and unsmoothed streams. Hence, the effective bandwidth of both streams is the same.

This also explains why the curve in Figure 2.17(a) that corresponds to buffer B � 4 msec is flat

when the percentage of smoothed traffic is larger than 60%.
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(b) C � 622 Mbps

Figure 2.17: Dependence of the effective bandwidth on the traffic mix containing Star Wars and smoothed
Star Wars traffic. Observe that (1) the effects of the traffic mix on the effective bandwidth decreases when
the link capacity and buffer size increases, (2) for some buffer sizes, smoothing has no effect on the effective
bandwidth, e.g., C � 155 Mbps� B � 8 msec (left graph) and C � 622 Mbps and B � 4� 8� and 16 msec
(right graph), and (3) there are situations where increasing the buffer size has a very small effect on the
effective bandwidth, e.g., at C � 622 Mbps the curves for B � 8 msec and B � 16 msec practically coincide.
[ P �overflow� � 10�7 ]
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Figure 2.18: Effective bandwidth for Star Wars and smoothed Star Wars traffic. When the percentage of
smoothed traffic is small, the time parameter t is small and the amount of workload X�0� t� that appears in
the effective bandwidth formula (2.2) exhibits less variability for the smoothed stream. Hence, the effective
bandwidth of the smoothed stream is smaller than the effective bandwidth of the unsmoothed stream. When
the percentage of smoothed traffic increases, parameter t becomes larger than the time interval over which
smoothing was performed. Hence, smoothing has no effect, and both unsmoothed and smoothed traffic have
the same effective bandwidth. [ C � 155 Mbps, B � 4 msec, P �overflow� � 10�7 ]
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2.4 Conclusions

In this chapter we have presented key results from the theory of effective bandwidths and many

sources asymptotic which form the mathematical background of our work, and the results from a

series of experiments where we apply and evaluate this framework, demonstrating how it can be

used to provide important engineering insight to the complex phenomena that occur at a link with a

high degree of multiplexing. The experiments involved MPEG-1 compressed video, Internet WAN

traffic, and modeled voice traffic. The main results of our investigations are the following:

� Overflow probability and link utilization: Although the many sources asymptotic with the

Bahadur-Rao improvement overestimates the cell loss probability by 1-2 orders of magnitude,

the utilization it achieves is very close to the maximum utilization. For example, in the

case of MPEG-1 compressed video that is multiplexed in a link with capacity 155 Mbps and

buffer larger than 1 msec (� 351 cells), the many sources asymptotic with its Bahadur-Rao

improvement can achieve a utilization that is over 94% of the maximum utilization. Hence,

the effective bandwidth can accurately quantify resource usage in broadband networks.

� Application of space and time parameters to traffic engineering: Our simulation results

verify the interpretation of the space and time parameters given by theory. In particular,

the space parameter s and the product st indicate how much the logarithm of the overflow

probability decreases (i.e., the QoS improves) when the buffer size and link capacity increase,

respectively. Moreover, the time parameter t indicates the time scale where traffic control

mechanisms, such as smoothing, need to be studied in order to find their impact on resource

usage. The time parameter also indicates the granularity that traces must have in order to

capture the statistical information that is important for performance analysis. We show how

the values of these parameters can be used to clarify the effects on the link's performance of

the time scales of traffic burstiness, of the traffic mix, of the link parameters (capacity and

buffer), and of traffic control mechanisms, such as traffic smoothing.

� Effects of the traffic mix: For the traffic mixes considered, the space and time parameters are,

to a large extent, insensitive to small variations of the percentage of different source types.

Furthermore, the dependence decreases for larger link capacities and buffer sizes. These

results indicate that particular pairs �s� t� can characterize different periods of the day during
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which the traffic mix remains relatively constant. We propose that values of these parameters

be computed off-line using traffic traces taken during the corresponding period.

An area for further work includes the application of the above approach for traffic engineering

and network dimensioning in a real multi-service network environment that involves a large number

of different source types. An interesting question is whether the number of discontinuities of the

time parameter, that we have identified for a traffic mix containing two source types, increases with

the number of source types, and how the size of these discontinuities are affected. A second area

for further work lies in the area of traffic modeling. Rather than developing general models that try

to emulate real traffic in any operating environment, a new approach would be to develop models

which emulate real traffic for a particular operating point of a link, expressed through the pair

�s� t�. Such models would be simple and efficient to implement, and can be the basis for fast and

flexible traffic generators.



Chapter 3

Overflow Probability at an ATM Link with

a Small Buffer

One of the key issues discussed in the previous chapter was that of identifying the time scale that is

important for buffer overflow. In ATM networks, information is transferred in small, fixed size (53

bytes) cells. When the buffer size is small, this discretization of information transfer can lead to cell

scale congestion. Cell scale congestion occurs when sources deliver cells to the buffer at nearly the

same time, thus producing an aggregate cell arrival rate, in a small interval of the order of the cell

inter-arrival time, greater than the link capacity. On the other hand, burst scale congestion occurs

when the rate of the combined input from the multiplexed sources, which is viewed as a continuous

fluid flow, is greater than the link capacity.

In this chapter we use the many sources asymptotic to simultaneously capture the cell scale and

burst scale effects at an ATM link with a small buffer. This allows us to give the correct expression of

the overflow probability for very small buffers, and study the boundary in the link parameter space

where cell scale effects stop to be important. Furthermore, we give a new qualitative description of

how overflow occurs in very small buffers.

3.1 Cell Scale and Burst Scale Congestion

In this section we present the model we will be using in this chapter, and discuss the two phenomena

that will concern us: cell scale and burst scale congestion.

49
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Consider N identical sources, where N is some large number. Each source is a periodic on-off

source with deterministic ``on'' and ``off'' phases of duration Ton and Toff, respectively. During

each ``on'' phase the source produces cells at rate h, i.e., when h is measured in cells per second,

it produces one cell every � � 1�h seconds. Cells enter a shared buffer of size B � Nb which is

served at rate C � Nc, i.e., when c is measured in cells per second, one cell is served every 1��Nc�

seconds. Parameters b� c are the buffer and capacity per source, respectively.

We assume that � � 1�h is very small compared to Ton and Toff. For each source, the start of the

first ``on'' phase following time 0 is uniformly distributed on �0� Ton � Toff �, independently of other

sources. Let ¼pN be the average number of sources that are ``on'' and let m be the mean rate of each

source, i.e., ¼p � Ton��Ton � Toff� and m � ¼ph. Figure 3.1 shows the model for N � 4.

Ton

Sources

Time

Cell �clumping�

Service times

To� ��h

��c

Figure 3.1: Cell scale congestion. Cell scale congestion occurs when cell arrivals from different streams
become synchronized, and produce ``clumps'' of cells; this produces an aggregate cell rate, in an interval of
the order of the cell inter-arrival time, larger than the link capacity.

Cell loss at an ATM output link can arise from both cell scale and burst scale effects [Rob91].

A burst scale effect takes place when the number of sources that are in their ``on'' phase, say aN ,

is such that their combined rate, which is viewed as a continuous fluid flow, exceeds the server

capacity, i.e., aNh � Nc; in this case, the buffer will start to fill. A cell scale effect takes place

when the synchronization of the sources which are ``on'' is such that they deliver cells to the buffer

at nearly the same time, e.g., as the top three sources in Figure 3.1. Such a synchronization of a large

number of sources creates ``clumps'' of cells, which produce an aggregate arrival rate, in a small

interval of time of the order of the cell inter-arrival time, greater than the link capacity C; this can
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occur even when only the average number of sources ¼pN are ``on'', producing an aggregate arrival

rate ¼pNh � Nc.

Much of the analysis of queueing and multiplexing in ATM networks has been conducted using

a model in which the bursts of discrete cells are replaced by a continuous fluid. This fluid is either

``on'', at a constant rate h, or ``off''. Such a model captures the burst scale effects, but ignores any

cell scale effects. Whether or not this approximation is good depends on the length of the typical

time over which the buffer content increases from 0 to B just prior to cell loss. If this time t is

large in comparison to the cell scale 1�h, then the fluid model is good. Typically, this is the case

when b is large. If t is large compared to 1�h but small compared to Ton and Toff, then it can be a

good approximation to assume that each source is fully ``on'' or fully ``off'' over the typical period

during which the buffer fills; this gives the simplification that the overflow probability depends on

the source statistics only through the peak and mean rates, and the bufferless on-off fluid model can

be used [Hui88, Kel91].

If the time for buffer overflow t is in the order of magnitude of 1�h, which occurs when the

buffer per source b is very small, cell scale effects can not be disregarded; in this case, the bufferless

fluid model may underestimate the overflow probability by several orders of magnitude. As an

illustration, suppose we have a link with capacity C � 622 Mbps and total buffer B � 20 cells,

which multiplexes identical on-off sources with peak rateh � 1 Mbps and mean ratem � 0�25 Mbps

such that the link utilization is 0�8. The bufferless on-off fluid approximation gives an overflow

probability less than 10�8, when in fact the actual overflow probability is greater than 10�4.

Figure 3.2 shows the logarithm of the overflow probability plotted against the buffer size. Two

distinct regimes are immediately evident, each dominated by cell scale and burst scale effects

[Rob91]. It is interesting to note that Figure 3.2 is similar to Figure 2.3 (page 33) which shows

the logarithm of the overflow probability plotted against the buffer size for MPEG-1 traffic. Both

figures show two distinct regimes, where different time scales are important for buffer overflow.

In the previous chapter we showed that the many sources asymptotic could identify the time scales

that are important for buffer overflow in the case of real broadband traffic and for buffer sizes such

that overflow is due to burst scale effects. One of the objectives of this chapter is to show that the

many sources asymptotic can also identify the relevant time scales for much smaller buffer sizes,

where cell scale effects become important.
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Figure 3.2: Cell scale and burst scale regimes. The dependence of the logarithm of the overflow probability on
the buffer size shows two distinct regimes where overflow is governed by cell scale and burst scale effects,
respectively. Also note that the dependence in each of the two regimes is linear.

Our approach simultaneously captures the effects at the cell scale and burst scale, and accurately

computes the cell loss probability. This contrasts with other work which has addressed either the

cell scale or the burst scale alone. Using standard ideas from large deviations theory, we are able to

investigate the qualitative nature of cell loss for very small buffers [CSW97]. We show that there is

a critical buffer size above which cell scale effects are no longer active, in which case it is valid to

adopt the fluid model. However, when the amount of buffer per source is very small, both burst and

cell scale effects are present (see Figure 3.3). The burst scale effect occurs when the empirically

observed proportion of sources which are in their ``on'' phase is above average; the cell scale effect

occurs when the ``on'' sources of the above burst are ``in phase'', creating a large cell arrival rate for

some short interval of time. In Figure 3.3, these are labeled empirical mean deviation and random

phase effects, respectively.

3.1.1 Asymptotic Approximation of the Overflow Probability

The output link model considered in the previous section is the same as the one shown in Figure 2.1

(page 22), with the only difference that here we assume that all sources are of the same type. Recall

from Section 2.1.1 that, based on the many sources asymptotic, the overflow probability can be
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Empirical mean dev.

Random phases
+Cell loss is due to:

0 buffer per source

Empirical mean dev.
Empirical mean dev.

+

CELL SCALE
REGIME

BURST SCALE 
REGIME

Burst size

b’

Figure 3.3: Qualitative description of overflow for small buffers. For buffer per source values less than b�,
overflow is due to a combination of two events: a deviation that takes the number of sources that are ``on''
above its mean value, and a synchronization of the random phases of the ``on'' sources. The value of b�

depends on the link capacity and the characteristics of the multiplexed traffic (mean and peak rate).

approximated by

P �overflow� � e�NI � (3.1)

The above formula is asymptotically exact in the sense that logN��
1
N logP �overflow� � �I . The

rate function I is given by (2.3) which for the homogeneous case we consider reduces to

I � � sup
t

inf
s

�
��s� t�� s�ct� b�

�
� (3.2)

where ��s� t� � logE
h
esX�0�t�

i
is the logarithmic moment generating function, and X �0� t� is the

number of cells generated by a single source in an interval of length t.

3.2 Constant Bit Rate Sources

In this section we consider independent and identical constant bit rate sources whose phases

are randomly distributed. This is the model introduced in Section 3.1 with Toff � 0. We

suppose source i has a rate of h cells per second and generates a new cell at each of the times

� � � � Yi � 1�h� Yi� Yi � 1�h� Yi � 2�h� � � � , where the Yi's are independent and uniformly distributed

on �0� 1�h�. For stability, we require that the utilization is less than one, i.e., 
 � h�c � 1.

3.2.1 Bufferless Case

We first consider the case where the buffer is zero. The probability that cell loss occurs during an

interval of length Ð � 1�C, i.e., an interval during which the server can serve exactly one cell, is

equal to the probability that the N sources together produce more than one cell during this interval.
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A single source produces either 0 or 1 cell during such an interval with probabilities 1� 
�N and


�N , respectively. Since the sources are independent, the total number of cells that they produce in

an interval of length 1�C has the binomial distribution B�N� 
�N�, whose limit is the probability

that a Poisson random variable with mean 
 is greater than 1, i.e.,

P �overflow�
N��� 1� �1 � 
�e�� �

Hence, in the zero buffer case P �overflow� 	� 0 as N � �. The fluid model would give

P �overflow� � 0.

3.2.2 Buffered Case

We now consider the case where the server has a buffer. During the interval �0� t�, the expected

number of cells produced by a single source is ht. Let k � bhtc be the greatest integer not exceeding

ht. The actual number of cells which are produced by one source in this interval is either k or

k � 1, depending on the phase of the source relative to time 0. The logarithmic moment generating

function ��s� t� for random phase constant bit rate sources is

��s� t� � logE
h
esX�0�t�

i
� log

h
�k � 1� ht�esk � �ht � k�es�k�1�

i
� (3.3)

Now we show that the extremizing t in (3.2), where ��s� t� is substituted by the above, cannot be

greater than 1�c. Assume that t � 1�c, and let t� � t� 1�c. The following holds for all s:

logE
h
esX�0�t��

i
� s�ct� � b� � logE

h
esX �0�t��sX�t��t�

i
� s�ct� b� � s


 logE
h
esX �0�t�

i
� s � s�ct� b� � s

� logE
h
esX �0�t�

i
� s�ct � b� �

The above inequality holds since, by stability, a single source cannot produce more than one cell in

an interval of length 1�c, i.e., X �t�� t� � X �0� 1�c�� 1. Hence, we have shown that for every t � 1�c

we can find a t��� t� 1�c� which gives a larger value for �I .

If we set k � 0 in (3.3) and combine it with (3.2), then we get the following expression for the

rate function:

Ip�
� b� � � sup
0�t�1	c

inf
s
flog

�
�1� ht� � htes

� � s�ct� b�g
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� � sup
0�t�1

inf
s
flog

�
�1� 
t� � 
tes

� � s�t � b�g � (3.4)

where now it is convenient to show Ip as a function of the utilization 
 and buffer per source b. The

suffix p is a reminder that this rate function is for constant bit rate sources and measures a cell scale

effect due to their random phases.

3.2.3 Comparison with other Approximations

In this section we compare the overflow probability estimated using the many sources asymptotic

(equations (3.1) and (3.4)), with the values obtained using the exact computation and two other

approximations.

Recall that P �overflow� is probability that in a system with an infinite buffer the queue length

becomes larger than B. The exact formula for this probability is [NRSV91]:

P �overflow� �
X

Nb�i�N

�
B� N

i

�
CA


i�Nb

1�


�i 

1� i�Nb

1�


�N�i 1�
�N �Nb

1�
� i�Nb
� (3.5)

However, this formula gives little insight on how overflow occurs. We also have the following two

approximations, which are not asymptotically exact:

(i) P �overflow� � e�
2B2

N
�2B�1��� � e�N�2b2�2b�1���� � (3.6)

(ii) P �overflow� � �1 � 


log 

e�

2B2

N
�B�1���log �� � �1� 


log 

e�N�b2�b�1���log ��� � (3.7)

The first of is based on a Brownian bridge approximation and holds for large N and 
 close to one

[DRS91, NRSV91]. The second appeared in [FLVO94].

Figure 3.4 compares (3.5), (3.6), and (3.7) with the many sources asymptotic approximation based

on (2.4) and (3.4). All approximations are close when N is large and 
 is close to one. Indeed one

can show by power series expansion that (3.4), (3.6), and (3.7) differ only by O��1� 
�2�. Equation

(3.6) is inaccurate when the utilization is small and (3.7) is accurate for the range of overflow

probabilities that is of practical concern, i.e., less than 10�10. Even for larger buffer sizes, (3.7) only

slightly underestimates the overflow probability.
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Figure 3.4: Overflow probability at a link multiplexing constant bit rate sources. Both the many sources
asymptotic and approximation (ii) accurately determine the overflow probability. Approximation (i) is
accurate when the utilization � is close to one. [ C � 155 Mbps, h � 1 Mbps ]

3.3 Periodic On-Off Sources

In this section we investigate the overflow probability at a server multiplexing a number of identical

periodic on-off sources. Each source is either ``on'' (producing cells at rate h) or ``off'' (not

producing cells). The probability that a source is ``on'' is ¼p � Ton��Ton � Toff� and m � ¼ph is the

source's mean rate. The system utilization is 
 � m�c where, as previously, c is the capacity per

source.

We consider two approaches. The first approach is based on a simple, yet sound, intuitive

argument which, in addition to being accurate, enables us to qualitatively explain the nature of

buffer overflow when b is small. The second approach is a direct application of (3.1) and (3.2), where

the logarithmic moment generating function in (3.2) is calculated analytically (see Appendix C).

3.3.1 Overflow Probability for Small Buffers

We approximate the overflow probability for small buffers with the probability of the most likely

of the following two events: (a) the event of overflow when some number of sources are ``on''

(empirical mean deviation) and cells from these sources arrive very close together (random phases),
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and (b) the event of overflow when the number of ``on'' sources are enough to produce overflow

(i.e., without the random phases component of (a)).

We approximate event (a) with the most probable way it can happen. If aN sources are ``on''

during the time which the buffer fills, then overflow occurs according to the constant bit rate model

discussed in Section 3.2.2, where the ``effective utilization'' is 
a � ah�c � a
� ¼p and the ``effective

buffer'' per ``on'' source is ba � b�a. This is the case because, as we have already discussed in the

Section 3.1, we assume that Ton and Toff are large compared to 1�h and, in the small buffer regime

we are investigating, the time for buffer overflow is of the order of 1�h. Hence, the probability of

(a) is

P �event (a)� � e�N mina�aIp��a�ba��If �a�� � (3.8)

The term e�NIf �a� is the large deviation approximation of the probability that at least aN out of N

sources are ``on''. The rate function If �a� is given by

If�a� � a log
a

¼p
� �1� a� log



1� a

1� ¼p

�
� (3.9)

where ¼p is the probability of a source being on. The suffix f in the last equation indicates that If is

the rate function used to estimate the overflow probability in a fluid model.

The probability of event (b) is

P �event (b)� � e�NIf �c	h� � (3.10)

where the rate function If is given by (3.9).

Hence, the probability of overflow in a small buffer is approximated by taking the maximum of

(3.8) and (3.10)

P �overflow� � max
n
e�N mina�aIp��a�ba��If �a��� e�NIf�c	h�

o
� e�N minfmina�aIp��a�ba��If �a���If�c	h�g � (3.11)

Accuracy of the small buffer approximation

Figure 3.5 shows that the overflow probability given by the above approximation coincides with the

overflow probability computed using the direct application of the many sources asymptotic, i.e.,

equations (3.1) and (3.2), where the moment generating function ��s� t� for periodic on-off sources

is calculated analytically (see Appendix C).
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Figure 3.5: Overflow probability at a link multiplexing periodic on-off sources. The overflow probability
computed using the small buffer approximation is equal to the overflow probability computed using direct
application of the many sources asymptotic. [ C � 155 Mbps, h � 1 Mbps, ¼p � m�h � 0�25 ]

Dependence of a� on the buffer size

Denote a� � argmina�aIp�
a� bb��If�a��. Figures 3.6 shows that a� increases with b. Furthermore,

for small buffer sizes, a� � ¼p, i.e., the number of ``on'' sources is close to the average; in this case

overflow is almost completely due to random phase effects.

3.3.2 Boundary between Cell Scale and Burst Scale Regimes

In the bufferless on-off fluid model, cell loss occurs as soon as the aggregate rate of incoming

cells exceeds the capacity of the link, i.e., if aN sources are ``on'' and a is such that aNh � C, or

equivalently a � c�h. Thus P �overflow� � e�NIf �c	h�, where If is given by (3.9). At the boundary

of the cell scale and burst scale regimes, minafaI�ah�c� b�a�� If �a�g � If �c�h�; this boundary is

shown in Figure 3.7.

Observe that for overflow probabilities of practical interest, the buffer per source is small.

Specifically, for sources with h � 1 Mbps and m�h � 0�25, and for P �overflow� � 10�8, the buffer

size above which cell scale effects are no longer important (refer to Figure 3.3), is b� � 0�02 cells for

C � 622 Mbps and b� � 0�05 cells for C � 155 Mbps. For such small buffers, a� � ¼p � m�h, hence
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Figure 3.6: Contribution of the empirical mean deviation and random phase events to buffer overflow. As
the buffer per source b increases, the contribution due to the empirical mean deviation increases. For small b,
the most probable way for overflow to occur is to have the mean number of sources ``on''. [ ¼p � m�h � 0�25,
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area where the cell scale effects are important and which corresponds to the range of overflow probabilities
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from (3.11) the overflow probability is

P �overflow� � e�NI � where I � ¼pIp� ¼ph�c� b� ¼p� �

and using (3.7) (since it is the more accurate than (3.6)) from which we drop the prefactor in front

of the exponent, we get (
 � h ¼p�c)

I � 2b2� ¼p� b�1� h ¼p�c� log�h ¼p�c�� � (3.12)

In [RSKJ91, NRSV91, FLVO94], the cell scale component when N periodic on-off sources are

multiplexed is approximated by the cell loss in a system of N constant bit rate sources, each with

peak rate h� � m. The utilization in this system takes the correct value, i.e., 
� � h ¼p�c, but otherwise

this approximation has no particular justification. However, (3.7) gives

I � 2b2 � b�1� h ¼p�c� log�h ¼p�c�� � (3.13)

Equations (3.12) and (3.13) differ in one term: the first term on the right-hand side of (3.13) is

2b2, where it appears that the correct asymptotic has 2b2� ¼p. However, recall from our previous

discussion that for overflow probabilities of practical interest, the buffer per source is small, e.g.,

b � 0�013 cells for C � 622 Mbps, P �overflow� � 10�8�4, utilization 
 � 0�6, and m � 0�25 Mbps.

For such values, the contribution of the first term of (3.13) is very small. In conclusion, for overflow

probabilities of interest, the rate function can be approximated by

I � b�1� h ¼p�c� log�h ¼p�c�� � b�1� 
� log 
� � (3.14)

3.3.3 Numerical Results

In this section we present numerical results which show, in practical situations, the buffer size

where cell scale effects are no longer important, hence the bufferless on-off fluid approximation

can be used. We also show that the many sources asymptotic, in addition to being able to capture

both cell scale and burst scale effects, can also capture the effects of different burst sizes.

We consider periodic on-off sources withh � 1 Mbps andm�h � 0�25, and compare the overflow

probability estimated using a bufferless on-off fluid model with the overflow probability estimated

using the many sources asymptotic. The results for link capacities 155 Mbps and 622 Mbps are

shown in Table 3.1.
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� � 0�4� N � 248 � � 0�6� N � 372 � � 0�8� N � 496
Buffer (cells) b log10�P �overflow�� b log10�P �overflow�� b log10�P �overflow��

5 0.020 -3.57 0.013 -2.10 0.010 -0.97
10 0.040 -7.25 0.027 -4.29 0.020 -2.02
15 0.060 -11.05 0.040 -6.57
20 0.081 -14.96 0.054 -8.94

on-off fluid -33.69 -10.70 -2.14

a) C � 155 Mbps

� � 0�4� N � 995 � � 0�6� N � 1492 � � 0�8� N � 1990
Buffer (cells) b log10�P �overflow�� b log10�P �overflow�� b log10�P �overflow��

5 0.005 -3.53 0.0034 -2.07 0.0025 -0.95
10 0.010 -7.09 0.0067 -4.16 0.0050 -1.91
15 0.015 -10.67 0.0101 -6.28 0.0075 -2.90
20 0.020 -14.29 0.0134 -8.41 0.0101 -3.90
25 0.025 -17.93 0.0168 -10.57 0.0126 -4.92
30 0.0201 -12.75 0.0151 -5.96
35 0.0176 -7.02
40 0.0201 -8.10

on-off fluid -135.20 -43.00 -8.60

b) C � 622 Mbps

Table 3.1: Overflow probability for small buffers. The overflow probability depends primarily on the total
buffer and the link utilization. Furthermore, for larger link capacities, the buffer per source for which cell
scale effects stop to be important decreases. [ h � 1 Mbps�m�h � 0�25 ]

Observe that, in the cell scale regime, the overflow probability depends primarily on B and 
,

and is independent of C. This agrees with (3.14) that leads to an approximation of the overflow

probability given by P �overflow� � e�NI � e�B�1���log�� which depends only on B and 
.

For fixed utilization and overflow probability, a greater C allows a lesser buffer per source b.

This is due to the more efficient statistical multiplexing for larger link capacities. The total amount

of buffer for which the overflow probability is less than 10�8 grows with the link capacity and the

link utilization, and amounts to 40 cells for a 622 Mbps link with 
 � 0�8.

Finally, Figure 3.8 shows the base-10 logarithm of the overflow probability for different buffer

sizes. This figure shows the two distinct regimes where overflow is due to cell scale and burst scale

effects. Furthermore, the figure also shows that the burst size affects only the burst scale regime.

Specifically, smaller burst sizes lead to smaller overflow probabilities and a larger slope for the

overflow probability in the burst scale regime.
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Figure 3.8: Overflow probability for different buffer and burst sizes. The many sources asymptotic captures
both the cell scale and burst scale components, as well as the effects of the burst size. Observe that the
cell scale component is not affected by the burst size. On the other hand, decreasing the burst size leads
to lower overflow probabilities and a larger slope for the overflow probability in the burst scale regime.
[ C � 155 Mbps� h � 1 Mbps�m�h � 0�25� � � 0�7 ]

3.4 Conclusions

In this chapter we have used the many sources asymptotic to investigate the cell scale and burst scale

effects on the overflow probability at an ATM outlink link with a small buffer which multiplexes

constant bit rate and periodic on-off sources. Our results can be summarized as follows:

� Capturing cell scale and burst scale effects: We are able to simultaneously capture both

the cell scale and burst scale effects on the overflow probability. This allows us to give

the correct expression for the overflow probability. Complemented with the results of the

previous chapter, we have shown that the many sources asymptotic is accurate and identifies

the time scales that are important for buffer overflow when the buffer size ranges from a few

cells, in which case cell scale effects are important for buffer overflow, to thousands of cell,

in which case burst scale effects are important for buffer overflow.

� Qualitative description of buffer overflow: Applying a simple and sound heuristic, which is

motivated by standard ideas of large deviation theory, we are able to give a new qualitative

description of the way overflow occurs in small buffers, namely, that overflow occurs due

to a combination of two events: a deviation that takes the number of ``on'' sources above its
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mean value, and a synchronization among the random phases of these sources.

� Boundary between cell scale and burst scale regime: By simultaneously capturing both the

cell scale and burst scale effects we are able to investigate the boundary where cell scale

effects stop to be important. We show that for overflow probabilities of practical interest,

the buffer per source where cell scale effects stop to be important is very small, e.g., for

C � 155 Mbps this value is typically less than 0.05 cells per source.
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Chapter 4

Usage-based Pricing for Network Services

with Open Loop Control

Usage-based pricing enables network providers to recover costs from their users (customers) in a

fair manner, hence provide the right incentives for efficient use of network resources. In Chapter 2

we investigated the use of the effective bandwidth for quantifying resource usage. In addition to

accurately quantifying resource usage, usage-based pricing schemes must be efficient to implement,

must be easily understood by users, and must provide the right incentives for efficient and stable

network operation.

In this chapter we investigate usage-based pricing schemes for network services with open loop

control that are based on bounds of the effective bandwidth. The actual charge for a network service,

in addition to the amount of resources used, will also depend on economic factors (e.g., time-of-day

pricing) and marketing (e.g., discount for bulk sales), and might contain fixed components, such

as fixed connection charges. Our focus is solely on the usage component of the charge, which we

will refer to simply as ``price''. The schemes we investigate include simple pricing schemes (called

time-volume pricing schemes) that are linear in two measured quantities (time and volume), and

schemes that involve measurements in distinct time intervals, which are smaller than the duration

of the call: pricing with renegotiation and the virtual bucket scheme. An important property of

usage-based pricing schemes is fairness, i.e., their ability to capture the relative amount of resources

used by connections. Based on this property we evaluate the schemes for MPEG-1 compressed video

with various contents (movies, news, talk shows) and Internet WAN traffic, and for link capacities

65
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and buffer sizes that will be used in broadband networks. Finally, we investigate the incentive

compatibility of the time-volume pricing schemes for the case of deterministic and statistical

multiplexing, and the effect that traffic shaping has on resource usage.

4.1 Technological Characteristics and Desirable Properties of Pricing

In this section we first discuss two important properties of pricing: incentive compatibility and

fairness. Then we discuss the technological characteristics of services with closed loop control, such

as the traffic contract that is agreed upon by the user and the network at connection setup. Finally,

we discuss the relation between pricing and Connection Admission Control (CAC).

The role of pricing is not only to generate income for the service provider, but also to control

the use of network resources. For example, prices may be set in a manner which allows users to

reduce their charges by shaping their traffic; hence, they can trade additional delay (due to shaping)

for smaller charges. This is the key idea behind incentive compatibility [Var92, page 441]: Prices

should induce users to select network services that better suit their needs, and by doing so they

use resources in a way that is good for overall network performance, e.g., in a way that increases

social welfare. Pricing schemes which are not incentive compatible give wrong signals to users

and result in inefficient use of network resources. For example, in December 1996 America Online

switched to flat rate pricing, where users were charged a fixed monthly fee for unlimited access

[BR97]. Because of the fixed prices, users had no incentive to disconnect, even when they were

not using their connection; this resulted in modems being tied up, blocked from other people who

really wanted to use them.

The effect of incentive compatible pricing schemes is to slowly move the global system, which

consists of the network and its users, to a stable and efficient operating point. This movement

occurs as a result of the pricing loop involving the network and its users: The network announces

tariffs which affect the traffic contract selection of users (who seek to minimize their charge),

which in turn affects the network's operating point, hence its tariffs, and so on. Badly designed

pricing schemes may lead to unstable operation and poor network performance, as was the case for

America Online's flat rate pricing scheme.

Well designed pricing schemes should have the fairness property. By fairness we mean that prices
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should reflect the user's relative resource usage, so that a user who makes less use of the network is

charged less. This raises an interesting question of when one pricing scheme has better performance

compared to another, where the performance is not a measure of the accuracy in determining the

absolute amount of resource usage, but is a measure of the ability of prices to capture the relative

amount of resources used by users. The issue of fairness will be discussed further in Section 4.4.

In Chapter 2 we investigated the use of the effective bandwidth for quantifying resource usage.

The effective bandwidth of a source of type j is defined as

�j�s� t� �
1

st
logE

h
esXj �0�t�

i
� (4.1)

where Xj�0� t� is the amount of workload produced in a time interval of length t. The space

parameter s (measured in, e.g., kb�1) and the time parameter t (measured in, e.g., milliseconds) are

system defined parameters which depend on the characteristics of the multiplexed traffic and the

link resources (capacity and buffer). The experiments in Section 2.3 show that, for the traffic mixes

considered, these parameters are, to a large extent, insensitive to small variations of the traffic mix.

Hence, particular pairs �s� t� can be used to characterize periods of the day during which the traffic

mix remains relatively constant.

One approach to pricing would be to directly use formula (4.1). However, this has the following

disadvantages. First, it is costly because it requires, for each connection, traces with granularity at

most t (the time parameter of the link) and the computation of the logarithmic moment generating

function. Second, such an approach leads to a complicated pricing scheme which makes it difficult

for users to determine the effect of their decisions (e.g., the reduction of their peak rate) on prices.

This would make it difficult for them to behave ``rationally'', which is a requirement for a pricing

scheme to lead to stable and efficient network operation.

The pricing schemes we investigate in this section are targeted for services with open loop

control. In such services, at connection setup the user and the network agree on a traffic contract.

This contract contains the agreed QoS and a traffic descriptor which specifies the maximum traffic

the user is allowed to send into the network. As we will see in Section 4.2, pricing schemes can

more accurately reflect resource usage if they take into account this traffic descriptor. Examples of

services with open loop control are the Constant Bit Rate (CBR) and Variable Bit Rate (VBR) services

defined by the ATM Forum [ATMF96], and the guaranteed service [SPG97], and controlled-load

service [Wro97] defined by the IETF. The schemes we investigate can also be applied for computing
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cell stream

token pool

one token is removed

tokens are generated

�

at rate �

for each conforming cell

Figure 4.1: Leaky bucket algorithm. A leaky bucket ��� �� consists of a token pool of size � which is filled at
rate �. One token is removed from the token pool for each conforming cell.

the usage price of a contract among a large user and his Internet service provider.1 Tariffs for such

contracts depend on parameters such as the access speed and volume of the transferred traffic and

are currently determined in a fairly ad-hoc manner [Wex96, UUNET97].

A popular algorithm for a traffic descriptor is the leaky bucket algorithm [Tur86]. A leaky bucket

(see Figure 4.1) consists of a token pool of size � (bucket size) which fills at rate � (leak rate)

measured in tokens per second. The leaky bucket is used to police a cell stream in the following

way. While the token pool is non-empty, one token is removed from the token pool for each cell.

Such a cell is said to be conforming to the leaky bucket ��� ��. On the other hand, if the token pool

is empty, the cell is said to be non-conforming. Using the leaky bucket, an upper bound ¼X�0� t� on

the traffic that a source can send in an interval of length t is ¼X�0� t� � � � �t.

Our consideration of the leaky bucket is motivated by its use as a traffic descriptor both in

ATM networks, since the Generic Cell Rate Algorithm (GCRA) defined in [ATMF94, ATMF96] is

equivalent to a continuous state leaky bucket, and in the Internet's intergrated services architecture

[CWSA95, BCS94]. Furthermore, a leaky bucket descriptor can be used in contracts among large

customers and their service providers (e.g., see [Cla96b, SCEH96]).

1The main difference between this contract and, e.g., the ones for CBR and VBR connections is that the network does
not commit to provide a certain level of performance.
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4.1.1 Pricing and Connection Admission Control (CAC)

In addition to the QoS requirements and the traffic descriptor, the amount of resources used by a

connection also depends on how the network controls its resources. For services with open loop

control, this is done through Connection Admission Control (CAC). The role of CAC is to determine,

at connection setup, whether there are enough resources to accept a connection. In this section we

discuss the relation between pricing and CAC.

There are two approaches to connection admission control: static and dynamic. In order to decide

whether to accept or reject a connection request, static CAC relies only on information contained

in the traffic contract of connections. Hence, for static CAC the amount of resources used by a

connection is determined entirely by its traffic descriptor. Because traffic descriptors, such as the

leaky bucket, can provide only a crude characterization of a user's traffic, static CAC can result in

low utilization.

Static CAC can be complemented with a pricing scheme that provides the users with the incentive

to reveal additional information about their traffic. The network can use this information to improve

its resource utilization. As an example, consider a pricing scheme that provides the incentive for

users to know their mean rates as accurately as possible (we will discuss such pricing schemes in

the next section). This information can be combined with the traffic descriptor of connections to

obtain a more accurate estimate of the resources used by all connections, hence can be used by the

service provider to achieve higher utilization. In addition to the a priori information contained in

the traffic contract, such a pricing scheme can depend on a posteriori information, e.g., the actual

mean rate of a connection. Hence, even though the user is free to send traffic at a different mean

rate than the value he declared through pricing, doing so would lead to a charge which is higher

than if he had declared his actual mean rate from the beginning.

In the case of dynamic CAC, the amount of available resources is estimated using traffic

measurements of the connections that have been accepted. Hence, once a connection is accepted,

the resources it uses depends on the traffic it sends. A pricing scheme that determines resource

usage solely from the traffic description of a connection would be less competitive than a pricing

scheme which takes into account the actual amount of traffic that is sent over the connection.

Should a pricing scheme take into account the traffic description contained in the contract? The

answer to this question depends on whether such information increases the performance of pricing
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and CAC. For example, the time-volume schemes described in Section 4.2 can more accurately

reflect resource usage if they take into account the traffic description parameters (peak rate and

leaky bucket parameters). This increased accuracy in determining resource usage can also lead

to improved CAC [Kel96b]. On the other hand, if the CAC mechanism does not use any such

information, e.g., the approach in [CKR�95], a more competitive pricing scheme would take into

account only the actual traffic that is sent by the users. Such a pricing scheme could directly use

the effective bandwidth formula (4.1) which, as discussed previously, has a high implementation

cost and is difficult for users to understand. An alternative would be to take into account part of

the information contained in the traffic description. An example of such an approach is the virtual

bucket scheme described in Section 4.3.2 which considers only the peak rate of the traffic descriptor.

As we will discuss in the following sections, this scheme has a lower implementation cost than the

direct application of formula (4.1), but a higher implementation cost compared to the time-volume

schemes.

What combinations of CAC and pricing are most appropriate will depend on the target market

and the capabilities of the underlying technology. For example, for connections used by large

customers whose traffic is an aggregation of the traffic produced by smaller users, it might make

sense to use a static CAC mechanism, and price according to a connection's traffic descriptor. This

is motivated by the fact that large customers will typically use all the bandwidth that is allowed

by their traffic description. On the other hand, pricing schemes that more accurately reflect the

actual amount of resources used by connections would make a network provider more competitive.

Of course such pricing schemes could have a high implementation cost, which must be weighed

against the advantages of the increased competitiveness.

4.2 Pricing Schemes Linear in Time and Volume

The pricing schemes discussed in this section were initiated by the work in [Kel94]. This work

presented an approach for creating pricing schemes linear in measurements of time and volume

which are based on the effective bandwidth and give users the incentive to provide the network with

an accurate estimate of their mean rate. These schemes were later extended in [CKW97] to include

an arbitrary number of measurements (taken for the whole connection), and to include both static
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parameters which are known a priori (e.g., the peak rate and leaky bucket parameters), and dynamic

parameters which are measured a posteriori (e.g., the duration and total volume of a connection).

The pricing schemes of this section have the following simple form:

Price � aT � bV � (4.2)

where T� V are the duration and transferred volume of a connection, respectively. Parameters a� b

correspond to the user's tariff selection: At connection setup, given his traffic contract, the user

is offered a set of possible tariff pairs �a� b� to choose from. A rational user will select the pair

�a� b� which minimizes the a priori expected value of his price. According to the theory developed

in [Kel94, CKW97], the tariff pairs �a� b� can be appropriately defined so that the expected price

for a rational user is ¼�T , where ¼� is some bound of the effective bandwidth. Let ¼��m� h� be an

upper bound on the effective bandwidth subject to the mean rate being m and the traffic being

within the description contained in the traffic contract h. The function ¼��m� h� is concave in m

[CKW97]. If �a� b� are such that a � bm are tangents of the bound ¼��m� h� (see Figure 4.2), then

the user will minimize his average price if he selects the tariff pair2 �a� b� which corresponds to the

tangent of ¼� at point M , where M � V�T is the user's mean rate. In this case, his price will be

�a� bM�T � ¼��M� h�T , and his price per unit of time will be a� bM � ¼��M� h�.

Note that ¼�T is a user's average price only if he knows his mean rate. If he is inaccurate in

determining his mean, then his price will be higher. Hence, constructing tariffs using the above

approach provides the user with the incentive to know his mean rate as accurately as possible. The

user reveals to the network the estimate of his mean rate indirectly through his tariff selection. In

the rest of this chapter we assume that users are rational and that they know the exact value of

their mean rate. Under these assumptions, the comparison of the pricing schemes reduces to the

comparison of the bounds of the effective bandwidth on which they are based. The comparison of

pricing schemes is discussed in Section 4.4.

We will consider two bounds3 of the the effective bandwidth: the on-off bound [Kel94], the

simple bound [CKW97], and one approximation of such a bound: the inverted T approximation

[CKSW98].

2We assume that users can select from a continuum of tariff pairs �a� b�. In practice there will be a small set of tariff
pairs, e.g., three pairs corresponding to a small, medium, and large mean rate.

3To keep a uniform notation, we will use the same notation ~� for both bounds and approximations of a bound of the
effective bandwidth.
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actual e�� band�

e�� band� bound

h
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Figure 4.2: Pricing based on the tangent of an effective bandwidth bound. The user minimizes his charge if
he selects the pair �a� b� which corresponds to his actual mean rate M (i.e., m0 � M ). We assume that users
are rational and know the exact value of their mean rate. Under these assumptions, the comparison of pricing
schemes reduces to comparison of the effective bandwidth bounds on which they are based.
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4.2.1 On-Off Bound

The on-off bound [Kel94] depends solely on a connection's peak rate h, which we assume is policed,

and its mean rate m, and is given by

~�on-off�m� h� �
1

st
log

�
1 �

m

h

�
esht � 1

��
� (4.3)

The above bound follows from the constraint 0 � X �0� t� � ht and the convexity of the exponential

function in the effective bandwidth formula (4.1) [CKW97], and becomes accurate when the traffic

rate takes two extreme values, a minimum of zero (``off'' phase) and a maximum of h (``on'' phase),

and the duration of the ``on'' and ``off'' phase is large relative to the most probable buffer busy

period prior to overflow.

4.2.2 Simple Bound

When a connection, in addition to having his peak rate policed, is policed by a leaky bucket ��� ��,

a tighter bound of the effective bandwidth is the following [CKW97]:

~�sb�m� �� �� h� �
1

st
log

�
1 �

tm
¼X�0� t�

�
es

¼X �0�t�� 1
��

� (4.4)

where ¼X�0� t� � minfht� ���tg, i.e., ¼X �0� t� is the maximum amount of workload that the source can

produce in a window of time t. The above bound follows from the constraint 0 � X �0� t� � ¼X�0� t�

and the convexity of the exponential function in (4.1) [CKW97]. Observe that if minfht� ���tg � ht,

then equation (4.4), which we will refer to as the ``simple bound'', coincides with the on-off bound

(4.3).

4.2.3 Inverted T Approximation

The third and more accurate approximation which we will investigate is motivated by investigations

in [CKW97] which showed that for a given pair �s� t�, in many cases, the worst case output of a leaky

bucket consists of blocks of an inverted T shape which repeats periodically or with random gaps.

Here, we consider the periodic inverted T pattern shown in Figure 4.3 [CKSW98, CS98]. Sources

are assumed independent, hence their corresponding patterns have random phases, i.e., their start is

randomly distributed in the time interval 2t� toff.
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Based on the periodic pattern in Figure 4.3, we have the following effective bandwidth

approximation:

~���m� �� �� h� �
1

st
logE

h
esX��0�t�

i
� (4.5)

where X��0� t� denotes the amount of workload produced by the inverted T pattern in an interval of

length t. Note that X��0� t� depends on the peak rate h and the leaky bucket ��� ��; see Figure 4.3.

(For simplicity, we have dropped this dependence in the notation.) The expected value in the

right-hand side of (4.5) is computed analytically.

4.3 Pricing Schemes Involving Measurements in Distinct Time Intervals

In the previous section we discussed simple pricing schemes (time-volume pricing schemes) which

involve only two measurements: the duration of the connection and the total volume transferred. In

this section we describe two schemes that involve measurements in distinct time intervals, which

are smaller than the duration of a connection: pricing with renegotiation and the virtual bucket

scheme. Such approaches are interesting for two reasons. First, it is important to investigate how

traffic parameter renegotiation affects pricing, since such a capability is being added to signaling

protocols in B-ISDN [Q.2963], while the Resource Reservation Protocol (RSVP) [ZDE�93], which

will be used in Internet's integrated services architecture, has inherent support for renegotiation.

Second, it is important to investigate how the performance of such pricing schemes compares to that

of the simple time-volume schemes and the ``optimal'' pricing scheme (the latter will be discussed

in the next section).

The first scheme we investigate applies to connections that support traffic parameter renegotia-

tion. The scheme is an application of the time-volume pricing schemes described in the previous

section for measuring resource usage in each renegotiation interval, rather than for the whole
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duration of the connection [CS98]. Note, however, that a straightforward without renegotiation

extension of the simple schemes to include measurements of time and volume in intervals smaller

than the duration of a connection would give the same prices as the time-volume schemes; this

occurs because (4.2) is linear in T� V and the pair �a� b� is the same for all the intervals. It is the

ability to renegotiate traffic contract parameters (hence have different parameters a� b in different

intervals) that can lead to a better approximation. Such an approach will be advantageous when the

connection has different ``modes'' of operation, such as movie scenes with high and low action. In

this case, the leaky bucket produces a tighter bound when the traffic it characterizes has a single

operating mode.

The second pricing scheme that we investigate, the virtual bucket scheme [CS98], requires

measurements in a priori fixed time intervals. However, the same leak rate of a ``virtual'' leaky

bucket is used to measure the corresponding bucket size in each time interval. Hence, this scheme

does not entail the renegotiation overhead of the previous approach. Furthermore, the scheme uses

only the peak rate from the connection's traffic descriptor, but requires the declaration of a leak rate

at connection setup.

4.3.1 Pricing with Renegotiation

For services that support renegotiation, the schemes described in Section 4.2 can be used to measure

resource usage for each renegotiation interval, where now the peak rate hk and the leaky bucket

parameters ��k� �k� are renegotiated in each interval k [CS98]. In what follows, we will use the

inverted T approximation since it is more accurate than both the simple bound and the on-off bound

(this will be shown in Section 4.5). Assume, for simplicity, that the renegotiation intervals have

equal length Tp, and let Vk denote the volume transferred during interval k. If K is the total number

of renegotiation intervals, then the average price per unit of time is4

~�ren
�fmkg� f�kg� f�kg� fhkg

�
�

PK
k�1 ~���mk� �k� �k� hk�

K
� (4.6)

where fmkg� f�kg� f�kg, and fhkg are sets containing the mean rate mk � Vk�Tp, the bucket size �k,

the leak rate �k, and the peak rate hk respectively, for all the renegotiation intervals k � 1� � � � � K.

4Equations (4.6) and (4.7) assume that the duration of a connection is an integer multiple of the renegotiation or pricing
interval. They can be extended to cover the general case.
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4.3.2 The Virtual Bucket Scheme

Unlike the previous scheme, the virtual bucket scheme [CS98] does not require renegotiation of

traffic parameters. Let r be the leak rate of a ``virtual'' leaky bucket and h the peak rate, both

declared at connection setup, e.g., indirectly through the tariff selection. In fixed, non-overlapping

time intervals of length Tp (pricing interval), two measurement are made for each connection: the

volume Vk and the minimum bucket size bk such that the connection's traffic in interval k conforms

to the leaky bucket �bk� r�. The quantity bk can be measured using two counters: B1 and B2. Counter

B1 decreases at rate r (measured in cells per second), and increases by one for every cell received.

At each update of B1, its value is compared to B2. If B1 � B2, then B2 is set to B1. At the end of

each pricing interval, the value of B2 will be the bucket size bk we are looking for. If K is the total

number of pricing intervals, the average price per unit of time is

~�vb

�fmkg� fbkg� r� h
�
�

PK
k�1 ~���mk� bk� r� h�

K
� (4.7)

where fmkg and fbkg are sets containing the mean rate mk � Vk�Tp and the bucket size bk for all

the renegotiation intervals k � 1� � � � � K.

4.4 Fairness of Pricing Schemes

In this section we discuss the fairness property of pricing schemes and present the specific metrics

according to which the pricing schemes discussed in the previous two sections will be compared.

As discussed in the introduction, the fairness property of a pricing scheme is its ability to

capture the relative amount of resources used by connections. Suppose ~� is an approximation of the

bound of the effective bandwidth � and let, with a slight abuse of notation, ��x� and ~��x� be the

corresponding charges for some connection x. A pricing scheme which is based on ~� is fair if for

any two connections x and y, we have ~��y��~��x� � ��y����x�. As a measure of the unfairness of a

pricing scheme over a set of connections we take the following [CKSW98, CS98]:

Unfairness :�
	

�
�

where 	 is the standard deviation of ~��x����x� and � is the average of ~��x����x�, as x ranges over

the connection set. Note that we expect � 
 1 since we consider upper bounds (and approximations
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of upper bounds) of the effective bandwidth. A small value for the unfairness indicator means that

pricing schemes based on approximation ~� will tend to provide users with the right incentives, i.e.,

a user who chooses a tariff which results in a smaller price is actually making less use of network

resources.

The above definition refers to unfairness among connections with the same type of traffic.

However, it is also important that a pricing scheme is fair among connections with a different type

of traffic. For example, consider a pricing scheme which is based on some approximation of the

effective bandwidth ~�, and two types of traffic j1� j2. Assume that the pricing scheme is equally

fair for both types of traffic, i.e., it has the same unfairness indicator for both types of traffic. If

the pricing scheme has a smaller average value � of the ratio ~��x����x� for connections of type j1

than for connections of type j2, then it might happen that two connections of type j1 and j2 have the

same price, although on the average the actual amount of resources used by the connection of type

j2 is smaller than the amount used by the connection of type j1. Hence, the scheme will be unfair

for connections of type j2 compared to connections of type j1.

In summary, the fairness of the pricing schemes will be investigated using two metrics:

� Fairness over the same type of traffic: We will use the unfairness index 	��, where 	 is

the standard deviation of ~��x����x� and � is the average of ~��x����x� as x ranges over the

connection set. For the same connection set, if the unfairness index of pricing scheme p1 is

smaller than the unfairness index of pricing scheme p2, then pricing scheme p1 is fairer than

pricing scheme p2 for that connection set.

� Fairness over different types of traffic: We will use the average ratio � of the ratio ~��x����x�

as x ranges over the set of connections carrying the same type of traffic. For two connection

sets with different types of traffic, if pricing scheme p1 has the same average ratio �, while

pricing scheme p2 has a different average ratio, then pricing scheme p1 is fairer than pricing

scheme p2 for connections belonging to the two sets.

We conclude this section with a discussion of how the value of the effective bandwidth ��x�

that appears in the ratio ~��x����x� should be computed. First, note that we wish to compare the

pricing schemes with the theoretically ``optimal'' pricing scheme. Such an optimal pricing scheme

would directly use the effective bandwidth formula (4.1). But, this formula can be used to measure
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resource usage in any time interval, and not necessarily for the whole duration of a connection.

What should this time interval, say Tx, be? At one extreme Tx, can be very small, in which case

effective bandwidth equals the connection's mean rate. However, measuring resource usage in such

a small interval will not be advantageous to the network, if the latter cannot control resource usage

in such an interval. This suggests that Tx must be the time interval that the network makes resource

allocation decisions. The latter cannot be smaller than the connection inter-arrival/inter-departure

time.

Hence, the ``optimal'' pricing scheme would measure resource usage in a time interval Tx equal

to the connection inter-arrival/inter-departure time. Due to the lack of such information, we instead

assume that Tx is equal to the pricing/renegotiation interval Tp of the virtual bucket and pricing with

renegotiation schemes. Hence, the value of ��x� is computed by taking the average of the effective

bandwidth estimates �k�x� for each time interval k, whose length is equal to Tp (the duration of the

pricing/renegotiation interval):

��x� �

PK
k�1 �k�x�

K
�

where K is the total number of pricing intervals, i.e., K � T�Tp with T the total duration of the

connection. The values of �k�x� are computed using the effective bandwidth formula (4.1), where

the expectation is replaced by the empirical mean, i.e.,

�k�x� �
1

st
log

�
� 1

Tp�t

Tp	tX
i�1

esX��k�1�Tp��i�1�t��k�1�Tp�it�

�
� �

where X �t1� t2� is the amount of workload connection x produces in the time interval �t1� t2�.

4.5 Experiments with Real Traffic

In this section we evaluate the time-volume pricing schemes (Sections 4.2) and the pricing schemes

with measurements in distinct time intervals (Section 4.3), based on the unfairness criteria discussed

in the previous section. Our investigations involve broadband traffic which consists of long MPEG-1

compressed video and Internet WAN traffic [CS98, CKSW98]. Details of the traffic sources can be

found in Appendix A. The specific issues we investigate are the following:

� Effect of the pricing/renegotiation interval on the performance of the pricing with renegotiation

and virtual bucket schemes
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� Effect of the connection (or call) duration on the fairness of the pricing schemes

� Unfairness of the pricing schemes for various link capacities and buffer sizes

� Robustness for small variations of the link's operating point parameters s� t

� Unfairness of the pricing schemes for various traffic contents

� Effect of traffic smoothing on the unfairness of the pricing schemes

We assume that users have full knowledge of their traffic and seek to minimize their charge. The

rate at which such users will be charged, as discussed in Section 4.2, is the value of the effective

bandwidth bound used by the pricing scheme. Therefore, the comparison of the pricing schemes

reduces to the comparison of the effective bandwidth bounds on which they are based.

Furthermore, since users seek to minimize their charge, they select the leaky bucket parameters

(or only the leak rate for the virtual bucket scheme) which yield the smallest effective bandwidth

bound. This is illustrated in Figure 4.4 which corresponds to a user whose traffic is a 3 minute

segment from the Star Wars sequence (Appendix A.1). The user selects the leaky bucket parameters

��� ��which minimize his charge (Figure 4.4(b)), among the pairs ��� �� to which his traffic conforms

(Figure 4.4(a)). Since we assume users have full knowledge of their traffic, the ��� �� pairs to which

a user's traffic conforms are computed beforehand for the whole sequence of his traffic. Note that as

the duration of the sequence increases, the ��� �� curve in Figure 4.4(a) moves towards the top-right

corner.

Our investigations involve link capacities and buffer sizes that will be encountered in practice.5

In particular, the link capacities considered are 34 Mbps (E-3 physical interface), 155 Mbps (STM-1

Synchronous Digital Hierarchy - SDH - physical interface), and 622 Mbps (STM-4 SDH physical

interface). For the investigations involving MPEG-1 video, we consider buffer sizes in the range

1� 16 msec. These fall within the expected values of switch buffers that are to support interactive

real time transmission. For the investigations involving Internet traffic, we consider buffer sizes up

to 400 msec, since such traffic has less stringent delay requirements.

All our investigations assume ``typical'' values of the parameters s� t which correspond to the

link capacity, buffer size, and traffic content of each case. In practice, these values will be computed

5For example, FORE System's ASX-200BX and ASX-1000 can support up to 13312 cells or 166 msec for a single
34 Mbps E-3, and up to 32768 cells or 93 msec for a single 155 Mbps STM-1 interface.
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Figure 4.4: Leaky bucket selection for a rational user. A rational user selects the leaky bucket parameters
��� �� which minimize his charge (right graph), among the pairs ��� �� to which his traffic conforms (left
graph). [ C � 155 Mbps� B � 16 msec (� 5622 cells), Star Wars segment with duration � 3 minutes ]

off-line using the supinf formula (2.3) (page 23) and the effective bandwidth formula (2.2) (see

Appendix B.1). For MPEG-1 traffic, we consider a target overflow probability of 10�7, while for the

Internet traffic the overflow probability is 10�6.

In order to make the section easier to read, all the figures have been placed at the end of the

section (page 85).

4.5.1 MPEG-1 Traffic

In this section we evaluate the pricing schemes for MPEG-1 compressed video traffic (see Ap-

pendix A.1 for details of the traffic used).

Effect of the pricing/renegotiation interval

Figure 4.5 shows, for Star Wars traffic, the effect of the pricing/renegotiation interval on the

performance of the pricing with renegotiation and virtual bucket schemes. As expected, the

accuracy of these two schemes is much better than both the simple bound and the inverted T

approximation. Furthermore, the accuracy of the virtual bucket scheme is close to that of the pricing

with renegotiation scheme.
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In the case of the time-volume pricing schemes, observe that the unfairness decreases when

the pricing interval increases. This occurs because the mean rate fluctuates more when it is

measured over smaller intervals. The latter results in a larger variance of the ratio ~���, where

~� is an approximation of the effective bandwidth �. Finally, note that the on-off bound (not

shown in Figure 4.5) coincides with the simple bound. This occurs because, for the link capacity

(155 Mbps) and buffer size (8 msec � 2811 cells) considered, the time parameter t is such that

minfht� � � �tg � ht, hence the on-off bound (4.3) becomes identical to the simple bound (4.4).

Figure 4.6 shows the performance of the pricing schemes for Aliki in the Navy traffic. Observe

that the accuracy of the time-volume pricing schemes is much better than it was for the Star Wars

sequence. This is because the Aliki in the Navy sequence is less bursty than the Star Wars sequence

(it has a smaller peak rate to mean rate ratio, see Table A.2). Hence, the performance of the

time-volume pricing schemes increases for less bursty traffic. On the other hand, the performance

of the virtual bucket and pricing with renegotiation schemes is not affected much by the burstiness

of traffic.

Effect of the call duration on fairness

Figure 4.7 shows that the average ratio � for the simple bound and the inverted T approximation

increases when the duration of the connection (call) increases. Hence, these schemes are less fair to

long duration connections. This is expected because the leaky bucket description is less tight when

the duration of a connection is large, in which case it includes a large number of scenes, compared

to when the duration is small, in which case it includes a smaller number of scenes.

On the other hand, because both the pricing with renegotiation and virtual bucket schemes

involve measurements in fixed time intervals, the average ratio � is not affected by the call duration.

In the remaining investigations with MPEG-1 video, the traffic used consists of three sets: movies,

news, and talk shows (see Appendix A.1 for details). The duration of the segments in each of these

sets is approximately 3 minutes. Since the encoding parameters for all three types of traffic are the

same, any differences among the three sets are due solely to the traffic content.

Unfairness for various link capacities and buffer sizes

Figure 4.8 shows the unfairness of the pricing schemes for various link capacities (34� 155, and

622 Mbps) and buffer sizes (1� 4� 8� and 16 msec). The comparison also includes the unfairness of the
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pricing with renegotiation and virtual bucket schemes for different pricing/renegotiation intervals

(10� 20� and 30 seconds).

First, observe that even for pricing/renegotiation interval Tp � 30 seconds, the unfairness of the

pricing schemes with measurement in distinct intervals is much better than the time-volume pricing

schemes. However, the difference decreases as we move to larger link capacities.

Second, observe that for small buffer sizes, the on-off bound coincides with the simple

bound. In particular, the unfairness of the two bounds is the same for buffer sizes up to

16 msec when C � 34 Mbps, up to 8 msec when C � 155 Mbps, and up to 4 msec when

C � 622 Mbps. This happens because, for these values of buffer sizes, the time parameter t is such

that minfht� ���tg � ht, hence the on-off bound (4.3) becomes identical to the simple bound (4.4).

Third, observe that the unfairness of the pricing schemes with measurements in distinct intervals

is less affected by the buffer size. This is not the case for the time-volume pricing schemes.

Finally, observe that as the link capacity increases, the unfairness of all the pricing schemes

increases. This occurs because as the link capacity increases, statistical multiplexing becomes more

efficient and the effective bandwidth approaches the mean rate.

Robustness for small variations of parameters s� t

Next we investigate the unfairness of the pricing schemes for small variation of the link's operating

point parameters s� t. Such variations can be due, e.g., to small changes of the traffic mix.

Figure 4.9 shows how robust the schemes are for values of s� t in a range that is typical for link

capacity 155 Mbps and buffer 8 msec (� 2811 cells). Observe that the two pricing schemes with

measurements in distinct time intervals are more robust than the time-volume pricing schemes

(simple bound and inverted T approximation). Comparing Figure 4.9 with Figure 4.10, which shows

the robustness for C � 155 Mbps and B � 16 msec (� 5622 cells), we see that the robustness of the

pricing schemes increases when the buffer size increases.

Effect of the traffic content

Figure 4.11 shows that the unfairness of the pricing schemes with measurements in distinct time

intervals is smaller and less affected by the traffic content, compared to the time-volume pricing

schemes.

Now we concentrate on the time-volume pricing schemes. Figure 4.11 shows that the unfairness
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is higher for action movies, and lower for talk shows. For news, the unfairness is somewhere in the

middle. Figure 4.12 shows the average of the ratio of the effective bandwidth approximation over

the actual effective bandwidth. Based on these observations we can make the following remarks on

how the video content affects the performance of the time-volume pricing schemes, or equivalently

the effective bandwidth approximations on which they are based.

Talk shows: For talk shows, the average ratio of the time-volume schemes is the smallest

(Figure 4.12). Furthermore, for talk shows the unfairness is also very small (Figure 4.11). Hence,

the time-volume schemes are uniformly accurate for talk shows.

Movies: For movies, the average ratio of the time-volume schemes is almost as small as that for talk

shows (Figure 4.12). However, the unfairness is highest for movies (Figure 4.11). Hence, for some

movie segments the time-volume schemes are accurate, while for others they are very inaccurate.

News: For news, the average ratio is the largest among the three types of traffic (Figure 4.12).

However, the unfairness index for news is smaller than that for movies (Figure 4.11). Hence, the

time-volume schemes are uniformly inaccurate for talk shows.

Of course the above observations refer to the specific video traces, and a generalization would

require more detailed comparisons with traces encoded using different parameters.

Effect of traffic smoothing on unfairness

In Figure 4.13, the traces are smoothed such that cells produced during two consecutive frames

are evenly spaced throughout the duration of the two frames (� 80 msec). Comparing Figure 4.13

with Figure 4.11, we observe that traffic smoothing has a noticeable effect on the unfairness of the

time-volume pricing schemes only up to a certain buffer size, whose value depends on the link

capacity. In particular, traffic smoothing has a noticeable effect on unfairness for a buffer size

up to 8 msec (� 2811 cells) for capacity 155 Mbps, and up to 4 msec (� 5660 cells) for capacity

622 Mbps. For capacity 34 Mbps, smoothing affects all the buffer sizes shown, i.e., up to 16 msec

(� 1280 cells). The effect of smoothing is related to the time scale (expressed through parameter t)

that is important for buffer overflow (see also Sections 2.2 and 2.3). For large buffer sizes, t is large

(i.e., slow time scales are important for overflow), and smoothing traffic in a smaller time interval

has no effect on the effective bandwidth.
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4.5.2 Internet WAN Traffic

In this section we evaluate the pricing schemes for Internet Wide Area Network (WAN) traffic. The

traffic considered was a set of 15 trace segments, each with a duration of approximately two hours,

that was created from a larger trace (see Appendix A.2 for details).

Effect of the pricing/renegotiation interval

Figure 4.14 shows the effect of the pricing/renegotiation interval on the performance of the virtual

bucket and pricing with renegotiation schemes. The graph refers to a 2 hour trace of Internet WAN

traffic. As was the case for MPEG-1 traffic, the accuracy of the pricing with renegotiation and

virtual bucket schemes is much better than the time-volume pricing schemes, and the performance

of the virtual bucket scheme is close to that of the pricing with renegotiation scheme.

Unfairness for various link capacities and buffer sizes

Figure 4.8 shows the unfairness of the pricing schemes for capacity 34 Mbps and 155 Mbps. Our

conclusions are similar to the ones for MPEG-1 video: The unfairness of the two schemes involving

measurements in distinct time intervals is better than the unfairness of the time-volume pricing

schemes. However, the difference decreases as the capacity and buffer size increases.

Robustness for small variations of parameters s� t

Figure 4.16 shows the robustness of the pricing schemes for small variations of parameters s� t,

when these fall within the range which is typical for link capacity 34 Mbps and buffer 50 msec. As

was the case of MPEG-1 video, the robustness of the two schemes with measurements in distinct

time intervals is better than the time-volume pricing schemes. Furthermore, the robustness for all

schemes increases for larger buffer sizes (compare Figure 4.16 with Figure 4.17).
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Figure 4.5: Effect of the pricing/renegotiation interval (Star Wars traffic). The pricing schemes with
measurements in distinct time intervals (virtual bucket and renegotiation) are more accurate then the time-
volume pricing schemes (simple bound and inverted T), i.e., they have a smaller average 
 of the ratio ~	�	
(where ~	 is an approximation of the bound of the effective bandwidth 	). Also, the performance of the
virtual bucket scheme is close to that of the pricing with renegotiation scheme. [ C � 155 Mbps, B � 8 msec
(� 2811 cells), Star Wars (duration � 30 minutes) ]
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time-volume pricing schemes (simple bound and inverted T). However, the difference is much smaller than
in Figure 4.5. This is because the Aliki in the Navy stream is less bursty than the Star Wars stream (see
Table A.2, page 137). Also, observe that the performance of the virtual bucket scheme is close to that of
the pricing with renegotiation scheme. [ C � 155 Mbps, B � 8 msec (� 2811 cells), Aliki in the Navy
(duration � 30 minutes) ]
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Figure 4.8: Unfairness of the pricing schemes for various link capacities and buffer sizes. The unfairness of
the pricing schemes with measurements in distinct time intervals (virtual bucket and renegotiation) is smaller
compared to the unfairness of the time-volume pricing schemes (on-off bound, simple bound, and inverted T).
However, the difference decreases when the capacity increases. Furthermore, the link capacity and buffer
size has a greater effect on the time-volume pricing schemes than on the pricing schemes with measurements
in distinct time intervals. [ MPEG-1 movie set (54 segments each with duration � 3 minutes) ]
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Figure 4.9: Robustness of the pricing schemes for values of s� t that are typical for C � 155 Mbps and
B � � msec. The pricing schemes with measurements in distinct time intervals are more robust (their
surface is more ``flat'') compared to the time-volume pricing schemes. [ Tp � 10 seconds, MPEG-1 movie set
(54 segments each with duration � 3 minutes) ]
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Figure 4.10: Robustness of the pricing schemes for values of s� t that are typical for C � 155 Mbps
and B � 16 msec. The robustness for all the pricing schemes has increased compared to the robustness
for B � 4 msec (previous figure). However, the pricing schemes with measurements in distinct time
intervals (virtual bucket and renegotiation) are still more robust (their surface is more ``flat'') compared
to the time-volume pricing schemes. [ Tp � 10 seconds, MPEG-1 movie set (54 segments each with
duration � 3 minutes) ]
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Figure 4.11: Unfairness of the pricing schemes for various video contents. The unfairness of the pricing
schemes with measurements in distinct time intervals is smaller and less affected by the video content
compared to the unfairness of the time-volume pricing schemes. However, the difference is smaller for larger
link capacities. [ Tp � 10 seconds, MPEG-1 video traffic (each segment has duration � 3 minutes) ]
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Figure 4.12: Average ratio of the pricing schemes for various video contents. The average 
 of the ratio ~	�	
(where ~	 is an approximation of the effective bandwidth 	) of the pricing schemes with measurements in
distinct time intervals is smaller and less affected by the video content, compared to the time-volume pricing
schemes. However, the difference is smaller for larger link capacities. [ Tp � 10 seconds, MPEG-1 video
traffic (each segment has duration � 3 minutes) ]



4.5. Experiments with Real Traffic 93

0

0.05

0.1

0.15

0.2

0.25

0.3

movie news talk movie news talk movie news talk movie news talk

U
nf

ai
rn

es
s

Content

 B=1 msec B=4 msec B=8 msec B=16 msec

simple bound
inverted T

virtual bucket
renegotiation

(a) C � 34 Mbps

0

0.05

0.1

0.15

0.2

0.25

0.3

movie news talk movie news talk movie news talk movie news talk

U
nf

ai
rn

es
s

Content

 B=1 msec B=4 msec B=8 msec B=16 msec

simple bound
inverted T

virtual bucket
renegotiation

(b) C � 155 Mbps

0

0.05

0.1

0.15

0.2

0.25

0.3

movie news talk movie news talk movie news talk movie news talk

U
nf

ai
rn

es
s

Content

 B=1 msec B=4 msec B=8 msec B=16 msec

simple bound
inverted T

virtual bucket
renegotiation

(c) C � 622 Mbps

Figure 4.13: Unfairness of the pricing schemes for smoothed traffic with various contents. Comparison with
Figure 4.11 shows that traffic smoothing decreases the unfairness of the time-volume pricing scheme up to
a certain buffer size, which depends on the link capacity. The buffer sizes for which smoothing has a very
small effect are such that the time parameter t is larger than the smoothing interval (which is equal to two
frame times or 80 msec). [ Tp � 10 seconds, MPEG-1 video traffic (each segment has duration � 3 minutes) ]
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Figure 4.14: Effect of the pricing/renegotiation interval (Internet WAN traffic). The pricing schemes with
measurements in distinct time intervals are more accurate than the time-volume pricing schemes, i.e., they
have a smaller average 
 of the ratio ~	�	 (where ~	 is an approximation of the effective bandwidth 	).
Also, the performance of the virtual bucket scheme is close to that of the pricing with renegotiation scheme.
[ C � 34 Mbps, B � 100 msec, Internet WAN traffic (duration � 2 hours) ]
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Figure 4.15: Unfairness of the pricing schemes for various link capacities and buffer sizes. Similar to the
results for MPEG-1 traffic, the pricing schemes with measurements in distinct time intervals have smaller
unfairness, which is less affected by the link capacity and buffer size compared to the time-volume schemes.
The difference decreases as the link capacity and buffer size increases. [ Internet WAN traffic set (15 segments
each with duration � 2 hours) ]
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Figure 4.16: Robustness of the pricing schemes for values of s� t that are typical for C � 34 Mbps and
B � 50 msec. Similar to the results for MPEG-1 traffic, the two pricing schemes with measurements in
distinct time intervals are more robust (their surface is more ``flat'') than the time-volume pricing schemes.
[ Tp � 60 seconds, Internet WAN traffic set (15 segments each with duration � 2 hours) ]
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Figure 4.17: Robustness of the pricing schemes for values of s� t that are typical for C � 34 Mbps and
B � 200 msec. The robustness of all pricing schemes is better than the robustness for B � 50 msec (previous
figure). However, the pricing schemes with measurements in distinct time intervals are still more robust (their
surface is more ``flat'') compared to the time-volume pricing schemes. [ Tp � 60 seconds, Internet WAN
traffic set (15 segments each with duration � 2 hours) ]
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4.6 Incentive Compatibility

As we have already mentioned in Section 4.1, the operating point of the link and the posted tariffs

are interrelated in a circular fashion. The network operator posts tariffs that have been computed for

the current operating point of the link, expressed through the parameters s� t. These tariffs provide

incentives for the users to change their contracts in order to minimize their anticipated charges.

Under these new contracts, the operating point of the system will move, since the network operator

must guarantee the performance requirements of these new contracts. Hence, the network operator

will calculate new tariffs for the new operating point. This interaction between the network and the

users will continue until an equilibrium is reached. We validate below, for a simple example, that if

the network operator uses the charging scheme based on the simple bound, then an equilibrium does

exist and at the equilibrium the number of users admitted to the system is maximized [CKSW98].

For simplicity, we assume that all users have identical profiles, are policed by a single leaky

bucket, and have an identical leak rate/bucket size tradeoff expressed by the function G � ����. We

assume that G is convex, tends to infinity when � goes to the mean rate m, and is zero for � 
 h.

The network consists of a shared link with capacity C and buffer B. We also assume that there is

enough demand to fill the link and that the iterations between the network (that sets prices) and the

users (that respond by selecting new tariffs) proceed in lock-step.

In the case of deterministic multiplexing (zero cell loss), the effective bandwidth theory

[Kel96a, CKW97] suggests that the value of the space parameter s should be � (this follows from

(2.8), page 25, when � � �), and that the worst case effective bandwidth of a connection of type j

which is policed by ��j� �j� is �i��� t� � �j �

j
t for t � 0 and �i��� 0� � �j .

Recall from Section 2.1.1 that the acceptance region can be approximated by (2.5): NA �T
0�t��NAt, where NAt is given by (2.6):

NAt �

��
	�N1� N2� � � �NJ� : inf

s

�
�st JX

j�1

Nj�j�s� t�� s�Nb�Nct�

�
� � ��


�
� � (4.8)

In the case of deterministic multiplexing, the above becomes [Kel96a]

NA � NA0 �NA� �

where
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Figure 4.18: Incentive compatibility in the case of deterministic multiplexing. For points above Q, users will
tend to decrease their bucket �, whereas for points below Q, users will tend to decrease their leak rate �.
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�
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j�1
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�
� � (4.9)

with Nj being the number of users of type j, and J is the total number of user types.

Since the system proceeds in lock-step and users have identical requirements, at any point in

time their choices will coincide, hence the constraints in (4.9) become N� � C and N� � B.

Consider the point Q � G where the two constraints coincide and the number of users N is

maximized, i.e., the social welfare is maximized. This point lies on the intersection of curve G

with the line with slope B�C that passes from the origin (see Figure 4.18). For any initial choice

of ��� �� by users which corresponds to a point M on G which is below Q, the system will fill so

that the active constraint will have a corresponding value t �� for the calculation of the effective

bandwidth, whereas if M lies above Q, then t � 0.

Assume now that the time-volume pricing approach is used by the network. If the users choose

a point M below Q, then the first constraint will be active, hence t � � and the charge will be

proportional to the effective bandwidth which is �; this will guide the users to reduce � and move

towards Q. If the users choose M above Q, then the charge will be proportional to �; this will guide

the users to reduce � and move towards Q. Assuming that, in order to avoid oscillations, users are

allowed to make small changes of their tariffs, the point Q will eventually be reached.
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Since both constraints are active at point Q, the price at that point will be proportional to a linear

combination �1� � �2� of the effective bandwidths corresponding to the active constraints at Q,

where �1� �2 are the shadow prices of the optimization problem which maximizes the number of

users under constraints (4.9). One can check that the above prices correspond to the tangent of G at

Q, hence Q is an equilibrium since the user minimizes his charge by remaining there.

In the case of statistical multiplexing, the above arguments can be extended to show a similar

user-network behavior. We assume that the network charges using the simple bound (4.4):

~��s� t;m� �� �� h� �
1

st
log

�
1 �

tm
¼X�0� t�

�
es

¼X�0�t� � 1
��

� (4.10)

where ¼X�0� t� � minfht� �t� �g. A rational user will always seek to minimize his charge. Hence,

he will select the pair ��� �� � G that minimizes his charge which is given by (4.10). Hence, the user

performs the following optimization:

User: min
�
���

~��s� t;m� �� �� h� such that ��� �� � G � (4.11)

where m� h is a user's mean rate and peak rate, respectively.

On the other hand, the network tries to maximize the number of users (all of the same type)

that it can accept while satisfying its QoS constraint P �overflow� � e�� . Using the many sources

asymptotic (2.3), page 23, the network performs the following maximization:

Network: max N such that sup
t

inf
s

�
stN ~��s� t;m� �� �� h�� s�Ct� B�

�
� �� � (4.12)

where m� h is a user's mean rate and peak rate respectively and �� � are a user's leaky bucket

parameters.

Performing the maximization in (4.12), the network computes a new pair �s� t�, i.e., the link's

operating point moves. The new values of �s� t� will affect a user's price, since (4.10) is a function of

s� t. The users now perform the maximization in (4.11) and select a new leaky bucket ��� ��, which

in turn will affect the link's operating point, hence the tariffs, and so on.

We have calculated such equilibria for a link capacity 34 Mbps, target overflow probability 10�6,

and different buffer sizes, when the user traffic consists of Internet WAN traffic. Table 4.1 compares

the corresponding equilibria for statistical and deterministic multiplexing. The substantial increase

of the utilization in the case of statistical multiplexing is expected, since the mean rate of the traffic

we considered (Internet WAN traffic) was very small relative to its peak rate, and the peak rate was

very small relative to the link capacity (9  bps vs. 34 Mbps).
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Deterministic mult. Statistical mult.
Buffer (bytes) � (Mbps) � (bytes) Nmax � (Mbps) � (bytes) Nmax

0�5� 106 0.615 10600 33 0.475 29100 1530
1� 106 0.553 18300 54 0.399 52800 1650
5� 106 0.373 62500 80 0.202 175500 2070

10� 106 0.285 95500 105 0.162 341100 2170
15� 106 0.246 124300 121 0.126 490500 2270

Table 4.1: Comparison of the equilibrium under deterministic and statistical multiplexing. As expected,
statistical multiplexing leads to a higher utilization than deterministic multiplexing. Also observe that the
values of � in the statistical multiplexing case are high. This has interesting implications of how traffic
shaping affects the amount of resources used by connections. [ C � 34 Mbps, P �overflow� � 10�6 (for the
statistical multiplexing case), Internet WAN traffic ]

4.6.1 Effect of Traffic Shaping

We are now in a position to make some interesting observations about the effect of users delaying

their traffic into the network. As we will argue, for the anticipated buffer sizes, shaping has a

surprisingly small effect on the overall multiplexing capability of the network.

First, observe in Figure 4.19 that for large values of �, the indifference curve G�d� is not greatly

affected when the shaping delay is smaller than 500 msec. Second, observe in Table 4.1 that for the

case of statistical multiplexing and for total buffer greater than 1 � 106 bytes, at the equilibrium

we have � � 50000 bytes. Combining these two observations we see that when the shaping delay

is less than 500 msec and the buffer size is larger than 1 � 106 bytes, the equilibrium point is not

affected by traffic shaping.

Of course a user can use shaping to make a contract with a lower peak rate. However, contrary

to the intuition, this will not affect his effective bandwidth as seen by the network, since the time

parameter t at the equilibrium is always large enough so that ht � � � �t. In this case, the effective

bandwidth is determined largely in terms of the values ��� �� (e.g., if the user sends traffic close to

the maximum amount allowed by the simple bound (4.10)) which, as argued previously, remain

practically unaffected by shaping.

The above discussion demonstrates (see also Section 2.3) how the performance evaluation

framework described in Section 2.1 clarifies the effects of various time scales and the importance

of the various traffic and network parameters on the amount of resources used by connections.
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Figure 4.19: Leak rate/bucket size tradeoff for Internet WAN traffic. The graphs show the ��� �� pairs such
that all traffic is compliant. In the bottom curve observe that traffic smoothing has a small effect for large
values of the bucket size. [ Internet WAN traffic segment with duration � 2 hours ]
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4.7 Conclusions

This chapter has dealt with one important aspect of pricing network services: efficiently measuring

the resource usage component of a charge. The schemes investigated are based on bounds of the

effective bandwidth, and included time-volume pricing schemes that involve two measurements

(time and volume) for the whole duration of a connection, and schemes that involve measurements

in distinct time intervals, smaller than the duration of a connection (pricing with renegotiation and

the virtual bucket scheme).

The pricing schemes were evaluated for MPEG-1 compressed video with various contents and

Internet WAN traffic according to their fairness, i.e., their ability to capture the relative amount of

resource used by connections. The results from our experiments can be summarized as follows:

� Time-volume pricing schemes: In general, the fairness and robustness of the time-volume

pricing schemes is better for larger link capacities and buffer sizes, for smaller call durations,

and for smoother (less bursty) traffic. Indeed, for large capacity links (over 622 Mbps) the

performance of these schemes approaches that of the schemes which involve measurements

in distinct time intervals. This indicates that for high bandwidth links with a high degree of

statistical multiplexing, very simple approximations can achieve good performance.

� Pricing schemes which involve measurements in distinct time intervals: Such schemes can

achieve higher performance in terms of fairness and robustness to small variations of the link's

operating point (which is characterized by the space and time parameters) compared to the

time-volume schemes which involve measurements for the whole duration of a connection.

This comes at the cost of higher accounting overhead. Furthermore, the performance of the

virtual bucket scheme, which does not entail the signaling overhead due to renegotiation, was

found to be very close to the pricing with renegotiation scheme.

� Incentive compatibility of the time-volume pricing schemes: We demonstrated, in a particular

setup, the incentive compatibility of the time-volume schemes. The role of incentive

compatibility is to slowly move the global system (the network and its users) to an efficient

and stable operating point. Furthermore, we compared the equilibrium operating point of a

link, in the presence of pricing, for the case of deterministic and statistical multiplexing and

investigated to what extent it is affected by traffic shaping.
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In our experiments we assumed that users have full knowledge of their traffic. Even with the

existence of sophisticated user agents, there will inevitably be some uncertainty in determining

quantities such as the mean rate and leaky bucket parameters for the time-volume schemes, and the

leak rate for the virtual bucket scheme. The degree and effects of this uncertainty remains an open

issue.



Chapter 5

Pricing and Resource Sharing for

Available Bit Rate (ABR) Services

In Chapter 4 we investigated usage-based pricing schemes for services with open loop congestion

control, such as the Constant Bit Rate (CBR) and Variable Bit Rate (VBR) services in ATM networks,

and Internet access services. In the case of network services with closed loop congestion control,

such as the Available Bit Rate (ABR) service in ATM networks, there is no guaranteed QoS1, nor a

traffic description to which the user must conform. Rather, the network sends congestion control

signals to the user, based on which he increases (if there is no congestion) or decreases (if there

is congestion) the rate at which he is sending traffic. Applications that are intended to use such

services can be easily rescheduled for different times of a day, hence static time-of-day pricing

would not be effective for controlling congestion. What is needed is a dynamic account of the level

of congestion. For the above reasons, pricing ABR services poses different challenges and problems

compared to pricing services with open loop control.

In this chapter we investigate the problem of pricing ABR services, which is closely related

to how resources are shared among ABR connections. The key features of our approach are the

following: (i) dynamic prices are used to capture the dynamically varying level of congestion,

(ii) users declare a price per unit of time which buys them some amount of information transfer

capability, and (iii) resource sharing is based on effective bandwidths which take into account the

burstiness of traffic. In addition, the approach can be cast onto the existing rate-based congestion

1ABR services also support a Minimum Cell Rate (MCR). We will discuss this issue later.

105
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control framework of ABR services. The prices are internal to the network. The user only receives,

as in normal ABR operation, the maximum rate he can send traffic with. The second and third feature

allow users to adequately reveal their preferences by declaring a single parameter (the price per unit

of time). The key properties of the approach, namely dynamic prices and resource sharing based on

effective bandwidths, are demonstrated through a comprehensive set of simulation experiments.

5.1 Technological Characteristics and Desirable Properties of Pricing

The Available Bit Rate (ABR) service category is intended for applications that can gracefully adapt

their sending rate to time-varying available bandwidth [ATMF96, CLS96]. Such applications have

been termed elastic in the Internet community [BCS94, She95b]. Although ABR does not support

specific Quality of Service (QoS), other than the guarantees provided by a Minimum Cell Rate

(MCR), it is expected that sources which adapt to the congestion control signals will experience

small loss probability and small delay. ABR connections will use the bandwidth that is left over

from guaranteed services, such as CBR and VBR (Figure 5.1), with - possibly - some minimum

amount of bandwidth reserved for ABR services. Hence, ABR has the potential of efficiently

utilizing link bandwidth, while satisfying the performance requirements of many applications.

Time

+

by CBR/VBR

for ABR

to CBR/VBR but unused

Link
Capacity

Bandwidth available

Bandwidth allocated

Bandwidth used

Figure 5.1: Bandwidth available for ABR connections. ABR connections will use the bandwidth that is not
used by CBR and VBR connections, with - possibly - some minimum amount of bandwidth reserved for ABR
services.

The dynamic nature of the bandwidth that will be available for ABR services requires a feedback

mechanism which informs the users about the level of congestion so they can increase their rate
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when their is unused bandwidth, or decrease their rate during congestion. This is achieved through

a closed loop rate-based congestion control mechanism, which comes in different variants (or

modes) depending on the amount of information in the feedback signal and how this information

is conveyed from the network to the users [ATMF96]. At one extreme, called Explicit Forward

Congestion Indication (EFCI) marking, the feedback is sent using a single bit in the header of ATM

cells and consists of a binary signal which indicates the presence or absence of congestion. At the

other extreme, called Explicit Rate marking, the feedback is sent using special control cells, called

Resource Management (RM ) cells, and consists of an Explicit Rate (ER) which is the maximum

traffic rate the source can have. We will deal with the latter of the two modes.

Although not part of the specifications, switch algorithms for computing explicit rates share

link capacity according to some policy or fairness criteria. The most common fairness criteria is

max-min fairness which gives higher priority to connections with smaller rates. A property of such

an allocation policy is that all connections with equal rates are treated the same. However, in an

environment where different users value the same service differently, switch algorithms must be

able to provide a different level of performance to different connections.

Applications that are intended the use ABR services tend to be more flexible, since their use

of the network can be easily rescheduled for different times of a day. This has implications on

the requirements of a pricing scheme which seeks to reduce the negative effects of congestion.

For example, consider using time-of-day pricing with prices lower during the night. Facing such

a pricing scheme, users would schedule their use of the network (e.g., file transfers or transfers

of interesting web pages) for that time, thus shifting congestion to the night hours. Hence, static

time-of-day pricing would be ineffective for controlling congestion. The above discussion leads us

to a first requirement for ABR pricing, the need for a dynamic account of the level of congestion.

A second requirement for ABR pricing is that it should be incentive compatible and enable users

to reveal their preferences for network usage. Consider two users, one bursty and one smooth, who

are paying the same price. Also assume a scheme where prices depend solely on the explicit rate.

Because the bursty user doesn't use his explicit rate at all times, he is actually using less resources

than the smooth user who is using his explicit rate at all times. Since both users are paying the same,

the pricing scheme is unfair to the bursty user. Facing such tariffs, the bursty user does not have

the incentive to use less than his explicit rate at all times, even though he actually needs less. As a
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result, network resources are used inefficiently. This discussion shows that prices should reflect not

simple measures of flow, such as average or peak rate, but the actual amount of resources used.

The approach we present in this chapter satisfies the two requirements discussed above. In

addition, it can be cast onto the existing ABR rate-based congestion control framework. The key

features of the approach are the following:

� The price of network resources is adjusted according to the demand. Hence, the scheme can

capture the dynamically varying level of congestion [CSS96, Kel97, LV93, MMP94, MMV95b].

� Users declare the price per unit of time according to which they will be charged. The amount

of resources allocated to a user depends on this price and the (dynamic) price of network

resources [Kel97].

� Resources are shared based on the effective bandwidth of a user. Hence, the scheme takes into

account the bursty nature of traffic and allows users to adequately reveal their preferences

through a single parameter (the price per unit of time) [CS97].

The first two features are discussed in the next section, while the third feature is discussed in

Section 5.3.

We end this section with a discussion of the Minimum Cell Rate (MCR) that ABR services can

support. The MCR represents the minimum cell rate with which the user can always send traffic.

We will not discuss the problem of pricing connections with MCR � 0. We note, however, that two

connections using the same amount of bandwidth but having a different MCR should be charged

differently, since the connection with higher MCR has the guarantee of always being able to send

traffic at that rate. A simple approach would be to use the pricing scheme described in this chapter,

adding to it a price which depends on the value of MCR. The price per unit of MCR will depend on

the price for CBR and VBR services, since it is expected that the requirements of many applications

will be satisfied by any of these three services (i.e., CBR, VBR, and ABR with MCR � 0).

5.2 Pricing for Social Welfare Maximization

In this section we apply the theory of social welfare maximization to the problem of pricing

ABR services. This leads us to prices which vary with the demand. The implementation of such
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dynamic prices within the framework of ABR congestion control is discussed in Section 5.2.1, and

related simulation results are presented in Section 5.2.2. In Section 5.2.3 we discuss a user-network

interaction, first proposed in [Kel97], that hides the dynamic nature of prices from users which

simply declare a price per unit of time according to which they will be charged.

Consider a network with a set of links L, and let Cl be the bandwidth available for ABR services

on link l. We assume that this bandwidth is either constant or varies slowly. As discussed in

Section 5.1, link capacity in broadband networks will be shared among guaranteed services and

services with no performance guarantees, such as ABR services, with higher priority given to

guaranteed services. As a result, bandwidth available for ABR services will vary depending on

the aggregate traffic of guaranteed services. However, due to the aggregation of a large number

of connections, which is anticipated in the case of high capacity broadband links, the bandwidth

available for ABR services is likely to vary slowly.

Let C be the set of connections (users) in the network. Denote Ri and Ui�xi� the route and utility

of user i, where xi is the rate at which the user is allowed to send traffic. We assume that utility

functions are increasing, strictly concave, and differentiable. According to economic theory, the

socially optimal allocation of rates is given by the solution to the following problem:

max
xi�i�C

X
i�C

Ui�xi�� such that
X
i:l�Ri

xi � Cl � 
 l � L � (5.1)

The sum of all the utilities is the social welfare of the system (the network and its users). The above

maximization involves utility functions which are unlikely to be known by the network, making a

centralized solution to the problem infeasible. What is needed is a decentralized approach for solving

(5.1). Such problems are quite common in economic theory [Var92], and have found a number of

applications in computer networks (e.g., see [CSS96, Kel97, LV93, MMP94, MMV95b, SFY95, San88,

and the references therein]). A distinguishing feature of the problem we are studying is that an ABR

connection will be allocated the same amount of bandwidth on all links it traverses. The standard

approach is to introduce prices �i per unit of rate, and allow users, who seek to maximize their

utility, to select the amount of resource (rate in our case) they wish to buy. The prices �i are set by

the network such that the optimal selection of rates for the user is also the optimal action from the

viewpoint of the network [Var92].
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A user i wishing to maximize his utility is faced with the following problem:

max
xi	0

Ui�xi�� �ixi � (5.2)

The quantity �ixi represents the charge for user i who uses rate xi. It can be proved [Kel97] (also see

[LV93]), that there exist prices ��i� i � C� such that the vector of rates x � �xi� i � C� which solves

(5.2) for all users i, also solves the social welfare maximizing problem (5.1). Furthermore, the

vector x also maximizes the network revenue
P

i�C �ixi. The theory also tells us that the following

hold for the social welfare maximum:

�i �
X
l�Ri

�l � 
 i � C (5.3)

�l

�
� X
i:l�Ri

xi � Cl

�
A � 0 � 
 l � L (5.4)

where ��l� l � L� are the shadow prices of the maximization problem (5.1).

From equation (5.3), the price per unit of rate �i for connection i is the sum of the shadow prices

�l on all links along the route Ri of connection i. A second observation, which is important for the

implementation of dynamic prices, is that in the state of maximum social welfare the prices are

determined by the congested links. This agrees with (5.4) which holds if
P

i xi � Cl and �l � 0, i.e.,

the price for a non-congested link is zero, or if
P

i xi � Cl and �l 	� 0, i.e., the price is non-zero for

congested links.

5.2.1 Dynamic Pricing

The solution to problems (5.1) and (5.2) can be performed decentralized if at each link l, the price

per unit of rate �l is increased or decreased if Cl �
P

i xi or Cl �
P

i xi, respectively. This can be

written as

d

dt
�l�t� � �

�
� X
i:l�Ri

xi�t�� Cl

�
A � (5.5)

where � is some small constant. Prices are updated in time intervals (we will assume that they all

have the same length) whose duration depends on how fast the aggregate demand
P

i xi�t� changes.

This interval (price update interval) should not be less than the interval from the time new prices

are posted until the time the users' responses to these prices are received by the network, i.e., one

round-trip delay.
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Next we discuss how to implement dynamic prices within the framework of ABR congestion

control.

According to ABR rate-based congestion control [ATMF96], every source sends special control

cells, called Resource Management (RM ) cells, either periodically or after a specific number of

data cells carrying user information (Figure 5.2). When the destination receives an RM cell (called

forward RM cell), it copies its information to a backward RM cell which it sends back to the source.

When an intermediate switch detects congestion on one of its links, it sets a congestion indication

bit and places a rate in the Explicit Rate (ER) field of all backward RM cells traversing that link.2

While the source does not receive RM cells, or while it receives RM cells with the congestion bit

set, it decreases its cell rate by some percentage (multiplicative decrease). Furthermore, its cell rate

must always be smaller than the explicit rate in the receivedRM cell. If the source receives an RM

cell with the congestion indication bit cleared, it is allowed to increase its cell rate by some additive

quantity (additive increase).

���source destination

��� ��� ���

data cellforward RM cell

backward RM cell

Figure 5.2: ABR congestion control loop. Dynamic prices can be implemented by having every source i place
its demand xi in the ER field of the forward RM cells, and having switches add the price 
l for link l in a
new price field P in the backward RM cells. When a backward RM cell reaches the source, P will contain
the value �i �

P
l�Ri


l.

To implement the dynamic pricing scheme, switches adjust the price of bandwidth for each of

their output links using a discrete version of equation (5.5). This equation requires that the total

demand is known to the switches. The latter can be achieved by having every source place their

demand in the ER field of the forward RM cells.

We also need a way to form the price �i �
P

l�Ri
�l for each connection i. This can be done by

adding a new price field P in the RM cell. When a backward RM cell is sent by the destination,

the value of P is zero. Each switch adds the price �l to the amount contained in the price field P of

2In ATM networks, the forward and backward RM cells follow the same route.



112 Chapter 5. Pricing and Resource Sharing for Available Bit Rate (ABR) Services

the backward RM cells that traverse link l. When a backward RM cell reaches the source, P will

contain the value �i �
P

l�Ri
�l.

Recall from the previous section that prices are non-zero only for congested links. It is very

common that a network consists of a number of high bandwidth internal links which are not

congested and a small number of low bandwidth external links which are congestion (Figure 5.3).

In such a case, only the price of the external links will be non-zero, hence only the switches directly

connected to these links need to implement dynamic prices.

external, priced links

Network A

to Network C
internal links

source

to Network B

pricing switch

Figure 5.3: Implementation of dynamic prices in a network. Only congested links (thick lines) have non-zero
prices. Hence, only the switches (pricing switches) connected to these link need to implement dynamic prices.

5.2.2 Simulation Results

The goal of our simulation experiments3 is to demonstrate the convergence properties and transient

behavior of dynamic prices [CSS96]. Rather than simulating the network at the cell level, we have

modeled the propagation of rate changes and the propagation of resource management cells (see

Appendix B.3). The simulated network is shown in Figure 5.4. All link rates are 155 Mbps. We

consider three different values for the distance between switches: 1 km� 100 km� and 1000 km. These

values represent typical distances in local and wide area networks, and correspond to propagation

delays 5�sec� 500�sec, and 5000�sec respectively, if we assume that the propagation delay for

optical signals is approximately 5�sec� km [WV96, page 205].

We assume that switches update the prices �l�t� in discrete time intervals using the following

3In [CKS�97] we discuss some of the issues that arise for conducting ABR pricing experiments in a real network.
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Figure 5.4: Network topology for the dynamic pricing simulation experiments. There are three Virtual
Connections (VCs). The distance between switches is 1 km� 100 km� and 1000 km.

discrete time version of (5.5):

�l�t� � �l�t� 1� � �

�
� X
i:l�Ri

xi�t� 1�� Cl

�
A � (5.6)

where Cl is the capacity of link l (we assume that all of this capacity is used by ABR services),

xi�t � 1� is the demand for bandwidth by connection i during the price update interval t � 1. We

assume that �l�0� � 0 for all l � L. In [CSS96] we have experimented with a price update function

where � is a function of �l�t� 1�.

For simplicity, we assume that sources send RM cells in fixed time intervals, equal to 200�sec

(interval-based behavior), rather than after a specific number of data cells (counter-based behavior).

Furthermore, we assume that all sources i have a demand for bandwidth Di which decreases

exponentially with the price per unit of rate �i, i.e., Di��i� � vie
��i , where vi � 155 Mbps.

In the first experiment, the distance between switches was 1 km and the price update interval was

200�sec. The value of parameter � in (5.6) was set to 0�0005 Mbps�1. This parameter determines

the number of round-trip times needed for prices to converge (on the contrary, the number of

round-trips is independent of the round-trip delay). Larger values of � could lead to oscillations. In

general, the selection of � depends on the number of multiplexed Virtual Connections (VCs), the

magnitude of changes relative to link capacity, the network topology, and the sources' demands.

Figure 5.5 shows that prices converge quickly after changes of the input traffic.

In the second experiment, the distance between switches was 100 km and the price update

interval was 2�5 msec. Parameter � in equation (5.6) was 0�001 Mbps�1. From Figure 5.6(a), we

see that convergence times (� 30 msec) are greater than the case of 1 km links (� 5 � 10 msec).
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In practice, this will not be a problem since in wide area networks, due to the high aggregation of

traffic, changes are expected to be smaller and less frequent.

Figure 5.6(b) shows the dynamic behavior of prices when the distance between switches was

1000 km. The price update interval in this case was 21 msec. In the experiments of Figures 5.6(a) and

5.6(b) the network reached the equilibrium state after the same number of iterations (approximately

15). However, the convergence time is longer when the distance between switches is larger. This

is due to the larger pricing interval (21 msec for 1000 km links compared to 2�5 msec for 100 km

links) which is required because of the longer round-trip delay.

5.2.3 An Alternative User-Network Interaction

In the simulation experiments of the previous section, we assumed that users directly react to

prices. With such a scenario there are two closed loop controls to which users need to react: pricing

and congestion control. In this section we describe an alternative user-network interaction, first

introduced in [Kel97], which combines the two control loops, while still achieving the social welfare

maximum of (5.1). This has the advantage that the user behaves as he would under normal ABR

congestion control operation.

The basic idea behind the scheme is to have users select, at connection setup or during

renegotiation, the price per unit of time according to which they will be charged and have the

network share its resources based on the users' selection of prices. A user who selects a higher price

will be offered a larger share of bandwidth compared to a user who selects a lower price.

The scheme has the property that the user does not know a priori the performance he will

receive; the latter depends on the other users who are also using the system. Similar uncertainty

exists with Internet's flat rate pricing schemes: The price is fixed, but the performance one receives

depends on who else is using the network at the same time. However, all users necessarily receive

the same performance. On the other hand, the scheme described in this section allows users who

wish to receive better performance to do so by paying more.

The pricing scheme introduced above has similarities with the pricing of transportation services.

First, consider the bus. Although the fare is the same, the service one receives in not always the

same. If one takes the bus during rush hours it is very likely that he will not find a seat and will

have to stand, in a very crowded bus, for the whole duration of his trip. If one takes the bus during
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Figure 5.5: Dynamic pricing simulation results for 1 km switch distances. VC 1 started at 0 msec and
terminated at 25 msec, VC 2 started at 0 msec, and VC 3 at 10 msec. Converge time is approximately
5� 10 msec.
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(a) Results for 100 km switch distances. Conver-
gence time is approximately 30 msec.
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(b) Results for 1000 km switch distances. Conver-
gence time is approximately 300 msec.

Figure 5.6: Dynamic pricing simulation results for 100 km and 1000 km switch distances. Price at link l1�2

when the distance between switches is 100 km and 1000 km, respectively. VC 1 and VC 2 started at 0 msec,
and VC 3 at 40 msec (for 100 km switch distances) or 300 msec (for 1000 km switch distances).
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the non-rush hours of the day, then it is likely that he will travel in an uncrowded bus and might

even find a seat. Finally, if one takes the bus late at night, then he will almost surely find a seat.

The service differs also in terms of the time to reach the final destination. During rush hours,

because of traffic, the trip will take a longer time than it takes during non-rush hours. The above is

an example of a service which has a fixed associated cost, but whose service characteristics differ

rather dynamically. Despite the dynamic nature of the offered service, one can make a reasonably

good guess of the service performance he will receive.

Similar to buses, taxis and private cars also have an (almost) constant cost. Furthermore, using a

car is more expensive than using a taxi, which in turn are more expensive than using a bus. Still the

service characteristics are not known a priori. During rush hours, the duration of one's trip will be

longer. Indeed, all these services share one common resource: roads. If roads are congested, e.g.,

due to cars, then the service of both buses and taxis will be effected.

Hence, there are different levels of transportation services (bus, taxi, and car) with fixed costs,

but with varying service characteristics. Furthermore, because they all share a common resource

(roads), the service a customer of one level receives depends not only one how many other customers

are using the same service level, but also on how many customers are using the other service levels.

Rate control algorithm

Next we describe the rate control algorithm according to which the network shares link capacity

using the above pricing scheme [Kel97, KMT98].

Suppose that user i chooses a price per unit of time wi at connection setup or at renegotiation, if

the latter is supported. Then the network allows him to send traffic with rate xi. Hence, �i � wi�xi

is the price per unit rate. User i, in order to maximize his benefit, will solve the following

maximization problem:

max
wi	0

Ui



wi

�i

�
� wi � (5.7)

It is important to note that the user does not have knowledge of the prices �i, which are internal to

the network. All he receives from the network is a rate xi which is the maximum rate with which

he can send traffic.

Suppose now that the network knows the vector of prices �wi� i � C� and performs the following
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maximization problem:

max
xi	0�i�C

X
i

wi log xi such that
X
i:l�Ri

xi � Cl� 
l � L � (5.8)

In [Kel97] it is shown that the decomposition of the social welfare maximization problem (5.1)

into (5.7) and (5.8) is sound, i.e., there exist vectors � � ��i� i � C�, w � �wi� i � C�, x � �xi� i � C�
satisfyingwi � �ixi for all i � C, such thatw solves (5.7), x solves (5.8), and x is the unique solution

of (5.1). The latter means that the vector x maximizes the social welfare of the global system (the

network and its users).

The above results imply that if the users, independently of the network, optimize their benefits

by solving (5.7) and communicate to the network the amounts w, and if the network solves (5.8)

and communicates to the users the flows x, then the system will have as an equilibrium the social

welfare maximum of (5.1). The critical issue is the solution of (5.8) by the network.4

In [KMT98] it is shown that, for appropriate values of parameter � in (5.5), if prices �l at each

link l are updated according to (5.5), where now the rates xi are computed by the network using

xi�t� �
wiP

l�Ri
�l�t�

� (5.9)

then system will iteratively converge to the solution of (5.1), (5.7), and (5.8). Furthermore, the

convergence is robust with respect to stochastic effects and propagation delays.

5.3 Resource Sharing Based on Effective Bandwidths

The previous section discussed how prices are updated (equation (5.5)) and how rates are allocated

to users (equation (5.9)). Interpreting these rates, or information transfer capabilities, as traditional

measures of flow, such as the average or maximum rate, does not capture the requirements of bursty

users. Such users, in addition to the average rate, also value the amount of distortion of their traffic

due to the limited rate at which the network allows them to send traffic. In this section we motivate

and present an approach that allocates rates according to the effective bandwidth of users. One of

the important properties of the approach is that it can be cast onto the current rate-based congestion

control framework of ABR services, according to which the network sends to the source an explicit

rate (ER) which is the maximum rate at which the source can send traffic.

4Solving (5.8) is interesting by itself, since the resulting allocation of flows has important fairness properties [Kel97].
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The network transfer capability that a user receives depends, in addition to the average rate,

also on the explicit rate ER assigned by the network. Consider a bursty source which produces

traffic with mean rate m and peak rate h. Assume that the network shares resources using a control

procedure which operates at a time scale larger than the time scales of the bursts of the input

sources, and which chooses for each source the maximum rate ER at which the source is allowed

to send traffic. If ER 
 h then the source's bursts are not distorted at the entrance of the network. If

m � ER � h, then many bursts will be flattened out (by buffering at the source), resulting in less

bursty traffic. If ER � m, then the traffic enters the network at a constant rate.

A ``burst-sensitive'' user values highly a network service which allows him to send his bursts

into the network unaffected. Hence, such a user is willing to pay a high price for maintaining high

values of ER. On the other hand, a ``burst-insensitive'' user does not care whether his bursts are

flattened out before entering the network, hence will be indifferent to the value of ER; his only

requirement is that it is greater than his mean rate.

A pricing scheme should allow both burst-insensitive and burst-sensitive users to adequately

reveal their preferences for network usage. To do this, prices must reflect the actual amount of

resources that are used, hence must take into account the burstiness of traffic. In Chapter 2 and 4

we have argued for using the effective bandwidth for quantifying resource usage. This motivates

us to interpret the information transfer capability xi assigned to user i using (5.9) as the effective

bandwidth of that user, which now is controlled by the network through the explicit rate ER it

sends to the user. Hence, xi is an ``effective rate'' for user i. A simple formula we propose to use

for quantifying xi is the on-off bound (Section 4.2.1):

~��m� h� �
1

st
log

�
1 �

m

h

�
esht � 1

��
� (5.10)

where the parameters s� t characterize the link's operating point, m is the user's mean rate, and h is

the peak rate the user is allowed to send with.

Contrast the way (5.10) was used for pricing services with open loop control (Chapter 4) with

the way we propose to use it for ABR services: For services with open loop congestion control, the

peak rate is part of a user's traffic contract. The user's mean rate is measured and, if he has made

the optimal tariff selection, his price would be given by (5.10). For ABR services, the user declares

a price per unit of timewi at connection setup or during renegotiation. This price will buy him some

amount of effective rate xi determined by (5.9). Throughout the duration of his connection, the
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user's mean rate mi is measured and using (5.10) with ~��mi� hi� � xi, the value of hi is computed;

this will be the explicit rate ER that the network sends to the user.

By relating prices to the effective bandwidth, we are able to provide the users with the right

incentives for efficient use of network resources. A user that does not tolerate having his bursts

smoothed will have a higher price wi compared to a user with the same mean rate, but who does not

value burstiness. Furthermore, the bursty user would not want to increase his mean rate, since that

would result in a decrease of his explicit rate. Such a feature of incentive compatibility is lacking

in the existing flow control procedures where the network allocates in a fair way peak rates with no

reference to the corresponding mean rates (e.g., see [CRL96, JKG�97, KVR95, and the references

therein] and [ATMF96, Appendix I.5]).

5.3.1 Controlling Effective Rates

In this section we investigate implementation issues of the effective flow control procedure whose

mathematical underpinnings are based on the pricing mechanism described by equations (5.5) and

(5.9), and the effective bandwidth approximation (5.10). Our goal is to use mechanisms already

proposed for ABR rate-based congestion control. An important feature of our approach is that the

source behavior is the same as that of a normal ABR source [ATMF96].

We first need to define the following notation. Let ~�l�m� h� be the effective bandwidth using the

on-off approximation (5.10) of a connection with mean m and peak h at link l, hence l captures

the link's operating point parameters s� t. Let ~��1
l �m� x� be the value of the peak rate h for which

~�l�m� h� � x, for some effective rate x.

The network can control a bursty source so that its effective rate through link l becomes equal

to x by measuring the source's mean rate m and limiting the source's peak rate to the value

~��1
l �m� x�. This can be achieved with ABR rate-based congestion control by setting the explicit

rate ER of the source equal to ~��1
l �m� x�. To allow for efficient implementation, simple tables can

be used for computing ~��1
l �m� x�. An accurate estimate of the short term mean for each source

is not necessary, since ABR users are more interested in their average explicit rate over a large

time interval. Furthermore, the mean can be measured once at the first switch of the network and

circulated to the intermediate switches via RM cells.

We start by defining the simplest version of our effective flow control implementation when all
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links of the network have similar operating characteristics, and hence the values of s� t are identical

throughout the network. Under the above simplification, we can drop the link subscript from the

effective bandwidth formula, which becomes ~��m� h� for all links.

The implementation of the scheme is now straightforward. In the RM cells of a connection i

we introduce a new field W storing the value of the willingness to pay wi and, as described in

Section 5.2.1, a price field P storing the sum of the per unit of bandwidth prices on all links the

connection traverses, i.e., the value
P

l�Ri
�l. This sum is created by having each switch add the

price �l to the price field P in the backward RM cells (refer to Figure 5.2). When the first switch

connected to the source receives the backward RM cell, it computes the value of the effective rate

xi � wi�
P

l�Ri
�l by dividing the two fields W and P , and sets the ER field of the backward RM

cells of connection i equal to

ER � ~��1�mi� xi� � (5.11)

where mi is the mean rate of connection i. Such a procedure will provably converge to a fair

allocation of the effective rates (as defined by the formula (5.9)) which will solve the optimization

problem (5.1).

Now we discuss the general situation where the operating conditions of the various links are

different, and hence ~�l�m� h� possibly differs for different links l. In this case, the prices at each

link are computed as before, but every link l must compute for each connection i the value of its

explicit rateER� � ~��1
l �mi� xi�, where xi � wi�

P
l�Ri

�l. The latter requires that all switches know

the sum
P

l�Ri
�l. This can be achieved by having the first switch connected to the source copy the

value of the price field P of the backward RM cells to the price field P of the forward RM cells,

thus making it available to all the switches along the route of connection i. After computing ER�,

the switch sets the value of the ER field of the backward RM cells belonging to connection i equal

to the minimum of its current value and ER�.

The achievable utilization using the above procedures relies on one hand on the degree of

multiplexing that takes place, and on the other hand on the accuracy of the effective bandwidth

approximation (5.10). Indeed, as we have seen in Section 4.5, the formula (5.10) tends to be

conservative, hence the system will be underutilized. A simple way to remedy this inefficiency,

while keeping the essential merits of the approach, is to couple it with direct measurements of the

cell loss probability (or equivalently, of the probability that cells are delayed more than some target
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value). Hence, while the operating point (link prices) is defined as above, we slowly perturb it in

order to increase the efficiency. This can be done by having each link l measure the buffer overflow

probability (or some ``proxy'' of it), and compute a load factor zl reflecting the underutilization or

overutilization of the link resources. The effective capacity Cl in (5.5) is replaced by the product

zlCl. While the cell loss probability is higher or lower than the prespecified maximum value, the

value of zl is decreased or increased. One anticipates that changing the load factor zl at a slower

time scale compared to the time it takes for prices to converge will eventually stabilize the system

at an operating point where all links have the desired maximum utilization.

The procedures that we have described in this section for implementing the effective bandwidth

ABR (EB-ABR) resource sharing scheme are summarized in Table 5.1. Note that these procedures

refer solely to the operation of switches. The source behavior is the same as that of a normal ABR

source [ATMF96]. The user is only required to declare at connection setup the price per unit of time

wi.
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/* Link parameters */
� : price update parameter
Tp : price update interval
Tm : mean rate measurement interval
Cl : link capacity available for ABR connections

/* Link variables */

l : price per unit of bandwidth
zl : link load factor

/* Connection variables */
wi : price per unit of time for connection i
�i : price per unit of bandwidth for connection i
Vi : total number of cells of connection i since last mean rate measurement

/* RM cell fields */
ER : Explicit Rate field
P : Price field
W : Willingness to pay field

/* functions performed for each link l */

if (forward RM cell received for connection i)
�i � P
wi � W

if (backwardRM cell received for connection i)
P � P � 
l
xi � wi��i
ER� � ~	�1�mi� xi�
ER � min�ER�� ER�

if (time to perform price update) /* performed once every Tp */

l � 
l � �

�P
i:l�Ri

wi��i � zlCl

�
if (time to measure mean rate) /* performed once every Tm */

mi � Vi�Tp

Table 5.1: Switch operation for the effective bandwidth ABR (EB-ABR) resource sharing scheme. The first
switch to which a source is connected to, in addition to the above, copies the value of the price field P of
the backward RM cells (i.e., the value �i �

P
l�Ri


l) to the price field P of the forward RM cells. The
link load factor zl changes in a smaller time scale (compared to the price updates), based on whether the loss
probability (or probability that the queue length becomes greater than some threshold) is higher or lower than
some target value.
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5.3.2 Simulation Results

In this section we present numerical results comparing the effective bandwidth ABR (EB-ABR)

resource sharing scheme described in the previous section with the ERICA (Explicit Rate Indication

for Congestion Avoidance) scheme [JKG�97], and demonstrate how our approach differentiates

connections with different mean rates. For simplicity, we assume that all sources are paying the

same price, hence they are all entitled to the same effective rate.

As discussed in the previous section, our approach relies on a high degree of multiplexing. Here,

we show that our scheme can achieve high allocation of explicit rates for capacity 155 Mbps (we

assume that all of this capacity is used by ABR connections), and for traffic sources with bursts of

approximately 943 cells or 360 kb. This value is large compared to the most common size of WWW

documents which was found to be less than 80 kb [TMW97].

� � �

� � �

�

�

�

source bu�er

propagation

delay

Ton

To�

B

C

Figure 5.7: Simulation model for the ABR resource sharing experiments. Sources are periodic on-off with the
same peak rate but different ``on'' and ``off'' durations.

Our simulation model consists of a single link with buffer B and capacityC which multiplexes

N bursty sources (Figure 5.7). Similar to the dynamic pricing experiments, rather than simulating

the network at the cell level, we have used a ``fluid'' simulator where the events are the change of

rates, the arrival and departure of resource management cells, and the buffer becoming empty (see

Appendix B.3).

Each source has a buffer for storing cells that are delayed due to the limited traffic rate of
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the source. For simplicity, we assume that each source sends RM cells in fixed time intervals

(interval-based behavior). However, our approach also works with a counter-based behavior where

one RM cell is sent after some number of data cells [ATMF96]. Bursty sources are modeled as

periodic on-off sources with deterministic ``on'' and ``off'' phases, denoted Ton and Toff respectively.

While in the ``on'' state, the source produces cells at a fixed rate h. In our experiments we consider

sources of two types, both of which have the same peak rate (4 Mbps) but different mean rates

(0�8 Mbps and 0�89 Mbps). We consider three different values for Ton and Toff which, along with the

other parameters of our simulation experiments, are shown in Table 5.2.

For the EB-ABR scheme, we assume that the link's operating point is such that the percentage

of cells delayed in the shared buffer by more than 20 msec is less than 10�4. This is equivalent

to considering an overflow probability less than 10�4 in a shared buffer of approximately 7030

cells; the latter corresponds to a 20 msec delay in a 155 Mbps link. The link parameters s� t which

appear in (5.10) are computed the same way as in Chapter 4, i.e., using the supinf formula (2.3),

page 23. As we discussed in Section 2.1.1 and investigated in Section 2.3.3, particular pairs �s� t� will

characterize different periods of the day during which the traffic mix remains relatively constant.

The values of these parameters can be computed off-line using traffic traces taken during the

corresponding period.

If mi is the measured mean rate for connection i, then the explicit rate ER returned to that

connection is given by (5.11), i.e., ER � ~��1�mi� xi�. Since we assume that all connections are

paying the same price, the effective rate xi of all connections is the same.

Figure 5.8 shows the explicit rate using the EB-ABR scheme and the ERICA congestion avoidance

scheme. The latter detects congestion based on measurements of the aggregate load over a small time

interval (measurement interval, Table 5.2) and supports a fair share policy [JKG�97]. Figure 5.8(b)

shows that the explicit rate of connections fluctuates. This occurs because the ERICA scheme detects

congestion based on measurements of aggregate load over a small time interval. Also observe that

connections with the same peak rate but different mean rates are treated similarly. On the other

hand, Figure 5.8(a) shows that the EB-ABR scheme remains the same for a long time interval. This

occurs because the EB-ABR scheme shares capacity on a time scale much larger than the round trip

delay. More important is the following: Because bandwidth is shared according to the effective

bandwidth, which takes into account the mean rate, connections with a lower mean rate are entitled
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a higher explicit rate. For example, in Figure 5.8(a)) the mean rate for type 1 sources is 0�8 Mbps,

which is lower than the mean rate (0�89 Mbps) for type 2 sources, hence type 1 sources are entitled

a higher explicit rate.

Figures 5.9 and 5.10 show the explicit rate when the sources are 2 and 4 times slower than the

ones of Figure 5.8, while the peak and mean rates are kept the same. The explicit rates with the

ERICA scheme are similar to the case of faster sources; the only difference is that they fluctuate

less rapidly. Figure 5.10(a) shows that the explicit rates with EB-ABR are smaller than those of

Figures 5.8(b) and 5.9(b). This is expected since it is more difficult to multiplex slow sources than it

is to multiplex fast sources. Nevertheless the EB-ABR scheme achieves a high allocation of explicit

rates when the ``on'' phase is 100 msec, which corresponds to bursts of 943 cells or 360 kb (the peak

rate is 4 Mbps).

Network parameters

Propagation delay 5000 
sec �1000 km�
Capacity 155 Mbps

Source parameters

Peak h 4 Mbps
Ton 50 msec� 100 msec� 200 msec

Toff (type 1) 200 msec� 400 msec� 800 msec
Toff (type 2) 175 msec� 350 msec� 700 msec

Mean m (type 1) 0�8 Mbps
Mean m (type 2) 0�89 Mbps
RM interval 4 msec

Number of sources N 140
Percentage of type 2 sources 30%

EB-ABR parameters

P �cell delay 
 20 msec� � 10�4

ERICA parameters

Measurement interval 1 msec
Target utilization 90%

Table 5.2: Simulation parameters for the resource sharing experiments. The propagation delay corresponds
to a wide area network. The average link utilization is approximately 0�86.
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Figure 5.8: Explicit rate allocation results. Type 1 source: h � 4 Mbps, Ton � 50 msec, Toff � 200 msec
(m � 0�8 Mbps), Type 2 source: Ton � 50 msec, Toff � 175 msec (m � 0�89 Mbps). With the EB-ABR
scheme, the source with the smaller mean rate receives a higher explicit rate. On the other hand, with the
ERICA scheme both sources are treated the same.

0

1

2

3

4

5

6

7

0 500 1000 1500 2000

E
xp

lic
it 

R
at

e 
(M

bp
s)

Time (msec)

type 1 source
type 2 source

(a) EB-ABR

0

1

2

3

4

5

6

7

0 500 1000 1500 2000

E
xp

lic
it 

R
at

e 
(M

bp
s)

Time (msec)

type 1 source
type 2 source

(b) ERICA

Figure 5.9: Explicit rate allocation results. Type 1 source: h � 4 Mbps, Ton � 100 msec, Toff � 400 msec
(m � 0�8 Mbps), Type 2 source: Ton � 100 msec, Toff � 350 msec (m � 0�89 Mbps). With the EB-ABR
scheme, the source with the smaller mean rate receives a higher explicit rate. On the other hand, with the
ERICA scheme both sources are treated the same.
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Figure 5.10: Explicit rate allocation results. Type 1 source: h � 4 Mbps, Ton � 200 msec, Toff � 800 msec
(m � 0�8 Mbps), Type 2 source: h � 4 Mbps, Ton � 200 msec, Toff � 700 msec (m � 0�89 Mbps). The explicit
rates with the EB-ABR scheme are smaller than they were for the experiments shown in Figures 5.8 and 5.9.
This is because the sources are less bursty and it is more difficult to multiplex such sources.

5.4 Conclusions

We have presented an approach to pricing and resource sharing for ABR services which has the

following features:

� Dynamic prices: The price for network resources are adjusted according to the demand, hence

can account for the dynamic nature of congestion which is anticipated for ABR services. The

dynamic prices are not seen by the user, but are internal to the network.

� Users declare the price per unit of time according to which they will be charged: This

price buys users a certain information transfer capability or effective rate.

� Resources are shared based on effective bandwidths: The information transfer capability

(or effective rate) is interpreted as the effective bandwidth, which is controlled through the

explicit rate that the network sends to the user. Hence, the approach allows bursty users to

adequately reveal their preferences for network usage in terms of the price per unit of time

they are charged.
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We have discussed in detail how our approach can be implemented within the current ABR

rate-based congestion control framework. Note, however, that the underlying ideas are independent

of the specific congestion control mechanism. An issue for further research would be to investigate

how these ideas can be implemented in, e.g., networks with credit-based flow control or networks

based on the Internet Protocol (IP).

Finally, we have presented a comprehensive set of experiments which illustrate the convergence

and transient behavior of dynamic prices, and which compare our effective bandwidth ABR (EB-

ABR) resource sharing scheme with the ERICA (Explicit Rate Indication for Congestion Avoidance)

scheme, demonstrating how our approach differentiates connections based on their mean rates.

Such a feature of incentive compatibility is lacking in the existing flow control procedures where

the network allocates in a fair way peak rates with no reference to the corresponding mean rates.

Our approach to resource sharing for ABR services operates at time scales much larger than

the round trip delay in networks. This can be advantageous for wide area networks which span

large distances. An issue for further investigation is to compare, for various propagation delays, the

performance our approach with traditional congestion control schemes in terms of link utilization

and buffer occupancy.



Chapter 6

Summary and Future Work

The objective of this dissertation was to apply and evaluate large deviation techniques for perfor-

mance analysis and traffic engineering, to investigate usage-based pricing schemes for network

transport services with open loop control, and to investigate pricing and resource sharing for

Available Bit Rate (ABR) services, which support closed loop congestion control.

We applied and evaluated the many sources asymptotic for performance analysis and traffic

engineering using MPEG-1 compressed video, Internet WAN traffic, and modeled voice traffic.

Although the many sources asymptotic with its Bahadur-Rao improvement can overestimate the

cell loss probability by 1-2 orders of magnitude, the utilization it achieves is very close to the

maximum utilization. Hence, the effective bandwidth can accurately quantify resource usage. The

actual cell loss probability differs from the overflow probability estimated using the many sources

asymptotic and its Bahadur-Rao improvement because the latter is not a measure of the CLP, but

a measure of the probability that in an infinite buffer the queue length becomes greater than some

target value.

According to the theory of effective bandwidths and many sources asymptotic, a link's operating

point is characterized by a pair of parameters, the space and time parameters. Our simulation

results verify the interpretation of these parameters given by theory. In particular, the space

parameter indicates the rate at which the logarithm of the overflow probability decreases (i.e., the

QoS improves) when the buffer size increases, while the product of the space and time parameters

indicates the rate at which the logarithm of the overflow probability decreases when the link

capacity increases. The time parameter indicates the time scale where traffic control mechanisms,

129
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such as smoothing, need to be studied in order to find their impact on resource usage. Moreover,

the time parameter also indicates the granularity that traffic traces must have in order to capture

the statistical information that is important for performance analysis. We showed how the values

of these parameters can be used to clarify the effects on the link's performance of the time scales

of traffic burstiness, of the traffic mix, of the link parameters (capacity and buffer), and of traffic

control mechanisms, such as traffic smoothing. For the traffic mixes considered, the space and time

parameters are, to a large extent, insensitive to small variations of the traffic mix. This indicates that

particular pairs of these parameters can be used to characterize different periods of the day during

which the traffic mix remains relatively constant. The values for these parameters for a particular

period of the day can be computed off-line using traffic traces taken during that period.

We used the many sources asymptotic to simultaneously capture the cell scale and burst scale

effects on the overflow probability at an ATM link with a small buffer which multiplexes a large

number of periodic on-off sources. This allowed us to give the correct expression of the overflow

probability for very small buffers and to investigate the boundary where cell scale effects stop to be

important. In addition to accurately estimating the overflow probability, we give a new qualitative

description of how overflow occurs in very small buffers.

We investigated usage-based pricing schemes for services with open loop control that are based

on bounds of the effective bandwidth. The schemes included time-volume schemes that involve

two measurements (the duration and transferred volume) for the whole duration of a connection,

and schemes that involve measurements in distinct time intervals, smaller than the duration of a

connection: pricing with renegotiation and the virtual bucket scheme. The pricing schemes were

compared according to their fairness, i.e., their ability to capture the relative amount of resources

used by connections. These comparisons were performed for link capacities and buffer sizes that

will be used in broadband networks, and involved MPEG-1 compressed video with various contents

(movies, news, and talk shows) and Internet WAN traffic.

Our experiments indicate that the fairness and robustness (with respect to small variations of

the link's operating point parameters) of the time-volume pricing schemes are better for larger link

capacities and buffer sizes, for smaller call durations, and for smoother (less bursty) traffic. Indeed,

for high capacity links (over 622 Mbps) and small duration connections, the performance of these

schemes approaches that of the schemes which involve measurements in distinct time intervals.
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This indicates that for high bandwidth links with a high degree of statistical multiplexing, simple

approximations can achieve good performance. Pricing schemes which involve measurements

in distinct time intervals can achieve, at the cost of higher accounting overhead, higher fairness

and robustness compared to the time-volume schemes which involve measurements for the whole

duration of a connection. Furthermore, the performance of the virtual bucket scheme, which

does not entail the signaling overhead due to renegotiation, was found to be very close to the

performance of the pricing with renegotiation scheme. Whether the increased performance of these

schemes outweighs the increased accounting overhead is an open issue. In addition to a detailed

comparison of the aforementioned pricing schemes, we showed, for a particular setup, the incentive

compatibility of the time-volume schemes. Furthermore, we compared the equilibrium operating

point of a link, in the presence of pricing, for the case of deterministic and statistical multiplexing,

and investigated to what extent it is affected by traffic shaping.

In Available Bit Rate (ABR) services, the user adjusts his traffic rate based on feedback signals

he receives from the network. Since the network is the one who decides how much traffic a user can

send, it is reasonable that pricing affects how the network shares its resources. Along these lines,

we presented an approach to pricing and resource sharing for ABR services with the following three

features: (i) prices are adjusted according to demand, (ii) users declare the price per unit of time

according to which they will be charged, and (iii) resource sharing is based on effective bandwidths.

The first feature captures the dynamic nature of congestion which is anticipated for ABR services,

whereas the second and third features allow users to adequately reveal their preferences for network

usage in terms of the price per unit of time they are paying, and enable the differentiation of

connections based on their mean rates. Such a property of incentive compatibility is lacking in

the existing flow control procedures where the network allocates in a fair way peak rates with no

reference to the corresponding mean rates.

6.1 Future Work

Next we discuss some issues for future work. Some of these have already been identified in the

conclusions section of the relevant chapters.

In the area of traffic engineering, an important issue is to apply our traffic engineering approach
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in a real multi-service network environment, such as the one that is currently being developed in

campus backbones which will support Internet, videoconference, and voice traffic.

The approach to characterize a link's operating point through the space and time parameters also

opens up new possibilities for traffic modeling. Rather than developing general models that try to

emulate real traffic in any operating environment, a new approach would be to develop models

which emulate real traffic for a particular operating point of the network. Such models would be

simple and efficient to implement, and can be the basis of fast and flexible traffic generators.

Regarding pricing, two issues that remain open are how to price multicast connections and

how to price caches in the World Wide Web. Multicast has the potential of increasing network

efficiency by allowing multiple receivers share the same delivery tree. The problem of pricing

such connections is related to how one can assess the total amount of resources used by a multicast

tree, how these are allocated to individual receivers, and what accounting mechanisms are required

(e.g., see [HSE95]). Furthermore, the problem of pricing multicast connections is also related to the

higher layer costs, such as the cost of content, which may outweigh the costs of network transport.

Caching is very important for improving the performance of the World Wide Web, and much

research is being conducted on where to place and how to manage the information contained in the

caches. A particular application is to use caching to decrease the load on congested, high priced

international links. A direction for further work would be to apply economic modeling approaches

to this problem, while taking into account its specific technological characteristics and the large

amount of empirical results on caching methods.

Our approach to resource sharing for ABR services operates at time scales much larger than the

round trip delay in networks. This can be advantageous in the case of wide area networks which

span large distances. An item for further research would be to compare, for various propagation

delays, the performance our approach in terms of link utilization and buffer occupancy, with that of

traditional congestion control schemes.

Finally, our ideas on pricing ABR services are not limited to the specific mechanisms of ABR.

An issue for further research would be to investigate how these ideas can be implemented in, e.g.,

networks with credit-based flow control or networks based on the Internet Protocol (IP). Indeed,

many large institutions and organizations are building ATM backbones over which they will offer,

in addition to Internet services, other services such as videoconferencing and voice services. An
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important issue is to investigate how the additional mechanisms for network management and

accounting that the ATM backbone provides can be used to control resource usage across different

departments and user groups within an organization.
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Appendix A

Traffic Sources

In this appendix we describe the traffic that was used in the numerical and simulation experiments

of this dissertation. This traffic includes MPEG-1 compressed video sequences, Internet Wide Area

Network (WAN) traces, and modeled voice traffic.

A.1 MPEG-1 Compressed Video Traffic

MPEG (Motion Pictures Expert Group) is an ISO (International Organization for Standardization)

group working on standards for video and associated audio encoding. The first phase of its work

was completed in 1991 with development of the MPEG-1 standard which was targeted at coding

video and its associated audio at rates up to about 1.5 Mbps [Gal91]. The MPEG-2 standard is a

superset of MPEG-1, with main differences being the support for interlaced pictures and layered

encoding.

The traffic used in this dissertation was encoded using the MPEG-1 standard. An MPEG-1

compressed video consists of a sequence of frames. The number of frames per second (as well as

the lines per second), depend on national standards. For Europe, there are 25 frames per second.

There are three frame types, ``I'', ``P'', and ``B'', which differ in their encoding scheme. I (Interlaced)

frames use intra-frame coding for reducing spatial redundancy. Intra-frame coding is based on the

Discrete Cosine Transform (DCT) and the quantization of DCT coefficients. P (Predicted) frames

use similar coding to I frames, with the addition of motion compensation for temporal redundancy.

Motion compensation is performed with respect to the previous I or P frame. Finally, B frames are
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similar to P frames, only that motion compensation can be done both with respect to the previous

I or P frame, and the next I or P frame. Typically, the size of I frames is larger than the size of P

frames, which in turn is larger than the size of B frames. The sequence of encoded frames follows a

periodic pattern which is called Group Of Pictures (GOP) pattern.

The sequences used in this dissertation are shown in Table A.1. All of the movie sequences,

except the sequence Aliki in the Navy, have been made available1 by O. Rose [Ros95]. The frames

were digitized at 384 x 288 pels and were encoding using the UC Berkeley MPEG-1 software encoder

with the frame pattern IBBPBBPBBPBB. Each sequence contained 40000 frames (approximately 30

minutes), except for the news2 sequence which contained 31515 frames.

The sequence Aliki in the Navy2 used the same encoder input size (384 x 288) and also contained

40000 frames with the same frame pattern (IBBPBBPBBPBB), but had a smaller compression ratio.

In particular, the quantization scale here was 3-4, whereas for the other sequences it was 10,14, and

18 (for the I, P, and B frames respectively). We used a Silicon Graphics O2 workstation equipped

with an O2Video video processor for image capture and encoding. The image was captured from

a VCR (VHS format) at 25 frames per second in motion JPEG format3, and converted to MPEG-1

using the SGI Media Convert program.

The traffic used in our experiments was produced from the above MPEG-1 sequences by

segmenting each frame into ATM cells, each containing a 48 byte payload. Cells belonging to

the same frame are assumed to be evenly spaced within the frame, which had duration 40 msec

(25 frames per second). Some statistics of the ATM cell streams are shown in Table A.2. The

standard deviation is 	 �
p

VarfX �0� Tf��Tfg, where X �0� Tf� is the number of cells in one frame

time Tf � 40 msec.

Three sets of video traffic were created for the numerical investigations in Section 4.5.1: movies,

news and talk shows. These were created by breaking the cell streams containing the MPEG-1 traffic

into non-overlapping segments, each with a duration of approximately 3 minutes (4500 frames). The

resulting movies set (this did not include the Aliki in the Navy sequence) contained 54 segments,

the news set contained 16 segments, and the talk shows set contained 18 segments.

1The sequences are available at <http://www.ftp-info3.informatik.uni-wuerzburg.de/pub/>.
2This segment was taken from the Greek film Aliki in the Navy (« ¡ÎflÍÁ ÛÙÔ Õ·ıÙÈÍ¸).
3JPEG (Joint Photographic Experts Group) is an ISO standard for still image compression.
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Movies

bond James Bond: Goldfinger
dino Jurassic Park
lambs The Silence of the Lambs

movieprev Movie Preview
star Star Wars

terminator Terminator II

aliki Aliki in the Navy

News

news1 News
news2 News

Talk Shows

talk1 Talk show
talk2 Talk show

Table A.1: MPEG-1 sequences.

Sequence Mean (Mbps) Peak (Mbps) Peak/Mean Std. dev. (Mbps)

bond 0.68 6.75 9.99 0.71
dino 0.37 3.31 9.03 0.41
lambs 0.21 3.71 17.92 0.31
movieprev 0.40 4.77 11.94 0.52
star 0.26 3.46 13.18 0.36
terminator 0.31 2.20 7.20 0.28

aliki 1.28 3.65 2.86 0.40

news1 0.43 5.25 12.23 0.54
news2 0.58 5.37 9.34 0.72

talk1 0.41 2.96 7.27 0.46
talk2 0.50 3.67 7.34 0.50

Table A.2: Statistics of the cell streams created from the MPEG-1 sequences.
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A.2 Internet WAN Traffic

For Internet Wide Area Network (WAN) traffic we used the Bellcore Ethernet trace BC-Oct89Ext

made available4 by W. Leland and D. Wilson [LW91]. The trace had duration 122797.83 seconds.

For the numerical investigations in Section 4.5.2, a set of 15 non-overlapping segments, each

with a duration of approximately two hours, was created from the original trace.

A.3 On-Off MMF Model for Voice Traffic

For voice traffic an on-off Markov Modulated Fluid (MMF) model was used. The latter is a

continuous time two state Markov chain which produces traffic at a constant rate while in the ``on''

state, and does not produce traffic while in the ``off'' state. The time the system remains in the ``on''

and ``off'' states is exponentially distributed. For modeled voice traffic, the traffic rate in the ``on''

state is 64  bps and the average time spent in the ``on'' and ``off'' states are 352 msec and 650 msec,

respectively [Bra69, HS92]. This gives an average rate of 22�48  bps.

4The trace is available at The Internet Traffic Archive, <http://www.acm.org/sigcomm/ITA>.



Appendix B

Details of the Numerical and Simulation

Experiments

In this appendix we present some details of the numerical solution of the supinf formula (2.3)

(Chapters 2-5), the trace-driven simulations of a single link (Chapters 2 and 4), and the network

simulations for the ABR pricing and resource sharing experiments (Chapter 5).

B.1 Numerical Solution of the supinf Formula

The supinf formula (page 23) is given by

� I � sup
t

inf
s

�
�st JX

j�1

�j�j�s� t�� s�ct� b�

�
� � (B.1)

where �j is the percentage of sources of type j, c and b are the capacity and buffer per source, s� t

are the space and time parameters, and �j�s� t� is the effective bandwidth which is given by

�j�s� t� �
1

st
logE

h
esXj �0�t�

i
� (B.2)

where Xj �0� t� is the load produced by a source of type j in a time interval of length t. The numerical

solution of the supinf formula (B.1) was implemented for traffic in the form of traces, i.e., number

of cells produced in epochs of equal duration (equal to 40 msec for MPEG-1 traffic), and for traffic

containing periodic on-off sources with deterministic ``on'' and ``off'' periods. For the latter, the

effective bandwidth (B.2) can be calculated analytically (see Appendix C).
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Buffer Time in seconds
msec (cells) Enterprise 3000 Ultra-1

1 (351) 270 353
10 (3514) 440 549
30 (10542) 806 967
50 (17570) 1144 1563

Table B.1: Average computation time for the numerical solution of the supinf formula. The time column
shows the sum of the user and system time given by the Unix time command. These values are for Sun's
Ultra Enteprise 3000 server with two UltraSPARC processors at 170 MHz and Ultra-1 workstation with one
UltraSPARC processor at 170 MHz. [ C � 155 Mbps, MPEG-1 traffic with duration � 30 minutes ]

In the case of traces, the expectation in (B.2) is replaced by the empirical average

�j�s� t� �
1

st
log

�
� 1

T�t

T	tX
i�1

esXj ��i�1�t�it�

�
� � (B.3)

where T is the duration of the trace.

The search for the extremizing t is done for values of t with a granularity equal to one frame

time. This was not a limitation since the cells in a single frame were assumed to be evenly spaced

throughout the duration of the frame. The search window was selected empirically and used the

observation that, for the same capacity, the extremizing value of t was larger for larger buffer sizes.

On the other hand, the search for the extremizing value of s was performed in a window whose size

and granularity Ðs was dynamically rescaled. This allowed the value of s to be determined with

a specified accuracy, e.g., Y %, by requiring, when the extremizing value s is found, that the ratio

Ðs�s was smaller than Y�100. The average computation time required to solve the supinf formula

is shown in Table B.1.

The experiments in Chapter 2 were of two types:

1. Fixed utilization: In these experiments the utilization, or equivalently the number of sources,

was kept constant and equations (B.1), (B.3) were solved once to find the values of s� t and

the overflow probability e�NI , or e�NI� 1
2 log�4�NI� for the many sources asymptotic with the

Bahadur-Rao improvement, where N is the number of sources.

2. Fixed overflow probability: In these experiments there was a target overflow probability, say

e�� . The number of multiplexed sources was increased in order to find the maximum number
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such that the overflow probability e�NI , or e�NI� 1
2 log�4�NI� for the many sources asymptotic

with the Bahadur-Rao improvement, was less than the target e�� . As before, the rate function

I is computed using (B.1), (B.3).

B.2 Simulation of a Single Link

The simulation model for a single link was a discrete time simulator, with an epoch equal to one

frame time (equal to 40 msec for the case of MPEG-1 traffic). We assumed that the input traffic was

aligned on frame boundaries. The starting frame for each source was randomly chosen; when the

end of the trace was reached, the frame pointer was advanced to the first frame of the trace.

The Cell Loss Probability (CLP) was computed using

CLP �
# of lost cells

total # of cells
� (B.4)

and the frame overflow probability was computed using

P �frame overflow� �
# of frames with at least one cell loss

total # of frames
� (B.5)

The results reported are the average from a total of 100 independent simulation runs, each with a

random selection of the starting frame for every source. Each run had duration 5 times the size of the

trace. Both the number of independent runs and the duration of each run were chosen empirically.

For the experiments with a fixed overflow probability, similar to the numerical solution of the

supinf formula, the number of multiplexed sources was increased in order to find the maximum

which satisfied the target overflow probability.

B.3 Network Simulation for the ABR Pricing and Resource Sharing Experi-

ments

The ABR pricing and resource sharing simulations used a discrete event fluid simulation, where

events are not the arrival/departure of cells but the change of cell rates, the arrival/departure of

resource management (RM ) cells, and the event of a buffer becoming empty. Such a model results

in much smaller simulation times compared to a cell level simulation, and provides sufficient
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detail for studying the convergence behavior of prices (Section 5.2.2) and the Explicit Rate (ER)

allocations for the ABR resource sharing experiments (Section 5.3.2).



Appendix C

Logarithmic Moment Generating Function

for Periodic On-Off Sources

In this section we derive analytical expressions for the logarithmic moment generating function

��s� t� � logE�esX�0�t�� for periodic on-off sources. The peak rate of the source is h, measured in

cells per unit of time, and � � 1�h. The duration of the ``on'' and ``off'' periods is Ton and Toff,

respectively, and Ttotal � Ton � Toff. The maximum number of back-to-back cells is M � Tonh� 1.

We restrict ourselves to the case Ton � Toff.

Discrete form

First we compute the discrete form of the logarithmic moment generating function assuming that

t � Ttotal.

Case: t � �

��s� t� � logE
h
esX�0�t�

i
� log

�
es

Mt

Ttotal
�

�M � 1��� � t� � Toff � t

Ttotal

�

Case: k� � t � �k � 1�� � Ton� Toff� where k � 1� 2� 3� � � �

��s� t� � log

�
Toff � t

Ttotal
�

2�

Ttotal

kX
i�1

eis

�e�k�1�s �M � k��t� k��

Ttotal
� eks

�M � k � 1���k� 1�� � t�

Ttotal

�
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Case: Ton � t � Toff

��s� t� � log

�
Toff � t

Ttotal
�

2�

Ttotal

M�1X
i�1

eis � eMs t � Ton

Ttotal

�

Case: Toff � t � Ttotal and k� � t � Toff � �k � 1��

��s� t� � log

�
� 2�

Ttotal

M�1X
i�k�2

eis � eMs t � Ton

Ttotal
� e�k�1�s �k � 2���k� 1�� � �t� Toff��

Ttotal

�e�k�2�s �k � 1���t� Toff�� k��

Ttotal

�

Now we generalize the above formulae to include the case where t 
 Ttotal. In what follows, l is

such that lTtotal � t � �l� 1�Ttotal and t� � t � lTtotal.

Case: t� � �

��s� t� � log

�
e�lM�1�s Mt�

Ttotal
� elMs �M � 1��� � t�� � Toff � t�

Ttotal

�

Case: k� � t� � �k � 1�� � Ton � Toff

��s� t� � log

�
�Toff � t�

Ttotal
�

2�

Ttotal

lM�kX
i�lM�1

eis � e�lM�k�1�s �M � k��t� � k��

Ttotal

� e�lM�k�s �M � k � 1���k� 1�� � t��

Ttotal

�

Case: Ton � t� � Toff

��s� t� � log

�
�Toff � t�

Ttotal
�

2�

Ttotal

lM�M�1X
i�lM�1

eis � e�lM�M�s t
� � Ton

Ttotal

�
�

Case: Toff � t� � Ttotal� k� � t� � Toff � �k � 1��

��s� t� � log

�
� 2�

Ttotal

lM�M�1X
i�lM�k�2

eis � e�lM�M�s t
� � Ton

Ttotal

�e�lM�k�1�s �k � 2���k � 1�� � �t� � Toff��

Ttotal

� e�lM�k�2�s �k � 1���t� � Toff�� k��

Ttotal

�
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Fluid approximation

Next we derive the formula for ��s� t� assuming that the information flow is a continuous fluid

flow. This captures only the burst scale component of buffer overflow. We first consider the case

t � Ttotal.

Case: t � Ton

��s� t� � log
�
esht

Ton � t

Ttotal
�
Toff � t

Ttotal
�
Z t

0
eshx

2dx

Ttotal

�

Case: Ton � t � Toff

��s� t� � log

�
eshTon t� Ton

Ttotal
�
Toff � t

Ttotal
�

Z Ton

0
eshx

2dx

Ttotal

�

Case: Toff � t � Ttotal

��s� t� � log

�
eshTon t � Ton

Ttotal
� es�t�Toff�h

t � Toff

Ttotal
�

Z t�Toff

Ton
eshx

2dx

Ttotal

�

For the general case where t � Ttotal, we set t� � t � lTtotal, where l is the integer satisfying

0 � t � lTtotal � Ttotal.

Case: t� � Ton

��s� t� � log
�
eshlTon
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� Ton � t�
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�
Toff � t�
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�
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Case: Ton � t� � Toff
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�
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�
Z Ton

0
eshx

2dx

Ttotal

��

Case: Toff � t� � Ttotal
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