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Speech Rhythm Detection and its Application in
Speech Perception

Abstract

Speech rhythm refers to the rhythmic patterns and timing variations that occur
in spoken language. It encompasses the natural flow, stress patterns, and timing
of speech sounds, syllables, and words. Rhythm consists an important dynamic
prosodic feature of speech that is linked with speech perception. The detection of
speech rhythm is a significant task with diverse applications. In this study, the
focus is on using rhythmic measures to estimate voice preference. The motiva-
tion behind this research arises from the belief that voices demonstrating specific
rhythm patterns are generally preferred by individuals.

In this thesis, speech rhythm was studied as a possible predictor of listener pref-
erence. Even though rhythm can be perceived by humans, there is no ubiquitously
accepted definition or measure for speech rhythm in the scientific community. In
the literature, there is strong evidence that rhythm is encoded in the amplitude
envelope of a signal. Mainly, the envelope is decomposed into partials and then the
corresponding instantaneous frequency is extracted which is assumed to carry the
information regarding the signal’s rhythmicity. Two techniques were utilized to
achieve the decomposition of the envelope into meaningful components. The first
technique, which was proposed in a previous study, includes extracting rhythmic
measures via an Empirical Mode Decomposition (EMD) of the envelope. Here,
it is suggested to extract the same measures by using an AM-FM decomposition
on the envelope instead of EMD. This modification has the potential to improve
the accuracy of the resulting values since EMD isn’t mathematically robust. The
envelope, although informative to some extent, is a simplified representation of
the speech signal. It lacks important elements like pitch, which could potentially
contribute to the understanding of rhythm. Relying solely on the envelope may
overlook relevant rhythmic features present in the speech signal. We hypothesize
that the rhythmicity of speech is closely related to the manner in which individ-
uals transition between syllables. Therefore, an approach that directly captures
the rhythmicity of speech was introduced by considering the segment of the speech
signal associated with syllable transitions. This, effectively addresses the concern
of information loss that occurs during envelope extraction.

During this research, data consisting of speech signals from multiple speakers
were utilized. The information regarding the preferred speakers, as determined
by listeners, was also available. This knowledge allowed the investigation of the
underlying factors contributing to voice preference and the analysis of the specific
characteristics that make certain speakers more preferred than others. The ex-
periments were extended beyond natural speaking rate, namely for fast speaking
style, and the preference and rhythm in fast speech was explored as well.



Statistical analyses were conducted to evaluate the suitability of rhythmic met-
rics derived from envelope and signal-based techniques for the task at hand. Find-
ings revealed that the envelope-derived metrics are heavily influenced by speech
rate and they are not well-suited for accurately capturing rhythm. In contrast,
syllables transition derived directly from the speech signal showcased promising
results. A satisfactory separation between preferred and non-preferred speakers
was achieved, effectively capturing certain characteristics that influence listeners’
preference. One-way ANOVA and pairwise comparison tests were preformed to
validate the statistical significance of the differences between speakers.

The results based on syllables transition indicate promising avenues for future
research. Considering the multi-component nature of preference, the exploration
of additional metrics becomes crucial in improving the overall performance which
will lead to a comprehensive and reliable evaluation of listener preference.



Aviyvevon tou Pudpod Owpiiog xow n Egoaguoyy
Tou otnv AviiAndn tng Owiiag

ITepiindn

O 6poc pulude tne oplilag avapépeton ota puiuixd potiBa xo Tou cuuPalvouy
otov Tpogopwd Aoyo. Iepthoufdver Ty Quoixy| pon, Ta potTiBa Toviouoy xa Eupacng
MO TLC YPOVIXES UETAUBORES TWV HY WYV, TV SUAIBOY xat Twv Aégewy. O pududg ano-
tehel £val oNavTING BUVOULXO TPOCOBLIXO YOPUXTNPICTIXG TNS OUALNG TOL CUVDEETOL
pe v avtiindn me. H aviyvevon tou pubuod tne opthioc €yet molhanhéc epopuo-
YéC. e auTrhy TNV UEAETT oxondg elvon 1) }enor puIX®Y UETEWY Yid TNV EXTUNOT
e mpotiunone twv oxpoatwyv. H épeuva auty elye w¢ Bdon Ty Béa 6TL QeVES pe
ouyxexpéva pLOUXE LoTiBa etvor €V YEVEL TEOTIHOTEPES.

Yy mapodoa epyaocio, peAeTHUNXE 0 PUIKOC TNC OMALIC WS PETPO XUTAVONCLUO-
nTog xou mdavo puéao tpdfiedng Tne mpotiunong Twy axpoatdv. Av xat 1 pudUXOTN
T yiveton avtiAnmTr and toug avlpdroug, dev uTdpyel xadolxd anodeEXTOC OPIoUOC
1) METPO TOCOTIXOTOMNGNG ToU pUBHOL TNE ORIALLG GTNY ETMOTNUOVIXYH XOVOTNTA. 2T
BBMoypapla undpyouy LoyLEd EMYEPNUATA OTL 1) PUIMXOTNTA XWOLXOTOLE(TOL O
xeovixt| tepdAlouca Tou ouaTog. Xuvidng 1 tep3dhhovca anocuvtideton oE oU-
VIO TOOES Xa EEAYWVTOL Ol avTIGTOlES o Tiyialec ouyvoTNTES, Ol omoleg uto¥Etoupe
OTL P€pouV TANEOYORLES Yia TNV puixoTTa Tou cruatos. Xpnowonoudnxay 6Vo
TEYVIXEC YioL TNV avdAuoT NG TepIBdAAOVCUC O OUCLOOEL cuVioTwoes. H mpd
TEYVIXT], TTOL TEOTAVNXE OE TEONYOUUEVT HEAETY), TepthopfBdvel Tov ‘Euneipixé Todmo
Anocivieone’ (EMD) tne ypovixfic mepiBdhhoucas yior Ty eZaymyr| UETPIXOV Yo
Tov pulud e opiioc. E8G mpotddnxe 1 eaymyn twv BV UETEXOY YENoHIOTOWN-
vtog pla amoctvieon AM-FM oty ypovix nepiBdiiovoo avti yioa tov EMD. Auth
1 TpoTOTOINGCT €YEL TPOOTTIXEC VoL BEATIOCEL TNV axpifela TwY amoTEAEOUATOY, ol
o EMD &ev etvan pardnuoatixd afiomotoc. H nepiBdiiouoa, ov xou Teptéyel oplouéveg
TANEOQYOp(ES, AMOTEAEL Ulal AmAOTONUEVT] Lop@T| TOL GHuaToc Tng gwviAc. Tou heimo-
vTon onuavTixd ototyela 6twe 1 tovixdtnta (pitch), ta onoio mdavide cuvelopépouy
otV xatovonon tou puduol. H amnoxheistinn yehon tne nepBdiloucoc uropel va
oBNyNoEL GTNY ToEGAEL)PT) PUTXDY YoUEUXTNELO TIXWY TOU TEQLAUUBAVOVTOL GTO GHUN
™e gwvic. Trodétouue 6Tl 1 PUIIXOTNTY TNG PWVNC Elval GTEVE CUVOESEUEVY UE
ToV TPOTO PE Tov omolo ol ouhntéc yetafatvouy and tny e cUANIBY oTNY ETOUEYT.
Yuvende, mpotelvoude pla npocéyylon mou egdyel ancudeiog tn puduixdtnto and o
OOl TNS PWVAE AVAALOVTAS TO TUNUA TOU GHUATOS TN QuvAg Tou oxeTileton ue Ti
uetoBdoeic YeTa€l cLAAAB®Y. Auth n pédodog avtetwnilel anoteAeouaTIXG TO TEO-
BAnuo TG amOAELAC TANEOYoRiag, TOLU GUUBKIVEL AVOTOPEUXTA XUTA THY EEAYWYT| Xol
avdiuo g Tep3dAlovoag.

Ye authyv v €peuva yenotomolinxay dedopéva mou meplelyay oHUOTA PEVAC
amod BLdpopouE OUANTES. JuyEOveLe ftay oxoun dladéoyec TAnpopoplec oYETXE U
Toug OUANTEC Tou TpoTRdNXaY and Toug oxpoatéc. AuTh 1 yvoon enétpede Ty
OLEPELVNOT| TWV TORAYOVTWVY TOU GUVELGHPEPOLY G TNV TEOTUNGCT] OPLOUEVWY PLVMY XAl
TNV AVEAUOT] TV YUpPUXTNELOTIXWY Tou TI¢ xao o0V tpoTdtepes. Tao melpduorta



eMEXTEUNMAY TEPA oMo TNV QUOLXTY ToyLTNTH oplAlag, dNAadY GTOV YE1Yopo TEOTO
outhlog, xou perethnxay N Tpotiunom xat o pUINOS GTOV YPNYopo AdYO.

Hpaypoatonoidnxe oTatio TNy avdAuon Yio Vo aELoAOYGOUUE TNV XATOAANASTNTO
TWV PETEXOY TIOL TpoHATay and Tig TEYVIXES amocvieoTg TNE TEPYBAAAOUGIC XAl TOU
ofuotog oto mhadola Tou oxonol authc e epyaciac. Ta anoteléopatd pog €deay
OTL oL PETEWEG Tou oyeTiCovton e TNV mepBdhhovon Bev eivon XATIAANAES Yo TNV
oxpf3r) amotimwon Tou puiuoy, xadne enneedlovial oNUAVTIXG and TNV Ty UTNTL TOU
hoyou, e amoTéheopa vo untdpyel EMeudmn oxplfeloc otny avamapdotoon puduixdy
potiBwyv. Avuidétwe, n perétn Twv YetaPdoewy YeTHE) cuIhaBOY aneudeiug and To
ofpa NG Pwvic €dele unooydueva anoteréopota. Emtedydnxe €voc ixavomointindg
BLoy WELOUOS AVAUESH GTOUC OUIANTEC TOU TROTHININXAY Xl TOUG UTOAOLTOUS, %ol
emoUéVS 1 GO HATOLOY YURUXTNEIGTIXGY TOL BLUOPQPWVOUY TNV TROTUNoT
TV oxpoat®V. H oTatioTind onuavtindtnta Twy SLapoptdy avaPEGH GTOUS OMANTES
emBefarcydnxe pe otatiotxd teot ANOVA (Avdhuon tne Awonopdc).

To anoteréopata and Tig HETOPRAOEC TwV CUAAIBOY UTOBEXVIOUY UTOGY OUEVES
euxauplec yioo uehhovtixy €peuva.  Aaufdvovtag umddn Ty mohudidctatn Quon TS
Tpotiunong, 1 diepelvnon emmiéov UeTpixwy yivetar avoayxolo oty Behtiwon Tng
an6doone mou Yo odNYHoEL OE Ulot TO EUTEQIO TATWUEVY ot o&LOTUO TN EXTIUNCOY TNS
TEOTIUNONE TWV AXPOUTOV.
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Chapter 1

Introduction

Speech is the most direct and informative method of communication among hu-
mans. Its power and uniqueness can be attributed to how it delivers information
not only through its content, but also through its prosodic features that contain
speaker specific information. The term prosodic features refers to the variations in
pitch, rhythm, loudness and timing that give spoken language additional informa-
tion. Every speaker possesses unique characteristics and speaking style, resulting
in distinct prosodic variations that can be used to distinguish them from other
speakers. Furthermore, individuals can adopt various speaking styles in order to
express their current emotional state, emphasize certain words or phrases, or indi-
cate their intentions. Hence, a lot of research has been conducted to study these
prosodic features of speech, for applications such as voice conversion, speaking as-
sistance, speaker recognition and many others. Despite that, speech rhythm, while
being an important prosodic feature, has not yet been studied to a satisfactory
level.

When it comes to the definition of rhythm, there is no consensus among the
scientific community. In [95] the authors make a detailed review on different defini-
tions that exist in bibliography. Intuitively, the word rhythm implies the existence
of periodicity which can be tracked down either on the production or the percep-
tion of speech. According to [95], the presence of periodicity in the surface of the
speech signal is unsupported. At the same time, even though evidence of periodic
movements in motor control, e.g. chewing exist, there are still doubts regarding
the importance of periodicity in speech motor control. Further complications in
the study of rhythm arise also due to the difficulty of its quantification and the
absence of unbiased and universally accepted metrics to model it.

In this thesis, the primary focus revolves around exploring the correlation be-
tween speech rhythm and listeners’ preferences. It is important to note that prefer-
ence is inherently subjective, and listeners often struggle to precisely articulate the
reasons behind their preference for one speaker’s voice over another’s. Neverthe-
less, numerous ABX tests have revealed that listeners frequently reach a consensus
on the voice they prefer. This observation provides motivation to identify measures
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that could potentially indicate or even predict this preference. We propose that
rhythm is one of the contributing factors influencing listeners’ choices. While a sig-
nificant body of literature examines rhythm across different languages, our study
delves specifically into the comparison of speech rhythm among English speakers
and its impact on intelligibility.

As technology progresses, the prevalence of voice systems in daily life continues
to expand. Hence, the selection of speakers that are appealing to the public is an
important undertaking, which is both time-consuming and resource-demanding.
Consequently, it is evident that discovering an automated way to estimate the
evaluation of different voices among the broader population would yield signifi-
cant benefits. At the same time virtual assistants for visual impaired people are
not only a convenience or a preference but a necessity. In modern societies, ac-
cessibility should be a priority and thus finding voices that fulfill the needs of this
part of the population is a significant task. Similarly, research and experiments
have demonstrated that individuals with visual impairments exhibit an enhanced
auditory perception and are capable of comprehending speech at accelerated rates
[11] [37] [14]. Perfecting speed up methods is a crucial step towards accessibility.
Therefore in this thesis special attention was given to fast speech. The results of
this study would be enlightening since the identification of certain rhythm charac-
teristics that render one speaker’s fast speech more intelligible and preferred over
another’s, could help perfect speed up methods.

Selecting the appropriate approach for addressing the preference problem is
a nontrivial decision. Despite the challenges involved in studying and modeling
rhythm, it holds the potential to provide a meaningful representation for prefer-
ence. In the field of speech analysis, it is a common practice to divide the signal
into smaller frames to leverage the stationarity it offers. Techniques like Fourier
Transform rely on this segmentation to yield desired outcomes. However, when
exploring perception, it may be necessary to examine the speech signal on a larger
time scale. Rhythmicity, in contrast, pertains to larger speech units such as syl-
lables or stress intervals, as well as their transitions. Hence, it is plausible that
preference is more closely related to rhythmic features extracted from these larger
segments of speech rather than from smaller frames. Furthermore, speech rhythm
is often connected to intelligibility [73] [71], which, especially for fast speech, plays
a key role in the selection of a preferred speaker.

In this thesis we consider that speech rhythm can be extracted from the ampli-
tude envelope of the speech signal. We adopt the method proposed in [89], which
involves decomposing the envelope using Empirical Mode Decomposition (EMD).
For each component, we calculate the instantaneous frequency, assuming that the
variance of this frequency reflects the rhythmic stability across different time scales.
Building upon the work of Tilsen & Arvaniti, we also propose utilizing an AM-
FM decomposition of the envelope, using the algorithm in [68]. This method is
a mathematically robust framework that potentially yields more reliable results
than EMD. By employing both methods, we extract rhythmic features and com-
pare their performance in terms of predicting preference. Additionally, we propose



a method that directly extracts rhythmicity from the speech signal itself. We rec-
ognize that while the envelope provides some information about the speech signal,
it falls short in capturing essential elements like pitch, which could be crucial for a
comprehensive understanding of rhythm. By addressing the limitations associated
with envelope-based approaches, our method effectively overcomes the issue of in-
formation loss during envelope extraction. Specifically, our research delves into
the segment of the speech signal that includes syllable transitions, hypothesizing
that the rhythmicity of speech is intimately intertwined with the manner in which
individuals transition between syllables.

Our findings suggest that envelope-based rhythm metrics are inadequate for
accurately predicting preference. The influence of speech rate and their limited
ability to differentiate between speakers undermine their effectiveness for this pur-
pose. We found that some of the envelope-based metrics have up to 0.91 correlation
with the rate of the speech. Speakers can have varying natural speech rates and
these variations alone do not dictate preference or intelligibility. Hence, it is es-
sential to acknowledge that any bias stemming from differences in speech rate has
the potential to result in misleading conclusions.

The approach of directly extracting rhythm from the speech signal yielded
intriguing findings. Although the conclusion was not definitive, it demonstrated
a partial capacity to distinguish preferred speakers in a statistically significant
manner. This suggests that we have identified a metric that reflects certain char-
acteristics associated with preference, albeit not in an absolute manner. This
outcome opens up avenues for future investigations aiming to identify a measure
or a combination of measures that can reliably estimate preference.

The structure of this thesis is as follows: Chapter 2 provides a comprehensive
overview of the existing literature encompassing speech rhythm, speech rhythm
metrics, and preference. Chapter 3 offers a meticulous description of the method-
ology and data employed in this study. In Chapter 4, the experimental findings
are presented, while Chapter 5 combines a discussion of the results, along with the
conclusions drawn and suggestions for future research.
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Chapter 2

Related Work

The topic of speech rhythm and its quantification has been in the scope of a lot
of research for many years. Despite the consensus among scientists that speech
can be characterized as quasi-rhythmical [73] [71] [32], the endeavor of examining
and deciphering this rhythmicity proves to be a complex and demanding task.
It necessitates the utilization of multiple techniques and approaches to effectively
illustrate and comprehend the intricacies of speech rhythm.

Quasi-rhythmical speech refers to the phenomenon where speech exhibits rhyth-
mic patterns that are not strictly regular but possess an inherent sense of rhythm.
This characteristic of human communication has garnered significant attention in
research over the years. Unlike rhythmic patterns found in music, which often
follow precise and predictable patterns, quasi-rhythmical speech demonstrates a
more fluid and variable nature. It is influenced by a variety of factors, including
linguistic structures, phonetic features, and individual speaking styles. These fac-
tors contribute to the unique rhythmic qualities observed in speech. The presence
of quasi-rhythm in speech has been acknowledged and studied by scientists across
disciplines such as linguistics, psychology, and neuroscience. Researchers have em-
ployed various techniques to explore and quantify these rhythmic patterns. These
techniques include acoustic analysis, linguistic modeling, and statistical approaches
to capture the dynamic nature of quasi-rhythm in speech.

2.1 Speech Rhythm and Rhythmic Measures

In the existing bibliography, a variety of speech rhythm metrics have been pro-
posed and used in different contexts. In [54] [93], the idea of a curve that represents
rhythm, namely the rhythmogram, was introduced. This rhythm visualization
technique can provide valuable insights into the temporal structure and organiza-
tion of musical and linguistic performances. The process for the extraction of a
rhythmogram curve involves three main steps. First, the algorithm uses a cochlear
filter based on the gammatone filter-bank to filter the sound. Second, a Gaussian
low-pass modulation filter-bank is applied to perform modulation filtering. Finally,

5
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the output from the modulation filter-bank is integrated after detecting the peaks.
Despite the limited dataset employed in this study, the authors have demonstrated
that the visualization of rhythm can be applied at all levels of rhythmic structures
from individual phonemes to the structure of a complete poem.

The features that are most commonly used to measure speech rhythm, are
summarized in [7] [31]. These metrics can be separated into two categories. The
first category includes rhythm interval measures (IM), namely the percentage of
vocalic intervals in an utterance (%V), the average standard deviation of consonan-
tal -or intervocalic- intervals (AC), and the average standard deviation of vocalic
duration (AV) [78]. The IM were originally introduced by Ramus et al in order
to distinguish the differences in rhythm among languages. However, in follow-up
research, IM have been employed for various applications. The shortcomings of
these metrics arise from their sensitivity to speech rate [9] [19]. In fast speech,
there is a tendency to decrease the duration of consonantal intervals. As a result,
the measurement of AC can yield biased outcomes that primarily reflect the speech
rate rather than the underlying rhythm. In [18], the author introduced an alter-
native approach to AC. This variation incorporates a normalization technique,
which considers the speech rate in order to prevent the occurrence of misleading
outcomes. The mathematical formula is given by:

VarAC = AC 100 (2.1)
meanC

where C denotes the duration of consonontal intervals. The same normalization
can also be applied for vocalic intervals. The second set of rhythm metrics includes
the raw Pairwise Variability Index (rPVI) [38] which quantifies the difference in
length of consecutive syllables or other speech units. It calculates the mean of
these differences over a speech utterance. In [49] the authors compare the vowel
variability index to the interval measures, proposed by Ramus et al., and conclude
that the variability index is more robust in capturing rhythmic patterns. Grabe &
Low in [38] also propose a normalized version of the PVI, namely the nPVI, that
eliminates the bias of speech rate. The use of nPVI is recommended for vocalic
intervals while the rPVI is mostly used for consonontal as they are less influenced

by speech rate. The indices are defined mathematically by:

= |dy, — dyq1]
k=1
N-1 _ldk—di41]
nPVI=100% 3 % (2.3)
k=1

where dj, and diy; denote the duration of a vocalic or consonontal interval
and its successive and N is equal to the total number of intervals in a speech
chunk. Some alternative forms of the PVI are also presented in [28]. Bertinetto
& Bertini in [10] propose a novel rhythm metric, based on the PVI, which they
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call Control/Compensation Index (CCI). CCI is differentiated from PVI by taking
into consideration the number of segments (ng) that compose the vocalic and
consonontal intervals as following;:

N—-1

1 d
CCI = & Z | Skt (2.4)
k 1 nk+1

Scott in [81] proposes an index of irregularity defined by a set of taps. These
taps separate a speech utterance into units or intervals and the irregularity measure
reflects the similarity in terms of duration among the intervals. If we denote the
duration of the i-th interval as I;, the rhythmic irregularity measure (RIM) can be
expressed as follows:

I;
RIM = Z log(I—j) (2.5)
]

The literature demonstrates the value of capturing speech rhythm through its
diverse applications and purposes. Multiple studies have demonstrated the associ-
ation between rhythm and different attributes of the speaker. The authors in [87]
utilize rhythmic metrics in order to automatically estimate the severity of Parkin-
son’s Disease. These measures include the duration of speech, pauses, phonemes
and vowels along with their ratios to the total duration. The classification models
that were trained with these features were highly successful especially within the
male patients. This result suggests that speech rhythm is affected by the disease
and at the same time, it confirms that the employed measures are effective in-
dicators of rhythm. Likewise, in [6], rhythm is modeled with the use of IM and
PVI. The authors deploy this group of features to examine the correlation between
speech rhythm and the speaker’s gender and/or social environment. In order to
substantiate these assertions, the obtained metrics from an Arabic Corpus were
utilized to train a neural network. This network was then employed to predict the
gender and social environment of the speakers. The moderately high predictive
power of their model indicates the existence of correlation between rhythm and
these characteristics. Meftah et al. in [56] investigate the usefulness of rhythm
metrics as features to classify speech emotion, gender and accent.The classifica-
tion task involved utilizing both an MLP and an SVM classifier. The MLP is a
type of artificial neural network that consists of multiple layers of interconnected
nodes, while the SVM is a supervised learning model that separates data points
into different classes using hyperplanes. Initially, the classifiers were trained using
solely rhythmic features. Subsequently, they were trained using other acoustic
features. These features are basically low-level acoustic and prosodic features that
are extracted by PRATT toolkit. The features are as follows: Pitch, intensity,
formants, jitter, shimmer, and speech rate. Finally, the network was trained with
a combination of both rhythmic and acoustic features. The authors reach to the
conclusion that relying only on rhythmic measures is inadequate for the prediction
of speech emotion, gender and accent. The network trained on rhythmic features
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had the lowest accuracy. However, the accuracy of the classifier improved when
combined with other acoustic features, indicating a relationship between speech
rhythm and the predicted characteristics.

A lot of research in the literature connects rhythm to language. The work
of Abercombie in [1] [2] originated the idea that languages can be categorized to
stress-timed and syllable-timed ([72], [78], [45]), based on the unit of segmentation
of speech. The assumption is that the timing between units - stress beats and
syllables respectively- is isochronous. Later on the term of mora-timed was added
to describe languages such as Japanese. This concept spurred extensive research
around the relation of speech rhythm and language. In [51] machine learning
techniques are deployed to perform language identification using rhythm metrics as
features. The findings contradicted the theory of three language classes, and rather
indicated that different metrics lead to different groupings of languages. Thus the
various aspects of a language may categorize it contrastingly. It is still unclear in
the scientific community which rhythm features separate languages optimally. Liu
and Takeda in their recent work [50] suggest that two measures are more reliable
for this task, namely VarcoAV and vocalic nPVI. Even though this classification
is a challenging problem, experiments have shown that infants can recognise their
mother tongue among languages that belong to different rhythmic classes, and
react to it, despite their inability to speak or understand the actual words [62]
[96] [24] [22]. However, they are unsuccessful to discriminate languages within
the same rhythmic class. This indicates that languages differ phonologically in
such a way that can be perceived even by non-verbal individuals. Other studies
investigate the presence of rhythm in non-verbal lip movements of primates [29]
[58]. Their discoveries offer valuable perspectives on the evolutionary roots and
possible shared elements of rhythmic communication among humans and primates.
Further research on simians was conducted by Tincoff et al [91] and concluded that
tamarins, just like newborns, possess the ability to discriminate among languages
of different rhythmic classes, which is not extended though to distinguishing within
the same class. Even though these findings may lead to the conclusion that rhythm
is part of human nature, [74] [12] [70] show that native English children’s speech
gradually becomes more stress - timed with age, and thus rhythm can be considered
acquired.

Multiple studies also investigate the progress of speech rhythm after acquir-
ing a second language. In [20] speech rhythm in English utterances is measured
before and after native Spanish speakers study English for a year. The results of
this study were not definitive, which is not unexpected, since as described above
quantifying rhythm is a difficult and yet to be solved task. More detail regarding
the challenge of capturing speech rhythm in L2 (second language) is displayed in
[39]. Gut examines the effectiveness of different rhythmic metrics to separate non-
native speakers with respect to their varying levels of proficiency. The results of
this study culminate in further doubts for the validity of the rhythm metrics, since
the influence of speech rate renders some of them unreliable. At the same time,
the author questions the existence of L2 rhythm altogether. A similar analysis
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is presented in [63]. The authors compare the development of speech rhythm in
English between native German and French speakers. German and French were
chosen, due to the fact that it has been shown that German is rhythmically closer
to English than French, with respect to the variability measures. It is concluded
that the development of speech rhythm in L2 acquisition appears to follow a uni-
versal trend regardless of the learner’s native language. However, the specific
rhythmic patterns observed at a particular stage of development exhibit distinct
characteristics influenced by the learner’s L1. In [97] Whitworth makes a detailed
investigation of speech rhythm in bilingual children in English and German. The
study suggests that their speech, despite its fluency, resembles rhythmically L2
speakers rather than native speakers.

All previous work mentioned above, even though it produced interesting and
enlightening results, models rhythm using duration or variability metrics. Despite
their popularity, it is not indisputable that these metrics can indeed give a desired
representation of rthythm and have received criticism. The findings of [7] indicate
that the described metrics may not reliably capture cross-linguistic distinctions,
as the scores vary significantly within a language and are susceptible to diverse
methodological choices. This raises concerns about the reliability of cross-linguistic
comparisons and the use of metrics for rhythmic classifications. Therefore another
perspective on rhythm and rhythmicity of speech would be insightful.

Poeppel and Assaneo in [73] delve into the importance of the temporal structure
(for more information [99] [53] [64]) of the speech signal in the study of rhythm.
The term temporal structure of speech refers to the organization and patterning of
sounds and pauses in spoken language over time. It involves the timing, duration,
and rhythm of individual sounds, syllables, words, and phrases. The authors in [73]
emphasize that while speech is not a strictly periodic signal, it exhibits regularities
in its temporal structure that indicate the presence of rhythmicity. According to
Poeppel and Assaneo, these regularities in speech rhythm are apparent in both
production and perception, and they have a notable impact on speech intelligibility.
In their review, they analyze rhythmicity from multiple perspectives, including the
acoustic, articulatory, and linguistic domains. However, for the purpose of this
thesis, the focus will be on the acoustic domain, which is primarily concerned with
the properties of sound waves and their perception. For a more comprehensive
understanding of the articulatory and linguistic domains and its role in speech
rhythm, further details can be found in the works of Stevens [86] and Titze [92].

Rhythmicity in the acoustic domain can be captured by the regularities in the
amplitude envelope of the speech signal. The amplitude modulation of the enve-
lope refers to the changes in the intensity or energy level of the speech signal over
time. The speech envelope represents the overall shape of the waveform, capturing
the rapid variations in amplitude that occur during phonetic segments, syllables,
and phrases. Amplitude modulations of the envelope play a crucial role in convey-
ing rhythmic information in speech [73] [89] [47]. These modulations reflect the
prominence and rhythmic patterns of syllables and stress patterns within words
and sentences. By analyzing the amplitude modulations, researchers can examine
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the temporal dynamics and rhythmic structure of speech. Studies have shown that
amplitude modulations of the envelope provide cues for perceiving and understand-
ing speech.[71]. The rise and fall in energy levels within the envelope contribute
to the perception of stressed and unstressed syllables, as well as the grouping and
segmentation of linguistic units. These modulations also influence the perception
of prosody, including aspects such as intonation, timing, and emphasis, which are
integral to the rhythmic characteristics of speech.

Goswani et al. in [35] [36] examine the correlation between dyslexia and the
perception of the amplitude modulations of speech. The experiment that was
conducted to test how well children with dyslexia can perceive these modulations
evaluated their performance in beat detection. The conclusion the authors draw is
that children with dyslexia lack the ability of identifying amplitude modulations
and hence they have impaired rhythm detection skills. This finding supports the
connection between speech rhythm and intelligibility and demonstrates the signifi-
cance conducting additional research on this prosodic characteristic. More research
regarding the connection of rhythm perception and the ability to read can also be
found in [98] [26] [88]. There is also evidence that rhythm can play a role to lan-
guage acquisition, whether that refers to first language or second. Recent works
of Goswami et al [34] [33] examine how rhythm perception can be an indicator
of a normal development in terms of language acquisition. The author discusses
the potential modeling of speech rhythm from an amplitude modulation (AM)
perspective. The analysis of the perception of AM information by children with
language acquisition disorders suggests a correlation between rhythm and language
development. The importance of these findings lie to the fact that understanding
the role of rhythm in typical and atypical language development can contribute to
improving interventions and support for individuals with developmental language
disorders.

One important aspect in the detection of rhythm constitutes the location of
the syllabic beat [3] [5]. Simply put the syllabic beat involves the organization and
grouping of syllables into rhythmic units, with certain syllables receiving more
prominence or stress than others. The stressed syllables typically receive more
emphasis or prominence in terms of pitch, duration, and loudness. The alterna-
tion between stressed and unstressed syllables gives rise to a rhythmic pattern,
commonly referred to as the syllabic beat. According to [3], the accuracy of a
listener in locating the rhythmic beat of a syllable was found to be positively cor-
related with the level of stress on that syllable. In other words, the greater the
stress on a syllable, the more reliable the subject’s responses in determining the
beat of that syllable. Another very similar concept is that of the perceptual center
or p-center [[41] [27] [76] [40] [75]]. The p-centers refer to the points of prominence
within a rhythmic unit. These points correspond to moments in speech where
there is a perceived increase in prominence or stress. Hoequist and Charles in [41]
establish that the concept of p-centers generalizes well across all language rhyth-
mic classes rather than being applicable only for English. This suggests that the
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presence and perception of p-centers are not limited to a specific linguistic con-
text. According to [59] and [4] the p-center can be detected close to the onset of
voicing, and techniques for determining its location can be found in [52] [82] [16].
The exploration of p-centers contributes to our understanding of speech rhythm
by identifying specific points of prominence within rhythmic units. These percep-
tual markers play a crucial role in shaping the rhythm of speech across different
languages and aid in the analysis and characterization of linguistic patterns.

Tilsen & Johnson in [90] propose a frequency-domain method for rhythm quan-
tification, by studying the spectral content of the amplitude envelope. They claim
that such an analysis gives a better representation of rhythm compared to the
interval measures mentioned above. In [65] the authors present a mathematical
modelling of speech rhythm with the utilization of a coupled oscillator model. (a
bit more)

2.2 Listening Preference

Previous work that links speech rhythm to listeners’ preference is presented in [77].
Proctor & Katsamanis examine what specific characteristics of speech affect the
preferences and perceptions of listeners. For this cause they utilize a set features
that also include rhythm metrics (interval measures and variability indices) and
experiment with an audiobook corpus. However, their findings led them to the
conclusion that the features and data they examined were insufficient to obtain
a clear result regarding the prosodic characteristics that make a speaker more
appealing to listeners.

In the study conducted by Kinoshita and Sheppard [44], the focus is on in-
vestigating how rhythm influences the ratings provided by native speakers when
evaluating non-native (L2) speakers. The authors employed the pairwise variabil-
ity index as a metric and successfully demonstrated its effectiveness as an indicator
for this particular task. In [21] Ding et al. aim to validate whether glottalization
has a negative effect on preference across multiple languages. The authors define
glottalization “as a region in the speech signal with irregular pitch periods, and
often accompanied by extremely low f0, voicelessness or pause”. They conclude
that preference is not negatively correlated with the frequency of glottalization
and the listeners were receptive towards this characteristic.

In [61] the authors investigate the relationship between perceptual judgments
and acoustic measures of normal and pathologic voices. Four acoustic param-
eters were analyzed: harmonics-to-noise ratio, autocorrelation function, average
jitter, and standard deviation of the fundamental frequency. Correlations were
found between perceptual preferences and measured results, indicating that cer-
tain acoustic characteristics are associated with voice preference. However, the
acoustic-perceptual relationships differed between normal and pathologic voices,
suggesting that additional factors contribute to overall voice preference in patho-
logic voices. In [8] the correlation between listeners’ preference and fundamental
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and formant frequencies is explored. The authors reach the conclusion that lis-
teners’ assessments of voice quality are impacted by the statistical distribution of
mean fundamental frequency and formant frequencies in human voices. Coelho et
al. in [15] utilize machine learning to build a model that automatically predicts
voice preference. The model was trained to classify speakers across six languages
to two classes, namely preferred and not preferred. The final classifier exhibited
a sufficiently negligible error, and the results of feature selection provide valuable
insights into the characteristics that influence preference. Nevertheless the model
was trained and tested with a relatively small dataset (thirty voices), and therefore
it is crucial to verify its generalization. Listeners’ preference has also been studied
in different contexts such as age and gender of listener [57], speech rate [85] and
accent [60]. However, the accurate prediction of preference remains a hard and
unsolved task in the contemporary scientific community.

2.3 Empirical Mode Decomposition

The concept of the Empirical Mode Decomposition (EMD) was originated by
Huang et al. in [42]. The authors introduce EMD as a non-linear method to
decompose a signal into meaningful, in terms of frequency, zero-mean AM-FM
components. These components are called intrinsic mode functions (IMF) and
they are extracted through a sifting process so that they satisfy certain desired
properties. Each IMF contains valuable information regarding the oscillations of
the signal within distinct and non-overlapping frequency ranges. More information
about the EMD algorithm is provided in Chapter 3.

There is a lot of research in the bibliography that aims to the optimization and
the theoretical foundations of EMD. Sharma et al. [84] conducted an extensive
review of signal decomposition methods, with a particular focus on the advantages
of using Empirical Mode Decomposition (EMD) for speech analysis compared to
other methods such as Linear Prediction, Short Time Fourier Transform, and Mel
Filterbank Cepstral Coefficients. The authors highlighted the strengths of EMD
and also proposed techniques to enhance the EMD algorithm. However, they ac-
knowledged the limitations and shortcomings of the method, primarily its lack of
mathematical robustness. The paper provides valuable insights into the benefits
and challenges associated with employing EMD for speech analysis. Some algo-
rithmic variations of EMD are also proposed and evaluated in [80]. The authors
emphasize that their work is primarily experimental in nature and acknowledged
the need for further theoretical development of the empirical mode decomposition
(EMD) method. In [79] the authors discuss the need for multivariate extensions
of empirical mode decomposition (EMD) to enable direct analysis of multichannel
data. They propose a method that utilizes real-valued projections on hyperspheres
to compute the envelopes and local mean of multivariate signals, demonstrating its
effectiveness through simulations on synthetic and real-world human motion data.
An optimization for the decomposition process of EMD is also presented in [17].
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They authors introduce an analytical solution using a parabolic partial differential
equation (PDE)-based approach, to avoid computing the mean envelope during
the sifting process. Flandrin et al. in [25] present initial numerical experiments
suggesting that EMD behaves as a “wavelet-like” filter bank for structured broad-
band stochastic processes like fractional Gaussian noise. The findings highlight the
need for theoretical explanations of EMD’s observed behaviors and its potential
for analyzing self-similar processes, while acknowledging the ongoing comparisons
with other methods. The study aims to contribute to a better understanding of
EMD’s decomposition of broadband noise, bridging the gap between the lack of a
formal theory and its practical application in real-world scenarios.

2.4 AM-FM Decomposition

AM-FM signals refer to signals that exhibit both amplitude modulation (AM)
and frequency modulation (FM). AM-FM signals are used to model and analyze
speech signals, considering the variations in both amplitude and frequency over
time. Speech signals can be decomposed into their AM-FM components, where the
AM component represents the envelope or the changes in the signal’s amplitude,
and the FM component represents the variations in the signal’s frequency. This
decomposition allows for a more detailed analysis of speech characteristics, such
as the dynamics of speech production and perception.

Numerous algorithms for AM-FM decomposition can be found in the litera-
ture. In [83] the authors introduce a novel algorithm for decomposing a band-
pass signal into its amplitude modulation and frequency modulation components.
The algorithm utilizes zero-crossing instant information in a k-nearest neighbor
(k-NN) framework to estimate the FM component, while the AM component is
estimated using coherent demodulation and a time-varying lowpass filter based on
the estimated instantaneous frequency. Gianfelici et al. in [30] propose a rigor-
ous mathematical formulation for a multicomponent sinusoidal model of speech
signals, enabling accurate reconstruction of nonstationary signals with transients,
voiced segments, or unvoiced segments. The proposed method utilizes the Hilbert
transform iteratively and includes an adaptive segmentation algorithm to compute
instantaneous frequencies from unwrapped phases, ensuring a complete AM-FM
model with analytically investigated and empirically tested convergence properties.
In [23] an adaptive maximum windowed likelihood algorithm is presented and cus-
tomized for decomposing speech signals into AM-FM components. By adjusting
the window length and type, the algorithm can effectively decompose different seg-
ments of speech. The algorithm’s ability to track formant frequencies is demon-
strated through simulations of phonemes and voiced speech, except in cases of
highly fluctuating formants where alternative approaches are recommended. The
authors in [48] address the limitation of previous AM and FM decomposition meth-
ods that assume non-negativity of the AM component, which is not always valid
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in over-modulated signals. The proposed two-step algorithm utilizes coherent de-
modulation to accurately estimate the AM and FM components, correcting phase
discontinuities and improving instantaneous frequency estimation. The authors
utilize evaluation results to demonstrate the algorithm’s effectiveness in synthetic
signals and band-passed speech, while also discussing its limitations and potential
areas for future improvement.

In this thesis we utilize the AM-FM decomposition algorithm as proposed in
[68]. The algorithm is iterative and adaptive and it is based on the Quasi-Harmonic
Model (QHM), that was first introduced by Laroche in [46]. In each iteration,
the authors propose updating the basis functions used for projecting the input
signal by incorporating the information from the estimated instantaneous phase
obtained in the previous iteration. The authors also present the validation of the
method with synthetic data, which shows a significant improvement compared to
the standard sinusoidal representation. More details can be found in [67] [66]. In
[43] Kafetzis et al. present an extension of the model, where both the amplitude
and frequency of the signal are incorporated into the adaptation process in a direct
and straightforward manner. This alternation increases the performance in terms
of Signal-to-Reconstruction-Error Ratio (SRER) by more than 2 dB, on average.
In [69] the AM-FM decomposition algorithm is used to extract tremor. Tremor
is defined as slow modulation of fundamental frequency or its amplitude. The
advantage of the AM-FM decomposition is that it can adapt to non-stationarity,
and thus it is not necessary to segment the signal into small intervals. The authors
claim that this segmentation leads to the loss of important tremor information,
and therefore the ability to extract the amplitude and frequency modulations in
large speech signals is crucial. Their results indicate that the proposed method
can robustly estimate the time-varying modulation frequency and the time-varying
modulation level of vocal tremor.



Chapter 3

Methodology

3.1 Data

For our experimental evaluation, we used two Apple internal datasets. The
first dataset consisted of recordings from 42 speakers, comprising 25 females and 17
males. All individuals were native English speakers with American English accent.
Each speaker was asked to record speech files with four different speech rates: slow,
normal, fast, and fastest. Within these speech files, all speakers delivered the same
set of 25 sentences with small pauses in between. However, it is worth noting that
not all speakers were able to provide all the required files. As a result, the dataset
comprised 41 speech files for the slow rate, 41 for the normal rate, 39 for the fast
rate, and 40 for the fastest rate. It is important to note that the audio quality
of the recordings was not consistent across all files, as they were captured by the
speakers themselves using personal devices. Additionally, there was variability in
speech rates among the different speakers. Despite the slight variations in the
number of files, these recordings formed the basis for our subsequent analyses and
investigations. To facilitate analysis, the files were segmented into 25 smaller ones
and any initial and final pauses were trimmed. The transcripts of all the speech
files were also provided.

The talent selection process involved reaching out to an agency with specific re-
quirements for American English-speaking actors, aged approximately 25-55 years
old, who could perform at different speeds. The actors were provided with a char-
acter guide and script to perform in four different speed categories. The target
speeds were 80 wpm, 150 wpm, and 300 wpm, although hitting these exact marks
was not necessary. Voice sound, ability to speak at different rates, voice quality,
and cold reading skills were among the criteria considered during the initial eval-
uation. The top 11 talents were selected for a 45-minute Skype callback session,
where they were assessed on various aspects including cold reading, articulation at
different speeds, ability to follow directions, and vocal stamina. After this phase,
the top 4 talents were chosen for phase 1 recording, followed by further testing

15
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and evaluation, including preference and intelligibility tests. Finally, the top 2
best-performing talents were selected for phase 2.

A second dataset was also provided, consisting solely of recordings provided
by the four initially selected speakers. Each speaker contributed 120 speech files,
comprising three different speech rates (slow, normal, fast), with 40 utterances per
rate.

3.2 Rhythm Extraction with Envelope Decomposition

As a first step, we adopted the methodology proposed in [89] to extract the rhythm.
To determine the rhythmic measures for each speaker, the following procedure
was followed. The utterances were first segmented into chunks, with a duration of
1500 ms and an overlap of 750 ms. This choice was based on [89], acknowledging
that it carries some degree of arbitrariness. For each speech chunk, the amplitude
envelope was extracted and subjected to further processing. Three techniques were
employed to extract the rhythmic features from the envelope: spectral analysis,
Empirical Mode Decomposition (EMD), and AM-FM decomposition.

3.2.1 Envelope Extraction

The initial step of this analysis is to extract the amplitude envelope from the given
speech signal, regardless of its size. To capture the variation in signal amplitude
caused by the alternation between vocalic nuclei and consonantal margins, the
speech signal is subjected to bandpass filtering. This filtering is achieved using a
fourth-order Butterworth filter with a range of [400, 4000] Hz, serving two pur-
poses. The low-frequency cutoff deemphasizes the contribution of fundamental
frequency (F0), reducing the direct representation of voicing in the signal. This
is done to make voiced consonants more similar to voiceless consonants and dis-
tinguish them from vocalic nuclei, which preserve resonances in the passband.
The high-frequency cutoff decreases the representation of sibilant consonants and
bursts, preventing them from being associated with peaks in the envelope. The
authors in [89] explain that the specific values chosen for the passband cutoffs
are somewhat arbitrary but have been determined through parametrically varied
analyses of envelope-based metrics across different datasets.

The subsequent step involves low-pass filtering the magnitude of the vocalic
energy. A fourth-order Butterworth filter with a cutoff of 10 Hz is employed,
although the precise value of the cutoff is somewhat arbitrary. The purpose of
the low-pass filter is to generate an envelope that varies on the time-scale of al-
ternation between vocalic nuclei and consonantal margins, corresponding to the
syllable-time-scale. The resulting output of the low-pass filtering process, termed
the vocalic energy amplitude envelope or simply the “envelope,” is depicted in
Figure 3.1. The envelopes have been rescaled and the speech signals are divided
in syllables. Figures 3.1a and 3.1b illustrate the envelope corresponding to the
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same part of s sentence uttered by two different speakers, one male and one fe-
male respectively. Even though we hypothesize that each drop in the envelope
corresponds to a syllable, Figure 3.1 demonstrates that this assumption does not
always hold. For instance, in the last waveform, the final syllable consists of two
drops, and represents the first syllable of the word “status”.

It is recommended to also apply additional processing steps to make the signal
more suitable for further analysis. First, the amplitude envelope is normalized by
subtracting its mean and then rescaling it by its maximum absolute value, ensuring
that it has an extremum at 1 or -1. Subsequently, the envelope is downsampled
by a factor of 100 to expedite further computations. Finally, the envelope is
windowed using a Tukey window with a parameter of 0.2. This choice of a moderate
parameter value is aimed at minimizing the influence on a large time span of
the signal and avoiding abrupt fluctuations near the edges. The resulting signal
obtained after all these processing steps is referred to as the processed vocalic
energy amplitude envelope.

After obtaining the envelopes for all the chunks, they were used to extract a
set of features that capture the rhythmicity. This was achieved by decomposing
the envelopes using EMD and AM-FM techniques. Additionally, spectral analysis
was performed on the envelopes to further analyze their characteristics and extract
relevant information.

3.2.2 Empirical Mode Decomposition

The EMD procedure is employed to decompose the envelope into a series of in-
trinsic mode functions (IMFs). These IMF's serve as a set of non-orthogonal basis
functions. To ensure a well-defined instantaneous frequency, each IMF must sat-
isfy certain properties. Firstly, the number of zero-crossings should be equal to the
number of local extrema. This implies that all peaks and troughs are separated by
a zero-crossing, indicating the oscillatory nature of the IMF. Secondly, for a func-
tion to be considered an IMF, the average of the negative and positive envelopes
should be zero at every point. This condition ensures that the IMF possesses a
zero local mean and captures the intrinsic oscillations present in the signal.

Each IMF represents an oscillation in the input signal at different time-scales.
The first IMF reflects the highest frequency oscillations of the envelope, and thus
we assume that it carries information about the “syllabic-driven fluctuations”.
Similarly the second IMF represents the second fastest oscillations of the envelope,
and we consider that it corresponds to the “stress-driven fluctuations”. As the
order of the IMF increases the oscillations it reflects become slower. After a number
of IMFs the power of the oscillations is reduced , and hence the IMFs go to
zero. The number of the necessary basis functions can be determined with various
criteria. Here, following the steps of [89], we use only the two first IMFs for the
envelope decomposition, in order to extract the rhythmic features.

In EMD, as mentioned above, the basis function are non-orthogonal. They are
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Figure 3.1: Example of two vocalic energy amplitude envelopes
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determined empirically through a sifting process. The sifting process is a step-
by-step procedure used to extract intrinsic mode functions (IMFs) from the input
signal. In this process, an initial sift is generated, which serves as a starting point
for obtaining the IMFs. To obtain the first IMF the original signal is used as
the initial sift. The next step consists of the calculation of the upper and lower
envelope of the sift. This can be done by interpolating the local maxima and
minima respectively. Using the upper and lower envelope we obtain the mean
envelope, simply by taking their mean. A new sift is extracted by subtracting
the mean envelope from the current sift. The new sift is then evaluated based
on two specific criteria. The first criterion, known as the IMF criterion, assesses
whether the sift satisfies the characteristics of an IMF. An IMF should have a
zero-crossing between each pair of local extrema, ensuring that all maxima and
minima are separated by zero-crossings. The second criterion, called the standard
deviation criterion, is used to determine the stability and quality of the sift. It
involves calculating the standard deviation of the sift and its preceding, namely
the sum of the squared difference of the new sift and its preceding divided by the
sum of the preceding sift squared. The standard deviation is then compared to a
predefined threshold value. If the standard deviation exceeds the threshold, the
sift is considered unstable and not suitable for an IMF. Here, we choose 0.01 as
threshold. There are other methods that determine the termination of the sifting
process, such as having a maximum number of iterations. If the sift meets both
criteria, it is identified as an IMF. Otherwise, a new sift is generated, following the
same method. This process is repeated iteratively until an IMF is obtained. Each
iteration refines the sift by reducing the mean component, thereby enhancing the
IMF characteristics.

After obtaining the first IMF, the residue is computed by subtracting the IMF
from the original input signal. The residue contains the remaining components of
longer time scales. The sifting process is then applied to the residue, aiming to
extract additional IMFs.

The sifting process continues as long as the residue exhibits two local extrema
of sufficient amplitude. The resulting set of IMFs represents oscillatory compo-
nents at different time scales present in the input signal. To reconstruct completely
the original signal’s envelope, the IMFs and the final residue are added together.
Figure 3.2 illustrates the comparison between an amplitude envelope and its re-
construction with the use of different numbers of components: two, five, and ten.
The reconstucted signal is obtained as the sum of the components. It is evident
that utilizing only two IMF's results in a less accurate representation of the signal.
However, the reconstruction becomes indistinguishable whether we employ five or
ten IMF's. This observation suggests that higher-order IMFs do not contribute sig-
nificant information and can be disregarded in subsequent analyses. The nature
of the envelope indicates that it is a narrowband signal, thus a limited number
of IMFs is expected to adequately capture its characteristics.This reconstruction
process ensures that the energy and temporal structure of the original signal are
preserved.
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Algorithm 1 Empirical Mode Decomposition
Input:

S, the original signal

n, number of desired IMF's
Output:

IMFs, set of the n first IMFs

IMF's < empty_set

residue < S

141

while i < n do
IMFi <+ sifting_process(residue)
residue < residue — IM Fi
IMFs «+ IMFs.add(IMF4i)
t—i1+1

end while

This observation is very crucial since it entails the IMFs contain energy from
the envelope on a variety of time-scales inherent to the envelope itself. The authors
in [89] use this to introduce a novel rhythmicity measure, which we also employ
in this thesis. The idea is based on the fact that the first IMF predominantly
encompasses oscillations at the syllable time scale, while the second IMF represents
stress or foot-related oscillations. The measure quantifies the relative strength of
these oscillations and is computed as the power of the second IMF (sum of squared
values) divided by the power of the first IMF. This metric reflects the contribution
of lower-frequency, stress-related energy compared to higher-frequency syllable-
related energy. The authors call this metric IM F Ra;.

After performing EMD and obtaining the IMFs, further analysis is conducted
using the Hilbert transform. The Hilbert Transform is a mathematical operation
that is used to analyze the time-varying properties of a signal. It provides a way
to extract the instantaneous frequency and amplitude information from a given
signal. The transform is based on the concept of analytic signals, which have a
complex representation consisting of both real and imaginary components. By
applying the Hilbert Transform to a signal, we obtain its corresponding analytic
signal, which can be further analyzed to extract valuable information about its
frequency content and phase characteristics. The analytic signal is given by:

Hiz(t)] = 1 /OO Md7’ (3.1)

T) ot—T
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Algorithm 2 Sifting Process
Input:

S, the initial sift
Output:

IMF, the ith IMF

residue < S

ZC <+ False

std < oo

while std > 0.01 OR ZC = False do

up_envelope < upper envelope of residue

low_envelope < lower envelope of residue

mean_envelope < mean(up_envelope, low_envelope)

new_residue < residue — mean_envelope

std <+ Y (new_residue — residue)?/ > (residue)?

if #Zero_Crossings(newresidue) = # Local_Extrema(new_residue) then
ZC + True

end if

end while

IMF < residue

Return IMF
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Figure 3.3: Example of the first four IMFs of an amplitude envelope.

where H[z(t)] represents the analytic signal obtained from z(t).

The instantaneous phase derived from the Hilbert transform allows us to define
the instantaneous frequency as the time derivative of the phase [42]. Before ob-
taining the frequency phase unwrapping is performed to handle rapid changes, and
each data point is smoothed by averaging with its nearest neighbors. Additionally,
frequency values that deviate more than 3 standard deviations from the mean are
excluded from subsequent analyses. To mitigate window-related edge effects, the
first and last 100ms of instantaneous frequencies are also excluded.

The instantaneous frequency of the first IMF shows considerable variability.
This variability is reduced as the order of the IMF's is increased. The variability in
instantaneous frequency over time serves as an indicator of oscillation stationarity.
In this thesis, following [89], we utilize the variance of the instantaneous frequency
from each IMF as rhythmicity metrics. This variance reflects the rhythmic stability
in the corresponding time scale. Lower values of variance indicate more stability
and hence higher rhythmicity. Here only the first two IMF's, that resulted from
the envelope decomposition, were used. Therefore, for every chunk of speech we
obtain two rhythm metrics with this method.

3.2.3 AM-FM Decomposition

In this work, we propose extracting the same rhythm stability metrics, but with the
utilization of an AM-FM envelope decomposition instead. The AM-FM algorithm
was proposed by Pantazis et al. in [69] [67]. Since the envelope is a narrowband
signal, the use of only one AM-FM component is sufficient for its representation.
The instantaneous frequency of this component is obtained and its variance is used
as a rhythmicity metric.
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The decomposition algorithm is based on the adaptive Quasi-Harmonic mod-
elling of speech. The procedure we followed was based on [69], where the au-
thors use the algorithm to extract vocal tremor characteristics from speech sig-
nals. Firstly the envelope was downsampled to a 1000 Hz. sampling frequency.
The downsampling doesn’t cause any loss of information since the envelope does
not contain high (> 20H z) frequency modulations. As a next step the envelope is
filtered with the use of a fourth-order Savinzky-Golay smoothing filter, to remove
all the slow modulations, as we consider that they don’t carry important informa-
tion about the rhythmic content. This filter preserves important features of the
distribution while reducing noise. Finally, the remaining modulations are modeled
as an amplitude-modulated and frequency-modulated signal.

Following the notation of [69] and since we consider that the envelope is a
mono-component signal, it can be represented as z(t) = m(t)cos(¢(t)), where
m(t) represents the instantaneous amplitude (related to the modulation level),
and 9 (t) represents the instantaneous phase. The instantaneous frequency ((t) is
calculated as the first derivative of the instantaneous phase. To estimate the AM-
FM parameters, the aQHM algorithm is applied. The signal is divided into frames.
A small hop-size of 15ms is used for better frequency resolution, and a Hamming
window with a duration of 900ms is applied. For each frame the algorithm returns
one value for the instantaneous amplitude and one for the instantaneous frequency,
that correspond to the center of the frame. These values are determined, by
solving analytically a least mean squares optimization problem and taking into
consideration the values of the previous frame. Thus the algorithm requires an
initial frequency estimation for the first frame. It was observed that different
initial values resulted to different fits. One way to initialize the frequency of the
first frame by making it equal to frequency that corresponds to the largest peak
in the FFT of the frame. Here, in order to achieve the best fit for the component
we search iteratively for the frequency value -in the interval between 5 and 10 Hz-
that results to the highest Signal-to-Reconstruction Error Ratio. At the end the
algorithm returns a set of values for the instantaneous amplitude and frequency, as
many as the number of frames. The values are interpolated and we end up with the
final curves of instantaneous amplitude and frequency. As the first value we have
corresponds to the center of the first frame we cannot estimate the previous 450
(half the window size) values via interpolation. Similarly we can’t estimate the last
450 values. To avoid losing information at the beginning and end of the envelope,
we introduce Gaussian noise to the envelope’s start and end. This ensures that
the first sample of the envelope aligns with the center of the first frame, and the
last sample aligns with the center of the last frame. By employing this approach,
we preserve the integrity of the envelope and prevent information loss.

After obtaining the instantaneous frequency of the component, the next step
is to calculate its variance. In this analysis, we adopt the assumption made by
the authors in [89] that the variance of the instantaneous frequency reflects rhyth-
mic stability. According to this assumption, as the variance of the instantaneous
frequency decreases, rhythmicity increases. In other words, there is an inverse
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Figure 3.4: Example of an envelope, the AM-FM component and its instantaneous
amplitude and frequency

relationship between rhythmicity and the variance of the instantaneous frequency.

3.2.4 Spectral Analysis

Another method to process the amplitude envelope and extract the information
about rhythm it carries is by analysing its spectrum, as described in [90]. The
envelope is first zero-padded and following the spectrum is computed by squaring
the magnitude of the fast Fourier transform. The authors suggest dividing the
spectrum by the length of the input and multiplying it by a factor of two in order to
ensure smoothness and normalization. Then we perform smoothing across positive
and negative frequencies by averaging within a 1 Hz frequency band centered on
each frequency bin [13]. This smoothing procedure results in non-zero spectral
power at 0 Hz. However, since the proposed spectral-based analysis does not
incorporate spectral information below 1 Hz, this does not pose any significant
issues.

Two different methods are employed to capture rhythm based on the enve-
lope spectrum. The first approach involves separating the spectrum into low and
high frequency bands and calculating the ratio of power within those bands. This
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approach is similar to the previously described rhythm metric IM Fry; as it is
based on the same assumption, namely that lower-frequency periodicity in the en-
velope corresponds to supra-syllabic influence (such as stress or feet) on rhythm,
while higher-frequency periodicity corresponds to syllable-level influence. This
ratio metric is known as the spectral band power ratio (SBPr). Following our
reference journal paper, the cutoff between the bands is chosen to be 3.25 Hz,
representing a period of approximately 300 ms. The choice of cutoff is somewhat
arbitrary but is generally set below the duration of typical syllables in fluent spon-
taneous speech.

The second approach is introduced because the definition of spectral bands
is inherently arbitrary. To address this, the spectral centroid is computed over
a range of 1.5-10 Hz. The centroid represents the weighted mean of frequencies,
calculated by summing the frequencies within the range multiplied by their asso-
ciated spectral power, and then dividing by the sum of all spectral power within
the range. Unlike the ratio metric, the spectral centroid is not sensitive to the
specific division between low and high frequencies but remains sensitive to the
chosen frequency cutoffs.

3.2.5 Summary

The analysis of the envelope has given in total six rhythmicity metrics, which
measures include I M F'roq, the variance of the instantaneous frequency of the first
and the second IMFs, which will be symbolized as varI M F; and varIM Fs, the
variance of the instantaneous frequency of the AM-FM component, denoted with
varAM F M, ratio metric SBPr and the spectral centroid, CNTR.

Before applying the metrics and analyzing the results, it was crucial to en-
sure that they measure the intended aspects. Validating these measures presents a
challenge due to the absence of a definitive ground truth for comparison. However,
we can establish their consistency by examining the pairwise correlation between
them. This approach provides valuable insights into the extent to which our mea-
sures capture the same underlying phenomenon.

Pearson’s Correla- | varIMF; varl M Fs varAMF M IMF R2: SBPr CNTR
tion

varl M Fy 1.000 0.1517 -0.2411 0.3242 0.2409 -0.1794
varl M F» 0.1517 1.000 0.5780 -0.5131 -0.63 0.7126
varAMFM -0.2411 0.5780 1.000 -0.6247 -0.6905 0.7136
IMF R2y 0.3242 -0.5131 -0.6247 1.000 0.9222 -0.8457
SBPr 0.2409 -0.63 -0.6905 0.9222 1.000 -0.9607
CNTR -0.1794 0.7126 0.7136 -0.8457 -0.9607 1.000

Table 3.1: Summary of rhythmic metrics and their pairwise correlation
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To achieve this validation, we extracted all measures from the dataset with the
43 speakers. We used all speech files, regardless of speech rate. Every utterance
was segmented into 1500ms chunks, and after extracting the measures for every
chunk, the mean value was computed. Thus, every utterance was represented by
one value per measure. Table 3.1 summarizes the pairwise correlation between
each two of the metrics. The number of observations was equal to the number of
total utterances.

These results provide valuable insights into the metrics used. Firstly, it is
evident that varI M F; exhibits the lowest correlation with the other metrics. As
we have previously established, I M F represents rhythmicity at the smallest time-
scale, specifically at the syllabic level. In contrast, we assume that I M F5 reflects
rhythmicity at a supra-syllabic level. The relatively low correlation with IM F} and
the relatively high correlation with IM F5 suggest that the other metrics capture
rhythm on a larger time scale beyond the syllabic level.

Furthermore, the relatively high correlations of varAM FM with the other
metrics validate that our proposed measure can indeed be used as a rhythmic
metric. Another crucial observation is that, excluding varIM F;, we can cate-
gorize the metrics into two groups. Metrics within the same category positively
correlate with each other and negatively correlate with metrics from the other
category. The first category includes varI M Fy, varAMFM, and CNTR. Based
on our assumption, inspired by [89], these measures increase inversely to rhyth-
micity. In other words, lower values of these metrics indicate higher rhythmicity.
Drawing from this assumption and the highly negative correlations observed, we
can conclude that the metrics in the second category, namely SBPr and I M F Roy,
increase alongside rhythmicity.

Lastly, the metrics IM F Ro1, CNTR, and SBPr exhibit the highest correla-
tions among each other. This can be attributed to the methods used to construct
these measures. All three metrics quantify the ratio of power between lower and
higher frequencies. Although they show strong correlations, suggesting the pos-
sibility of retaining only one of them, we choose not to exclude any from further
analysis. This decision is based on the understanding that each metric is sensitive
to different aspects of rhythmicity, and thus they provide complementary informa-
tion that enriches our analysis.

3.3 Rhythm Extraction from the Speech Signal

Despite strong evidence indicating that the amplitude envelope carries rhythmic
information in a speech signal, there are limitations associated with this approach.
We recognize that extracting the envelope results in a significant loss of informa-
tion, potentially excluding crucial aspects of rhythmic content, such as pitch. To



28 CHAPTER 3. METHODOLOGY

address this concern, we propose an alternative method to capture rhythmic char-
acteristics directly from the speech signal, aiming to obtain a more comprehensive
representation of the rhythm. Building upon the assumptions made in the previous
section, our method focuses on extracting features that enable a fair comparison
between speakers. By leveraging these features, we aim to capture and quantify
rhythmic characteristics in a manner that allows for meaningful comparisons across
different individuals.

When it comes to comparing speakers based on their speech rhythm using
the metrics, we encounter additional limitations with the previous method. This
comparison is crucial as we aim to investigate whether rhythmicity has an impact
on preference. However, it has been observed that speech rate can introduce a
bias to our metrics and the variations among speakers might primarily reflect
their individual rates rather than their rhythmicity.

To address this issue, we require a method that enables a fair comparison
of speakers. This method should provide a means to evaluate speakers on an
equal basis, ensuring that the comparison is not influenced by variations in speech
rate or other factors that could introduce bias to the analysis. Moreover, it is
crucial to acknowledge that rhythm manifests itself at the syllabic or supra-syllabic
level. While our previous approach involves approximating syllables based on the
envelope and its oscillations, it is important to recognize the inherent limitations
of this approximation.

In summary, our proposed method serves three purposes.

1. Extract rhythmic features directly from the speech: Instead of rely-
ing solely on the envelope extraction approach, we aim to extract rhythmic
features directly from the speech signal. By doing so, we can avoid poten-
tial information loss and capture relevant rhythmic characteristics that may
contribute to preference.

2. Develop a fair pairwise comparison: In order to conduct a fair com-
parison between speakers, it is essential to have a fair and unbiased pairwise
comparison between speakers. This approach will enable us to compare
speakers based on specific rhythmic features, thereby eliminating potential
biases introduced by variations in speech rate or other confounding factors.

3. Accurately capture rhythmicity related to syllable transitions: We
recognize that rhythmicity is influenced by the transitions between syllables.
To capture this aspect accurately, we will focus on refining our methodology
to specifically target and analyze rhythmic patterns associated with syllable
transitions.

In order to achieve all this, we used the text-speech pair from the dataset and
convert the text/transcript into phoneme sequences using Apple internal graphene
to phoneme conversion tool. Afterwards, we performed forced alignment on the
speech signal to identify the boundaries of each phoneme sequence. Subsequently,
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we use this information to separate syllables. It is important to note here, that in
our dataset the utterances were common among speakers and rates. In order to
study the transitions between syllables, we propose performing EMD separately
on the part of the signal that contains two consecutive syllables, to extract the
rhythmic metrics.

3.3.1 Forced Alignment

In order to compute the phoneme boundaries for all the phoneme sequences in our
speech dataset, we used a forced alignment tool called Montreal Forced Aligner
(MFA). [55]

The MFA provides automatic alignment of speech data with corresponding
text transcriptions at a high level of accuracy. This alignment process is crucial for
various applications, such as speech recognition, speaker diarization, and language
processing tasks.

MFA operates by deploying a combination of acoustic and language models
to align the speech and text data. Initially, it performs a phonetic segmentation
of the speech signal, dividing it into smaller units corresponding to individual
phonemes. It then utilizes a statistical model to estimate the most likely temporal
boundaries for each phoneme, aligning them with the corresponding words in the
text transcription.

The MFA algorithm uses the following procedure. The alignment process be-
gins with data preparation. The speech recordings and their corresponding tran-
scriptions are pre-processed and formatted. This includes cleaning the data, re-
moving non-speech sounds, and normalizing the audio. Once the data is prepared,
an acoustic model is trained. The acoustic model is a statistical model that cap-
tures the acoustic characteristics of different phonemes and their variations. The
acoustic model is trained using a large amount of labeled speech data. After the
model training, a lexicon is created. The lexicon maps each word in the transcrip-
tions to its corresponding phonemes. This ensures accurate alignment between the
words and phonemes in the speech signal.

The alignment process itself is performed in two steps: forced alignment and
refinement. Forced alignment breaks the speech signal into small, overlapping win-
dows. The acoustic model is then used to predict the likelihood of each phoneme
occurring in each window. The alignment is performed by selecting the phoneme
with the highest likelihood at each window. Refinement involves adjusting the
boundaries of phoneme segments to improve their alignment with the speech sig-
nal. This is done using a Hidden Markov Model (HMM) framework.

The final output of the algorithm is a phoneme-aligned transcription, where
each phoneme is temporally aligned with its corresponding segment in the speech
signal. This output was used to separate syllables. The syllable separation was
done manually.
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3.3.2 Extraction of Rhythmic Metrics from Syllables

The main idea behind the syllable separation was to be able to study the speech
signal during the transition between syllables. To achieve that, we utilized EMD
for a second time. This time the decomposition was performed on the speech
signal, instead of the envelope. The EMD algorithm was applied for every two
consecutive syllables, aiming to examine the signal’s oscillations for every syllable
transition. Since speech is a much more complicated signal than its envelope, more
IMF components were needed to get a good representation. Figure 3.5 depicts the
five first IMF components of a speech signal. It is evident that even the fifth IMF
carries information about the signal, and has relatively high power, as opposed to
the envelope’s higher order components shown in Figure 3.3.
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Figure 3.5: Example of five first IMF components of a speech signal

We selected the first five Intrinsic Mode Functions (IMFs) for this analysis.
Figure 3.6 illustrates that the original signal and its reconstruction using these five
components exhibit a high degree of overlap, indicating that the important signal
information is captured within these IMFs. The spectral comparison in Figure
4.6d demonstrates a close resemblance between the spectrum of the reconstructed
signal and the original signal, with minor discrepancies observed primarily in the
lower frequency range. This discrepancy can be attributed to the exclusion of
higher-order IMF's, which correspond to slower oscillations or lower frequencies.
Each segment of the signal associated with a syllable transition was decomposed
into five IMF components, and the Hilbert transform was applied to extract the
instantaneous frequency. The variance of the instantaneous frequencies for each
IMF was then utilized as rhythmic metrics.

After completing the aforementioned procedure, we have acquired five features
corresponding to each syllable transition. As all speakers utter the same sen-
tences, we can perform a one-to-one comparison of these features. This enables us
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to directly compare the rhythmic characteristics among speakers and analyze any
variations or patterns that may exist. By examining these features, we can gain
insights into the individual rhythmic profiles of each speaker and explore poten-
tial relationships between rhythmicity and other factors of interest. The ability
to conduct a direct and meaningful comparison of these features facilitates our
investigation into the role of rhythm in speech and its potential effects on various
aspects, such as preference or perception.
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components



Chapter 4

Results

This chapter presents the findings of the research study, which sought to investi-
gate the measurement of speech rhythm and its influence on listeners’ preferences.
Initially, we present the outcomes and conclusions derived from employing the
envelope-based metrics. We analyze their limitations and shortcomings and subse-
quently turn to the utilization of the second proposed method that circumvents the
use of the envelope. By adopting this alternative approach, we anticipate achieving
more promising results and addressing the shortcomings encountered earlier.

4.1 Experimental Evaluation of Envelope Based Meth-
ods

Through the analysis of measures derived from the decomposition of the ampli-
tude envelope, we have gained valuable insights into the efficacy of these measures
in capturing rhythmicity as well as their inherent limitations. Additionally, our
investigation has shed light on the influence of speech rate on these metrics. The
conducted experiments, utilizing two distinct datasets, have allowed us to assess
the performance of the proposed rhythmic metrics in various tasks, providing valu-
able empirical evidence.

4.1.1 Effect of Speech Rate

One of the initial experiments conducted aimed to assess the sensitivity of our
metrics to variations in speech rate. These results hold significant importance for
two main reasons. Firstly, they serve as a crucial validation step for our metrics, as
rhythm is inherently influenced by speech rate and our measures should accurately
capture this relationship. Secondly, it is essential to ensure that our metrics do not
solely reflect speech rate as that would render them ineffective in capturing other
aspects of speech rhythm. By examining the impact of speech rate on our metrics,
we not only validate their sensitivity but also assess their ability to capture broader
rhythmic characteristics beyond rate variations. These findings provide valuable

33
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insights into the robustness and reliability of our proposed metrics in quantifying
speech rhythm.

As an initial step, we implemented our envelope-based methods on the first
dataset which comprised 42 distinct speakers delivering speech at four different
rates. The speech files were segmented into chunks of 1500 ms duration with a
750 ms overlap. For each speech chunk, we extracted the measures mentioned in
Table 3.1. Based on the rate of speech, the files were categorized into four distinct
groups. To assess the variations in the distributions of the measures across these
rate groups, we conducted a one-way ANOVA test. The results of this analysis
are visually depicted in Figure 4.1, providing insights into the differences observed
among the measures’ distributions across the different speech rates.

Note that, the null hypothesis of the test assumes that all groups are the
same while the alternative hypothesis suggests that at least two of the groups are
different. The significance of the results is reflected by the F-statistics and the
p-value. The F-statistic is a measure of the ratio of the variability between the
groups to the variability within the groups. A larger F-statistic indicates stronger
evidence of differences among the groups. The corresponding p-value associated
with the F-statistic provides the probability of obtaining such a result purely by
chance. The small p-values obtained in our analysis reject the hypothesis that
all groups are from the same distribution, indicating significant differences among
the groups. However, this overall conclusion does not provide specific information
about the pairwise statistical differences among the groups. Therefore, it is neces-
sary to conduct additional pairwise comparison tests to determine which specific
group comparisons show significant differences. For the pairwise comparison tests,
Tukey’s Honestly Significant Difference (HSD) [94] procedure was used to deter-
mine which specific group means differ significantly from each other. It calculates
a critical value called the Honestly Significant Difference which represents the min-
imum difference between group means that is considered statistically significant.
The Tukey HSD procedure takes into account the overall significance level (we
used 95%) and the number of groups being compared. It adjusts the significance
level for each pairwise comparison to maintain an overall family-wise error rate,
which helps control for multiple comparisons.

It is evident from the analysis that all measures, except for varlI M Fy, exhibit
clear sensitivity to speech rate. By combining the findings from Table 3.1 with the
results depicted in Figure 4.1, it becomes evident that there is a linear decrease
in rhythm as the speech rate increases. This finding aligns with our intuition as
maintaining rhythmicity becomes more challenging in faster speech, resulting in
a “flatter” speech pattern. Pairwise comparisons were conducted among the rate
groups, revealing statistically significant differences in all cases except for two.
Specifically, for varI M F}, the means of the Normal and Fast groups as well as the
Fast and Fastest groups were statistically equal. Additionally, for IM Froy, there
was no significant difference between the Fast and Fastest groups.

Among the metrics analyzed, the most sensitive ones to speech rate were be
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CNTR and SBPr. These measures demonstrated notable variations correspond-
ing to different speech rates, indicating that potentially small differences in rate
might cause bias to their estimation of rhythm. On the other hand, the inability
of varI M Fy to capture the change in rhythmicity resulting from the increase in
speech rate raises doubts about its suitability as an indicator of rhythm. This
observation is further supported by its lack of correlation with the other metrics
examined in the study. Further investigation and refinement of this metric may be
necessary to enhance its relevance and reliability as a rhythmic indicator in future
studies.

The presence of numerous outliers in the data is not surprising considering that
each group comprises different speakers and each speaker has their unique rhythm.
Consequently, the data points within each group do not necessarily belong to the
same distribution. Moreover, due to the unavoidable individual differences in
speech rate among speakers, the groups are not only heterogeneous in terms of
rhythm but also in terms of rate. Since the recordings were done by the speakers’
personal devices, there was also variability in the recording conditions. Despite
these inherent limitations, the outcomes of this experiment offer a certain level of
validation for the efficacy of our metrics. While the heterogeneity of the data in-
troduces variability, the overall trends observed in the relationship between speech
rate and rhythmic measures support the notion that our metrics can capture and
quantify rhythmicity to some extent.

To mitigate the variability and heterogeneity observed in the previous dataset,
a similar test was conducted using a dataset consisting exclusively of studio record-
ings from the four initially selected speakers. This approach aimed to achieve more
consistent and uniform results by minimizing the influence of different speakers and
environmental factors. By focusing on a smaller group of speakers with controlled
recording conditions, we expected to obtain more reliable and comparable data for
further analysis. The results from this experiment were more clear and lead us to
the same conclusion. The results of the ANOVA test consistently demonstrated a
similar pattern across all cases, albeit with minor variations. Notably, all metrics
exhibited consistent trends of increasing or decreasing values as shown in Figure
4.1. Of particular significance, the metrics of SBPr and CNT R remained consis-
tently the most responsive to changes in speech rate, showcasing their heightened
sensitivity in capturing this type of variations. At the same time, the number of
outliers was significantly reduced as expected.

One noteworthy observation concerns the behavior of varIMF;. The corre-
sponding results are depicted in Figure 4.2. We observe that the finally selected
speakers (Male Speaker 1 and Female Speaker 2) exhibit a steady decrease of this
metric as rate increases, as opposed to the other two. This pattern may indicate a
higher degree of rhythmic stability in the selected speakers. It could suggest that
they maintain a consistent rhythm or exhibit more consistency in the way they
adjust their speech speed.
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Figure 4.1: Results of ANOVA tests between different speech rate groups, that

include utterances of all 42 speakers.

In F(3,16061), 3 represents the between-

groups degrees of freedom (number of the groups minus one) and 16061 reflects the
within-groups degrees of freedom. The within-groups degrees of freedom is equal
to the total degrees of freedom (number of total observations minus one) minus

the between-groups degrees.
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Figure 4.2: Results of ANOVA tests between different speech rate groups for each
one of the preferred speakers.

Having established the sensitivity of our metrics to variations in speech rate, it
is imperative to verify that this sensitivity is not solely driven by rate differences.
Consequently, we need to delve into whether the observed sensitivity to rate is
indeed rooted in the variations of rhythm associated with different speaking rates.
To tackle this challenge, we conducted research on the connection between our
metrics and listeners’ preference. This approach was driven by our initial assump-
tion that rhythm plays a significant role in shaping preference, namely that higher
rhythmicity renders a speaker more preferable.

4.1.2 Metrics and preference

To explore the relationship between our metrics and preference, we used the first
dataset. The utterances within the dataset were categorized into four groups based
on their speech rate: slow, normal, fast, and fastest. Additionally, we conducted
separate analyses for male and female speakers considering that the comparison of
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preference was within the same gender.

All speakers in the dataset have an assigned ID number. Among the male
speakers, the two initially preferred speakers were 033 and 020. Ultimately, speaker
033 was selected as the final choice. As for the female speakers, initially 036 and
049 were preferred, with 036 being the final selection. Speaker 049 is absent in
the analysis within the normal speech rate because they did not provide a speech
file suitable for our study (it contained only one out of 25 sentences). It should
be noted that the difference between these speakers was minimal and the selection
process was not solely based on voice quality. Other factors, such as the ability to
perform specific vocal tasks, were also taken into consideration during the selection
process. We expect that the metrics that correspond to these speakers should be
distinguishable and reflect higher rhythmicity. Furthermore if our assumption
holds true that these metrics effectively quantify rhythm, they should be capable
of differentiating between speakers as each individual possesses a unique rhythm
in their speech patterns.

To examine the separation between different speakers, we conducted a one-
way ANOVA test. This test allowed us to assess the statistical significance of the
differences among the metrics within each gender and rate group. In total, we
performed 48 tests, considering the combination of 2 genders (male and female), 4
rate groups (slow, normal, fast, fastest), and 6 metrics. In each ANOVA test, the
groups were defined based on the individual speakers, and the observations within
each group were determined by the number of 1500 ms chunks derived from each
speaker’s utterances.

The findings from our analysis revealed that the desired performance of our
metrics was not achieved as anticipated. Specifically, concerning the metrics
IMF Ry, SBPr and CNTR, while they were successful in distinguishing speakers
with statistically significant differences, the selected speakers did not exhibit ex-
treme values in these metrics. Figure 4.3 depicts indicatively some of the ANOVA
test results that correspond to these three metrics. It includes plots from both gen-
ders and all rates. This observation raises concerns regarding the potential bias
introduced by rate differences among the speakers within the same rate group.
The similarity observed in the rankings of speakers and the high sensitivity of
these metrics to rate variations further suggest that their outcomes might be influ-
enced by the rate disparities present in the dataset. While it is true that different
speakers may vary in their natural speech rate, these differences alone do not de-
termine preference or intelligibility. Therefore, it is important to recognize that
any bias arising from variations in speech rate can potentially lead to misleading
conclusions.
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Figure 4.3: Results of ANOVA tests between different speakers among the same
rate and gender group. The circled ID numbers corresponds to the preferred
speakers.

Correlation between speech rate and metrics

Gender Rate Group | varIMF; | varIMF; | varAMFM | IMFR,: | SBPr | CNTR
Slow -0.51 0.37 0.22 -0.83 -0.75 0.70

Male Speakers Normal -0.61 0.02 0.12 -0.70 -0.59 0.52
Fast -0.24 0.53 0.59 -0.77 -0.89 0.85
Fastest -0.53 0.46 0.68 -0.77 -0.90 0.91
Slow -0.28 0.61 0.43 -0.84 -0.89 0.87

Female Speakers Normal -0.37 -0.1 0.07 -0.87 -0.81 0.74
Fast -0.42 0.46 0.36 -0.88 -0.91 0.89
Fastest -0.02 0.58 0.5 -0.62 -0.72 0.77

Table 4.1: Summary of correlation between speakers’ speech rate and the
corresponding metrics. The red color denotes correlation values above 0.7 which
is considered high.
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To validate this assumption, we calculated the approximate speaking rate for
each speaker within the same speech rate group. It is essential to acknowledge
that these rates were computed automatically, introducing the possibility of some
error in the calculations. Additionally, it is important to note that some speakers
did not strictly follow the provided transcript, resulting in slight misalignment
between the text and their actual speech. Despite this limitation, we believe that
these results can provide insights on how rate effects our metrics.

For each rate group and metric, we computed the correlation between the
speech rates of all speakers within that group and the corresponding mean values
of the metric (average of all chunks). Table 4.1 provides an overview of our results.
The findings confirm our initial assumption, as the metrics IM F' Ry1, SBPr and
CNTR demonstrate a significantly high correlation with the speech rate. The
observed high correlation between these metrics and speech rate suggests that
these metrics are heavily influenced by rate variations and may not accurately
capture rhythmicity. Consequently, they may not be reliable predictors of prefer-
ence. Therefore, alternative metrics or approaches need to be explored to capture
the desired aspects of rhythmicity and its impact on listener preference. It is worth
noting that the high variance among the correlation values can be attributed to
several factors. Firstly, the estimation of speech rates may not be perfect, intro-
ducing some degree of error in the calculations. Additionally, the variable number
of speakers within each gender and rate group can also contribute to this variance.
The smaller sample sizes in certain groups may lead to more variability in the
correlation values.

In contrast to the metrics discussed earlier, the metrics varI M Fy,varI M F»,
and var AM FM show smaller correlation values with speech rate. This suggests
that while there may still be some influence of rate on these metrics, it is not
as definitive or strong. The smaller correlation values indicate that these metrics
have the potential to capture aspects of rhythmicity beyond just rate variations.
It is encouraging to see that these metrics exhibit a weaker association with rate,
as it suggests they may offer a better opportunity to quantify rhythmicity and
potentially predict preference.

However, despite their weaker correlation with speech rate, the metrics varl M F,
varl M F5 and var AM FM were unable to effectively separate the means of the
distribution that corresponded to each speaker. Figure 4.4 illustrates the com-
parison of the means of the metric values for the selected speaker (denoted by
the blue line) and the other speakers. The figure only includes the normal rate
for male speakers and fast rate for female speakers, but it is representative of the
overall trend. From the figure, it is evident that there is no statistically significant
separation between speakers, including the selected speakers and the rest of the
group. There is a partial separation observed in the case of varIMF} and the
selected speakers have obtained smaller values which indicates higher rhythmicity.
However, it is not sufficient to draw definitive conclusions.
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Therefore, despite these metrics potentially reflect rhythmicity to some extent,
they are not suitable for the current task. They do not effectively distinguish
among speakers and therefore do not provide meaningful information about listener
preference. These limitations have motivated us to explore an alternative approach
that shows more promise and potential for accurately capturing rhythmicity and
predicting preference.

4.2 Experimental Results for Syllable Transition Method

Motivated by the failure of the previous metrics, we used the method described
in 3.3 to extract rhythmic features directly from the speech signal. This way
we obtained five measures, one for every utilized IMF that corresponded to each
syllable transition in every speaker’s utterances.

Initially, it was crucial to identify the IMF that yielded the most effective sep-
aration ability among speakers. Given our focus on differentiating the speakers we
know were preferred, we conducted a comparative analysis of the results for each
metric between the selected speaker and each of the remaining speakers. We uti-
lized again the dataset with the 42 speakers. It is important to acknowledge that
in order to ensure a consistent comparison between speakers’ utterances, certain
criteria were applied, leading to the exclusion of some speakers from the analysis.
Specifically, speakers who did not adhere to the given script were excluded. This
included speakers who did not complete the script, those who stated the sentence
number before each sentence or individuals who pronounced certain parts signifi-
cantly differently (e.g., pronouncing “2021” as “two thousand twenty-one” instead
of “twenty-twenty-one”). As a result of these criteria, the number of male speakers
included in the analysis was reduced to 11 for the normal rate and 7 for the fast
rate. Similarly, the number of female speakers included was reduced to 19 for the
normal rate and 14 for the fast rate. The analysis did not cover the slowest and
fastest rates; it focused solely on the normal and fast rates of speech.

As all speakers recorded the same set of utterances, including the same sylla-
bles, it allowed for a meaningful comparison of results on a one-to-one basis for
each syllable transition. This comparison was implemented by obtaining the dif-
ference of the metrics’ result of the selected speaker minus the results for each one
of the other speakers. This resulted to a sequence of values equal to the number of
syllable transitions in the dataset, namely 402. To examine how consistently the
selected speakers were separated from the rest we studied the transition of the sign
of this difference. In other words, we looked at whether the differences between the
selected speaker and the other speakers were predominantly positive or negative.
This experiment was conducted on the normal speech rate utterances.

The findings of this comparison were promising, although not conclusive. It
was observed that the male speaker ultimately chosen, 033, did not demonstrate
values that could provide a definitive conclusion. However, both the male speaker
ranked “second” in the selection process (020) and the chosen female speaker (036)
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consistently displayed higher values compared to the other speakers. Considering
the difficulty in selecting between the two male finalists, indicating that both pos-
sess high-quality voices, we proceeded with our analysis based on this observation.

Table 4.2 summarizes the percentage of syllable transitions where these two
speakers showed greater values than each one of the rest. Upon analyzing the
data, it becomes evident that the metric varI M F; demonstrates better separation
ability for the preferred speakers compared to the other metrics. Specifically, for
male speakers, both varIMF3 and varIMFy; show promising results in terms
of distinguishing power. However, among the female speakers, only varlM Fy
performs well in this regard. It is worth noting that female speakers 011 and 018
displayed larger values overall compared to the selected speaker, 036. This is a
second indicator that while the metric appears to perform well, it may not provide
definitive results. However, it is important to consider that both speakers 011 and
018 were initially included among the ten speakers chosen for the second round of
auditions. This observation suggests that the metric’s effectiveness in separating
the preferred speakers is not absolute, and additional factors and considerations
should be taken into account during the evaluation process.

These findings contradict our initial assumptions, which suggested that higher
rhythmicity would be indicated by lower variance in the instantaneous frequency
of the IMFs, and that higher rhythmicity would be preferred. However, there is
a potential explanation for this outcome. When we obtained these measures from
the envelope of a larger chunk of speech (1500 ms), a low variance in frequency
represented greater rhythmic stability. Conversely, when we zoomed in on the
syllable transition, a higher variance in frequency reflected a better distinction
between syllables and, consequently, enhanced intelligibility. In essence, the con-
tradiction in results could be attributed to the different levels of analysis. At the
larger chunk level, rhythmic stability was prioritized, while at the syllable transi-
tion level, the ability to differentiate between syllables took precedence, even if it
led to higher variance in frequency.

After determining that varlM F; exhibited the best separating performance
among the metrics, we proceeded with further analysis using this metric. It is im-
portant to note that speakers may not always utter the same phrases or sentences.
Therefore, in addition to individual comparisons, it is crucial to consider the overall
distribution of syllable transitions determined by the values of varI M F;. Consid-
ering the distribution of syllable transitions provides a broader perspective on how
the selected metric captures the differences between speakers. It helps us account
for the variability in their utterances and ensures that our analysis is not solely
based on specific phrases or sentences. By incorporating the overall distribution
of syllable transitions, we obtain a more comprehensive evaluation of the metric’s
performance and its ability to accurately separate speakers.

Figures 4.5 and 4.6 provide clear evidence that, for both the normal and fast
speech rates, the two speakers consistently exhibit statistically significantly higher
mean and median values compared to the majority of the other speakers. The
median value for male speaker 020 was equal to 8.42-10% for both normal and fast
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Male Speakers, Normal Rate
Speaker ID | varl M F; ‘ varl M Fy ‘ varl M F3 ‘ varI M Fy ‘ varI M Fs
004 81% 48% 67% 73% 65%
016 91% 67% 69% 66% 61%
022 2% 54% 57% 66% 70%
033 7% 62% % 2% 55%
035 70% 52% 70% 78% 70%
047 94% 85% 81% 80% 68%
050 93% 83% 92% 90% 81%
061 58% 48% 62% 64% 54%
076 62% 46% 60% 73% 62%
084 67% 26% 43% 56% 57%
Female Speakers, Normal Rate
Speaker ID | varlIM Fy [ varl M Fy [ varl M F3 [ varl M Fy [ varl M Fs
003 81% 75% 64% 52% 51%
011 37% 36% 43% 42% 54%
014 76% 61% 54% 45% 46%
018 35% 49% 54% 33% 42%
021 60% 42% 34% 28% 36%
026 1% 55% 53% 42% 45%
030 86% 49% 3% 38% 48%
031 88% 1% 61% 56% 60%
040 52% 47% 53% 48% 50%
043 5% 63% 62% 53% 56%
044 85% 51% 57% 60% 67%
046 73% 72% 60% 50% 54%
051 87% 51% 60% 57% 51%
055 86% 84% 78% 66% 63%
067 66% 55% 57% 44% 48%
072 5% 67% 58% 48% 54%
073 2% 63% 57% 53% 57%
075 78% 65% 53% 55% 54%

Table 4.2: Percentage of syllable transitions where the selected speakers
exhibited larger metrics values. The red values represent percentages below 50%,
indicating that in the majority of transitions, the non-selected speaker displayed

higher values compared to the selected speaker.
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rate, and largest than all other speakers. The second largest median value was
8.13-10° for normal rate and 8.22- 105 for fast rate. The smallest values observed
were equal to 4.97 - 10% and 5.85 - 10° for normal and fast rate respectively. The
finally selected speaker, 033, had medium values, namely 6.42 - 10% for normal and
6.82 - 106 for fast rate. For the female speakers the median values were slightly
larger in general. The selected speaker, 036, had a median value equal to 9.44 - 106
for normal and 9.16 - 106 for fast rate, and exhibited the third largest values. The
largest values observed for female speakers were 9.99 - 106 for normal speech and
9.96 - 10% for fast. This finding supports the notion that the selected speakers are
distinguishable from the rest not only in individual syllable comparisons but also
in terms of the overall distribution of syllable transitions.

The discovery of the effective separation achieved by the metric varlM Fi,
not only in individual comparisons but also in the overall distribution of syllable
transitions, presents an opportunity to apply this metric in datasets where speakers
do not necessarily have the same utterances. This flexibility allows for the analysis
of diverse datasets that may contain different speech samples or varying sets of
utterances for each speaker.

The proposed metric demonstrated improved performance in differentiating
speakers based on listener preference, although it was not able to achieve complete
accuracy. It is important to acknowledge that preference is a complex phenomenon
influenced by various factors, not all of which were fully captured in the initial
speech files provided by the speakers. Our metrics may identify certain charac-
teristics that contribute to the appeal of a voice. Further research could explore
additional measures and their combination to enhance the prediction of preference.
The fact that the first choice for male speakers was not clearly distinguished could
be interpreted in this context, since he might possess a different characteristic that
makes him preferable.
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Chapter 5

Discussion and Future Work

In this thesis the main focus was on manipulating speech characteristics in order
to explain and predict listener preference. Through our investigation, we have
demonstrated that an envelope-based approach is not well-suited for the task at
hand. The metrics derived from this approach tend to be either heavily influenced
by variations in speech rate, leading to biased results, or they fail to adequately
capture the distinctions between different speakers.

Our proposed alternative method showed promising results in separating be-
tween the preferred and less preferred speakers. Even though our original goal
was to link rhythmic metrics with preference, there is no clear evidence that our
measure does indeed reflect rhythmicity. However, it is indeed the case that speech
rhythm is not clearly defined. Nevertheless, even if our metric is not clearly con-
nected to rhythmicity, it originated from the same assumptions and methods as
the rhythmic metrics in the envelope analysis.

The thesis aimed to achieve a challenging goal of predicting subjective pref-
erence through objective measures. It was anticipated that obtaining definitive
results in this endeavor would be difficult. Predicting preference automatically is
a complex task, as it involves subjective factors that are not easily quantifiable.

This study paves the way for numerous future research possibilities. While our
metric has demonstrated promising experimental performance, there remains an
opportunity to develop a theoretical framework that can provide insights into the
underlying principles driving this performance. By establishing such a framework,
we can gain a deeper understanding of the factors influencing speaker differentia-
tion and potentially enhance the effectiveness of our metric.

Additionally, the manual syllabification process used in this study presented
limitations when applying the method to larger and more diverse datasets. To
overcome this limitation and facilitate the generalization of our approach, it would
be valuable to explore automatic methods for extracting syllable boundaries. By
incorporating automated syllabification techniques, we can not only enhance the
scalability of our method but also evaluate its performance across a wider range
of datasets, thereby assessing its generalizability.

49
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An intriguing avenue for further exploration involves applying the same method
using the AM-FM decomposition instead of the EMD. The AM-FM algorithm
offers a robust mathematical framework that can facilitate the development of
theoretical explanations for the observed metric performance. By incorporating the
AM-FM decomposition, we can potentially gain deeper insights into the underlying
dynamics of speaker differentiation and strengthen the theoretical foundations of
our metric.

Lastly, due to the multifactorial nature of preference, relying solely on a single
metric may not be sufficient for accurate prediction, if such prediction is indeed
possible. Therefore, it is crucial to explore and incorporate additional measures to
enhance the representation of preference. By combining multiple metrics, a more
comprehensive and robust approach can be developed, offering a more nuanced
understanding of subjective preference. This avenue of exploration holds significant
potential for improving the prediction of preference and opens up opportunities
for future research in this domain.
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