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Abstract

Cooperative communications are widely acknowledged to provide higher
communication rates and reliability in a wireless network with time varying channels,
due to their ability to overcome fading and signal attenuation. While most
cooperative research in this area concern gains achieved by cooperation on the
physical layer, recent works suggest that similar gains can be achieved by Network —
Level cooperation. By Network — Level cooperation we refer to plain relaying without
any physical layer considerations.

In this thesis, we first provide the basic background behind the relay channel
which is the basic paradigm of cooperative communications. We present the
fundamental cooperative architectures, relaying and multiple access protocols and
we discuss the advantages and disadvantages of cooperative systems. Furthermore,
we discuss several system tradeoffs that arise and we present some basic application
scenarios along with the standardization of new technologies.

In the second part of the thesis, we study the impact of the insertion of a
second relay node in a network where the relay nodes relay packets from a number
of users to a destination node. We consider the case of a discrete-time slotted
system in which the users have saturated queues and random access to the medium.
Simultaneous transmission attempts by two or more nodes of the network result in a
collision. The two relays do not have packets of their own, but assist the users by
relaying their packets when necessary. We obtain analytical expressions for the
arrival and service rates of the queues of the two relays and also the stability
conditions. In addition, we present a topology of the system in which the users are
divided into two clusters and study the impact of the two relay nodes of the two
models (with and without clustering) on the aggregate throughput and the
throughput per user. We show that the probabilities of the two relays to attempt
transmission do not depend on each other when the queues are stable. Another
important observation is that the insertion of a second relay in a system generally
does not offer higher throughput per user in comparison to a system with one relay,
but the system in which the users are divided into two clusters separated by some
distance offers significant advantage. Moreover, there is an optimum number of
users that maximizes the aggregate throughput of the clustered system. These
results could be used to allocate the users among the relays for example in cellular
and sensor networks.



In the third part of the thesis, we study a similar model as in the second part, with
two relays that relay packets from a number of users to a destination, with the main
difference being that the relays and the destination are equipped with multiuser
detectors, so that they can decode packets successfully from more than one
transmitter at a time (multi-packet reception - MPR capability). We present two
variations of a system with two relays, the first in which if both relays receive the
same packet from a user, they both store it and forward it to the destination, and
the second in which the relay with the smaller queue size stores the packet in its
gueue and is responsible for forwarding it to the destination. We also, present a
topology of the system in which the users are divided into two distant clusters and
study the impact on the aggregate and per user throughput compared to the cases
of no relay, one relay and two variations (as above) of two relays in the system.
Moreover, we find that there is an optimum number of users that maximizes the
aggregate throughput of the systems with two relays. We show by extensive
simulations that under certain circumstances, the use of two relays offers significant
advantage as per aggregate and per user throughput compared to systems with one
and no relay. Furthermore, we present a way to verify if the queues of the relays are
stable and compare the average queue size and the average delay per packet of all
the systems presented. We also show that although the average queue size of the
clustered system is higher, the average delay per packet is much lower and in
combination with the higher aggregate and per user throughput that it can provide,
the clustered system is the most appropriate solution. Finally, we present the
conditions under which an interference cancellation technique, in the systems with
two relays, can provide higher aggregate throughput and what are the effects of the
distance between the two clusters in terms of aggregate throughput.



Iepiinyn

OL OUVEPYOTLKEG ETLKOWVWVIEG €lval €UPEWG YVWOTO OTL Umopolv va
npoodEpouv uPnAdtepoug pubuoUc SlapeTaywyng Kat aflomiotia og €va acUpPUATO
6lktuo pe yxpovika petafaAlopeva  KavaAla, Adyw tng Suvatotntag va
avtlpeTwnilouvv mpoPAnpata okiaong kot e€acBOgviong tou onpatoc. MoAovott Ta
TEPLOOOTEPA ODEAN EMUITUYXAVOVTAL MEXPL TWPA HE TEXVIKEG CUVEPYAOLOC TOU
adopolv 10 Puokd eninedo, mpoéodateg €psguveg UTOSNAWVOUV OTL TTAPOUOLL
od€AN umopouv va emtteuxbolv pe ocuvepyaoia oe emninedo Siktvou. Me Tov 0po
ouvepyaoia oe eninedo SiktUoU avapepOUaoTE O amAn avapetadoon Xwpic va
AapBavoupe urtoPn to puaoiko emninedo.

310 MPWTO UEPOG TNG Mapouaoag SlatpLprg mMapEXoupe To unofabpo yla to
KavaAL avapetadoong to omoio €ival to PaAcLKO HOVIEAO TWV GCUVEPYOTLKWV
ETUKOWWVLWYV. Mapouoldloupe TG BeUEALWSEL; APXLITEKTOVIKEG, TA TIPWTIOKOAAQ
ovapetadoong kat TOANAMAAG TPooBaong oto HECO KAl avOpEPOUE
TIAEOVEKTAMOTO KOl HELOVEKTAMOTO TWV OUCTNMATWV ouvepyaoiag. Emiong,
napouaotalouvpe toug Stadopoug cupBLlBacpols mou eival avaykaiol o TOANEG
TIEPUTTWOELG KOl TIOPEXOUUE oevapla edpappoyng pall Pe tnv TUMomoincn VEwvV
TEXVOAOYLWV TIOU XPNOLLOTIOLOUV CUVEPYATIKES ETILKOLVWVILEG.

210 SeUTEPO UEPOG TNG SLATPLBAC, HEAETAWE TIG EMUTTWOELS TNG ELOAYWYNG
evoc Oeltepou KOUPBou avapetadoong oe €va Siktuo oto omolo oL KopBot
oavapetadoonc avapetadidouv Ta MOKETA EVOC aplBpol Xpnotwv mpog Evav KOpBo
TIPOOPLOUOU. OswpPOUUE Eva cUOTNUA SLAKPLTOU XPOVOU LE XPOVOOXLOUEG OTO OTOLO
OL XPAOTEG €XOUV KEKOPECHEVEG OUPEG TTAKETWVY Kal Tuxaia mpocBacn oTo acUPUATO
KavaAl. Ot SUo avapetadoteg v €xouv SIKA TOUC TTOKETA Kol amAd BonBouv Toug
XPNOTEC HE TO va avapetadidouv ta Makéta toug Otav autd eival amapaitnto.
Tautoxpovn mpoonabela petadoong amd SUO 1) MeEPLOCOTEPOUC KOUPOUG TOUu
SIKTUOU €XEL WG AMOTEAECHMO TN CUYKPOUGCHN KOl OMWAELX TWV TIAKETWY. MeAETOUUE
Vv euotdBela twv U0 oupwv TWV avapetadotwyv Kol PploKOUPE AVOAUTLKEG
ekppdoelg ywo to pubud adiing kot €EumnpeTnong TOUug yla TNV €uoTtAbela.
AnodelkvUoupe OTL n mBavOTNTA TOU €VOG OVOUETASOTN va TMpoomabnosl va
HeETAdWOoeL €va MakETo Sev efaptatal amo tnv mbavotnta petadoong tou GAAou
QVAUETASOTN OTAV OL OUPEC eival euotabeic. AKOUN, MOPOUCLA{OUE Hia TomoAoyia
TOU OUOTAHATOG He SUO avapeTadOTEG OTNV omola oL Xproteg Staxwpilovtal oe Suo
OMAOEG KOl UEAETOUUE TIG ETIUNTWOELG TNG O0oov adopd oto pubud Slapetaywyng
ova Xpnotn Kal TO OUVOALKO puBuo. AkOUn, mopatnpoupe OTL n €loodog €vog



Seltepou avapetadotn oto cuotnua yevikd dev mpoodépel uPNASGTEPO CUVOALKO
pUBUO SlLopETAYWYNG OE CUYKPLON HE CUCTHUATA HE EVaV N KOVEVAV QVAUETASOTN,
OA\Q Otav oL Xpnoteg eival Ywplopévol oe VO opadec kol ot KABe opada
QVTLOTOLKEL O €vag avapetadotng mapéxovral onuavtika odéAn. Emiong, umapyet
€VOG CUYKEKPLUEVOG aplOPOG XpNOTWV O OMOoLog MEYLOTOMOLEL TO GUVOALKO pubuo
SlapeTaywyng Tou SIKTUOU OTav oL XPNOTEC elval xwplopévol oe SUo opades. Ta
OTMOTEAECHATA QUTA HUITOPOUV Vol XPNOLUomolnfolv wWoTe va KOTOVELUOULE TOUG
XPNOTEC OTOUG SLaBEoIHoUC avapeTtadoteg, yla mapddelypa o Siktua Kntng
tAedwviag N oe diktua aednTRPwWV.

TéNog, oto Tpito MEPOG MEAETAUE €va TAPOUOLO HOVIEAO HE QUTO TOU
Seutépou pépoug, pe U0 avopeTadoTeg ol omoiol avapetadidouv Ta MaKETA VOG
oplBuoy xpnotwv oe €vav KOpBo mpooplopol, pe tn Baowkny Stadopd OtTL oL
OVOUETAOOTEG KAl O TEALKOG TIPOOPLOMOC e£lval €EOMAIOUEVOL HE OVLXVEUTEG
TIOAAQITAWY XPNOTWV, €TOL WOTE VA UIMOPOUV VA OMOKWALKOTIOL)GOUV TIAKETA OO
TIEPLOOOTEPOUG QMO €vav TIOUMOUG tautoxpova. Meletolpe Suo ekdoxEG TOU
ouotApaTog pe SUO QVAUETASOTEG, OTNV MPWTN, O€ MEPLUMTTwon mou Kot ot o
OVOUETASOTEG AMOKWAOIKOTIOLOOUV ETUTUXWE £Va TTOKETO OO Tov (6lo Xprnotn to
amoBnkelouv Kal ot U0 Kal To avapetadibouv kat ot §U0 oTov TEALKO TTPOOPLOUO.
Itn &evtepn ekdoyn yla tnVv (Sl MePIMTWON, 0 AVAUETASOTNG UE TN ULKPOTEPN oUPA
avaAopPBdavel va amoBnkeUOEL KAl VO OVAUETAdWOEL To TokETo. Emiong,
TapoucLAloUE [ia ToToAoyla TOU CUOTHMATOG e SUO avapeTadOTEG oTNV Omola oL
xpnoteg Staxwpilovral o SU0 OUASEC KAl TN CUYKPIVOUUE UE TA CUCTHMOTO XWPLC,
HE €vav Kal PE TG dUo ekboxéc pe SUo avapetadoteg, ocov adopd oto pubuo
SlopEeTOyWYNG ava Xprotn Kol To CUVOALKO puBud. Onwg Kal oto SeUTEPO UEPOG
UTIAPXEL €VAC OUYKEKPLUEVOG OPLOUOG XPNOTWV O OTOLOC LEYLOTOMOLEL TO CUVOALKO
puBud Swopetaywyng Ttwv SKKTOWV pe SUO  avOpETAdOTEC. Me  eKTeEVE(C
TIPOOOMOLWOELS OEIXVOUUE OTL KATW OO OCUYKEKPLUEVEC OuVONKeg, n xprnon Suo
OVOUETAO0TWY TPOOPEPEL ONUAVTIKA TIAEOVEKTHUATA Ocov adopd oto pubuo
SlapETAYWYNG OVA XPHOTN KoL TO GUVOALKO puBbuod o oUyKpPLoN HE TA CUOTAHOTO
XWPLg Kal pe évav avapetadotn. EmumAéov, mapouoctalouvpe pia péBodo yia va
enaAnBevooupe av oL OUPEC Twv ovapetadotwv elval svotabeic kal ywa va
OUYKPILVOUUE TO PECO PEYEDOC KaL TN UEON KABUOTEPNON aVA TIAKETO yla OAEC TLG
TIEPUMTWOELG Tou e€eTAloupe. KataArlyoupe OTL To cloTnua Pe U0 OVOUETASOTEC
KOl TOuC XPNoteg opoadomolnuévoug eival n 1o evdedelypévn Avon. TEAoC,
TMapouclaloUde TIG OUVONKEC UTO TIG OMOLEC Hia TEXVIKR 0KUPWONG TWV
napepPolwv petaly twv Vo avapetadotwv Unopel va mpoodépel vPnAdtepo
OUVOALKO pubpod Slapetaywyng oto cuotnua kat moiwa €ival n emibpaon tng
anootacng LETafL Twv U0 OUASWV XPNOTWV OTO GUVOALKO puBUO SLOMETAYWYNAG.
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Chapter 1

Introduction

In our days, wireless communications have become an important part of our
lives due to their ability to provide ubiquitous connectivity. However, in order to
provide reliable and high data rate communication over the wireless channel, certain
difficulties have to be surpassed. Those are the effects of multipath fading,
shadowing and path loss which we encounter in the wireless environment. Those
effects may cause high signal attenuation and distortion and also large delays. Thus,
in the last two decades the wireless networking community focuses on developing
diversity techniques such as time, frequency and space so as to mitigate those
effects.

Cooperative communications are acknowledged to be the means to
overcome the negative effects of the wireless environment mentioned above. They
can help to overcome the effects of fading and signal attenuation, and focus on
increasing the data rates across a network and also the reliability of time varying
channels. Generally, by cooperative communications we refer to systems in which a
communication link between a user and a destination is enhanced by the use of
intermediate relays or by other users of the system. Thus, the study of the relay
channel, in which between the sender and the receiver lies at least one relay, is of
special interest for cooperative communications.

In this chapter we provide the basic background of cooperative
communications and the relay channel which constitutes the basic paradigm. We
present the fundamental cooperative architectures, relaying and multiple access
protocols and we discuss the advantages and disadvantages of cooperative systems.
Furthermore, we discuss several system tradeoffs that arise and we present some
basic application scenarios along with the standardization of new technologies. We
point out the importance of cooperation and we report why we focus on the
Network — Level cooperation in this thesis.



1.1 Background on cooperative communications and relay channel

Traditional wireless systems assume that users communicate directly to the
base station and vice versa. Instead, cooperative communications provide
enhancement of a user’s link to the destination, either in a supportive way with
relays or by cooperation with other users of the system. This is feasible due to the
broadcast nature of wireless environment, which suggests that a signal transmitted
to a destination can be overheard by neighboring nodes. The processing and
retransmission to the destination of the overheard signal by neighboring nodes,
allows single-antenna nodes to share their antennas so as to create spatial diversity
and thus create a virtual Multiple Input Multiple Output (MIMO) system [1, 2].

By spatial diversity we mean the transmission of independent copies of a
signal from different locations, in order to receive independently faded versions of
the signal at the destination [2]. An example that demonstrates the cooperation of
two nodes that experience independent fading channels to the destination is
presented in Figure 1. The two nodes communicate with the same destination and
each has one antenna. It is well known that for a transmission to be successful from
a source to a destination the Signal to Noise Ratio (SNR) has to exceed a certain
threshold. In a traditional wireless system whenever the SNR of one user falls below
the required threshold, communication outage will occur. However, if a cooperation
scheme between the two users is deployed in which they relay each other’s
overheard packets to the destination, we will experience an outage event in case
that both users’ transmissions fail to reach the destination. In that way, we achieve
both spatial diversity and reliability.

User 1

Destination

User 2

Figure 1: Two user cooperative communication

This basic idea of cooperative communications brings forward numerous
challenges to be addressed by system designers. In the rest of this chapter we
present some basic definitions, architectures, relaying protocols, medium access



methods, advantages and disadvantages and important tradeoffs of cooperative
communication systems.

1.1.1 Cooperative communications architectures

In Figure 1 we can see the simplest form of cooperative communications with
two users. Nevertheless, in a real world system the parameters and architectures
that define it can be numerous and with different effects. Architectures and
parameters that affect a cooperative system are briefly discussed below.

First of all, it is the way that the relay operates on the source’s signal. This
aspect is called relaying protocol. Relaying protocols can generally be classified into
transparent or regenerative. In general, transparent relaying refers to relays that
only amplify or perform simple operations to the signal before retransmitting it to
the destination, while regenerative relaying refers to relays that process digitally the
received signal before retransmitting it. Certain transparent and regenerative
relaying protocols are described in section 1.1.2.

Moreover, relays can be divided into supportive or cooperative. Supportive is
a relay that is placed between a source and a destination and just forwards messages
received by the source to the destination. Cooperative is a relay that not only
forwards messages of other sources, but also its own information can be forwarded
by other relays.

Furthermore, the existence or not of a direct link between the source and the
destination plays an important role. If this link does not exist only path loss gain can
be achieved. If a direct link does exist diversity gain can also be achieved.

Another interesting parameter is the choice of the number of relaying stages
for a transmission to reach the final destination. That is dual-hop or multi-hop
networks. Figure 2 depicts an example of serial relaying in which the source is
connected to the destination by a number N of intermediate relays and Figure 3
depicts an example of parallel relaying in which the source is connected to the
destination by N parallel relays that use orthogonal channels so as to relay
simultaneously the received information by the source. Also, another type of
relaying is space-time, in which the source is connected to the destination by N
parallel relays that use space-time encoded channels to relay the received
information. Increasing the number of relays that are connected serially, results in
an increase of the path loss gain and increasing the number of relays that operate in
parallel, results in an increase of the diversity gain [3]. Direct link between the source
and the destination may or may not exist.
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Figure 3: Parallel relaying

1.1.2 Transparent and regenerative relaying protocols

As mentioned in section 1.1.1 there exist two categories of relaying
protocols, transparent and regenerative. These protocols define the way the relay
handles the information it receives before retransmitting it [3].

Transparent protocols suggest that the information received by the relay is
not digitally processed and simple operations such as amplification are performed.
The basic transparent relaying protocol is presented below:

e Amplify and Forward (AF): This method was proposed and analyzed by
Laneman [4, 5]. The relay receives the signal transmitted by the source,
amplifies it and retransmits it to the destination. The destination combines
the signals received both by the source and the relay and decides which the



transmitted bits are. It is interesting that although the noise of the received
signal is amplified at the relay, the destination receives two independently
faded versions of the signal and can make better decisions on the detection
of information [2].

Regenerative protocols suggest that the signal is digitally modified in the

relay before retransmission. Some basic regenerative relaying protocols that

perform various modifications of the signal are presented below:

Decode and Forward (DF): In this protocol the relay detects the signal from
the source, decodes it, re-encodes it and retransmits it to the destination [5,
6, 7). The destination, similarly to the AF method, combines the signals
received by the source and the relay so as to make better decisions on the
detection of information.

Estimate and Forward (EF): In this protocol the relay amplifies the analog
signal and with some detection algorithms aims at recovering the original
representation of the signal. This estimation of the original signal is
retransmitted using the same or a different modulation order [3].

Compress and Forward (CF): This protocol which is similar to the EF protocol
implies that the relay detects the signal from the source, decodes it and
forwards a quantized, estimated or compressed version to the destination
[8]. Instead of decoding perfectly the source signal like DF protocol does, in
CF only the information that is most relevant to the decoding at the
destination is decoded.

Coded Cooperation: Coded Cooperation [9, 10], differs from previous
protocols in that it integrates cooperation into channel coding. The main idea
is that users divide their data into two segments that are augmented with
cyclic redundancy check (CRC) code and also the data transmission period for
each user is divided into two time segments (frames). In the first frame each
user transmits the first segment of his data and attempts to decode the
transmission of its partner. If this attempt is successful, in the second frame
each user transmits the second segment consisting of the data of its partner.
Otherwise, the user transmits its own second segment of his data. We should
note that the user and its partner operate over orthogonal channels.

1.1.3 Multiple Access Protocols

In a cooperative communication system with many users and one or more

possible relays, proper multiple access protocols should be utilized. We can generally
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divide multiple access protocols in reservation-based or contention-based,
depending on whether the resources are allocated a priori or need to be contended
for, prior to communication [3]. Here, we briefly present some basic examples of
reservation-based protocols and we provide more details for random access
contention-based protocols because we assume random access to the medium in
the models studied in this thesis.

Some basic examples of reservation-based multiple access protocols that can
be used are: Time Division Multiple Access (TDMA), Frequency Division Multiple
Access (FDMA), Code Division Multiple Access (CDMA) and Orthogonal Frequency
Division Multiple Access (OFDMA). In TDMA different timeslots are scheduled to
every user and every relay while in FDMA different frequency channels. In CDMA
different spreading codes are assigned to every user and every relay making it
possible for everyone to communicate in the same channel at the same time. Finally,
in OFDMA different subsets of subcarriers are assigned to every user and every relay.

In the models we describe in Chapters 2 and 3 we assume random access to
the medium with slotted time. Thus, below we present the basic random access
contention-based protocols:

e ALOHA: In this protocol [11] when a node receives a new packet in its
queue, it transmits it immediately. Thus, slots play no role in plain ALOHA. If
there is a collision of simultaneous packet transmissions, each user
retransmits the packet after a random delay. ALOHA protocol is rather
simple but its efficiency is fairly low.

e Slotted ALOHA: An improvement of ALOHA is slotted ALOHA [12] in which
time is divided into equal size slots (equal packet transmission time) and
each node transmits a newly arriving packet in the first slot after the packet
arrival, thus risking occasional collisions but achieving very small delay if
collisions are rare [13]. If there is a collision of simultaneous packet
transmissions, each node discovers the collision at the end of the slot and
becomes backlogged. Then, each user waits for some random number of
slots to retransmit the packet.

e Carrier Sense Multiple Access (CSMA): CSMA [14] is based on the fact that a
node can “hear” whether other nodes are currently transmitting, after a
very small propagation and detection delay relative to a packet transmission
time. Thus, a node that has a packet to transmit first senses the channel to
detect idle periods. If an idle period is detected transmission is initiated and
if the channel is sensed as busy the node refrains from transmission and
tries again at a later moment (depending on the backoff algorithm). Two
variations of CSMA are persistent CSMA and non-persistent CSMA [13]. In
persistent CSMA all arrivals during a busy slot simply postpone transmission
to the end of that slot, thus causing a collision with relatively high



probability. In non-persistent CSMA when a packet arrives at a node while
another transmission is in progress, the packet is backlogged and begins
transmission with a certain probability after each subsequent idle slot.
CSMA/CD: In CSMA/Collision Detection, which is a modification of CSMA
(used extensively in wire line channels but is difficult to apply to wireless
channels), if two nodes start a transmission simultaneously, they will shortly
detect a collision and both cease transmission. Then, they try to retransmit
after a random time interval. This process of terminating transmissions in
case of collision shortens the time required before a retransmission is
attempted, leading in reduced channel wastage. This protocol is the basis of
IEEE 802.3 networks.

CSMA/CA: In CSMA/Collision Avoidance, the idea (unlike CSMA/CD) is to
prevent collisions before they happen. Each node senses the medium for
other transmissions and if the channel is clear it transmits its packet after a
random time interval (depending on the backoff algorithm used). This
protocol is the basis of IEEE 802.11 networks.

Random Access Model Considered

Some basic assumptions we make in our random access protocol used in

Chapter 2 concern a kind of idealized collision-channel model [13] like slotted
ALOHA, and are the following:

1.

We consider a slotted system in which we assume that all transmitted
packets have the same length and that each packet requires exactly one
timeslot for transmission. Thus, we assume that all transmitters are
synchronized.

If two or more nodes send a packet in a given timeslot we have a collision.
Only if just one node transmits we may have a successful transmission at the
destination.

We assume that at the end of each timeslot the receiver provides feedback
to the nodes of the system specifying if 0, 1 or more packets were
transmitted in that timeslot. Thus, each user knows whether his transmission
was the only one in the system.

We also assume that each packet involved in a collision must be
retransmitted with a certain probability in a later timeslot until it is
successfully received by the destination. This “back-off” probability of
retransmission is used to reduce the number of collisions.

Finally, we assume that the queues of the nodes are saturated (they always
have a packet to transmit). However, new arrivals at a node are discarded



and never transmitted. Retransmissions are attempted until the first packet
of the queue is successfully received by the destination.

In Chapter 3 we consider a similar model but with the basic difference that
the assumption 2 does not apply, that is we assume Multi-Packet Reception (MPR)
capabilities for the relay(s) and the destination. In the following we describe the
random access models used in Chapters 2 and 3 independently.

1.2 Advantages and disadvantages of cooperation

Cooperative communications offer several advantages, some of them
presented in previous sections but, they also have some major disadvantages. Here
we summarize the advantages and present the major disadvantages that make the
design of a cooperative system a difficult procedure. Certain system tradeoffs
(discussed in section 1.3) appear that have to be addressed by the system designer
to ensure that cooperation does not deteriorate the overall system performance.

Advantages

First of all, cooperative systems can achieve path loss, diversity and
multiplexing gains. Those gains lead to decreased transmission powers, higher
capacity or better cell coverage [3].

Another basic advantage is the capability of providing almost equal Quality of
Service (QoS) to all users in a cell, even to those who are at the cell edge or in
shadowed areas.

Furthermore, the deployment of a system with relays does not require any
infrastructure and is relatively easy. Also, it leads to reduced capital and operational
costs as shown in [15].

Disadvantages

First of all, the presence of extra relay nodes in a system generates extra
interference among the users of the cell and even among other cells. Thus, the path
loss, diversity and multiplexing gains should be efficiently handled in order to
decrease the transmission power of the relays to decrease interference.

Another disadvantage is the need for more complex schedulers. In a system
with many users and relays the data generated by the relays also have to be
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scheduled resulting in the need for more sophisticated schedulers to perform the
extra operations.

The extra traffic generated by the relays results in a decrease of the effective
system throughput since more resources should be allocated to the relays.
Moreover, the use of relays results in increased overhead, since the need of
synchronization and extra security for the extra relayed data flows arise. Tight
synchronization is required in the system leading to more expensive hardware and
large protocol overheads [3].

Finally, it is the possible increased end-to-end latency, that the procedure of
decoding the received signal, re-encoding it and retransmit it to the destination, may
cause. This issue is very important for real-time services and should be addressed by
novel decoding techniques.

1.3 Cooperative System Tradeoffs

From the advantages and disadvantages presented in section 1.2, it is clear
that certain system tradeoffs arise. Those tradeoffs of the system parameters should
be taken into account by the system designer so as to ensure that the cooperative
scheme does not have any impact on the overall system performance. Some basic
system tradeoffs are presented below:

e First, it is the capacity versus coverage tradeoff. It is well known that as a user
moves further away of a base station, he achieves successively lower data
rates due to the declining signal power received, until the SNR is too low for
communication to be achieved. Cooperative systems allow coverage to be
traded against capacity, thus the system designer should decide whether to
boost the capacity or increase the coverage of the system.

e Second, it is the interference versus performance tradeoff. Decreasing the
transmission power of the relays results in decreasing the interference but
also in decreasing the capacity/coverage. Respectively, in order to increase
the capacity or coverage higher transmit power is required which introduces
additional interference in the system.

e The third tradeoff is that of algorithmic versus hardware complexity.
Although relays do not require high costs and complexity in hardware in
order to increase the coverage or capacity of a system, they require more
complex scheduling algorithms as well as synchronization and handover
algorithms.



e Finally, we come up against the deployment of the relays and the
performance tradeoff. That is, the relays can be deployed in a planned or an
unplanned manner. In the planned manner the placement of static relays is
examined and given the system’s parameters, this placement is optimized.
This leads in higher performance but is a complex task. On the other hand, in
the unplanned manner the relays can be either static or mobile and their
placement is simplified and not extensively examined, resulting in decreased
performance compared to the system with planned placed relays.

1.4 Application scenarios

Cooperative communications can be implemented into many real life
application scenarios. In this section we present some basic scenarios, either in
already established technologies or in novel systems, which reflect the importance of
cooperation.

Cellular Networks

Cellular is a network that is comprised of adjacent cells, each served by a
base station (BS). Each cell uses a different set of frequencies from neighboring cells,
to avoid interference and provide guaranteed bandwidth within each cell. Today’s
cellular standards include GSM (Global System for Mobile Communications,
originally Groupe Spécial Mobile) which was developed for second generation (2G)
digital cellular networks used by mobile phones, and UMTS (Universal Mobile
Telecommunications System) which is a third generation (3G) mobile cellular system.
Recent standards in cellular networks are 3GPP LTE and WiMAX, in which
cooperative communication and relay technologies will be widely used. Cooperation
using relays in those two standards is briefly described in section 1.5.

The basic challenges of cellular networks are the increase of capacity and
coverage as well as the decrease of interference. This can be achieved by the use of
relays between the communication of a mobile station (MS) to the BS, as explained
in the following bullets [16]:

e Capacity: Since each cell, for a given transmit power level, can provide
sufficient capacity for a given number of users, the increase of the users
connecting to a BS results in capacity reduction. Thus, a solution would be
the increase of the density of the base stations. However, that will result in
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higher deployment costs and higher inter-cell interference. On the other
hand, using relays confronts this problem and is also more cost effective.

e Coverage: Since the transmit power level of the BS is limited, MSs at the cell
edge or in coverage holes may not receive sufficient power levels in order
for communication to be achieved. However, the use of relays between MSs
and the BS helps communication in such situations to become feasible.

e Interference: While the deployment of relays in a cell helps to increase the
coverage and/or capacity, that should be properly used to lead in the
decrease of the BS transmission power and hence the decrease of inter-cell
interference. But, the inter-cell and intra-cell interference caused by the
extra transmissions of the relays should be taken into account in order for
the deployment of the relays to provide the desirable results.

Wireless Sensor Networks (WSN)

In recent years, these networks have attracted the wireless communications
community attention and many proposals appeared which address the numerous
challenges that came up [17-20]. Cooperative techniques with the use of relays may
provide the solution to the problems that arise from the deployment of these
networks [21-24].

Generally, a wireless sensor network is a network of sensor nodes which
intend to sense/monitor physical or environmental phenomena such as
temperature, humidity, sound etc. These sensor nodes are battery operated devices
which have limited energy, limited processing capabilities and transmission range.
Two are the major factors of the power consumption in a sensor node due to its
electronics. The first is the amount of data to be transmitted and the second is the
distance between the sensor node that transmits and its destination. The higher the
amount of data and the transmission distance, the higher the power consumption
required. The data generated by each sensor are gathered by a usually fixed BS. For
sensor nodes that are further away from the BS, the intermediate nodes are used to
forward the data to the BS.

Sensor nodes which relay data of other sensor nodes consume more energy
because they need to transmit data in higher rates. An approach to solve this issue is
the proper placement of relay nodes, whose task is only to relay the data generated
by the sensor nodes to the BS. In that way, the lifetime of the network is prolonged
because the load of the sensor nodes is decreased (hence less power consumption of
the sensors is required). Moreover, the distance between a sensor and the
destination is “shortened” resulting in less power consumption, because of the
insertion of the relay node, which becomes responsible to relay the data to the BS.

11



The relay nodes which are also battery operated, can either have the same
capabilities as the sensor nodes or higher capabilities in terms of transmission range,
data processing and initial energy. A special category of sensor networks is the
cluster-based sensor networks [25-28] in which the relay nodes have higher
capabilities compared to the sensors and take the role of cluster heads [29]. A
network with two clusters and two relay nodes is depicted in Figure 4. The sensors
belong only in one cluster and send their data only through the relay of their cluster
to the BS. The relays of each cluster help the sensors that cannot reach efficiently
the BS to succeed that and also to avoid the long haul transmissions resulting in less
power consumption.

. Sensor Nodes

. Relay Nodes BS

Figure 4: Wireless sensor network with two clusters and two relay nodes

Wireless Local Area Networks (WLAN)

In our days, WLANs which are based on the IEEE 802.11 standards are widely
used in homes, offices, cafes, airports etc. As in cellular networks, many cooperative
techniques and novel protocols have been proposed in order to boost capacity and
increase the coverage of WLANSs [30-35]. The optimum placement of the relays and
the number of the hops (for which there is evidence that is only two on average)
between a user and the access point (AP) is an open field for the research
community.
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Vehicle-to-Vehicle Communication

An emerging technology in the field of automobiles is Vehicle-to-Vehicle
(V2V) communication. This technology implies that the moving vehicles exchange
information, such as speed, position, traffic information etc, with each other and/or
with roadside infrastructure. This information can be used primarily for safety
reasons (warning for obstacles, intersections, accidents etc) but also for traffic
management, driver assistance systems (parking the vehicle, lane keeping etc) and
many more [36-40]. The cooperation between the vehicles can be enhanced by
cooperative techniques which will offer higher reliability and link stability [41-44].

1.5 Standardization of cooperative communication

The idea of cooperation in a network has been adopted in recent standards
such as IEEE 802.16j, Long Term Evolution (LTE)-Advanced and ETSI Cooperative
Intelligent Transport Systems (C-ITS). In the following paragraphs we briefly discuss
the use of relays and cooperation in general, proposed in those standards.

More specifically, IEEE 802.16j [45] incorporates relay capabilities in the
foundation of IEEE 802.16e-2005 Worldwide Interoperability for Microwave Access
(WiMAX) standard [46]. Its purpose is to expand previous single-hop 802.16
standards to include multi-hop capabilities. The relays used are divided in two
categories: transparent and nontransparent. Transparent are the relays that serve
the Mobile Stations (MSs) which are in range of the BS and can decode the control
information of the BS. Thus, transparent relays are not required to transmit control
information. Nontransparent relays serve MSs that cannot decode the control
information from the BS because they are located at the edge of the cell. Thus,
nontransparent relays have to transmit control information to the MS while the MS
supposes that the relay is the BS [47]. Eventually, the use of relays may offer
increment of the throughput for users at the cell edge and extension of the coverage
in IEEE 802.16j systems.

In LTE-Advanced [48], which is specified by the 3" Generation Partnership
Project (3GPP), the relays are classified into inband or outband. Inband relays
communicate to the base station (called eNB) and to the end user (called User
Equipment, UE) over the same carrier frequency while outband relays do not.
Moreover, relays are classified in transparent and nontransparent (like in IEEE
802.16j) depending on whether the UE is aware of communicating with the network
via a relay or not. Furthermore, depending on the relay strategy, a relay may be part
of the donor cell or control cells of its own. Eventually, the LTE-Advanced standard
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reckons that relaying is a tool to improve the coverage of high data rates, temporary
network deployment, group mobility and throughput of users at the cell edge.

Finally, the standardization of vehicle-to-vehicle communication is in progress
by ETSI organization with the project of C-ITS [49]. The basic characteristic of C-ITS is
the sharing of data between vehicles and/or with roadside infrastructure as
mentioned in section 1.4 This technology will lead to greater transport efficiency and
increased safety also with major economic benefits.

Overall, the use of relays and generally cooperative communication
technology in promising emerging wireless networks evince the advantages that
cooperation may provide.

1.6 History of cooperative communications

The classical relay channel which is the main idea behind cooperative
communications was introduced in 1968 by van der Meulen [50, 51]. In his work,
communication channels with three terminals are considered and upper and lower
bounds of the capacity of the relay channel are obtained. In 1979, Cover and Gamal
[52] determined general lower and upper bounds to the capacity for various
communication scenarios such as the degraded, reversely degraded and feedback
relay channels. It is interesting to note that the capacity of such network
configurations exceeds the capacity of a simple direct link and up till today many of
these results cannot be superseded. However, the capacity of the general relay
channel still remains unknown.

In 1981, Gamal [53] extends the previous work in order to derive the capacity
of deterministic relay networks with no interference and in 1982 in [54] he presents
the capacity of the semideterministic relay channel. Since then and up to the mid
1990s the activity in the relay channel area has decreased probably due to
implementation problems.

In 1996, the concept of Opportunity Driven Multiple Access (ODMA) was
introduced by European Telecommunication Standards Institute (ETSI) and in 1999
the UMTS Concept Group Epsilon proposed ODMA as a potential 3" generation (3G)
candidate [55]. The main target of ODMA as a communications relaying protocol is
to increase the high data rate coverage of a cell using relays located within the cell.
The proposal of ODMA did not get much of attention, despite the gains that were
demonstrated, primarily due to the authorization required by the users to provide
their own resources and the fact that it could not function as a standalone, always
available, high capacity 3G system [56].
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In 1998, Sendonaris [57] introduced the concept of cooperative relaying, that
is the cooperation of in-cell users. A simple cooperation protocol is proposed that
leads to an increase in capacity and to a more robust system. Extensions of this
proposal by the same authors are, [6] in which a cooperation strategy for a
conventional Code-Division Multiple-Access (CDMA) system is proposed and [7] in
which practical issues related to the implementation of the system are investigated.
The results of these works indicate that cooperation leads to the increase of the
system throughput and cell coverage as well as to the decrease of the sensitivity to
channel variations.

In 2000, Laneman [58] extended the work of [57] by developing energy-
efficient transmission protocols based on decoding-and-forwarding and amplifying-
and-forwarding relaying techniques. Those protocols exploit spatial diversity created
by antenna sharing and offer diversity and outage gains. All previous works as well as
Laneman’s and his coworkers’ later works [4, 5] in 2001 and 2004, made it clear that
by using relay nodes in a wireless network we can exploit spatial diversity and thus
obtain better data transmission from a source to a destination node. As a
consequence, the area of cooperative communications started to flourish and many
new cooperative schemes were proposed since then. Furthermore, the contributions
of the Multiple Input Multiple Output (MIMO) systems and coding techniques have
been fundamental for the growth of the cooperative communications research area.

The use of MIMO systems in a wireless communication network provides
increased spectral efficiency (total number of information bits per second per Hertz
transmitted) for a given total transmit power. That is achieved by introducing
additional spatial channels that are exploited by using space-time coding [59]. Major
contributions in the area of MIMO systems constitute the works by Foschini [60] and
Telatar [61]. In these works it is shown that multi-antenna systems provide
significant advantages over single antenna systems given the fact that the fades and
noises at different receiving antennas are independent (uncorrelated and of
different strength). The basis of the construction of coding techniques to be used in
MIMO systems, are the works of Alamouti [62] and its mathematical enhancement
by Tarokh [63] in which space-time block coding is introduced. Further studies in
space-time coding schemes are [64-66] in which spatial diversity and coding gain is
demonstrated.
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1.7 Motivation — Network Level Cooperation

Most cooperative techniques studied so far concern gains that can be

achieved on the physical layer. However, recent works [67-70], suggest that similar

gains can be achieved with network-layer cooperation (or packet-level cooperation).

By network-layer cooperation we refer to plain store-and-forward relaying without

any physical layer considerations and processing.

Our work in this thesis focuses at the network-layer cooperation while taking

into account the physical layer properties (fading and attenuation) and the MAC

layer. More specifically, we consider two cases of cooperation which are briefly

described in the following paragraphs.

In the first case (analyzed in Chapter 2), we consider a network with N users-
sources, two relay nodes and a common destination node. The users transmit
packets to the destination with the cooperation of the two relays. The relays
and the destination are equipped with single transceivers, so that they can
decode packets successfully only from one transmitter at a time. That is,
simultaneous transmission of two or more nodes of a network results in a
collision (slotted ALOHA - collision model [12]). We obtain analytical
expressions for the arrival and service rates of the queues of the two relays
and we show that the probabilities of the two relays to attempt transmission
do not depend on each other when the queues are stable. We study the
impact of the deployment of the second relay node in terms of aggregate and
per user throughput. We also present a topology of the system in which the
users are divided into two clusters, and show its advantages in terms of
aggregate and per user throughput. Moreover, we show that there is an
optimum number of users that maximizes the aggregate throughput of the
clustered system.

In the second case (analyzed in Chapter 3), we again consider a network with
N users-sources, two relay nodes and a common destination node with the
difference that the relays and the destination have multi-packet reception
(MPR) capabilities. That is, they are equipped with multiuser detectors, so
that they can decode packets successfully from more than one transmitter at
a time. It is known that a transmission is successful if the received signal to
interference plus noise ratio (SINR) is above a certain threshold y. We study
three variations of the systems with two relays and show that all systems
with two relays offer significant advantage as per aggregate and per user
throughput, compared to the systems with one and no relay when the SINR
threshold y>1. We also show that there is an optimum number of users that
maximizes the aggregate throughput of the systems with two relays.
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1.8 Outline of thesis

This thesis is organized in two parts as follows:

In Chapter 2, we investigate the impact of the deployment of a second relay
node in a cooperative communication scheme. The relay nodes relay packets from a
number of users to a destination node. We assume that the two relays do not have
packets of their own and the users have saturated queues and random access to the
medium with slotted time. We consider the collision channel model which suggests
that simultaneous transmission attempts by two or more nodes (source-users or
relays) result in a collision. We obtain analytical expressions for the arrival and
service rates of the queues of the two relays and the stability conditions. We also
study a model of the system, in which the users are divided into two clusters. We
guantify the above, analytically and through simulations, for different number of
users and we indicate the conditions under which the deployment of a second relay
in the system provides significant advantages.

In Chapter 3, we study a similar model as in the second part, with two relays
that relay packets from a number of users to a destination, with the main difference
being that the relays and the destination have Multi-Packet Reception (MPR)
capabilities. We present three variations of a system with two relays and compare
them with systems with no and one relay in terms of aggregate and per user
throughput, average queue size (for the cases with relays) and average delay per
packet. Finally, we examine under what conditions an interference cancellation
technique can provide significant advantages in terms of aggregate throughput and
what are the effects of the distance of the two clusters in terms of aggregate
throughput.

Chapter 4 presents the conclusions of this thesis and our future work plans.
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Chapter 2

Performance Issues of Multiple-Relay
Cooperation

2.1 Introduction

In recent years, the study of the relay channel has gained a lot of interest in
the wireless communications community. The relay channel which was initially
introduced by van der Meulen [51] is the basic paradigm of cooperative
communications, which are widely acknowledged to provide higher communication
rates and reliability. The first information theoretic formulations were presented in
[52]. While most works in this area concern gains achieved by cooperation on the
physical layer (as we discussed in Chapter 1), recent works [67-70] suggest that
similar gains can be achieved by network-layer cooperation. By network-layer
cooperation we refer to plain relaying without any physical layer considerations.

More specifically, in [67, 68] cognitive cooperation is proposed in which the
cognitive relay senses idle time slots to transmit. In [67], the impact of cooperative
communications at the multiple-access layer with TDMA is studied. The cognitive
relay tries to utilize the periods of source silence to cooperate with other users in the
network. When the relay senses an empty slot forwards the packets of the users that
were lost in previous transmissions. In [68], the secondary transmitter (of the
cognitive system with two single-user links, the licensed and the unlicensed) acts as a
“transparent” relay for the primary link. That is, packets that are not received
correctly by the destination but are decoded correctly by the secondary transmitter
are queued and forwarded to the destination by the secondary transmitter. While in
[67] an extra relay is introduced which cooperates with the other users, in [69] it is
the users that relay packets for other users, and it is shown that substantial
performance improvement can be achieved without the cost of an extra node.
Moreover, in [70] a three-node network with two users unicasting to a common
destination over erasure channels is studied and a cooperative strategy is proposed.
The stability region and the throughput region are characterized under scheduled
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access and random access and also network coding at the relay is performed for
which is shown that does not lead to additional performance gains.

In [71] the impact of a single relay node on per user and aggregate
throughput is investigated in a system in which the relay relays packets from a
number of users to a destination node. Analytical expressions for the arrival and
service rate of the relay’s queue, the stability condition and the average length of
the queue as functions of the probabilities of transmissions and the outage
probabilities of the links are obtained.

In this Chapter, we investigate the impact of the insertion of a second relay
node in a network where the relay nodes relay packets from a number of users to a
destination node, and is an extension of [71]. We consider the case of a discrete-
time slotted ALOHA (as we described in section 1.1.3) system [13] which represents
the classical analysis of random multiple access schemes.

We make the assumptions mentioned in Chapter 1, namely that the users
have saturated queues and random access to the medium with slotted time. The
transmission of a packet takes the duration of exactly one time slot. Simultaneous
transmission attempts by two or more nodes of the network result in a collision. The
two relays do not have packets of their own, but assist the users by relaying their
packets when necessary. The wireless link between any two nodes of the network is
modeled as a Rayleigh narrowband flat-fading channel with additive Gaussian noise.

In order to obtain analytical expressions for the arrival and service rates of
the queues of the two relays and also the stability conditions, we use the stochastic
dominance technique [72]. That is because the two queues are coupled (i.e., the
service process of each queue depends on whether the other queue is empty or
not).

In addition, a topology of the system in which the users are divided into two
clusters is presented. In this model the users of one cluster do not interfere with the
users and the relay of the other cluster (of course, the relays are interfering with
each other). This corresponds to the case of having the users in two distant areas,
each area served by one relay. We study the impact of the two relay nodes of the
two models (with and without clustering) on the aggregate throughput and the
throughput per user when the queues of the two relays are stable.

We show that the probabilities of the two relays to attempt transmission do
not depend on each other when the queues are stable. Also, the insertion of the
second relay offers significant advantage when the users are divided into clusters
and each cluster is assigned to a relay.

In section 2.2 we describe the system model. In section 2.3 we derive
analytical expressions for the arrival and service rate of the relays’ queues, the
stability conditions of the queues, the stability region and the equation of the
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throughput per user along with the upper and lower bounds. In section 2.4 we
present the analysis of the model with the users divided into two clusters and derive
the expressions for the upper and lower bounds for the throughput per user. Finally,
in section 2.5 we present arithmetic and simulation results and our conclusions are
given in section 2.6.

2.2 System Model

2.2.1 Network Model

We consider a network with N source users, two relay nodes R1 and R2 and a
common destination node d, as depicted in Figure 5 (with N = 2 users). The sources
transmit packets to the destination with the cooperation of the two relays. We
assume that the queues of the two users are saturated. The users have random
access to the medium with no coordination among them. The channel is slotted in
time and the transmission of a packet takes the duration of exactly one time slot.
The acknowledgements (ACKs) of successful transmissions are instantaneous and
error free.

Figure 5: Two relay nodes with N=2 user nodes

The two relays do not have packets of their own. If a transmission of a user’s
packet to the destination fails, the relays store it in their queues and try to forward it
to the destination at a next time slot. In case that both relays receive the same
packet from a user, they choose randomly and with equal probability which will
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store it in its queue for subsequent transmission. We also assume that each node
has a single transceiver and simultaneous transmission attempts by two or more
nodes (source-users or relays) result in a collision.

The notation we consider throughout Chapter 2 is the following: The users
and the relays (when they have packets in their queues) attempt to transmit with

probabilities g;, where i=1,2,..,N,R1,R2. The relays transmit when their queues
are not empty, and the probability that a relay node attempts transmission at time

slot t is given by q,P(Q;, >0), where i=1,2.

2.2.2 Physical Layer Model

We model the link between two nodes i and j of the network as a Rayleigh
narrowband flat-fading channel with additive Gaussian noise. Thus, the link has a
specific outage probability which is derived as follows [73]:

The received SNR; for the link between nodes i and j is given by:
h| r;
= (1)

h,/.2 is the square of the magnitude of the channel gain and has an

where,
exponential distribution with unity mean, P is the transmission power, r; is the

distance between i and j, a is the path loss exponent and n, is the power of the

additive white Gaussian noise.

We denote an outage event between nodes i and j operating with an SNR
threshold equal to y by:

2 -a
0, =1h; : SNR, <y} ={h; :|h,| < ynr;“ / P} (2)

And the probability of an outage in the link between nodes i and j with an SNR
threshold equal to y, is given by:

Pr(O;)=Pr(SNR; <y)=1—exp(-yn,n;“ / P) (3)
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So, by p; we denote the success probability of a transmission between nodes i and j,

which is given by:

p, =Pr(0;) =exp(-ynyr;“ / P) (4)

2.3 Analysis

In this section we first demonstrate that the stability analysis of the system is
difficult (because of the fact that the queues of the two relays are coupled). Next,
using the stochastic dominance technique [72] we obtain analytical equations for the
arrival and service rate of the two relays and also the stability region of the system.
Finally, we derive the equation of the throughput per user.

2.3.1 Computation of Arrival and Service Rate

The service rate seen by relay R1 depends on whether Q,, is empty or not.

e If Q,, =0 the service rate seen by relay Rlis:

P(QRZ = O)qupRldH(l - q,) (5)

i=1

e If Q,, #0 the service rate seen by relay R1 is:

P(QR2 7z 0)(1 - qRZ)qupRldH(l - q,) (6)

i=1

Thus, the average service rate seen by relay R1 is given by:

ey = GraPrsa | [ (1= G)[1 - Go,P(Qr, #0)] (7)

i=1
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A
where, by Little’s theorem [74], P(Q,, # 0) =—*
R2
This is true because we have removal of a packet from the queue of the relay R1, if
it attempts to transmit and the transmission at the destination is successful, and all
users as well as relay R2 remain silent.

Similarly, the average service rate seen by relay R2is given by:

Hry = qupdeH(l B qi)[l - qRIP(QRl # 0)] (8)

i=1

where, P(Qy, ?*fo):h
Hpy
From Eq. 7 and 8 we can see that the average service rate of each queue
depends on whether the other queue is empty or not, which makes the stability
analysis difficult. So, we use the stochastic dominance approach to address this
problem.

The stochastic dominance approach implies the construction of two
hypothetical dominant systems. In the first system, denoted by S1, the relay R1
reverts to the transmission of “dummy packets” with the same probability, when its
gueue is empty. All the other characteristics and assumptions of the original system
remain exactly the same. Similarly, in the second system S2 the relay R2 reverts to
the transmission of “dummy packets” with the same probability, when its queue is
empty.

Dominant System S1: Relay R1 transmits “dummy packets”

The service rate of relay R1 is given by Eq. 7. There is an arrival at the queue
of relay Rl if relay R2 is silent, only one user transmits, and its transmission is
successfully received by R1 but not by the destination and it is decided that R1 will
keep the packet if both R1 and R2 receive it successfully. Thus, the arrival rate at
relay R1 is given by:

Z’Rl = ZqipiRl(l_pid)(l_qu)(l_qRZ h) H (1_qj)[(1_piR2)+%piR2] (9)

R2 j=1,j#i
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The service rate of relay R2 is given by:

Hry = AroPpyg(1— qu)H (1-q) (10)

i=1

In order to obtain the arrival rate at relay R2 we follow the procedure
described in [71]. The arrival rate of relay R2 depends on whether its queue is

empty or not. If the queue is empty the arrival rate is denoted by 4,,, and by 4, , if

it is not. Thus, the mean arrival rate 4, is given by:

ﬂ'RZ = P(QRZ = O)ﬂ“RZ,O +P(QR2 > OM’Rz,l =
= P(QR2 = O)/IRZI0 +(1- P(QR2 = 0))/'LR2,1 (11)

If the queue of the relay R2 is empty then arguing as in Eq. 9 we can easily show
that the probability of arrival A4

R2,0

2

R20 Z IR2 1 pld)(l qu) H 1 q )[(1 pIR1)+ pIRl] (12)

i=1 Jj=1,j#i

If the queue is not empty then the arrival rate is:
R2 1 (1 qRZ )ﬂ’RZ 0 (13)

Figure 6 shows the Discrete Time Markov Chain with infinite states which describes
the queue evolution of relay R2.
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u_R2

u_R2

Figure 6: Markov Chain model of the queue of relay R2

By following exactly the same steps of [71] (with the appropriate symbols) we
compute the probability that the queue of the relay R2 is empty. We use the
balance equations as described in [74] in order to compute the stationary
distribution 7 of the Markov Chain, with 7(i) denoting the probability of state i
when the chain is in the steady state. As is well-known, the balance equations reflect
the fact that the rate of entry into a state must equal the rate of departure from that
state. Thus,

Ao o7(0) = p, (1) & 7(1) = M7[(0) (14)

Hg,

And,

7[(1)(/1R2,1 + Uy,y) = ﬂRz,oﬂ(O) + U, (2) &

& 2L 7(0)(Agys + Hay) = Agy o7 (0) + 14,70 (2) =
Hgy

Ay oA
& 7(2) = ZR27R2 7(0) (15)

Hro

We can easily conclude that:
2’ ﬂ/n—l
7r(n) = ZF207R24 7 (0) (16)
Hro
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Since:

i‘/z(n) =1< 7(0)+ (0 )Z’L*Lf’:“ =1 (17)

So, from Eq. 17 the expression for the probability of state 0 is given by:

Mo — A
7(0)= P(QR2 =0)= Ra R21 (18)
/IRZ 1T /IRZ 0
If )\RZ,l < ILIRZ
From Eqg. 12, 13, 18 and 11 we have:
/IRZ = ( =0)4 R2,0 +(1_P(QR2 = 0)))\R2,1 =
Moy — A J7RE\
_ R2 R2,1 /IRz,o (- R2 R2,1 )ARZ =
Hg, AR21+/1R20 Hg, AR21+/1R20
- ﬂRZﬂ’RZ 0 (19)
ILlR }\RZ N + ﬂ’RZ ,0

Combining Eq. 11, 12, 13 and 19 we obtain the expression of the arrival rate 4,

1. = ﬂRzﬂ“Rz 0 _ :URz/le,o _ ﬂRZﬂ’RZ,O
" Hg, }\R21 +/1R20 Hgo _(1_qR2)/1R20 +/1R20 Hro +qR2/1R20

TroProg(l— qu)Hl q)[qu,Rzl p)L— qu)H(l gL —pg)+= p,,u]]

_ i=1 i=1 /1/¢I

TpoProg(1— qu)H(l q)+qRZZq(1 P )Py (1~ qu)H(l gL — )+ pm]

pRZdH(l q)[qu,Rz(l P)(1—as) H(l gL —pg)+= p,m]]
- jl/¢l (20)

pmH(l q)+2qpm(1 p,d)H(l gL —pg)+> p,m]

Jj=1,j#i

27



An interesting result that is derived by Eq. 20 is that the arrival rate 4,, does

not depend on qp,, the probability of transmission of R2.

Dominant System S2: Relay R2 transmits “dummy packets”

By following exactly the same procedure as for the dominant system S1, we
obtain the following expressions for i, , 4., t,, and A, :

Hrr = AriPrag(1 =G, )H (1—-gq) (21)

i=1

Puso | 10-)Y 001~ P)0 -0 [T -)A =)+ ]

Ay = 7 7 T n (22)
pRldH(l - q,) + Zq,‘p,’m(l - p,'d) H (1 - q/)[(l - p,'Rz) + Ep,'Rz]
i=1 i=1 j=1,j=i
ﬂ“Rl a
Hpy = qupRZd(l - qR1 _)H (1 - q,) (23)
R1 =1

fer = Y AP PN~ G 221~ ,) [ ] - )M(2-p,) +%p,~m] (24)

i=1 R1 J=1,j#i

It is interesting to note that in [72], the stability conditions obtained by the
dominant systems are not merely sufficient, but sufficient and necessary for the
stability of the original system. The proof relies on the indistinguishability argument
which also applies in our case. By considering the properties of the dominant system
S1, we can see that the queue sizes of the two relays cannot be smaller than those in
the original system, provided the queues start with identical initial conditions in both
systems. By Loynes’ Theorem [75], the stability condition of a queue is given by A<pu.

Therefore, given thatA,,<u,,, if for some A,, the queue R1 in the dominant system

S1 is stable, then the queue is also stable in the original system. Conversely, if for
some A, in the dominant system S1 the queue R1 is unstable (exploding), then it
will never transmit any “dummy packets” and since the queue does not empty, the
dominant and the original systems behave identically and as a consequence, the
queue is unstable in the original system as well. A more detailed analysis of the
stochastic dominance approach and its proof is provided in Appendix A.
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2.3.2 Conditions for the stability of the queues

In this sub-section we use the equations derived in the previous sub-section
in order to obtain the q,, and q,, for which the queues of the two relays are stable.
We do that by utilizing Loyne’s criterion [75], which states that if the arrival and
service processes of a queue are strictly jointly stationary and the average arrival
rate is less than the average service rate, then the queue is stable. If not, the queue
is unstable and the length of the queue approaches infinity almost surely.

1) For system S1: By invoking the Loyne’s criterion the queue of the relay R1 is
stable if and only if:

ﬂ’Rl < luRl g qu > qu,min <

Zq;p/’m(l _p,'d) H (1 - qj)[(l _piRZ) + 1p,'Rz]

i= j=1,j%i 2
< qr >y : N = 1 N (25)
Zq"prl(l_pid) H (1_qf)[(l_piR2)+EpiR2]+pR1d| I(l—q;)
i-1 jA i-1

So, the gp, ., for which the queue is stable is given by:

N N
1
zqipiRl (1-p,) H (1- qj)[(l —Piy) t+ EP,RZ]
qu,min = N = N = 1 N (26)
Zq"p"Rl(l_pid) H (1-g,)l( _piR2)+EpiR2]+pR1dH(1 -q,)
i-1 j=1,j#i i=1

From Eq. 26 we observe that g,, does not depend on g, . The queue of the relay R1

is stable if g,, satisfies the inequality:

qu,min < qu < 1 (27)

29



2) For system S2: Following exactly the same procedure as for system S1, we obtain
expressions and bounds for q,, and qp, ., similar to Eq. 25 and 26 respectively

with R1 and R2 interchanged. That is:

/IRZ < ILJRZ < qRZ > qRZ,min =
N N 1
Zq/pmz (1 - pid) H (1 - ql)[(l - piRl) + 7piR1]
i=1 Jj=1,j#i 2 (28)

N

H (1—Clj)[(1—,0,-R1)+;piRl]‘i‘pdeH(l—qi)

J=1 g i=1

Ary >
Zqipmz (1 - pid)
i=1

And,
N N 1
Zqipmz(l —Py) H (1- qj)[(l — Py + EP,-Rl]
Aromin = N = N = 1 N (29)
ZqiprZ(l_pfd) H (1-g,)I(2 _piR1)+£prl]+pR2dH(1_qi)
i=1 j=1,ji i=1

Similarly to system S1, we observe that q,, does not depend on q,. The queue of

the relay R2 is stable if q,, satisfies the inequality:

qRZ,min < qRZ < 1 (30)

The “indistinguishability” argument holds here as well.

2.3.3 Stability region (A,,,4;,)

Generally, the stability region of the system is defined as the set of arrival
rate vectors A =(4,,,4;,) for which the queues in the system are stable. Thus, the

stability region of the two queues of the two relays is defined by the following
equations derived from the dominant systems S1 and S2.
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From system S1 we have:

2 N

ﬂ“Rl <ty < ﬂ’Rl < qupRld(l ~ g2 ﬁ)H (1- qi) (31)
R2 i=1
N

ﬂ’RZ < Mgy < /IRZ < qupde(l - qu)H (1- qi) (32)

i=1

From system S2 we have:

N
ﬂ’Rl <Hp < Z’Rl < GpaPpig(l = qu)H (1-q) (33)
i=1
Ary s
ﬁ“RZ < Hpy < //{’RZ < qupde(l ~ g _)H (1- qi) (34)
R1 =1

Thus, the stability region of the system is shown in Figure 7:

Ay 4

g .o
Aes =Gr Proa(l— qm i)H(l_(L)

R1 i=l

] N
At = G Drag(1 — Gy ﬁ)H (I-g,)
'r2 i1

N
Qo Proa(l— q,Rl)H (I1-g,)—

i=1

N
GrPra(l =Yg )H (I-¢g,)

i=l

Figure 7: Stability region of the system
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2.3.4 Throughput per user

There is a departure of a packet from a node if it transmits whereas the two
relays and all the other users are silent, and its transmission is either successfully
received by the destination or if unsuccessful, it is successfully received by R1 or R2.
Thus, the throughput rate ; for the user i is given by:

N
/'l,' = CI,(l - qup(QRl > 0))(1 - quP(QRz > O))H (1 - CI,)
i=1
[pid + (1 - pid)piRl (1 - piRZ) + (1 - pid)(l - piRl)piRZ + (1 — Py )piRlpiRZ] =

= CI,(l - qup(QRl > 0))(1 - quP(QRz > O)) H (1 - q,-)[p,-d + (1 - p,‘d)(p,'Rl + (1 _p,'Rl)p,‘Rz)] (35)

j=1,j#i

We assume that the two queues are stable so that the arrival rate from each
user to the queues of the relays is the contributed throughput from it. We observe
that the throughput per user depends on whether both queues are empty or not. So,
it is difficult to find an explicit expression of the throughput per user in terms of the
parameters of the model. Instead, we will find an upper and a lower bound and by
simulation we will study the tightness of these bounds.

In order to find an upper bound, we will consider the case when the two
relays do not relay any packets they receive from the users. This provides an upper
bound because if the relays remain silent, the interference in the system is less and
thus we get higher throughput per user (=rate of packets departing from each user).
This upper bound is given by:

N
Hi upper = q; H (1 - qj)[pid + (1 - pid)(piRl + Piry — piRlpiRZ)] (36)

j=1,ji

In order to find a lower bound, we will assume that the two relays always
transmit packets, possibly “dummy packets”, and the bound is given by:

N
Hi jower = qi(l - qu)(l - qu) H (1- qj)[pid +(1- pid)(piRl + Pigy — piRlpiRZ)] =

j=1#i

:lui,upper(l_qu)(l_qRZ) (37)
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In Figure 8 we present the upper, lower and simulation throughput per user
with values of g,, and g,, (shown in Table 2) which are slightly higher (plus about

0.01) than g, ., and qg, ., (shown in Table 1), for 1 to 20 users in the system. We

assume that we have symmetric users which have the same link characteristics and
transmission probabilities, that is: pg, =pr, =0.9, Py =Pry =09, p,=0.25,

g1 = G =0.85, q, = 0.25,i=1,...,N.

Table 1 presents the g, .., and g, ., for 1 to 20 users calculated by Eq. 26

and 29. We observe that the values are the same because we assume symmetric
users.

Number of Users Drimin = Dr2.min
1 0.120879120879121
2 0.215686274509804
3 0.292035398230089
4 0.354838709677419
5 0.407407407407407
6 0.452054794520548
7 0.490445859872612
8 0.523809523809524
9 0.553072625698324
10 0.578947368421053
11 0.601990049751244
12 0.622641509433962
13 0.641255605381166
14 0.658119658119658
15 0.673469387755102
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16 0.6875

17 0.700374531835206
18 0.712230215827338
19 0.72318339100346
20 0.733333333333333

Table 1: Values of qg, .. and Qg, . obtained from Eq. 26 and 29 for 1 to 20 users

So, in order for the queues of the two relays to be stable, we must have

Gp1 > Gpimin AN Gp, >0, n - Table 2 presents the values of q,, and g,, that were

used in order to calculate the lower bound of the throughput per user from Eq. 37
and also in the simulation. We use slightly greater q,, >gp, ., and G,>0g, i, as of

the values presented in Tablel.

Number of Users Gp1 = s
1 0.13>
0.120879120879121
2 0.22 >
0.215686274509804
3 0.3>
0.292035398230089
4 0.355 >
0.354838709677419
5 0.41 >
0.407407407407407
6 0.46 >
0.452054794520548
7 0.5>
0.490445859872612
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8 0.53>
0.523809523809524

9 0.56 >
0.553072625698324

10 0.58 >
0.578947368421053

11 0.61>
0.601990049751244

12 0.63 >
0.622641509433962

13 0.65 >
0.641255605381166

14 0.66 >
0.658119658119658

15 0.68 >
0.673469387755102

16 0.69 > 0.6875

17 0.71>
0.700374531835206

18 0.72 >
0.712230215827338

19 0.73 >
0.72318339100346

20 0.74 >
0.733333333333333

Table 2: Values of q,, and q,, used to calculate lower bound by Eq. 37 and in simulation
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Figure 8: Lower, upper and simulation throughput per user vs number of users, for the

minimum q,, and g,

From Figure 8 we observe that the simulation gave almost the same (slightly
higher) throughput per user as compared to the lower bound given by Eqg. 37. This
means that the two relays have packets to transmit in their queues in almost every
timeslot. Thus, we encounter a very large number of collisions in the system leading
in degraded performance. In order to improve the performance of the system we
present a topology of the system described in the next section 2.4, in which the
users are divided into two clusters.

2.4 Improving Throughput per User by Dividing Users into Clusters

In order to improve the throughput per user of the system, we divide the
users into two clusters served by relays R1 and R2. A possible topology of the
system is depicted in Figure 9. We assume that due to the distance between clusters
the users of the one cluster do not interfere with the users of the other cluster at
their relay. If two users transmit simultaneously we will have a collision at the
destination. We also assume that when a relay transmits simultaneously with the
users, the users’ transmissions do not affect the relay’s transmission to the
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destination whereas their transmissions to the destination fail. That is because of the
shorter distance between the relay and the destination and also the higher transmit
power of the relay compared to that of the users’. Furthermore, when both relays
transmit simultaneously we have a collision at the destination. We divide the users
equally to both clusters and we assume that each cluster has N, users with k=1, 2

where N, =N, =N /2.

Cluster 1 Cluster 2

Figure 9: Network with two relay nodes and two clusters of users

The throughput per user of the system described depends again on whether
both queues are empty or not. Thus, we find an upper and a lower bound and we
will show that the results of the simulation of that system lie between those two
bounds.

The upper bound of the throughput per user i of cluster k is given by:

N Ny
Hyumver =8P | | @=a)+a,0-p)pe ] [1-0a) (38)
j=1,ji j=1
And the lower bound is given by:
N Ny
:ui,k,lower = q,(l - qR1)(1 - qu)p,‘d H (1 - qj) + q,(l - qu)(l - qu)(l - p,'d )piRkH (1 - qj) =
j=1,j#i =1
= lui,k,upper (1 - qu)(l - qRZ) (39)

37



2.5 Arithmetic and Simulation Results

In this section, we present arithmetic results for the per user and aggregate
throughput of the systems with two stable relays described in sections 2.3 and 2.4.
We first verify that the throughput per user for the cases of two relays lies between
the upper and lower bounds given by Eq. 36, 37 and 38, 39. Then, we compare these
two cases with the system without relay and the system with one relay.

To simplify the presentation we consider the case where all the users and
relays of the system described in section 2.3 have the same link characteristics and
transmission probabilities, that is: p,, =pg, =0.9, Py =Prys =09, p,=0.25,
Osy =Gr, =0.85, g, =0.25,i =1,...,,N . Also, for the system described in section 2.4 the
relays and the users of the two clusters have the same link characteristics and
transmission  probabilities:  p,, =0.9,i=1,..,N1 and p,,=09,,=1,.,N2,
Prig = Prag = 0.9, Qg =qg, =0.85, g, =0.25,i=1,..,N. The results presented below

have been verified with extensive simulations in Matlab which confirmed the
accuracy of the analysis in the previous sections. Brief notes about the code in
Matlab are provided in Appendix B.

2.5.1 Throughput per User for Systems with 2 Relays

Figures 10 and 11, present the throughput per user versus the number of
users of the simple system described in section 2.3 and the clustered system
described in section 2.4.

As expected the simulations lie between the lower and the upper bounds
defined in previous sections. In Figure 10, as the number of the users in the system
increases, we see that the throughput per user tends to the lower bound, while in
Figure 11, the throughput per user tends to the upper bound. Thus, we have better
utilization of the system with clustering.
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2.5.2 Impact of Insertion of a Second Relay in the System

Figures 12 and 13, present the aggregate and per user throughput versus the
number of users for the cases of no relay, one relay and two relays (with and without
clustering), obtained by simulations.

We observe that the simple system with two relays does not offer any
advantage over the system with one relay. This is expected because the insertion of
a second relay with high probability to attempt transmission when its queue is not
empty generates more interference in the system. However, the system with two
relays and clustering offers significant advantage over the system with one relay
(more than 300% higher aggregate throughput in our specific setup).

It is interesting to note that given the link characteristics and the
transmission probabilities there is an optimum number N__ of users that maximizes

the aggregate throughput of the clustered system. This number could be used to
allocate the users among the relays.
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Figure 12: Aggregate throughput vs number of users
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2.6 Conclusions

In this chapter, we examine the operation of two nodes assisting the
communication of a number of users to a common destination by relaying (when
necessary) their packets. We obtain analytical expressions for the arrival and service
rates of the queues of the two relays and also the stability conditions. We present a
topology of the system in which the users are divided into two clusters and study the
impact of clustering on the per user and aggregate throughput.

We show that the two relays are free to choose their transmission
probabilities independently from each other, provided that these are greater from
some minimum values which guarantee the stability of their queues. It is interesting
to note that the insertion of a second relay in a system generally does not offer
higher throughput per user in comparison to a system with one relay, but the system
in which the users are divided into two clusters separated by some distance offers
significant advantage. Moreover, there is an optimum number N__ of users that

X

maximizes the aggregate throughput of the clustered system.

These results could be used to allocate the users among the relays for
example in cellular and sensor networks. Future extensions of this work will include
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users with non-saturated queues and relays with their own packets and priorities for
the users. An extension of this model in which the relays and the destination have
multi-packet reception (MPR) capabilities is presented in Chapter 3.
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Chapter 3

Performance Issues of Multiple-Relay
Cooperation with Multi-Packet Reception
(MPR) Capabilities

3.1 Introduction

As we mentioned in previous chapters, recent works [67-70] suggest that
network-layer cooperation can achieve similar gains to cooperation at the physical
layer.

In [71], the impact of a single relay node on per user and aggregate
throughput is investigated in a system in which a relay node relays packets from a
number of users to a destination node. In that work a random access scheme with
collision channel model with erasures is considered. In Chapter 2 we presented an
extension of [71] in which the impact of the insertion of a second relay node in a
network where the relay nodes relay packets from a number of users to a
destination node is investigated.

Recently, random access with Multi-Packet Reception (MPR) capabilities has
attracted attention [76-79]. In [76], the notion of MPR was introduced and two
important theorems for the slotted ALOHA network with MPR are provided. The
seminal paper [77] was the first to examine MPR as an interaction between the
physical and medium access control layers for a wireless random access network. In
[78], the authors specify a general asymmetric MPR model and the medium access
control capacity region. They consider the effect of MPR on stability and delay of
slotted Aloha based random-access system and it is shown that the stability region
undergoes a phase transition from a concave region to a convex polyhedral region as
the MPR capability improves in a two-user system. Finally, an overview of MPR-
related research work covering the theoretically proved impacts and advantages of
using MPR from a channel perspective to network capacity and throughput, the
various technologies that enable MPR from transmitter, transceiver, and receiver
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perspectives and previous work on protocol improvement to better exploit MPR, is
provided in [79].

In [80], the impact of a relay node to a network with a finite number of users-
sources and a destination node is investigated. In this network the relay and the
destination nodes have MPR capabilities, and it is an extension of [71]. Analytical
equations for the characteristics of the relay’s queue such as average queue length,
stability conditions etc. are obtained.

In this chapter, we investigate the impact of the insertion of a second relay
node in a network where the relay nodes relay packets from a number of users to a
destination node, and is an extension of previous works [71, 80] and our work in
Chapter 2. The main difference from the model studied in Chapter 2 is that here we
assume that the relays and the destination are equipped with multiuser detectors,
so that they can decode packets successfully from more than one transmitter at a
time (MPR capability).

We assume as before that the users have saturated queues and random
access to the medium with slotted time and each transmission of a packet takes the
duration of exactly one time slot. The wireless link between any two nodes of the
network is modeled as a Rayleigh narrowband flat-fading channel with additive
Gaussian noise. A node’s transmission is successful if the received Signal to
Interference plus Noise Ratio (SNIR) is above a threshold y. The two relays do not
have packets of their own, but assist the users by relaying their packets when
necessary.

Due to the fact that the queues of the two relays are coupled (i.e. the service
process of each queue depends on whether the other queue is empty or not), the
stability analysis and the derivation of analytical expressions for the characteristics of
the relays’ queues such as arrival and service rate, is a difficult task. Thus, in this
chapter we perform extensive simulations using the Matlab tool in order to
investigate the performance of the two-relay system. A brief description of the
Matlab code is provided in Appendix B.

We show that the use of two relays offers significant advantage in terms of
aggregate and per user throughput compared to systems with one and no relay, for
values of SINR threshold y>1. We also present a topology of the system in which the
users are divided into two distant clusters and study the impact on the aggregate
and per user throughput compared to the cases of no relay, one relay and two
variations of two relays’ operation (a packet received by both relays is either kept by
both relays or by the one with the smaller queue) in the system. Furthermore, we
present a way to verify if the queues of the relays are stable and compare the
average queue size and the average delay per packet of all the systems presented.
Finally, we present the conditions under which an interference cancellation
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technique in the systems with two relays provides higher aggregate throughput and
what are the effects of the distance of the two clusters in terms of aggregate
throughput.

In section 3.2 we describe the system model and in section 3.3 we present
the simulation results for various cases. Finally, our conclusions are given in section
3.4.

3.2 System Model

3.2.1 Network Model

We consider a network with N source users, two relay nodes R1 and R2 and a
common destination node d, as depicted in Figure 14 (with N = 2 users). The sources
transmit packets to the destination with the cooperation of the two relays. We
assume that the queues of the two users are saturated. The users have random
access to the medium with no coordination among them. The channel is slotted in
time and the transmission of a packet takes the duration of exactly one time slot.
The acknowledgements (ACKs) of successful transmissions are instantaneous and
error free.

The two relays do not have packets of their own and the queue length of the
relays has infinite capacity. If a transmission of a user’s packet to the destination
fails, the relays store it in their queues and try to forward it to the destination at a
next time slot. Each of the receivers (relays and destination) is equipped with
multiuser detectors, so that they may decode packets successfully from more than
one transmitter at a time. Nodes cannot transmit and receive at the same time.

Figure 14: Two relay nodes with N=2 user nodes
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3.2.2 Physical Layer Model

The MPR channel model considered in this chapter is a generalized form of
the packet erasure model [80]. In the wireless environment a node’s transmission is
successful if the SINR is above a certain threshold. More specifically, if there exists a
set of T nodes transmitting in the same time slot and P_(i,j) is the signal power
received from node i at node j (when i transmits), then the SINR(i,j) determined by
node j is given by:

Prx (ilj)
n; + ZkeT\{i}PfX (k’j)

SINR(i, j) = (1)

Where n; is the receiver noise power at j.
We assume that a packet transmitted by i is successfully received by j if and
only if SINR(i,j)>y,, where 7, is a threshold characteristic of node j. Moreover, the

wireless channel is subject to fading. Let P, (i) be the transmitting power of node i

and r(i,j) be the distance between i and j. Then, the power received by j when i
transmit is:

P(i,J)=Ali,))ali,)) (2)

Where A(i,j) is a random variable representing channel fading and under Rayleigh
fading it is exponentially distributed [73]. The receiver power factor g(i,j) is given by:

g(i, j) = R, ()r(i, /)™ (3)

Where a is the path loss exponent with typical values between 2 and 4.

Thus, in the simulations presented in this chapter we calculate the SINR in
every link (nodes-destination, nodes-relays and relays-destination) of the network
and given a certain value of threshold y for the SINR, we decide whether a
transmission of a packet between two nodes is successful or not.
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3.3 Simulations and Results

In this section, we use several techniques for the network with two relays
presented in section 3.2 in order to compare it with networks with one and no relay
in terms of aggregate throughput, throughput per user, average delay per packet
and average queue size.

Moreover, we use an interference cancellation technique between the two
relays in order to decrease the interference and increase the aggregate throughput
of the network.

3.3.1 Impact of the Insertion of a Second Relay in the System

In this sub-section, we present the aggregate throughput obtained by
simulations for the cases of no relay, one relay and two relays in the system and for
different values of threshold y. As mentioned in section 3.2.2 the simulations were
performed by calculating the SINR in every link (nodes-destination, nodes-relays and
relays-destination) of the network when a node transmits, and given a certain value
of threshold y for the SINR, we decide whether a transmission of a packet between
two nodes is successful or not. To simplify the presentation we consider the case
where all the users have the same link characteristics and transmission probabilities.
An example topology of such a network with N users is depicted in Figure 15.

It is important to note that for the system with two relays described in this
sub-section, we assume that if both relays receive successfully a packet from the
same user, they both forward it to the destination.

Figure 15: Two relay nodes with N users with same link characteristics and transmission
probabilities
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The parameters used in the simulations for each of the three cases are the
following (obviously not all parameters exist in every system):

e Distance between users-destination: rd=101m

e Distance between users-relays: ro=58.738m

e Distance between relays-destination: rod= 58.738m

e Distance between the two relays: roo=60m

e Path loss exponent between users-destination: a_id=4

e Path loss exponent between users-relays: a_ir=2

e Path loss exponent between relays-destination: a_rd=2

e Path loss exponent between the two relays: a_rr=4

e Transmit power of i-th user: Ptx(i)J=1mW

e Transmit power of both relays: Ptx(0)=5mW

e Probability that a user attempts to transmit in each timeslot: q=0.25

e Probability that the relays attempt to transmit in each timeslot, in case its
gqueue is not empty: qo=0.85

We should also note that the path loss exponent between users-destination
as well as between the two relays is 4 while between users-relays and relays-
destination is 2. That is because the relay nodes must be more accessible than the
destination node for the users, meaning that the user-relay channel has to be more
reliable than the user-destination one and at the same time the relay-destination
channel must be more reliable than the user-destination channel. Otherwise, the
presence of the relays degrades the performance of the whole network [80]. Also,
we assume that the transmit power of the relays is 5 times higher than that of the
users’.

We should also note that with small values of y it is more likely to have more
successful simultaneous transmissions comparing to larger y. For y<1 the probability
for two or more users to transmit successfully at the same time is higher, than the
same probability when y>1, which tends to zero [80].

Figures 16, 17 and 18 show the aggregate throughput versus the number of
users, for y=0.2, y=1.2 and y=2.5 and for the cases of no relay, 1 relay and 2 relays.
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From Figure 16 we observe that for low y=0.2 the aggregate throughput
obtained from the system with 2 relays is higher compared to that of the system
with 1 relay and increases as more users are inserted in the system. However, it is
interesting to note that while the aggregate throughput obtained from the system
with two relays is slightly higher for 1 to about 8 users compared to that of the
system with no relay, from 8 users and up to about 50 users the aggregate
throughput of the system with no relay is much higher. For more than about 50
users the aggregate throughput provided by the system with two relays is higher
compared to the system with no relay and increases as more users are inserted in
the system, but networks with so many users may not be realistic and also the
throughput per user for so many users tends to zero (as we will see in Figure 25 in
section 3.3.3).

So, there is no need to use one or two relays in a system with low threshold
y, because as we explained earlier, with values of y<1 it is more likely to have more
successful simultaneous transmissions. This is expected because the insertion of one
or even two relays, which transmit with higher power levels, increases the
interference of the system and results in the degraded performance observed in
Figure 16.

Unlike what we observed in Figure 16, in Figures 17 and 18 we observe that
the system with two relays offers significant advantage compared to the networks
with no relay and one relay with higher values of y=1.2 and y=2.5. This is expected
because for higher values of y the relays receive a larger percentage of packets in
their queues in order to forward them to the destination. It is also interesting to note
that given the link characteristics and the transmission probabilities, there is an
optimum number of users Nmax that maximizes the aggregate throughput of the
system with two relays. This number could be used as a criterion for finding the
optimum size of a subset of users that the two relays can serve.

3.3.2 Relay with Smaller Queue Size Stores the Packet

In previous sub-section 3.3.1, we assumed that in case that both relays
receive the same packet from a user, they both store it in their queues and try to
forward it in a next timeslot to the destination. In this sub-section we assume that in
such a case, the packet is stored by the relay which has the smaller queue size. If the
gueue size of the two relays is equal, then the two relays choose randomly and with
equal probability which one will store the packet in its queue. We assume that the
two relays communicate to exchange information in a separate channel and thus
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these transmissions do not interfere with the transmissions of the nodes of the
system.

Figures 19, 20 and 21 show the aggregate throughput versus the number of
users for the simple system described in sub-section 3.3.1 and the system in which
the relay with the smaller queue size stores the packet for y=0.2, y=1,2 and y=2.5.
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Figure 19: Aggregate throughput vs number of users for y=0.2 and 1-70 users (Simple Network
vs Smaller Queue Stores Packet)
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vs Smaller Queue Stores Packet)

From Figure 19 we observe that the aggregate throughput obtained by the
two systems is almost equal for y=0.2. However, from Figures 20 and 21 we obtain
higher aggregate throughput for 1 to about 15 users in the network and we observe
that when the threshold y increases the gain as a percentage increases. The insertion
of more users makes the aggregate throughput of the two systems almost equal.
Thus, this technique can provide an enhancement in terms of aggregate throughput
in a system with two relays for values of y>1.

3.3.3 Impact of Dividing the Users Into Two Clusters

In this sub-section, we study the impact, in terms of aggregate and per user
throughput, of dividing the users into two clusters served by relays R1 and R2, as we
did in section 2.4 for the collision channel model. We divide the users equally to both
clusters and we assume that each cluster has N, users with k=1,2 where
N, =N, =N /2. Again, to simplify the presentation we consider the case where all
the users have the same link characteristics and transmission probabilities. We
assume that relay R1 cannot receive packets from users of cluster 2 due to the long
distance, and relay R2 cannot receive packets from users of cluster 1 respectively.
The distance between cluster 1 and relay R2 is 1.5 times the distance between
cluster 1 and relay R1, and vice-versa.
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The parameters used in the simulations for this case are the following:

e Distance between users-destination: rd=101m

e Distance between clusterl-relayl and cluster2-relay2:r_cl12_r12 = 58.738m

e Distance between clusterl-relay2 and cluster2-relayl: r_cl12_r21=88.107m

e Distance between relays-destination: rod= 58.738m

e Distance between the two relays: roo=60m

e Path loss between users-destination: a_id=4

e Path loss between clusterl-2 and relayl-2: a_i12r12=2

e Path loss between clusterl-relay2 and cluster2-relayl: a_ilr2_i2r1 =4

e Path loss between relay-destination: a_rd=2

e Path loss between the two relays: a_rr=4

e Transmit power of i-th user: Ptx(i)=1mW

e Transmit power of both the relays: Ptx(0)=5mW

e Probability that a user attempts to transmit in each timeslot: g=0.25

e Probability that the relay attempt to transmit in each timeslot, in case its
queue is not empty: qo=0.85

Figures 22, 23 and 24 show the aggregate throughput versus the number of
users for the cases of 1) no relay, 2) 1 relay, 3) 2 relays simple, 4) 2 relays (smaller
queue stores the packet), and 5) 2 relays with clustering, for y=0.2, y=1.2 and y=2.5.
Figures 25, 26 and 27 show the throughput per user for the same cases.
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Figure 22: Aggregate throughput vs number of users for y=0.2 and 1-70 users for the S cases
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Figure 23: Aggregate throughput vs number of users for y=1.2 and 1-50 users for the 5 cases
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Figure 24: Aggregate throughput vs number of users for y=2.5 and 1-50 users for the 5 cases
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Figure 25: Throughput per user vs number of users for y=0.2 and 1-70 users for the S cases
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Figure 27: Throughput per user vs number of users for y=2.5 and 1-50 users for the S cases

From Figures 22 and 25 we observe that for y=0.2, the system with two relays
and clustering does not provide any advantage compared to the system with no
relay up until about 45 users. The clustered system offers higher aggregate
throughput compared to the other four cases, for more than 45 users in the system
but as we can see from Figure 25 the throughput per user achieved for more than 45
users is rather low. This result can be explained using the same arguments of section
3.3.1 for the simple system with two relays.

However, Figures 23, 24, 26 and 27 show that the system with two relays and
clustering with higher values of threshold y, offers significant advantage over the
other four systems, for more than about 10 users in the system. This is expected
because in each cluster the users interfere with half the users of the system in order
to successfully reach the corresponding relay (the interference caused in each
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cluster’s relay, by the users of the other cluster is almost negligible due to the long
distance). Furthermore, there is an optimum number of users Nmax that maximizes
the aggregate throughput of the system with two relays and clustering. This number
could be used as a criterion for finding the optimum size of users in each cluster that
each relay can serve in order to provide the maximum aggregate throughput.

3.3.4 Stability Check of Relays’ Queues

Since we cannot verify from analytical equations that the probabilities we use
for the queues of the two relays to transmit, lead in stable queues, we can verify that
by means of simulation as follows: It is known that if the average arrival rate of a
gueue is greater than the average service rate, then the queue is unstable and the
size of the queue approaches infinity almost surely. Thus, we can verify that a queue
is stable if the queue size throughout the simulation does not increase excessively
and retains an acceptable number of packets.

Figures 28 and 29 show the evolution of the queue size of the two relays in
every timeslot of the simulation. This example is from the clustered system with 40
users and presents the queue evolution for the queues of relay R1 and R2 for a
simulation of 20.000 timeslots.

We can see that the maximum number of packets that each queue reaches is
4 and there is no trend of an increase of both queue sizes. Thus, we can conclude
that both queues are stable, for the transmission probabilities and the link
characteristics that we used in the simulations. Working in exactly the same way for
all the simulations presented in this chapter we verify that the transmission
probabilities of all the nodes in every system that we use, lead in stable queues.
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Figure 28: Size of queue R1 in every timeslot for the clustered system for N=40 users and y=1.2
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Figure 29: Size of queue R2 in every timeslot for the clustered system for N=40 users and y=1.2

3.3.5 Average Queue Size

In such cooperative systems with relays, an important parameter that has to
be taken into account is the queue size of the relays. It is important not only to keep
the queues of the relays stable but also to hold the queue size as low as possible to
decrease delay.

Figures 30 and 31 present the average queue size (in packets) versus the
number of users for the systems with one and two relays studied in previous
sections for y=1.2 and y=2.5. For the systems with two relays only the average queue
size of the one relay is presented (the average queue size of the second is almost
equal because we assume symmetric users in the systems).

The figures show that the average queue size of the clustered system is
higher compared to the other systems. This is expected because as each relay serves
half the users of the system, the interference between them in the corresponding
relay is less and more simultaneous transmissions at a time at each relay may be
successful. In that way, the two relays receive more packets resulting in higher
gueue sizes. It is interesting though to note that the maximum average queue size of
the clustered system is less than one packet (about 0.65 packets for y=1.2 and 0.6 for
y=2.5). Moreover, the average queue size of the other three systems tends to
become equal after about 25 users.
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3.3.6 Average Delay per Packet

Another very important parameter in cooperative systems is the average

delay per packet. By the term delay we refer at the time needed to deliver a packet

to the destination from the moment it has been transmitted. This parameter is

important especially in delay sensitive networks that require real time services. Thus,
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we have to investigate the average delay per packet of systems with two relays and
compare it with the systems with one and no relay.

Figures 32 and 33 present the average delay per packet (counted in
timeslots) versus the number of users, for y=1.2 (1-30 users) and y=2.5 (1-25 users)
for the 5 cases presented in previous sub-sections. As expected, as more users insert
packets into the system the average delay per packet increases due to the increased
interference resulting in an increase of the number of collisions. The two figures
show that the systems with two relays provide less average delay compared to the
systems with one and no relay when the number of users is larger than 10. More
specifically, for 30 users and y=1.2 in Figure 32, the clustered system offers the
lowest average delay per packet and it is interesting to note that whereas its value
increases as the number of users also increases, it does not exceed 50 timeslots,
while for the two other cases with two relays its value is about 150 timeslots and for
the one relay 240 timeslots and for no relay 900 timeslots. We can make similar
observations from Figure 33.

Furthermore, for more than 30 users when y=1.2 and 25 users when y=2.5,
the average delay per packet for all the cases except the clustered one, increases
excessively. Also, due to the fact that the aggregate throughput is fairly low and
tends to zero as the number of users tend to 50 (see Figures 17, 18), there are not
enough samples in order to make an accurate calculation of the average delay per
packet. However, the simulation showed that the average delay per packet obtained
from the clustered system for 50 users and y=1.2 is no more than 160 timeslots and
for 50 users and y=2.5 it is no more than 460 timeslots.

So we can conclude that the systems with two relays offer significant
advantages compared to the systems with no and one relay and also the clustered
system is the only one that can sustain higher aggregate throughput compared to
the other systems together with very low average delay.
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Figure 32: Average Delay per Packet (in timeslots) versus number of users for y=1.2 and 1-30
users for 5 cases
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Figure 33: Average Delay per Packet (in timeslots) versus number of users for y=2.5 and 1-25
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3.3.7 Impact of Interference Cancellation Factor

In this sub-section, we try to further increase the aggregate throughput of
the systems with two relays. Since we assume that the two relays are fixed and in
known positions in the network, we can use interference cancellation techniques in
order to decrease the interference between them as follows: When one of the two
relays transmit a packet to the destination, its transmission interferes with the
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transmissions of the users at the other relay which does not transmit and it could
receive packets in its queue. Thus, by utilizing a proper interference cancellation
technique we can reduce the interference from the transmitting relay at the relay
that does not transmit and allow for more packets to be successfully received in its
queue.

A technique to achieve interference cancellation is to use properly designed
and placed antennas at the relays, which have nulls at their radiation patterns in the
direction of the other relay. In that way the interference of a transmission can be
reduced by a certain factor depending on the environment (distance, obstacles etc)
between the two relays. In our simulations for the clustered system below, we
assume that we can achieve interference cancellation by a constant factor of 107(-3).

Figures 34 and 35 present the aggregate throughput versus the number of
users obtained by the clustered system for y=1.2 and y=2.5 for the same parameters
used in previous sub-sections and for path loss exponent a=4 between the two

relays.
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Figure 34: Aggregate throughput vs number of users for clustered network for y=1.2, 1-50 users,
path loss exponent between relays a=4 and Interference Cancellation Factor=10"(-3)
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Figure 35: Aggregate throughput vs number of users for clustered network for y=2.5, 1-50 users,
path loss exponent between relays a=4 and Interference Cancellation Factor=10"(-3)

From Figures 34 and 35, we observe that the use of interference cancellation
factor in our simulations does not provide any advantage in terms of aggregate
throughput which remains exactly the same compared to the system without
interference cancellation factor. This is expected because we assumed in our model
from the beginning that we experience a relatively lossy environment between the
two relays. That is, we assume that the path loss exponent is 4 and thus, the
interference of the relays’ transmissions is not very high in order for the interference
cancellation technique to provide an advantage.

However, if we consider the case that the two relays have line-of-sight (LOS)
with path loss exponent a=2, then we obtain the following Figures 36 and 37. These
figures show that the use of an interference cancellation technique offers a
significant advantage for the case of LOS between the two relays. This is also
expected because the better the channel conditions between the two relays, the
higher the received signal power that causes interference with the other
transmissions from the users at the relay that does not transmit.

To conclude, the location of the two relays and the wireless environment
between them has to be taken into account by the system designer in order to use
an interference cancellation technique or not.
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Figure 36: Aggregate throughput vs number of users for clustered network for y=1.2, 1-50 users,
path loss exponent between relays a=2 and Interference Cancellation Factor=10"(-3)
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Figure 37: Aggregate throughput vs number of users for clustered network for y=2.5, 1-50 users,
path loss exponent between relays a=2 and Interference Cancellation Factor=10%(-3)

3.3.8 Impact of Higher Distance Separation of the Clusters

In this sub-section we investigate the effect of the distance between the two
clusters. We consider the case where the distance between cluster 1 — relay 2 and
cluster 2 — relay 1 is r_cl12_r21= 88.107m as in the above systems and the case
where this distance becomes r_cl12 r21=120m. We also assume the case that the
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path loss exponent between the two above links is a=2 (all the other parameters of
the system are the same as in previous sub-sections).

Figures 38 and 39 present the aggregate throughput versus the number of
users for the two cases and for y=0.2 and y=1.2.
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Figure 38: Aggregate throughput vs number of users for distance between cluster 1-relay 2 and
cluster 2-relay 1, 88.107m and 120m for y=0.2
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Figure 39: Aggregate throughput vs number of users for distance between cluster 1-relay 2 and
cluster 2-relay 1, 88.107m and 120m for y=1.2

In Figure 38 we observe that the advantage in terms of aggregate throughput
for y=0.2, when the distance between cluster 1 — relay 2 and cluster 2 — relay 1
increases, is not significant and appears for a large number of users. That is because
as mentioned before, for low values of threshold y the probability for two or more
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users to transmit successfully at the same time is high. However, as the number of
users in the system increases, the interference to the destination and the two relays
also increases and results in higher number of collisions. So, the separation in higher
distance of the two clusters decreases the interference of the users of each cluster at
the relay of the other cluster and allows more packets to reach each relay.

In Figure 39 we observe a significant advantage in terms of aggregate
throughput for y=1.2. That is because the interference between the users of the one
cluster at the relay of the other cluster is decreased due to the increased distance
between them.

3.4 Conclusions

In this chapter, we examine (by simulations in Matlab) the operation of two
relay nodes that relay packets (when necessary) from a number of users to a
destination node in random access systems with MPR capabilities. We present two
variations of a system with two relays, the first in which if both relays receive the
same packet from a user they both store it and forward it to the destination, and the
second in which the relay with the smaller queue size stores the packet in its queue
and is responsible for forwarding it to the destination. We also present a topology of
the system in which the users are divided into two clusters and the users of each
cluster are served only by the corresponding relay.

We show by extensive simulations that all the systems with two relays offer
significant advantage in terms of aggregate and per user throughput, compared to
the systems with one and no relay when the SINR threshold is y>1. For values of y<1
the use of one or two relays results in degradation of the system performance. The
second variation in which the relay with the smaller queue size stores the packet
offers higher aggregate and per user throughput compared to the first variation, and
the system in which the users are divided into clusters offers the higher aggregate
and per user throughput of all systems. Moreover, there is an optimum number of
users that maximizes the aggregate throughput of the systems with two relays. We
also show that although the average queue size of the clustered system is higher, the
average delay per packet is much lower and in combination with the higher
aggregate and per user throughput that it can provide, the clustered system is the
most appropriate solution. Finally, we examine under what conditions an
interference cancellation technique can provide significant advantages in terms of
aggregate throughput and what are the effects of the distance of the two clusters in
terms of aggregate throughput.
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These results could be used to allocate the users among the relays for
example in cellular and sensor networks. Future extensions of this work will include
users with non-saturated queues (i.e. users-sources with external random arrivals)
and relays with their own packets and priorities for the users. Other interesting
extensions consist of relays which are capable of transmitting and receiving at the
same time and the investigation of energy consumption in the total network and in
particular at the relay nodes.

66



Chapter 4

Conclusions

4.1 Summary

This thesis focuses on cooperative communications and in particular on
wireless network — level cooperation with two relays.

We first provided a basic introduction to cooperative communication systems
and the relay channel. We presented some basic architectures, relaying protocols
and multiple access methods. Furthermore, we discussed advantages and
disadvantages of cooperation and some fundamental system tradeoffs that arise.
Then, we referred to certain application scenarios and standardization of
cooperative communications and provided a brief history. Finally, we have given the
motivation behind our study of network — level cooperation in systems with multiple
relays.

In Chapter 2, we examined the operation of two relay nodes assisting the
communication of a number of users to a common destination by relaying (when
necessary) their packets. We assumed a collision channel random access scheme in
which simultaneous transmission attempts by two or more nodes result in a
collision. We obtained analytical expressions for the arrival and service rates of the
gueues of the two relays and also the stability conditions. We presented a topology
of the system in which the users are divided into two clusters and studied the impact
of clustering on the per user and aggregate throughput. We showed that the two
relays are free to choose their transmission probabilities independently from each
other, provided that these are greater from some minimum values which guarantee
the stability of their queues. It is interesting to note that the insertion of a second
relay in a system generally does not offer higher throughput per user in comparison
to a system with one relay, but the system in which the users are divided into two
clusters separated by some distance offers significant advantage. Moreover, there is

an optimum number N__ of users that maximizes the aggregate throughput of the

X
clustered system. These results could be used to allocate the users among the relays
for example in cellular and sensor networks.
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In Chapter 3, we examined (by simulations in Matlab) the operation of two
relay nodes that relay packets (when necessary) from a number of users to a
destination node in time slotted random access systems with MPR capabilities. We
presented two variations of a system with two relays, the first in which if both relays
receive the same packet from a user they both store it and forward it to the
destination, and the second in which the relay with the smaller queue size stores the
packet in its queue and is responsible for forwarding it to the destination. We also
presented a topology of the system in which the users are divided into two clusters
and the users of each cluster are served only by the corresponding relay. In the
wireless environment a node’s transmission is successful if the SINR is above a
certain threshold y. We showed by extensive simulations that all the systems with
two relays offer significant advantage with respect to aggregate and per user
throughput, compared to the systems with one and no relay when the threshold
y>1. For values of y<1 the use of one or two relays results in degradation of the
system performance. The second variation in which the relay with the smaller queue
size stores the packet offers higher aggregate and per user throughput compared to
the first variation, and the system in which the users are divided into clusters offers
the highest aggregate and per user throughput of all systems. Moreover, there is an
optimum number of users that maximizes the aggregate throughput of the systems
with two relays. We also showed that although the average queue size of the
clustered system is higher, the average delay per packet is much lower and in
combination with the higher aggregate and per user throughput that it can provide,
the clustered system is the most appropriate solution. Finally, we examined under
what conditions an interference cancellation technique can provide significant
advantages in terms of aggregate throughput and what are the effects of the
distance of the two clusters in terms of aggregate throughput. These results could be
used to allocate the users among the relays for example in cellular and sensor
networks.

4.2 Future Work

In Chapter 2, we assumed users with saturated queues and an extension
could be to assume users with non-saturated queues (i.e. external random arrivals).
However, this extension would make the analysis of the system rather difficult.
Further extensions could be to consider relays having their own packets and
different priorities for the users.

In Chapter 3, we also assumed users with saturated queues and we could
expand the model with users with non-saturated queues. Again, we could consider
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relays with their own packets and priorities for the users. Another extension could
be relays which are capable of transmitting and receiving at the same time and the
investigation of energy consumption in the total network and in particular at the
relay nodes.
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Appendix A

Stochastic Dominance Approach

In this Appendix we present the proof of the stochastic dominance approach
that was utilized in [72] to determine the region of values of the arrival rates 4,

i=1,...,M for which a system of M queues is stable. With this approach, that was first
introduced by Tsybakov and Mikhailov [81], the stability region for M=2 queues, can
be determined in a simple way. We use this approach in Chapter 2 for M=2 queues
of the two relays and in this appendix we will provide more details using a simple
example.

Network Model

In [72], the network model considered (which has many similarities with the
model we considered in Chapter 2) is the following: Discrete-time slotted ALOHA
with M users, each of which has a buffer of infinite capacity to store incoming
packets. Time is considered slotted and the transmission of a packet takes the
duration of exactly one timeslot. Each user receives (generates) packets according to
a Bernoulli process and the rate of arrivals is denoted by A for the ith user. Also, the

arrivals of different queues are independent. In each timeslot user i attempts to
transmit the head-of-line packet with probability g, provided that the buffer is not
empty. Based on instantaneous ternary feedback (collision, idle, success) each user
determines the outcome of the attempted transmission. Simultaneous transmission
attempts by two or more users result in collision.

Analysis for M=2 queues

We denote by S the original system with M=2 queues that is the object of our
study as described above. Also, let Q, denote the queue size of the ith queue.

The probability of success (=departure of a packet, or service of a client) of
the original system S seen by queue 1 clearly depends on whether queue 2 is empty
or not. If Q, =0 the probability of success seen by queue 1is g, and if Q, #0 the
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probability of success is g,(1—g,). Thus, the average probability of success seen by

queue 1 is:

q,+q,(1-q,) (1)
Similarly, the average probability of success seen by queue 2 is:

9, +9,(1-q,) (2)

Since, the average probability of success of each queue depends on the
gueue size of the other queue, they cannot be computed directly. If the probabilities
of each queue to transmit were identical regardless of whether Q =0 and Q, =0,
then the system of the two queues would be decompose nicely and each queue
would be separately analyzable. This observation motivates the introduction of
auxiliary hypothetical systems that have precisely this property.

The stochastic dominance approach implies the construction of two
hypothetical dominant systems. We consider the first system, say S1, consisting of
two copies of the two queues of the original system S, with the following properties:

1) Arrivals at queue i in the new system occur at exactly the same instants as in
the original system S, with i=1,2

2) The “coin tosses” that determine transmission attempts at queue i, with
i=1,2, have exactly the same outcomes in both systems

3) Whenever Q, =0, the queue 1 continues to transmit “dummy packets” with

the same probability g,, thus continuing its interference with queue 2

whether it is empty or not.

Similarly, in the second system S2 the properties 1 and 2 of the system S1
apply as well, but now it is the queue 2 that continues to transmit “dummy packets”
with the same probability g, whenever Q, =0, thus continuing its interference with

qgueue 1 whether it is empty or not.

Dominant System S1: Queue 1 transmits “dummy packets”

The queue sizes of both queues in the new system S1 will never be smaller
than their counterparts in the original system, provided that the queues start with
identical initial conditions in both systems. This is true because the queue 1 that
always transmits with the same probability regardless of having or not a packet to
transmit, causes more collisions when queue 2 transmits a packet.

Although the stability region of the dominant system S1 is expected to inner-
bound that of the original system S it turns out that the stability region obtained
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using stochastic dominance approach coincides with that of the original system as
we present below and the stability regions for both the original and the dominant
systems are the same.

In dominant system S1 queue 2 always sees a worst case service rate
(because queue 1 always transmits packets with the same probability even when its
gueue is empty) which is given by:

luz =q2(1—q1) (3)

So, we can see that system S1 dominates the original system S since either
gueue will have a successful departure in S whenever it has one in S1, but not
necessarily vice-versa. It is also clear that in S1 the stability of queue 2 is easily
determined by the fact that it operates as a discrete-time M/M/1 system. Thus, by
Loyne’s theorem queue 2 will be stable if and only if the arrival rate is less than its
average service rate:

<< A,<q,(1-q,) (4)

If we assume that Eq. 4 is satisfied the criterion for the stability of queue 1 is
determined as follows:

e The probability of success rate of queue 1 is given by q,, if Q, =0 which
happens with probability:

PQ,=0)=(1-P(Q,#0)=(1-2)=1-—2 ) (5)
/uz qz(l_ql)

e The probability of success rate of queue 1 is given by g,(1-q,), if Q,#0,
which happens with probability:

A A
P(Q #0)="2=— "2 6
(@, #0) w all-q) (6)

Thus, by Loyne’s theorem queue 1 will be stable if and only if the arrival rate
is less than its average probability of success:

A 4
/1 1_—2 1- 21\
R T Ay

&4 < q1(1—1_i) (7)

a,
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The stability region of the dominant system S1 is shown in Figure 38:

/ot .
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qj_(l_ qz) j,

Figure 40: Stability region of dominant system S1

It is important to observe that the stability conditions obtained by Eq. 4 and 7
by using the stochastic dominance technique are not merely sufficient conditions for
the stability of the original system S but are sufficient and necessary conditions. The
proof relies on the observation that as long as the queues do not empty, systems S
and S1 are indistinguishable.

That is, given that 4, <q,(1—gq,), if for some A, the queue 1 is stable in

system S1, then queue 1 is also stable in system S. This is true because if queue 2 is
stable although queue 1 always transmits with the same probability (whether it has a
packet or not), then the assumption that the queues at the dominant and original
system start with identical initial conditions implies that queue 1 must also be stable
since as mentioned earlier, “either queue will have a successful departure in S
whenever it has one in S1”.

Conversely, if for some A, queue 1 is unstable in dominant system S1 the

queue size will grow to infinity without emptying with finite probability, and thus it
will not transmit any “dummy packets” but source packets of the queue. So, as long
as queue 1 does not empty, systems S1 and S behave identically if started from the
same initial conditions. Thus, we can conclude that the original system S and the
dominant system S1 are indistinguishable at the boundary points, because the
“dummy packet” transmissions are increasingly rare as we approach the stability
boundary.

74



Dominant System S2: Queue 2 transmits “dummy packets”

We now assume that queue 2 transmits “dummy packets” when it empties.
Thus, by reversing the roles of the two queues in system S1 we obtain the stability
region for system S2 that is given by:

11 < q1(1_q2) (8)
2 <q,1-—21) )
1—q2

We can show that the previous two boundaries are part of the stability region of the
original system S in exactly the same way as we did for system S1. The
indistinguishability argument holds here as well.

Eventually, the union of the boundaries 4, 7, 8 and 9 defines the stability
region of the original system S and it is shown in Figure 39:

’12"

qz(l_qi)

Figure 41: Stability region of original system S

The stability region depicted in Figure 39 is proved to be identical to the
region obtained in [81].
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Appendix B

Matlab Simulation Notes

In this appendix we present some basic functions in Matlab and algorithm

steps we used in our simulations for this thesis. The simulations are divided in two
parts, the collision channel (chapter 2) and the MPR (chapter 3) simulations.

Collision Channel Simulations

The basic steps that we follow in every timeslot for our simulations are the

following:

1)

2)

3)

users

In the beginning of each timeslot we find which users and which relay/s
attempt to transmit.

If there is only one user that attempts to transmit, we calculate whether the
transmission to the destination is successful. If it is, we increase the counter
of correct transmissions by +1.

If transmission to the destination is not successful, we calculate whether the
relay/s receive the packet. Depending on the case (one relay or two relays
with clustering or not) we proceed as we described in chapter 2 for each case
and increase the queue size of the relay that receives the packet by +1 and
also the counter of correct transmissions (see section 2.3.4).

If only one relay attempts to transmit, we calculate whether the transmission
to the destination is successful and if it is, we decrease the queue size of the
relay by -1.

We perform the above steps in every system with the desired number of
and desired number of timeslots as well as link characteristics and

transmission probabilities.

In order to find if a user attempts to transmit we use the “rand” function. For

example, if g is the probability of a node to attempt transmission in a timeslot then,

variable A gets the value 1 if the pseudorandom value obtained by rand is less than

the value of g:
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A =(rand(1,1) < q);

Thus, A gets the value of 1 if the node attempts to transmit and the value O,
otherwise. We use the same function in order to find if a relay attempts to transmit
but first we check if the queue of the relay is empty or not.

In order to find if a transmission is successful or not we again use the “rand”
function. For example, if p_id is the probability of a successful transmission of a user
to the destination (when there are no collisions) then variable receive_gD gets the
value 1 if the pseudorandom value obtained by rand is less that the value of p_id:

receive_qgD = (rand(1,1) < p_id);

Thus, receive_gD gets the value of 1 if the transmission of the user to the destination
is successful and the value 0, otherwise.

Depending on the values (0 or 1) we obtain from the use of “rand” as we
showed above for every user, every relay and every transmission in the system we
proceed based on the system model described in chapter 2.

MPR Simulations

The basic steps that we follow in every timeslot for our simulations are the
following:

1) In the beginning of each timeslot we find which users and which relay/s
attempt to transmit.

2) If at least one user attempts to transmit, we calculate the SINR of each user
at the destination (as we described in section 3.2.2). If the SINR is above the
threshold y the transmission is successful and we increase the counter of
correct transmissions by +1.

3) If the destination does not receive the packet from a user we calculate the
SINR at the relay/s that do not transmit any packets and thus, they can
receive packets in their queues.

4) If one relay receives the packet we insert the packet in its queue and if both
relays receive the same packet we proceed depending on the case (as
described in chapter 3).

5) If one relay attempts to transmit we calculate the SINR at the destination and
if it is above the threshold y we have a successful transmission and delete the
first packet of the relays queue.

We perform the above steps (with the obvious changes for the different
cases) in every timeslot in all the systems with MPR capabilities. Next, we describe
how we calculate the SINR to decide if a transmission is successful or not, how we
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calculate the average delay per packet and the average queue size of the relays and

we provide a brief description of two functions that we use.

SINR Calculation

As described in section 3.2.2 a transmission between nodes i and j is

successful if the SINR(i,j) is above a certain threshold y. For example, if we want to
calculate the SINR of user i at destination j when a number of users and both relays

transmit simultaneously, a sample code is the following where:

number_j: is the number of users that attempt simultaneous transmission in
the current timeslot

Prx_id_relay: is the total signal power received by the other users at the
destination j

Fading_id(node(k),t): is the random variable representing channel fading for
node i for the transmission to the destination in current timeslot t and under
Rayleigh fading it is exponentially distributed (we show later how this is
calculated)

Ptx_nodes: is the transmit power of the i-th user

rd: Distance between users and destination j

a_id: is the path loss between users and destination j

number_of relays_trying_to_transmit: is O if no relay attempts transmission
and 1 or 2 if one or two relay attempt to transmit

relays_trying_to_transmit: matrix that has the value 1 if relay 1 attempts to
transmit or 2 if relay 2 attempts to transmit or 1 in position (1,1) and 2 in
position (1,2) if both relays attempt to transmit simultaneously
Prx_r1d_relay: is the power received by relay 1 at the destination j
Prx_r2d_relay: is the power received by relay 2 at the destination j
Fading_ri1d(t): is the random variable representing channel fading for relay 1
for the transmission to the destination in current timeslot t and under
Rayleigh fading it is exponentially distributed

Fading_r2d(t): is the random variable representing channel fading for relay 1
for the transmission to the destination in current timeslot t and under
Rayleigh fading it is exponentially distributed

Ptx_relay: is the transmit power of the relays

rod: is the distance between relays and destination

a_rd: is the path loss between relays and destination

SINR_id_relay: is the SINR of user i at destination j based on Eq. 1 of section
3.2.2.
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Prx_id_relay = 0;
for k =1:number i
if k~=i
Prx_id_relay=Prx_id_relay+Fading_id(node(k),t)*(Ptx_nodes)*((rd)*(-a_id));
end
end
Prx_rid relay = 0;
Prx_r2d_relay = 0;
for k = 1:number_of relays_trying_to_transmit
if (relays_trying_to_transmit(k) == 1)
Prx_rid relay=Prx_rid_relay+Fading_r1d(t)*(Ptx_relay)*((rod)*(-a_rd));
else

Prx_r2d_relay=Prx_r2d_relay+Fading_r2d(t)*(Ptx_relay)*((rod)*(-a_rd));

end
end
Prx_rd_relay_total=Prx_r1d_relay+Prx_r2d_relay; %Total power received in

%destination by the two relays.

SINR_id_relay(i)=(Fading_id(node(i),t)*(Ptx_nodes)*((rd)*(-a_id)))/ (ni + Prx_id_relay
+ Prx_rd_relay_total); %SINR of user i at destination.

If “SINR_id_relay(i)” calculated is above the threshold y then the transmission
of user i at the destination is considered successful. If not we calculate the SINR on
both relays to see which receives the packet successfully (depending on the case).

Finally, the random variable representing channel fading which is
exponentially distributed, for every link between two nodes of the system and for
every timeslot is calculated using the “exprnd” function. In the following example we
pre-calculate the fading of the link between all nodes i and the destination j in every
timeslot throughout the simulation:

fori=1:N
for j = 1:total_timeslots
Fading_id(i,j) = exprnd(1,1,1);
end
end
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We do exactly the same for every possible link in the system (users-relays, relays-
destination, and relay-relay).

Average Delay per Packet Calculation

The basic idea is to calculate the delay of every packet that reaches the
destination either directly by users or through the relays, and keep this delay time in
a matrix (we call it “delay” matrix). When the simulation is over we calculate the
average delay using “mean” like: avg_delay = mean(delay);

For every user we keep in the matrix “last_delay” the number of a timeslot
that he first attempted a transmission. If it is the first attempt of a user to transmit a
packet at the destination and it is successful then the next position of the matrix
“delay” gets the value 1. Otherwise, we deduct the value of matrix “last_delay” of
the value of the current timeslot:

if (last_delay(node(i)) == 0)
delay_next = delay_next + 1; %Pointer to the next position of matrix "delay".

delay(delay_next) = 1;

else
delay_next = delay_next + 1;
delay(delay_next) =t - last_delay(node(i)) + 1;
last_delay(node(i)) = O;

end

If the transmission at the destination is not successful but one or both relays
receive the packet, we use two other matrixes “relay_1 last _delay” and
“relay_2_last_delay” in which we keep the value of the matrix “last_delay” in order
to know when the packet we store in the queue of the relay was first attempted to
be sent by the user. If it was the first transmission attempt by the user then the
corresponding position of each matrix of the relay that receives the packet, takes the
number of the current timeslot, otherwise the value of the matrix “last_delay” for
that user. Finally, when a relay transmits a packet, we calculate the “delay” of that
packet by deducting the value of the corresponding position of the matrixes
“relay_1_last_delay” or “relay_2 last_delay” (depending on which relay transmits)
of the value of the current timeslot, and keep it at the next position of the matrix
“delay”.
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Average Queue Size

In every timeslot we store in two matrixes the current size of the queues of
the relays and when the simulation is over we calculate the mean of those matrixes
using “mean”.

Functions

For our simulations we implemented two very simple functions the
“Packet_In_Queue” and the “Erase_Same_Packets”.

The first finds the next position of the queue that we should store a packet
that is received by the relays from the users.

The second is used for the simple systems with two relays, when at least one
relay transmits successfully a packet at the destination. In that case a packet that is
received by both relays may be sent by one of the two relays successfully to the
destination. In that case, we should find the packet in the queue of the other relay
and delete it. This function does exactly that.

82



Bibliography

[1] E. Erkip, A. Sendonaris, A. Stefanov and B. Aazhang, “Cooperative Communication
in Wireless Systems,” Advances in Network Information Theory, edited by P. Gupta,
G. Kramer and A. J. van Wijngaarden, pp. 303-320, AMS DIMACS Series, 2004.

[2] A. Nosratinia, T. E. Hunter and A. Hedayat, “Cooperative communication in
wireless networks," IEEE Communications Magazine, vol. 42, no. 10, pp. 68-73
October 2004.

[3] M. Dohler, Y. Li, “Cooperative Communications: Hardware, Channel & PHY,” John
Wiley & Sons, Apr 5, 2010

[4] J.N. Laneman, G.W. Wornell, and D.N.C. Tse, “An Efficient Protocol for Realizing
Cooperative Diversity in Wireless Networks,” Proc. IEEE ISIT, Washington, DC, p. 294,
June 2001.

[5] J.N. Laneman, D.N.C. Tse and G.W. Wornell, “Cooperative diversity in wireless
networks: Efficient protocols and outage behavior,” [EEE Transactions on
Information Theory, vol. 50, pp. 3062—-3080, Dec. 2004.

[6] A. Sendonaris, E. Erkip, and B. Aazhang, “User cooperation diversity. Part I.
System description,” IEEE Transactions on Communications, vol. 51, pp. 1927-1938,
Nov. 2003.

[7] A. Sendonaris, E. Erkip, and B. Aazhang, “User cooperation diversity. Part Il
Implementation aspects and performance analysis,” [EEE Transactions on
Communications, vol. 51, pp. 1939-1948, Nov. 2003

[8] Y.-W. Peter Hong, W.J. Huang and C.-C. Jay Kuo, “Cooperative Communications
and Networking: Technologies and System Design”, Springer Science+Business
Media, LLC 2010

[9] T. E. Hunter and A. Nosratinia, “Cooperation diversity through coding,”
Information Theory, 2002. Proceedings. 2002 IEEE International Symposium, 2002.

[10] T. E. Hunter and A. Nosratinia, “Diversity through Coded Cooperation,” IEEE
Transactions on Wireless Communications, vol. 5, no. 2, pp.283-289, 2006.

[11] N. Abramson, “The Aloha System-Another Alternative for Computer
Communications,” Proceedings of the Fall Joint Computer Conference, AFIPS '70
(Fall), pp. 281-285, New York, NY, USA: ACM, 1970.

83



[12] L. G. Roberts, “Aloha Packet System with and without Slots and Capture,”
SIGCOMM Comput. Commun. Rev., vol. 5, no. 2, pp. 28-42, April 1975.

[13] D. Bertsekas, R. Gallager, Data networks (2nd ed.). Upper Saddle River, NJ, USA:
Prentice-Hall, Inc., 1992.

[14] L. Kleinrock, and F. A. Tobagi, “Packet Switching in Radio Channels: Part 1: CSMA
Modes and Their Throughput-Delay Characteristics,” IEEE Trans. Comm., vol. 23, pp.
1400-1416, 1983.

[15] B. Timus, “Studies on the Viability of Cellular Multihop Networks with Fixed
Relays,” PhD Dissertation, KTH, Stockholm, Sweden, 2009.

[16] R. Pabst, B. H. Walke, D. C. Schultz, P. Herhold, H. Yanikomeroglu, S. Mukherjee,
H. Viswanathan, M. Lott, W. Zirwas, M. Dohler, H. Aghvami, D. D. Falconer, and G. P.
Fettweis, “Relay-based deployment concepts for wireless and mobile broadband
radio,” IEEE Communications Magazine, vol. 42, pp. 80—89, Sept. 2004.

[17] I. F. Akyildiz, W. Su, Y. Sankarasubramaniam, and E. Cayirci, “A survey on sensor
networks,” IEEE Communications Magazine, vol. 40, pp. 102—-114, Aug. 2002.

[18] M. Dohler, A. Gkelias, and A. H. Aghvami, “Capacity of distributed PHY-layer
sensor networks,” IEEE Transactions on Vehicular Technology, vol. 55, pp. 622—-639,
Mar. 2006.

[19] I. F. Akyildiz, T. Melodia, and K. R. Chowdury, “Wireless multimedia sensor
networks: A survey,” IEEE Wireless Communications, vol. 14, pp. 32—39, Dec. 2007.

[20] M. Dohler, D. Barthel, R. Maraninchi, L. Mounier, S. Aubert, C. Dugas, A. Buhrig,
R. Paugnat, M. Renaudin, A. Duda, M. Heusse, and R. Valois, “The ARESA project:
facilitating research, development and commercialization of WSNs,” in Sensor, Mesh
and Ad Hoc Communications and Networks, 2007. SECON ‘07. 4th Annual IEEE
Communications Society Conference, pp. 590-599, June 18-21, 2007.

[21] J. Kim and W. Lee, “Cooperative relaying strategies for multi-hop wireless sensor
networks,” in Communication Systems Software and Middleware and Workshops,
2008. COMSWARE 2008. 3rd International Conference, pp. 103—106, Jan. 6—10, 2008.

[22] Ahmed K. Sadek, Wei Yu, and K. J. Ray Liu, “On the energy efficiency of
cooperative communications in wireless sensor networks,” ACM Trans. Sen.
Netw, vol.6, no. 1, January 2010.

[23] H. Li, N. Jaggi, and B. Sikdar, “Relay Scheduling for Cooperative Communications
in Sensor Networks with Energy Harvesting,” [IEEE Transactions on Wireless
Communications, vol. 10, no. 9, pp. 2918-2928, 2011.

[24] S. Gupta, M. C. Vuran and M. C. Gursoy, “Power Efficiency of Cooperative
Communication in Wireless Sensor Networks”, Int. Conference on Signal Processing
and Communication Systems (ICSPCS ‘09), Sept. 2009.

84



[25] A. A. Abbasi and M. Younis, “A survey on clustering algorithms for wireless
sensor networks,” Comput. Commun., vol. 30, issue 14-15, pp. 2826-2841, October
2007.

[26] T. Anker, D. Bickson, D. Dolev and B. Hod, “Efficient clustering for improving
network performance in wireless sensor networks,” In Proceedings of the 5th
European conference on Wireless sensor networks (EWSN'08), Springer-Verlag,
Berlin, Heidelberg, pp. 221-236, 2008.

[27] X. Ma, Y. Fang and X. Bai, “A balanced energy consumption clustering algorithm
for heterogeneous energy wireless sensor networks,” in 'WCNIS', IEEE, pp. 382-386,
2010.

[28] M. C. M. Thein and T. Thein. “An Energy Efficient Cluster-Head Selection for
Wireless Sensor Networks,” In Proceedings of the 2010 International Conference on
Intelligent Systems, Modelling and Simulation (ISMS '10). IEEE Computer Society,
Washington, DC, USA, pp. 287-291.

[29] G. Gupta and M. Younis. “Load-balanced clustering of wireless sensor
networks,” IEEE International Conference on Communications, vol. 3, pp. 1848-1852,
2003.

[30] F. Peyrard, T. Val, and J. J. Mercier, “Simulations of ad-hoc WLAN with or
without relay,” in Universal Personal Communications, 1998. ICUPC ‘98. IEEE 1998
International Conference, vol. 1, pp. 711-715, Oct. 1998.

[31] A. So and B. Liang, “Exploiting spatial diversity in rate adaptive WLANs with relay
infrastructure,” in Global Telecommunications Conference, 2005. GLOBECOM ‘05.
IEEE, vol. 5, Nov./Dec. 2005.

[32] A. Ettefagh, M. Kuhn, I. Hammerstrom, and A. Wittneben, “On the range
performance of decode-andforward relays in IEEE 802.11 WLANSs,” in Personal,
Indoor and Mobile Radio Communications, 2006 IEEE 17th International Symposium,
pp. 1-5, Sept. 2006.

[33] A. So and B. Liang, “Enhancing WLAN capacity by strategic placement of
tetherless relay points,” IEEE Transactions on Mobile Computing, vol. 6, pp. 474-487,
May 2007.

[34] W. Liu, H. Jin, X. Wang, and M. Guizani, “A novel IEEE 802.11-based MAC
protocol supporting cooperative communications,” Int. J. Commun. Syst., vol. 24,
issue 11, pp. 1480-1495, November 2011.

[35] Sook-Hyoun Lee, Chang-Yeong Oh, Tae-Jin Lee, “Multi-hop Cooperative
Communications Using Multi-relays in IEEE 802.11 WLANSs,” In Proceedings of the
2011 international conference on Computational science and Its applications —
Volume Part V, (ICCSA 2011), pp. 120-132, 2011.

85



[36] X. Yang, L. Liu, N. H. Vaidya, and F. Zhao, “A vehicle-to-vehicle communication
protocol for cooperative collision warning,” in Mobile and Ubiquitous Systems:
Networking and Services, 2004. MOBIQUITOUS 2004. The First Annual International
Conference, pp. 114-123, Aug. 22—-26, 2004.

[37] B. Mourllion and S. Glaser, “V2v Communication analysis by a probabilistic
approach,” in Vehicular Technology Conference, 2007. VTC2007-Spring. IEEE 65th,
pp. 2575-2579, Apr. 22-25, 2007.

[38] F. Ye, M. Adams, and S. Roy, “V2v Wireless communication protocol for rear-end
collision avoidance on highways,” in Communications Workshops, 2008. ICC
Workshops ‘08. IEEE International Conference, (Beijing), pp. 375-379, May 19-23,
2008.

[39] J. Karedal, N. Czink, A. Paier, F. Tufvesson, A.F. Molisch, “Path Loss Modeling for
Vehicle-to-Vehicle Communications,” in IEEE Transactions on Vehicular Technology,
pp. 323-328, Jan. 2011.

[40] B. Xu, O. Wolfson, H. J. Cho, “Monitoring neighboring vehicles for safety via V2V
communication,” |IEEE International Conference on Vehicular Electronics and Safety,
pp. 280-285, July 2011.

[41] L. Weixin, W. Ning, Z. Zhongpei, L. Shaogian, and J. Na, “The differential
detection OFDM cooperative diversity system in vehicle-to-vehicle communications,”
in ITS Telecommunications Proceedings, 2006 6th International Conference, pp.
1118-1121, June 2006.

[42] H. llhan, I. Altunbas, and M. Uysal, “Performance analysis and optimization of
relay-assisted vehicleto- vehicle (v2v) cooperative communication,” in Signal
Processing, Communication and Applications Conference, 2008. SIU 2008. IEEE 16th,
pp. 1-4, Apr. 20-22, 2008.

[43] R. Bauza, J. Gozalvez, J. Sanchez-Soriano, “Road traffic congestion detection
through cooperative Vehicle-to-Vehicle communications,” IEEE 35" Conference on
Local Computer Networks (LCN), pp. 606-612, Oct. 2010.

[44] S. Fujii, A. Fujita, T. Umedu, S. Kaneda, H. Yamguchi, T. Higashino, M. Takai,
“Cooperative Vehicle Positioning via V2VCommunications and Onboard Sensors,”
IEEE Vehicular Technology Conference (VTC Fall), pp. 1-5, Sept. 2011.

[45] IEEE Standard 802.16j-2009: IEEE Standard for Local and Metropolitan Area
Networks - Part 16: Air interface for broadband wireless access systems — Multihop
relay specification (2009).

[46] IEEE Standard 802.16e-2005: IEEE Standard for Local and Metropolitan Area
Networks - Part 16: Amendment for Physical and Medium Access Control Layers for
Combined Fixed and Mobile Operation in Licensed Bands (2005).

86



[47] S. W. Peters and R. W. Heath. “The future of WiMAX: Multihop relaying with
IEEE 802.16j,” IEEE Communications Magazine, vol. 47, pp. 104-111, January 2009.

[48] 3rd General Partnership Project: Technical specification group radio access
network: Further advancements for E-UTRA physical layer aspects (Release 9). Tech.
Rep. 36.814 (V9.0.0) (2010).

[49] ETSI, Cooperative Intelligent Transport Systems
http://www.etsi.org/website/technologies/intelligenttransportsystems.aspx

[50] E. C. V. D. Meulen, Transmission of information in a t-terminal discrete
memoryless channel. Department of Statistics, University of California, Berkeley, CA,
Technical Report, 1968.

[51] E. C. V. D. Meulen, “Three-terminal communication channels,” Advances in
Applied Probability, vol. 3, no. 1, pp. 120-154, 1971.

[52] T. Cover and A. Gamal, “Capacity theorems for the relay channel,” IEEE
Transactions on Information Theory, vol. 25, pp. 572-584, 1979.

[53] A. Gamal, “On information flow in relay networks,” Proceedings of IEEE National
Telecommunications Conference, vol. 2, pp. D4.1.1-D4.1.4. Miami, FL, 1981.

[54] A. Gamal, and M. Aref, “The capacity of the semideterministic relay channel,”
IEEE Transactions on Information Theory IT, vol. 28, 1982.

[55] 3rd Generation Partnership Project, “Technical specification group radio access
network; opportunity driven multiple access,” 3G TR 25.924 V1.0.0, 1999.

[56] M. Dohler, D. E. Meddour, S. M. Senouci, and A. Saadani, “Cooperation in 4g
Hype or Ripe?,” IEEE Technology and Society Magazine, vol. 27, no. 1, pp. 13-17,
2008.

[57] A. Sendonaris, E. Erkip, and B. Aazhang, “Increasing uplink capacity via user
cooperation diversity,” in Information Theory, 1998. Proceedings. 1998 IEEE
International Symposium, Aug. 16-21, 1998.

[58] J. N. Laneman and G. W. Wornell, “Energy-efficient antenna sharing and relaying
for wireless networks,” in Wireless Communications and Networking Conference,
2000. WCNC. 2000 IEEE, vol. 1, pp. 7-12, Sept. 23-28, 2000.

[59] D.W. Bliss, K.W. Forsythe, and A.M. Chan, “MIMO wireless communication,”
Lincoln Laboratory Journal, vol. 15, no. 1, pp. 97-126, 2005.

[60] G. Foschini, “Layered space—time architecture for wireless communications in a
fading environment when using multi-element antennas,” Bell Labs Technical
Journal, vol. 1, pp. 41-59, autumn 1996.

[61] I. Telatar, “Capacity of multi-antenna Gaussian channels,” European
Transactions on Telecommunication, vol. 10, pp. 585-595, Nov. 1999.

87



[62] S. M. Alamouti, “A simple transmit diversity technique for wireless
communications,” IEEE Journal on Selected Areas in Communications, vol. 16, pp.
1451-1458, Oct. 1998.

[63] V. Tarokh, H. Jafarkhani, and A. R. Calderbank, “Space—-time block codes from
orthogonal designs,” IEEE Transactions on Information Theory, vol. 45, pp. 1456
1467, July 1999.

[64] V. Tarokh, N. Seshadri, and A. R. Calderbank, “Space—time codes for high data
rate wireless communication: performance criterion and code construction,” IEEE
Transactions on Information Theory, vol. 44, pp. 744-765, Mar. 1998.

[65] J. N. Laneman and G. W. Wornell, “Distributed space—time coded protocols for
exploiting cooperative diversity in wireless networks,” in Global Telecommunications
Conference, 2002. GLOBECOM ‘02. IEEE, vol. 1, pp. 77-81, Nov. 17-21, 2002.

[66] A. Stefanov and E. Erkip, “Cooperative space—time coding for wireless
networks,” in Information Theory Workshop, 2003. Proceedings. 2003 IEEE, pp. 50
53, Mar. 31-Apr. 4, 2003.

[67] A.K. Sadek, K.J.R. Liu, and A. Ephremides, “Cognitive multiple access via
cooperation: Protocol design and performance analysis,” Information Theory, IEEE
Transactions on, vol. 53, pp. 3677 —3696, 2007.

[68] O. Simeone, Y. Bar-Ness, and U. Spagnolini, “Stable throughput of cognitive
radios with and without relaying capability,” Communications, IEEE Transactions on,
vol. 55 pp. 2351 -2360, 2007.

[69] B. Rong and A. Ephremides, “Protocol-level cooperation in wireless networks:
Stable throughput and delay analysis,” In Modeling and Optimization in Mobile, Ad
Hoc, and Wireless Networks, WiOPT 2009. 7th International Symposium on, 2009, pp.
1-10.

[70] B. Rong and A. Ephremides, “Cooperation above the physical layer: The case of a
simple network,” In Information Theory, 2009. ISIT 2009. IEEE International
Symposium on, 2009.

[71] N. Pappas, A. Traganitis, and A. Ephremides, “Stability and performance issues
of a relay assisted multiple access scheme,” In Global Telecommunications
Conference, 2010. GLOBECOM 2010. IEEE, 2010.

[72] R. R. Rao and A. Ephremides, “On the stability of interacting queues in a multi-
access system,” Information Theory, IEEE Transactions on, vol. 34, September 1988.

[73] D. Tse, Fundamentals of wireless communication, Cambridge Univ. Press, 2005.

[74] A. Papoulis, Probability, random variables, and stochastic processes, 4t ed., New
York: McGraw-Hill, 2002.

88



[75] R. M. Loynes, “The stability of a queue with non-independent inter-arrival and
service times,” in Proc. Camb. Philos.Soc., vol. 58, pp. 497-520, 1962.

[76] S. Ghez, S. Verdu, and S. Schwartz, “Stability properties of slotted aloha with
multipacket reception capability,” Automatic Control, IEEE Transactions on, vol. 33,
Issue 7, pp. 640 — 649, Jul 1988.

[77] L. Tong, Q. Zhao, and G. Mergen, “Multipacket reception in random access
wireless networks: from signal processing to optimal medium access control,” IEEE
Communications Magazine, vol. 39, no. 11, pp. 108-112, 2001.

[78] V. Naware, G. Mergen, and L. Tong, “Stability and delay of finite-user slotted
aloha with multipacket reception,” Information Theory, IEEE Transactions on, vol. 51,
Issue 7, pp. 2636 — 2656, 2005.

[79] J-L. Lu, W. Shu, and M-Y. Wu, “A Survey on Multipacket Reception for Wireless
Random Access Networks,” Journal of Computer Networks and Communications, vol.
2012, Article ID 246359, 14 pages, 2012.

[80] N. Pappas, A. Ephremides, and A. Traganitis, “Stability and performance issues
of a relay assisted multiple access scheme with mpr capabilities,” Modeling and
Optimization in Mobile, Ad Hoc, and Wireless Networks, 2011. WiOPT 2011. 9th
International Symposium on, May 2011.

[81] B. S. Tsybakov and V. A. Mikhailov, “Ergodicity of a Slotted ALOHA System,”
Probl. Peredachi Inf., vol. 15, issue 4, pp. 73-87, 1979.

89



