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Summary

It is widely known that life for bhid people is too difficult and complicated. Compared to sighted people, they
need more effort to finish a task in their daily liflthe acces$o different kinds of documents would be a start for an
improved lifg giving themthe right toa betterquality of life. Nowadays, the blinds have access to digital documents
with the use of screen readers but unfortunately without perceiving the spatial structure of the document. In this project,
, we have implemented a spatial structure of four different typeeaiments: power point, pdf, excel and html. We
have used a series of symbols to present the different kinds of information ( for instance bullet symbols ). The
interaction with the document was developed using three different methods. First, we implemetited I speech
synthesis, using only a speech synthesizer for the access to the documents. The next method consists of using a mouse
and a speech synthesizer. Finally, we used a concept keyboard to accomplish the third method.

Furthermore, this prog would not be completed without the evaluation phet subjects participated to the
evaluation of the usability and effectiveness of the methods, in addition to the accessibility to the structures of the
documents. At the end of the evaluation, weenale to get results regarding the best method and the design of the
structure for all the different kinds of documents.

Keywords:
Haptic interaction, Tactile, Audio Feedback, Blind, Document Structure, Speech Synthesis



1 Introduction

In everydaylife, almosteverything is designed faighted peoplewithout taking into consideratiotihe fact that 285
million people are visually impaired workdde. 39 million from themare blind and 246 million have low visiolt.is
interesting to mentiothat 9® of blind people live in developing countrigld. Deprivation of vision leads to many
forms of disability, whether in daily life or professional lif€herefore, 1 is absolutely necessarg tise technologies
thatcould improve the life of visubl impaired people or the blinds.

A low-tech aidsuchas thewhite cane, the guide dog, Brailleriting and embossed pictures are some of the thials

blind peopleoften use intheir daily life. It is commonly acceptethat the interaction between haptic sensd the

environment is important. Thehite cane and the guide dog help the blind to move and infbemiser about many
features of the environmerBlind people can read text using th&raille terminals orembossegapers. Braille are
coded with a sipoint (or sometimes eigdoint) rectangular matrixn all these caseshe blind get the information
through the environment or a printed Braille papeterminalbuta way to peceivegeneraldigital informationremains

to be found[9]

The visually-impaired peoplé dife is affeced by the lack of access to information. The informatiorbécoming
increasingly digital, influencing theffective access through computers or mobile devishich demand excellent
visual abilities because of the use ofesersor monitors It is necessary thandle thisserious problenencountered by
visualy- impaired peopleThe access tdigital informationpresent orthe Interneis not enoughfér instancesurfing
the webor trying to read emas). There is als@ needto find a solutionto perceive the structure of the information,
besides the information itself fewery kind of (digital) document.

Nowadays, the visulgl- impaired people can accassevery digital document usirgspecific designed software called
fiscreen reader 0. Scr e en inradineat waytse cintent ef a dobuenentdo thd corttept oftao  r e
web site but, in fact, is not so easy for the blinds to explore every digital document or every welblsige web sites

haveto bedesigned and implemented according to W3C requirenfentghe accessibility2]. Unfortunately, these
requirements are nejppliedby the majority of designers. Theigonly a smallproportionof web sites which meet the

above criteria The same probleexistsfor different kind of documensuch agpower point, pdf, excektc.

It is assumedhat the lifeof the blindswould be improvedf all digital informationwas designed correctlypased on
W3C requirementsalthoughit would still not be the perfet solutionto this problem. Many blind peopleave made
complairts about this method of access digital information because of the use of screen readers. The use of this
method needs basiceducation andonsiderableime to familiarize with this softare. Especially the blind people who
lost their vision gradually in their ligawill be too tiredto get involved irlearring the use of this software.

Furthermore, in some casesisitoo difficult to explore a document and perceive the meaning ofltiamentas in
the case ofin excel document or an arraynderstanihg all the content in an array usirggscreen reader ia slow
process because of thieear reprodution of the contentwhich makesthe comprehension of the document more
complicated.

This linearization an complicate the assimilation of the information because websites os haag beemesigned to

be explored spatially on a screen. The dissatisfaciégardingthe use of the screen readers has been mentioned in
several studie§3]. It is absolutely necessary to provide the same access and almost the same structure for visually
impaired people. This is the main idea otthesisusing several technologies and methods which help to provide a
solutionto this problem.

This mastethesis is structured into six separate chapters. The first chapter presents the main purpabesitthle
second chapter presents the research work which was used to understand the needs of blinthgredpdemportant

to present the analysandthe design part of thisork. Thereafter, the implementation afprototypeis presented. In
addition, it was necessary to test its usabiltth realusers The description of the evaluation protocol and the results
will be presented in a next chiap Finally, someadeasfor future workwill conclude this report



2 Content and Objective

2.1 Context of the internship

This project was accomplished at the computer science labotddBl (Laboratoire d'Informatique pour la
M®c ani que et |ge®sn i-aboratorycfar Bechthiics &nd Engineering Scieneé)in the AMI group
(Architectures and Models for Interactjon

2.1.1 Presentation of LIMSI - CNRS

TheLaboratory for Mechanics and Engineering Scierfeagw.limsi.fr/) belongs to CNRS (Centre National de
la Recherche Scientifique), and is associated with the UniversitySadid1. The LIMSI laboratory consists in two
separated departments, the department of CHM (Human Computer Interaction) and the depdrtE@AO
(M® ¢ a nk m el re g ®thichogare ehemselves divided into groups of research. The groups comprise several research
topics.

2.1.2 Presentation of AMI

This work was accomplished within the AMI group. Some members of the AMI group study and investigate
theuse of different modalities such as touch and speech to improve information access for the blind

2.2 Objective of the internship

The topic of mmyanualnatcess togwhi me hsi dgiba l i nformation for
purpose of this subjeds the creation of a structure for several documents containinglitmensional information
using embossed papers and to find a solution to make them easily accessible by the blinds.

The main purpose of this research is to find the best method thhéelgablind people to perceive not only the
content of a document but also its spatial structure
information as sighted people. This kind of method should be a promised solution solving prdibeinspatial
distribution of information. In this thesis, we propose and we evaluate three different methods aiming to improve the
understanding of the spatial structure of different kind of document.

The twoadimensional structure of the documents wasettgyed using three different methods which are

analyzed in the following sections. The first one cal
understand the meaning of the document. The second method uses Speech Synthesize anéiaalypuse last

met hod uses speech synthesize and an external device
Designo we will analyze all these methods separately

2.3 General Approach

The first part of my internship consisted in doing illibgraphical research to identify existing projects,
techniques, tools and methods that were used at the past in similar research topics. The next step was the comprehensior
of the basic needs of the blind. Thereafter, it was important to analyze anggdes my pr oj ect accor di
needs. The next part was the most difficult part of my project: to implement all the different methods according to the
design part. Finally, | conducted an evaluation study where 10 users took part in


http://www.limsi.fr/

3 Related Wak

3.1 Human - Computer Interaction

3.1.1 Terminologies

This master thesis focuses on tactile interaction for visually impaired people using speech, mouse, and concept
keyboard device. It aims at providing methods and tools allowing access to spatial structureralf types of
documents for the blind.

First, it is necessary to mention some terminologies related to this work. Usability refers to the extent to which
a product can be used by specific users to achieve specified goals with effectiveness, efficiesatistaction in a
specified context of use.

Accessibility means that there is a sequence of accessible input actions and associated feedback for successful
accomplishment. A system or an application will be accessible, if it is designed to provide$aadcording to the
characteristics of the environment or taking into account the user's disabilities or limitations (permanent or temporary).

Multimodal interaction refers to the use of different communication modalities. A system can be called
multimodal system, if it can uses multiple sensory/motor modalities such as vision, speech, touch, etc

3.1.2 Assistive Technologies

Assistive or adaptive technology commonly referptoducts, devices or equipment that are used to maintain,
increase or improve the rigtional capabilities of individuals with disabilities. Assistive technology is a generic term
that includes assistive and adaptive devices and the process used in selecting, locating and usifigeseem
technologies promote greater independence for Ipewjth disabilities by enabling them to complete tasks that they
were formerly unable to accomplish or with great difficulty. The use of assistive technologies is necessary for people
with disabilities to make their life easier and independent.

For blindusers, he most popular assistive technologies are the screen reggiegsh synthesizeasd Braille
displays For users with low vision it iscreen magnifierdext prediction systems, and speech synthesizers.

Some of the assistive technologies havenbesed to help blind people accessing graphical information. One of
these technologies i s c-eo$tdavide hds Toarcnain tompohtats a 8raille cell wvhick | o
consists of a 2x4 pin array representing the tactile interface, theoeiestto drive it, an RF transmitter directly
underneath the pin array to keep track of absolute position with a graphics tablet and a mouse casing (Figure 3.1). In
this project, they implemented and evaluated three methods of presenting Braille witicggragping textures.
According to their evaluation, Braille and graphics at the same amplitude level was the most effective method [6].

Figure 3.1: Tactile Mouse for tactile graphics display
Extracted froni6]

There is also another commeldigvice, which called is Logitech Wingman mouse (Figure 3.2). This device is used to
browse windows. When the user moves the mouse over an object, a figure or a hyperlink the user can feel a force
feedback.



N

Figure 3.2: Logitech Wingman Mousé Figure 3.3: SensAble PHANToM

SensAble PHANToMs the mos cost effective haptic device used in tactile / kinesthetic interaction. Wheen
user touches thetylus, pentool or thimble,the devicecan return force feedback. can present a virtual 3D object
using haptic interactiorj7] The users can move thdinger and the PHANToM tracks their movements. Users get the
feedback from this device using the stylus. They feel a force on their hand creating with this way an illusion of
interaction with the solid physical objects. Apart from the stylus, users osal@ thimble cursor and get output from
their finger about virtual interfaces.

Brewster and Yu evaluated two multimodal interfaces designed for visually impaired pgodlae output
modalities of these interfaces weaaadio and hapt& Theycomparedhe usability of the Logitech Wingman Mouse
and the SensAble PHANToM hey created a project to present graphical information for visually impaired people.
They used the tactile mouse in application for browsing graphical data such as barAchakampt of the evaluated
tasks igo find the highest and lowest value or to describe the overall trend of the data using haptic and audio feedback.
The results of the evaluatishowed that there are no significant differences between these technologies. tHHoweve
PHANToM had better performance in the haptic interaction. Also, 2D graphical interfaces, plots, were evaluated with
great effects using tHeogitech Wingman Mouse

The PHANToM device was also used for the implementation of several games for blinacrcH23].
Multimodal applications for learning were designed for 6 to 10 year old visually impaired children. The children could
easily use the system making use of haptic, auditory and visual modalities (Figure 3.4).

. =
Figure 3.4: children use the PHANToM Figure 3.5: children play a haptic memory game
Extracted fronf23] Extracted fronf23]

The Tactos tool[10] consists of a tablet PC andauch cell on theide. Theuser uses one hand to hale
stylus and move it on the shelf, and the other hand to feel the tactile feedback of thesiceilar system was used for
Optacon[27], a tool that was verysedduring the last 30 years to facilitate the readirigpooks ad newspapers that
are not translated intBraille (Figure 3.§ Indeed, the user canove a minicamera on the text heant to read with
one handind get tactile feedback on the other haktbuch panel display made up of pins arranged iridima of a 24
X 6 matrix is placedn the other hand. The camera recognizes the different charactetiseansker can get the output
from the display.

The "Cat" (Figure 3.y¥is a small device thas normallyused only for Braillelt is composed of 40 cellsach
containing 16 tactile pins arranged in the formad x 8 matrix. However, this device can be used to present tactile
graphics [11]But it should be noted that this type of tool is limited regarding the tactile rendasiiraille cells are
notvery precise, angins can havenly two different behaviors: retracted or extended.

! Extracted frorDttR://www.hardware.fr/articles/15%/sourislogitechwingmanforce-feedbackmouse.html
Extracted fronDttR://Www.senztech.cc/showpros.aspx?proid=36



http://www.hardware.fr/articles/159-1/souris-logitech-wingman-force-feedback-mouse.html
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Figure 3.6: Optacor’ Figure3.7: The f Cat ¢Figure 3.8 RDB Braille interface®
Extracted fron28]

The RDB Braille interface generates Braille characters using pins. The output from this device depends on the
state of the pins. Braille characters can tmgosed using the top or down position of the fitigure 3.8 [26].

The VT Player mouséigure 3.9)provides also tactile output using a dots matrix 4x4. This mouse has two dot
matrixes 4x4 on both sides of the device. The upatgheir fingers on e matrixes and get the feedback from a
series of pattern$n this project, the VT Player mouse was used as an authentication entry to the system. [8]

Figure 3.9: VT Player Mouse (at the left) and the different patterns (at the right)
Extracted fron{8]

3.2 Haptic Interaction

In some cases haptic interaction is more necessary than vision. For instance, haptic is significant in case to
approximate the weight of objects or to feel t hant har dn
to mention that haptic is not able to provide an overview of a §&3jeSo it is necessary to take into accotm
natural functioningf haptics, when making research about the usefulness of haptic d&}ices

3.2.1 Haptic Displays

Haptic displays hel to provide information about graphical information or virtual objects. They provide force
feedback through a ficollisiono from a stylus, a thimbl
object. In addition to the shape of obgcsurfaces properties such as hardness/ softness, texture and friction can be
rendered in 3D for haptic exploration.

It is possible to present graphical data information with textures using haptic displays. Textures using haptic
displays can be perceivéy visually impaired people. However, a general problem concerning this kind of devices is
that they may have shown their potentials in laboratory contexts, but the usefulness in real situations may be more
problematic. The users may find them difficudt tise, possibly because they are not sufficiently adapted to the way
haptics wor k. Further mor e, ités important to mention t
relevant devices are under development by ISO (International&tinOrganization).

In some cases visual and auditory displays are used together in haptic displays. In case that these displays are
used by visually impaired peopl e, they just donot per
visual information. The lack of this visual information causes more difficulties for the blind to perceive the meaning of
the information. However, haptic displays are the only way to get direct information for some cf@jtents

3 Extracted fronDttR://www.tyflokabinetcb.cz/y _gal_braill.htm
Extracted fronDttP://Www.dotlessbraille.org/tactiledisplays.htm
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According to the HyperBrd#&>pr oj ect, the planar tactile display #l
device for blind people (Figurg.10). This tactile device is touch sensitive and consists of an equidistamtapiix of
120 columns and 60 rows. The display allowsfeeshable twedimensional tactile output of information and a gestural
input[18].

Figure 3.10: BrailleDis9000° ’

3.2.2 Tactograph

TheTactoWeb projecivhich uses the Tactograph dev{gégure3.11) was developed in Haptics Laboratory at
McGill University in MontrealIn this project a spatial structure of Web pages with tactile and audio feedback using the
Tactograph device has been developedonsistsn atactled evi ce STReSS | (Stimulator o
Stretch), mounted on 2D haptic devicdor explomation The Tactograph is different from other typesaidh devices
becausdt stimulates the tip atfhef i nger | aterally stretchi nefrenddriegofsl@8xn. Th
12 mm, which corresponds approximately to the skin surfatieeaend otheindex[20]. To deform laterallythe skin,
60 actuators (6 x 10ganmowve from right to left to produce sensans of vibration, ripple, etcThe distance between
each actuator is 1.8 I 1.2 mm andteaah rdfghtthe ni heea nS TkRen
into protective black foam, and then mounted on a trolley to explorarea of 11.3 x 6 cm. With this device, it is
possible to explore an area, while having a tactile rendering adapted to where it is on the surface

Figure (3.11): Tactograph
Extracted from [28]

In the Tactoweb project, the Tactograph device is used to pracheidationsand vibrations depending on
where the cursor is in the Web page. The project recreates consesitween the different elements composing a
Web page that could have disappeared during the linearization of the information. In this project, rectangles are used to
present the information of a web page (Figur&B.[P8]

5 www.hyperbraille.com

6 http://www.cs.unipotsdam.de/aghb/lehre/2009ss.html
! http://www.inf.tui-dresden.de/index.php?node id=3245&In=en
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Figure 3.12: The spatial structure of aweb page
Extracted from [28]

The main advantage of this device is its touch cell. Indeed, it allows a much finerthhanchset of Braille
cells. It is also more accuratiean athreedimensioml (3-D) tactile display devic§1]. It is possible to have different
textures.With this tool, someapplications such as a memory gaf@2] have been create®n the other hand, the
disadvantage of this device is the lack of use of multiple fingers. The user can use only one finger, at threlexd of
and not all the fingers of the hand or both hands to perceive easily the spatial structure of the web page.
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4.1 Project Analysis

The purpose of this project is the creation of a spatial structure for several types of documergtsedag)of
symbols which can help the blind people to perceive the meaning of the document not only the content but also the
whole structure of the document. This structure will be created by three different methods. At the end of this project, we

4  Analysis and Design

will be able to know which method had the best results about the usability and accessibility of the different kinds of

documentas al s o

if the

structure
necessary to get resulibout the meaning of the different symbols that we used, about the difficulty of the structure,

of al |

t hese

and the best method (easier method with high effectiveness to the blind accessibility).

In this projectwe presenthree different methods to help blind p&opo perceive the structure of four different
T h asing a speedh syntleesiZzerotdh ec ad d ceadn di Spestetcchd

kinds of

document s.

S p e eusihgda mousand the speech synthesizeh &
Universal Plus Concept keyboagss also a speech synthesizer

All these methods were evaluated using the structure of four different kinds of document, the first document was
a power point, the second document was the structgpaper (articleat Pdfformat, the third document was an excel
document and finally an html document presenting a Aitehese documents are printed in tdonensional papers,

ast met hod

c a | ahdeitdconsists ofitlee p t

so, the blind people have to explore these tactile papers and thegstanmderstand the rectangles

42 Document sob

According to the research of Denise PreschefI&}; and a second research of Maria Schi¢¥®, the blind
user can explore the information of the documents at different presentation modes viewgland@ihese views define
the presentation way of then f or mat i on.

Structure

They

provi de

These views are called: layout, outline, symbol, and operating view.

The outline view provides a general ovew of the document presenting the content of the document as abstract
rectangles. The outline view maintains spatial relations using simple geometrical shapes, like lines and rectangles that

indicates group of objectg§Figure 4.1)

The operating viewpresents a completely tekiased enabling the user to read the content in Braltlés
a n d. (Figtre 4.1%

In the symbol view, preserves the relative position of the elemettsxbappears in Braille. It provides spatial

optimized

for a

fast

wor k

relations using also Braille for the teXFigure 4.1)

fl ow

four

too cl

os e

predefined

t

document s

(o]

The layout view preserves the information of the document but it provides the content of the document in low

resolution tactile screens. Text does nopegr as Braille but rather in a tactile version of print offering users without
Braille skills, new possibilities in tactile readin@-igure 4.1)

Lorem ipsum dolor sit amet,
consetetur sadipscing elitr,
sed diarmn nonumy eirmod

sad diam voluptua. AL vero
Q0% 91 accusam ot pusto duo
dolores et ea rebum. Stet
ity k330 gubergren, no sea
takimota sanctus est Lorem
ipsum dolor sit amet

tempor wvidunt ut lsbore et

dalore magna alkjuyam erat,

Lorem ipsum

Locem igsum dolor $it amet,
consetetur sadipsong ebtr,
sed diam nonumy eirmod
tempor invidunt ut bore et
dolore magna iguyam erat,
sed diam voluptua

original PowerPoint document

2RNT CROLT.TENZ INELE [2RSE Creirres yiid
(B
JOROD SI4LT VXD (74 TV
EINUENENILY VRTINS
[AMERLab g 2 2 200 B Ld 0 )
IATIO) FINCNLIS LAY W
RS T CIARLYT
PER I Lo+ l
b2 Ll B!
VI
[ fiose o 1o
operating view outline view
12807 SreiT.eres [s(i7 I3ST sreis.res Isfig
IR S N e I U e b Mers sl whaglaa
HEA™ W s 42

A4 140 N
e ]
San e Lo

D

3= f1ow [ f1em
symbol view layout view

Figure 4.1: Power point document represented in four different views
Extracted from 18]
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Taking into acount the analysis of the previous views createdhis projectaccording tathe outline view,

presenting the general structure of the document as a composition of rectangles and other symbols that were used to
present specific information and get an wew feedback.

It 6s

symbolto present the paragraph with bultetlist, atthiswayi t 6 s

mportant

to

me n we usad totpresent difierent informatianthesdgcomrbent! s
In general approachye usedsimplerectangles to present a paragraph or a text éigpae 4.2 (a) We used different

easi er for the

user

area in the document from the first time, if only the user touch the rectangle and feel the différaiscegmbol

consists of the rectgle and a full cycle at the left of the rectangle, as shown in Figure 4.Zh@)subsection of a

t

t

o]

h

paragraph presented as a rectangle with one vertical line, if the subsection indicates the first level, for instance, a

paragraph
with two

for
vert.i

fi 4u.r2e oD o cFu ngeurrtes 64 . 2t r(ucc)t. The

cal

nes

subsecti

on

for exampllet éas pnaercaegsrsaaprhy ftoor nii
figures and subfigures of the document were preseated,as a simple rectangle. The difference between the figures
and text area determined from the audio feedback.

a)

b)

c)

d)

Figure 4.2: The symbols of the different areas, a) rectangle text, b) rectangle with cyclei bullet, c) rectangle
with one linei subsection level one, d) rectangle with two lindssubsection level two

At this point, it would be interesting to present some examples to understand the structure of the détument.
the figures 4.3 and 4.g¢resented the structure twio different documents using the symbols which determined below.

Figure 4.3: The training document during the evaluation, a) the structure of the document using the symbols, b)
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Anslysis and Evalustion of the Accessibility to Visual
Informstion in Web Pazes
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Faper ris to ey ‘.‘usdoemﬂmaad:\oxmttu tie ackof acem o BB

] o tion lads thy 10 3 Jack 1o the Eformmsiom]
coment We call “echbanced accessibilin” acces.ﬂ‘silr G0 i mpe of
'ﬂim'»'oﬁ

1 Intraduction

My efforts #ai were made 0 the web acomssibility ﬁo-c..xdoaehm:a-n. goidefines i st
e comidered i creation 2 accessdls weteis and i tesing & The W Veb Accessibility
Iziative) of te W3C (World Wide Web Cossortam) ol ‘nkmdm':ns'! ':-e WCAGLO

Figure: a) Smmpics aieas
B Righe mam of b homaage oth

1.1 Objective of this paper

The objective of s paper i %0 prove St the hok of accem to his vissal infonmaton | obje-::.
cmes, selasions) deads coaseq_gﬂd' %0 a ack of access 1 e dnfonmison] coment We call
en!u:cedacceubiir accescibiliny 1o dhic spe of snfonmasion

114 The purposc of this amalysi
The grarpose of this anatysis & o

1 Tdeanify the vissal objecss and vissal coes ina web page;
1 Destzsmice which might cames a xo‘nk:uammnozenhamedxoeuﬁh- e

b)

the original structure of the document
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‘ ‘ ‘ ‘ uStrategies for Addressing User Needs:
General Approaches

= |f someone is not able to use the
‘ environment and devices they
encounter in daily life effectively,
‘ there are three approaches to

intervention:

1. Change the individual, so that they can
‘ use the world better as they find it

2. Adapt the individual products
encountered by the person to make
‘ them usable to the person

3. Change the world, so that it is easier for

people to use with the abilities they
have

a) b)
Figure 4.4: The power point document, a) the structure of the power point document using the symbols, b) the
original power point structure

Car Sales per  |lanuary February |March April May June Total Sales
month
Citroen 300 600 500 450 250 400 2500
Renault 550 550 200 210 130 300 2000
Toyota 300 400 800 590 300 210 2600
Peugeot 200 550 500 600 300 250 2400
Mercedes 500 300 440 600 560 300 2700
smart 550 500 640 550 310 4350 3000
fiat 280 300 270 250 300 300 1700
a) b)
Figure 4.5: The excel document, a) the structure of the excel document in tactile surface, b) the original excel
document

|
[ ]
| L]
—
—
[ ]
|
1
| |
a) b)

Figure 4.6. The html document the site of the M2R interaction a) the structure of thehtml document, b) the
original html document

Taking into account the structure of the power point in Figure 4.4, the lastrdutmgles wh the cycle
present the listand theyhave a little shift at the right. The reason of this shithis division in separate ared® be
more specific, the three last rectangles present a list of three objects that is part of the previous-bedttnigighis
kind of subsection, the rectangles of the structure will not follow the same alignment with the previous rectangle but it
will be shifted at the right sidé.his symbol (shifted rectangle at the right) indicatessilitedivision of a paragrapm
separated paragraph®bjects.
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ltds i mportant to give mor e -figuex Asaalready iindicated imdresiaus t h e
paragraph, the figures and sfigures have exactly the same rectangle with text area. The difference behseen t
came from the audio feedback. The blind user will listen from the speech synthesizer, a first description of the rectangle
as image (a), or part (a) of figure dart (b) of figure 1that indicate in imagedn addition, the blind user will listen
from speech synthesizer the |l egend of the image as #AFigu
the image and legend of the image came from the description of speech synthesizer.

4.3 Method 1- SpeechSynthesizer

According to this metbd, the blind users have to listen very carefully the audio feed@acke more specific,
this method onsists of a speech synthesizer, a camera and thelitmensional papers with the structure of the
documents.

First of all, the blind users shoultsea blue sticker on their finger, because this method works with the detection
to blue color using a web camera. With the detection to blue color, the system is able to understand the position of the
finger when the users move around their hand.

At the begnning, the blind user will explorétouch the papers to feel and understand the different rectangles.
When the userés finger is | ocated into the borders of
this area, for example, ihé finger of the user is inside the borders of the rectangle with the title (at the first rectangle in
figure 4.3 (a)), the speech synthesizer will reproduce theitdxe s cr i pti on of t hi sTheueat ang.l
touch inside the limits of aectangle, and he will receive an audio feedback about a general description of this rectangle,
for instance, ATitleod, Alntroductiond, fAReferenceso et

When the blind user listen the description through the speech synthesizer, they can wait for 4 sdcieas an
they will listen the full content of the arear they canremove the finger in anotherectangleto listen another
description

In summary, the blind users explore the tsimensional document. When their finger is inside the borders of a

rectangé, they willheara gener al description of this area, for exan
document, they just wait for 4 seconds and they kakrthe full content of the title. But, if they are looking for the
paragr agictiiloontad,o t hey wi || remove their finger in anot

speech synthesizer as fAlntroductiono.

Using this method, the blind users will have direct manipulation to the system, bétayubave to do only one
thing, first, to hear the description, then, wait for a few seconds, and the speech synthesizer will start the reproduction of
the content for this area.

4.4 Method 2- Mouse and Speeclsynthesizer

This method consists of a web camera, a mahgetwodimensionhdocumentsand speech synthesizer. The
users should use a blue sticker also, at their finger to detect the bluéhetgorg with this way tarack the finger

First of all, the users explore the document using the blue color for the finger trackieg.h@&ar the
description of an area rectangle, when their fingeare detected inside the borders of the rectangle difference
between this method and the metheddeech synthesize, is the way that users listen the full content of the rectangles.
At this method, users have to make a right click with the mouse and then, thiegasiiie content of the paragraph.

For example, the blind user explores the document and he try to find the page number of this document.
During the exploration of the doment, the user wilhearthe description of the rectangles, wibe user hear8 p a g e
n u mb tarough the speech synthesizer, it means that he find the position of the page. At this time, the user has to press
the right button on the mouse to receive thiedontent of this area, to hear the number of the page. If the user removes
his finger in another rectangle, the speech synthesizer will reproduce the text for the description for the next area
rectangle.

At this method, the users have indirect npafition because they have to use external devices (the mouse) to
perceive the full content of an area.
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4.5 Method 3- Concept Keyboard

ltds necessary to mention that t Himensiomsd tiobuments,chen s i s |
speech synthesizeand the concept keyboard.concept keyboard is a flat board that contains a grid of buttdths
dimension 16x16Each button can be programmed according to the needs of the ffeifate 4.7)

The users use also, a blue sticker to detect the firggtign. The twodimensional documents placed on the
concept keyboardVhen their finger is detected inside the borders of a rectangle, the speech synthesizer reproduces the
description of this area, for ex @ifteltheat, thcdhuser cas teuch/ pvass | h e
inside the rectangle and the speech of the full content of this rectangle will be reproduced automatically.

In summary, the user explores the tdimensional document using the blue sticker to follow the finger
tracking. When the wusero6s finger is detected inside a
description of this rectangldf the user press inside the rectangle on the concept keyboard, he hegiirthe full
content of the regangle.If the user moves his finger to another rectangle, the speech will start automatically for the
description of the last rectangle.

This method called direct manipulation, because the user uses only one device, the concept keyboard, to
interact withthe system, and to perceive the meaning of the documents.

¥ -
ey @

Figure 4.7: Concept Keyboard

4.6 Conclusion

In concluding, it would be necessaryto niestn some useful terms about th
passive modality because of the finger trackihngm t he case of mouse met hod, it
use of mouse, which is an external device.

This project meets theequirements of the output multimodality, because of the use of tactile interfaces and the
speech, audio feedbacko be more specific, the user uses the tactile and audio feedback, the speech synthesizer
automatically. This means that users use moredhammodality at the same time.

At general approach, this project was designed to meet the requirements for output multimodality because of the
use of tactile and audio feedback at the same time. It gets also input passive multimodality because @f the fing
tracking.

The purpose of thiprojectis:
1 To help the blind to understand the structure of the document easily and effectively
1 To perceiveaspatial structure of the document

1 To find the best method which can help the blind to understand the strottbeedocuments

8 Extracted fromhttp://acorn.chriswhy.co.uk/8bit UpgradésnceptKbd A4128.html
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5 Implementation

5.1 Technologies

During the development of this project, we usedeveral number of technologidsrst of all, as | already
mentiored at the previous chapter, weed a web camera, a mouse, a concept keyboard amdidt@soft speech
synthesizer. All these technologies were developed at the environment of Microsoft Visual Studio 2010 in C++
languageusing MFC application

Il tds very i mpor thause of @dersC¥ Jibratfoo thenparndf theo aomputer visio@penCV
library was used to detect the blue color for the finger tracking, as also, to find the coordinates of the finger position
using also the documentation of the OpenCV librgt¥]

We haveused alsdhe Microsoft Speech Synthesizer to develop thdicateedback of the project according to
the help of thefficial Mi ¢ r o sitea [23] 6 s

52 Al gori thmdés Anal ysi s

First of all, the most important step of this project was teation of the blue color. Wigsed blue stickers
and it would be necessary totghe values of the bluwith the use of OpenCV library and the web caméiathe
beginning, the camera gdhe values of thélue color in RGB.We shouldconvert the values of blue color from RGB
to HSV with the OpenCV libraryWe used a range of valuder the blue color, using the function in OpenCV,
cvinRangesS ignoring the value for V, which is determined from the lightness.

It s necess aprocesd fofinding thel fingermpositidm.eWhen | said finger positidrmeantthe
position of theblue sticker. The camera records the documenttasd s pim teesfolawfigrre.

(0, 0) (0, 0)
(Xcl, Ycl) : A
Strategies for Addressing User Needs:
|:| |:| General Approaches
= If someone is not able to use the
XcF. Ve FE environmeht anq dgvicesthley
! E: encounter in daily life effectively,
é [ — XDF, Y DIF Yhange the individual, so that they can
use the world better as they find it
X he world b hey find i
(Xc2, Yc2)
(Xmp,Ymp) (Xmd, Ymd)
b) The imaeas recorded from the camera a) The original imaget the screen of computel

Figure 5.1: The conversion of the document recording from the camera to digital document

The documentvasrecordingby the camera. This documemadthe following coordinates: (0, 0) andrad,
Ymd) the corners of the imageecording from the camergXcl, Ycl) and (Xc2, Yc2) are the corners of teal
documentas the camera record®, 0) and (Xmd, Ymd) are the coordinates of the corners on digital format of the
document. (XcF, YcF) are the coordinates of the finger position on the real documenthencEmera. (XDF, YDF)
are the coordinated of the finger position in digital format of the document, corresponding to the finger position under
the camera.

All the previous coordinatesill determine the coordinates of the finger positi@alling a funtion from the
library OpenCV, the mouseEvent clagsl] be able to find the (x,y) coordinates using a right click from the mouse. To
be more specific, wealled the function mouseEvent, awe had tomakea right click at the corners of the document
witht he mouse. Wi th this way, itds kndwrmst tkewmoawwmoradismat @ &
(Xmd, Ymd) because, this coordinates present the resolution of the document, which is k@ady The resolution
of the document will be 32 32, soXmd = Ymd = 31.
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Matching the corners of the image recording from the camera, with the corners of the digital image/ document
will be created the following system:

(Xc1, Yc1) —»(0, 0)
(Xc2, Yc2) —»(Xmd, Ymd)

|:"> 0=3*Xcl + b, b, = -a* Xcl
XDF = 3 * XCF + b, 0=g*Ycl+h —>
YDF = g*YcF +h

XmD =g * Xc2 + b, ::> XmD =g *Xc21 a * Xcl |:|'> XmD =g (Xc21 Xcl)c—=yY a=XmD/ (Xc2i Xcl)
YmD =4a*Yc2 + b,

be=-XmD/(Xc2-Xcl) *Xcl ~ T—=>| b,=(XmD * Xcl)/ (Xcli Xc2)

by=-a*Ycl, YmD=g*Yc2ia*Ycl > YmD=ga(Yc2iYcl) C—>| a=YmD/(Yc2i Ycl)

by =- (YmD/ (Yc2i Ycl) ) *Ycl ——> | by=(YmD*Ycl)/(Ycli Yc2)

Solving this systemi t 6 s known { e andd,lasase, thé finger pasition using these values
The coordinated for the (XcF, YcF) is known from t he (
known also the coordinates thfe (XDF, YDF) which correspond to the original document.

Starting the project, the calibration is the ffiamd the most important thinghe calibration of this project is
completed whemve picked the two corners of the original documents callinduhetion mouseEvent. t 6 s necess al
pick the first corner at top left side of the document, and the second corner at the bottom right side of the document.
Finishing the calibration, it will be created an invisible array 16 x 16, which is used to ihetéhm borders/ limits of
the useful rectangles of the document.

According to the array 16 x 16 wh ithebordersof ticeregtanglesd a f t
We calculatel the empty cells of this array and in whicklls there areectangles, and wmade a new file in Visual
Studio to identify the limits of every rectangle. Finishing this step, the limits of the rectaveylesompleted and the
structures of the documentereready.

The last important thinépr the implementatin was the speech synthesiziercluding the speech library at the
project, as al so, at the system of the project, it owi l
thati t s necessary to run theuppojecwei hapar abl el)eowit hke f
start the speech synthesis of the téttthe beginning of the project, the speech synthesis will be used only for the

description Then it depends from the methaifl the speech output will continue the content or not.

5.3 Method 117 Speech Synthesis

At the beginning of this method, itds necessary to
documents as described below.f t er t he cal i br at i o nonabout thesdetection ef ahd pluec a | |
color, the finger position and the speech output.

When the user, put the finger on the documemill start automatically the speech synthesizer to reproduce
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the description of the areas/ rectangles. At the same &irtimer will start calculate the secondswhicht he user 6s
finger are remind at the same area.

Iftheused oesndét move iediaaglegbrimorg than 4 $ecoads) tha content of the rectangle will
reproduce automatically. If the user remdwe finger before the end of the 4 seconds, the content of the rectangle will
never be reproduced, and the description of another rectangle that explore will start be produced by speech synthesizer.

5.4 Method 217 Mouse and Speech

This method is too close tbe previous method, with the use of the speech. The préaretbe speech output,
the calibration, the finger position and the detectiorhefdolor is exactly the same

The difference between the two methods is the way to get feedback for the abritentectanglesVhen the
finger tracking is inside the desirable rectangle, the user will press the right button of the mouse. This means that a
function mouseEvent is called and when #wenthappens, the speesknthesizer startthe production othe content
for this rectangle.

When the user removes the finger before the end of the speech, the speech synthesizer will stop and start
another event, for example, the speech synthesieafescription for another rectangle.

5.5 Method 37 Concept Keyloard

The process for the calibration, finger tracking, color detection, audio feedback is exactly the same as the
previous method.

The difference in this method is also, the way to get the output for the full content of a rectangle. When the
finger trackng is inside the desirable rectangle, the user will press inside the rectangle and the speech output will start.

This method was implementeaking into account the name of the cells in the concept keyboard. The borders
of the rectangles were created gsthe values of the cells. For example, from the cell number 0 until 7 will be the title
and if | press inside this area, | will hear the full content of the title.

The concept keyboard consists of array 16 x16 cells, the number of the first cell Washde@umbers of the

cells are continued serially, the first line consists of the cells numbé50the second line starts from .81 and the
last cell is the number 255.
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6 Evaluation

The purpose of this evaluation is to find the best method whitlmeset the requirements for the blind people
to explore the structure of the document, as described at the previous section. The goal of this project is to find a better
way to give spatial information about a series of documents, to understand thentdgferdols that was used, and

perceive

or ireado

t he

content

of

t h

e document

easily,

This chapter are separated in the following subsection, firstly, at the section 6.1 evaluation protocol, will be
presented the methodology theds used during the evaluation, the numbers of the users and their abilities, the tasks
which was demanded to success, and the arpetal procedure which was followed during the evaluation part. Then,
there is a chapter about the data collection andll§ina completely analysis of the resyubis also a summary from the
evaluation of this project.

6.1 Evaluation Protocoli Methodology

6.1.1 Hypothesis

At the beginning of the evaluation,ewonsideredhat the concept keyboard is the faster method and provides

less error than the two other methotlse users can easily use this device and understand this technology.

6.1.2 Participants

For the needs of the evaluation, ten participants took place to complete a prototype evaluation for thidtproject.

the users.

the follow tabé are presented the profile of the usétrsb s s hown their age,
Participants Age Gender Informatics Level
1 25 Male Expert
2 29 Female Expert
3 26 Female Expert
4 25 Female Beginner
5 27 Male Expert
6 33 Male Expert
7 26 Male Expert
8 25 Male Expert
9 24 Female Intermediate
10 27 Male Expert

It

Table 1: The profile of the participants of the evaluation

their i

nfor

wa s n ot find esers witeegperigncd imsuch technologies, or to be exgertthe tactile surfaces.

The uses were not obligated to have knowledge about the technologies that was used, or to be convenient with two
dimensional papers for the documendsafortunately, it was too difficult to find real blind people for the evatratior
this reasonthe participants was sighted people but they closed their eyes with the help of a specific mask during all the

evaluation part.

| explainedorally the three method#hetechnologiesand theusage of each method as also a general adb®ut
the twodimensional documents.explained the goal of this evaluation without a lot of detaifser that, sers should
wear the maskandthey started to ushe training part of the documerfts all the methods
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6.1.3 Tasks

We haveused a severalumber of tasks during the evaluation, to get better results about the effectiveness and
the usability of the three methods, as also to evaluate the spatial structure of the documents.

Specifically, the purpose of the tasks that wasdbased on theindestanding of thed o ¢ u mstmdtused
Exploring the document, the users should perceaslythe position of each separated airg&ctangle, to get in their
mind an overview of the documents.

Furthermorej t 6s compl etely necelssarfat oweval usee. t hler oy gnl
the users to perceive the differences between the simple rectangles, the rectangles with lines and the rectangles with the
cycle.Even though, they can understand the difference between the synibals,ii nt er esting to know
perceive the deeper meaning of this symbol. For instance, the rectangle with the cycle present the paragraph with bullet
or a list, the rectangle with line presents fubsection of the paragraph

In the task do u me n 't are contained questi amd IAiwkhe,r e&fTkdse rteh ei
purpose of these questions is to evaluate the symfholthe Appendix B there isa task document which was used
during the evaluation with all the questions for every document.)

There is also a question in the tasks, l'i ke Ahow ma
symbols of the references, to calculate the amount of the rectanglethavifame symbol in a spic area on the
document

We askedrom the users, to read the full content of the paragraph or find a specific paragraph. In this way, the
user is obligated to use correct the technologies of each method separately and findestrohthse questions. For
example, we asked the usérgell the first word of a specific paragraph, or to tell the number of the page (more similar
tasksare found atAppendix B. Users obligate to usée technologies and the system of each method correct and
answer in these questions

With this kind of qguest i ohmmaogiesiwhidhsvaseiseddnditwsesydo gethre met
answer about the most easier, effective and quickly tawgyerceive the meaning of the document, and get the spatial
structure of each document.

6.1.4 Experimental Procedure

First of all, the participants should sign in an agreement document which contains their approval for the
perception in this evaluation. @giing this agreement document, the users are informed about their privacy rights, and
they agree to get place at this evaluatidsers agreed to record video during the evaluatioside the agreement
document, is described a summary of the projectgusiree different methods, under the approfahy supervisor.

The agreement docuntegre found afAppendix A containing the content of tlagreementiocument as also the
date of the evaluation, theame and the signature of the participant as also the name and the signature of the
experimenter.

The second part of the experiment was information about the different me¢ixptisningin detailthe use of
the different methods as also the technologies.

At this point of view, itdés absolutely necessary toc
documents for each format. To blearer we usedhree differentstructuredor power point document, three different
structuredor pdf, three differentstructuredor excel and three differestructuredor html document, it was presented
three different sitedn the Appendix D you can see a structure of pdf document.

We usedhree different kids of structures for one typé document because it waecessary to get signict
results for this evaluation. To be more specific, we used three different structures of power point or pdf, one structure
for each method. n t hi s way, now theestructeref the dbcuthenecause we used other structure for
pdf or excel in three methods.

ltds i mportant to decl ar e t h aofthediffierent steaturewese notflwagysh e me
thesameWed i dnét k esequentelofeahe snethuds or the same series of the structures. Many researchers have
shown that keeping the same series of the methods, the users will improve their abilities until the end of the evaluation,
and the results will not represent the reality.the beginning, the users will face more difficulties, but until the end of
the evaluation, the users familiarize with the technology and the way to explore the documents, so, @ttberadad
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improve their skills.

To avoid this problem, the serie§the methods was not the same as also the type of the docuhwratsged
all the time,not only the sequence of the metholdst also the structures of the same type of documents for each
method.In the following tablej t 6 s s hown t h ethossstlptuvasused as@lfo the beees af the structures.

Participant Method 11 Speech Method 27 Mouse and Method 31 Concept
Synthesis Speech Keyboard
1 1st 2nd 3rd
2 3rd 2nd 1st
3 2" 1% 3¢
4 2nd 3rd 1st
5 3¢ 1% 2"
6 1% 3¢ 2"
7 1st 2nd 3rd
8 2nd 3rd 1st
9 3¢ 1% 2"
10 2" 1% 3¢

Table 2. The series of the methods which were used in ¢hevaluation

The table with the series of the different structure of the documents is foApgextdix E

After the agreement of the users and their approval for this evaluation, they put the mask on th&irteges.
beginning, there was the training part for the methods and thelimensional documents. Firstly, they explored the
first training document with myeip to understand the rectangles, the different symbols, the meaning of the symbols, as
also to familiarize with the technologies and generally with the methods which were used. During the exploration of the
training document, the users could ask everglsbout the documerthe method, the symbols and they occupied with
the training document as long ey needed. They used the training document with all the methods to be sure that they
understand and to make practice with all the methods. After stetrf@ining document, there was a second training
document to explore the structure of the document without my hélpen the training part was completed with
success and the users felt comfortable with the methods and technologies, and they were preeaetbdthe
evaluation with lhe real documents asking them the tasks

During the evaluation, | followed the series of the table 2, and the table on Appefalixte series of the
documentl would remind that | changed the sequence of the methudishe type of documents for all the useks.
the beginning of the evaluation foevery different structure, the users had -380 seconds to explore alone the
document and after that | asked the first task according to the task tatdgsewlix B.

When Ifinished the question aboutask, | started to calculate the tittet they need until their answesing a
chronometer | kept all these times in the task table, as also their answers. | keptdiseasd the right answers of the
user and the total time that they needed to finish atasgk6é s i mport ant to mention that
during the evaluation as also | didndédt answer them abo

At the end ofthe evaluation, when the users completed all the tasks for all the methods, they had to answer a
guestionnaire about the difficulty of the methods, and the structlitess.purpose of the questionnaireaiso, to
understand ithey perceive the meaning tife symbolsas also|f it was easy tarealize the different symbol3.he
completely questionnaire of the evaluation are founbgiendix C

Finally, | made a short interview / discussion with the usetsderstand their general estimate of the project, to
ask about more suggestions and get an overview opinion about the usage of the methods and the structure of the
documents, keeping notes with their answers.
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6.2 AnalysisResults

6.2.1 Analysis Task Results

During the questions of the tast@ppendix B, | wrote the answers as also the time that was used to complete a
task from the users. First of all, it would be necessary to refer the total errors frompalttibgpants for every method
separated. The results of these errors are presented to the next table (Table 3). This table shows the effectiveness from
the users for the three methods. The majority of the errors were occurred at the concept keybaese tHecsers
touched the lines of the rectangles, but using the concept keytmatfihe of the rectangles is the border of the concept
keyboard cells. The users pressed on the line, so, they pressed on the borders of the cells as a resultingito not get
feedback. On the other hand, when they used the mouse a simple detection on the borders of the rectangles was enough
to get an output.

A simple solution to this problem would be the use of full rectangles for the rectangles with content, to be clear
the position of the rectangle without too much effdrhere are more tables about the errors for each method comparing
the different types of document at thable F.1 Table F.2 andTable F.3for the speech method, the mouse and speech
method and the concept keyboard respectively.

Errors
9 | 1
1 |
2 ] ! ’
€ 7 — ; .
E; . _E_ Concept Keyboard
—r
E :l 1 1 m Vouse
38 : B Speech
| ——
0 2 4 6 8
Number of errors

Table 3: Total errors for all the methods from the users.

Participant | Speech Mouse& Concept
number | Synthesis Speech Keyboard
0:08:48 0:04:24 0:08:13
0:07:55 0:.07:16 0:14:03
0:04:55 0:04:20 0:09:14
0:10:34 0:03:35 0:09:42
0:06:30 0:08:28 0:09:50
0:10:49 0:08:06 0:07:58
0:08:43 0:13:48 0:12.54
0:10:21 0:05:00 0:08:38
0:.04:11 0:04:20 0:08:40
10| 0:05:02 0:09:41 0:05:59
Average| 0:07:47 0:06:54 0:09:31

© 0O NO Ok WDN -

Table 4: Total times for all the methods from the users.
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It was deserved that the first method which was evaluated kept longer than the next two risedseems
to improve their abilies and to be familiarized with the methods or the symbols. At the first method, they needed more
time to find a specific area or to give an answer but, at the end of the evaluation, they used fluently the technology as
also they understood the meaninghaf rectangles emmediately.

6.2.2 Questionnaire Analysis

A questionnaire was created in order to evaluate the usability and effectiveness of ourThejeffectiveness
and the usability of the project separated in several questiirst.question was bad on method-speech, second on
method2-mouse and speech and third on concept keyboard. Each different type of document, html, excel, power point
and pdf, were evaluated by putting a grade ranging fredrahd also grades like very good, good, averagd,amnd
very badOur results showed that our system provides usability and effectiveness

The graph(Figure 6.1in Appendix Q shows the results from the answers about the different types of
documentsThe results from thigraph indicates that the structure of the pdf documents was graded as ,avbrelge
means that the user find some difficulties to use the mouse for the exploration of the pdf but not so much to be
impossible the access of this structure. The majoritheisers believe that theoel documents was the most easyl
effectively structures to get access using the speech méthcaljse they r aded t he excel documen!

The graph Eigure 6.2in Appendix Q shows the same results as the previoususimgthe method mouse.
This graph indicates that almost all the users believe that the structure of the excel document was the best, because they
graded this straucture as fAvdr ydogaatkdh.t sT hway dithaadse wali
founddifficulties through the exploration of these documents.

The same grades from the last methambncept keyboard are showiethe graphFigure 6.3in Appendix Q.
| t Go<lear that the use of this method is too easy for excel documents as also, the access to the html document using
the concept keyboard was more effective than the two previous methods. In general, the majority of the users believe
that the structure of hdocuments are more easy accessible using the concept keyboard than using the method with the
mouse or the speech synthesis.

html pdf
5 [ 7
4,5 A 6 -
4
35 - 5 1
3 W speech 4 W speech
25
2 o B mouse 34 B mouse
151 concept keyboard | 2 4 concept keyboard
1 -
05 . 1]
0 T T T T 1 O T T T T T
Very Good  Average  Bad  VeryBad Very Good  Average  Bad  VeryBad
Good Good
Power Point Excel
4 8 -
35 74
34 T 6
2,5 1 54
W speech W speech
21 4 4
———  Emouse — mmouse
15 1 31
1- [ — concept keyboard 5 concept keyboard
ik Ji i |
0 T T T T 1 O T T T T 1
Very  Good Average Bad  VeryBad Very  Good Average Bad  VeryBad
Good Good
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Figure 6.4: Results comparing the methods for each type of document
The figure 6.4 shows the results for every documerg. admpared the three methods with every type of
document. The majority of the users evaluated the html document as average when they used the concept keyboard. The
majority of the users believe that the speech method was the average method for pdf dodumeemiajority of the
users believe that the speech method was a good method for the power point documents. Finally, 8 users believe that the
mouse method was the best method for the excel document, after the concept keyboard and then the speech method.

At this point,

fi g o oTéhednext method that they choose called methosh@use and speech synthesisur users believe that the

itds intere

sting to compare the
average, bad and very bégigure 6.5. The resultshowed that the majority of users believe that the concept keyboard
was a good method to eighe structure of the documents because; they graded the niettoodtept keyboard as

t hr i

methodi mouse was very good he last method seemstie the speechmethod with the majority of the users grades
fgoodo.

this met hod as

General Approach

4,5

3,5 -

2,5 7

1,5 A

0,5 7

W Speech_General

B Mouse_General

Concept_General

Very
Good

Good

Average Bad Very Bad

Figure 6.5: Resultsfrom the comparison of all three methods

It would be more interesting to mention the results of theglasstion in the questionnail&e askedhe sers,
to classify the
showed at the figure 6. The majority of the users believe that the methddspeech synthesis are graded as average.
The nextbigger amount of the users believe that the concept keylawarthe best method and immediately following

from the method 2 mouse and speech which was graded also as the best methueal tate to take into account the

met hods

according to their

own opi

users who evaluadehe method 2 mouse as the worst methetD% of the users believe that the methednduse as
also the method 1 speech were the worst methods.

Methods Classification

Best

Average Worst

m Speech
u Mouse

Concept Keyboard

Figure 6.6 Resultsfrom the classification of all three methods

ni on

According to the questionnair®0% of theusers belige thatthe relation between a figure and a simple
comprehensi bl e.

rectangle are
figure and the sufigures. To

6.7)

be

On the other

h a n dhe

6 0%

more specific, t he (etweersan tnage mra@tthe r e c e
legend of this imageThe amount of 75% of the users perceives easily the global structure of the daciRigute
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Do you understand easily the relation Do you understand easily the relation Did you perceive easily global
between a figure and a rectangle? between a figure and the sub-figures structure of the document?
inside this figure?

Figure 6.7: Percentages from the users who answer the previous questions

The next graph shawthe results about the symbols that were used in the docurAdintise users could
understand the rectangle and perceive the content of the rectangles with easy. On the other hand, the halsof the user
di dndét wunder st and t heewih vértical linesrfar subsectioiitte Imajdrity ef the wsers feundg |
easy the meaning of the symbol with the cycle which presents the bullets or lists, and they could understand the
difference through the tactildlmost all the users could understand theaning of the bullets/ list and text as a
rectangle with a cycle and a simple rectangle respecti@elgne of the users found difficulties for the presentation of
the subsection; they didnoét recogni ze ththe simple aeatanglegy o f
(Figure 6.9

The most important thing is the meaning of the figures aneigutes and the connection with the rectangles.
Theuserscould not understand the connection between the figures anfiguiles as also the meaning bktrectangle
which presents figure.(Figure 6.9

Do you understand the meaning of
the symbols?

Subsection
List/ bullets
Sub-Figures

Figures

mNO
Text

YES
Rectangles with circles to indicate...

Rectangles with vertical lines for...

Rectangles

o
0]

| |
: :
o 2 4 10 12

Figure 6.8 The answers of the users for the symbols

Did you find any difficulties with this Would you like to have different symbols for
figures so as they can be perceived
immediately through tactile modality?

evaluation?

a b

Figure 6.9: a)The answers of the users for the evaluation difficultied)the preference of the users tehange the
symbol of the figures

70% of the userarguethat the symbols for the figures should be completely different from all the others
symbols, so as they could be perceived immediately through the tactile molflity. of the users focused their
attention to lhis problem, the connection between the figure andfiguibes as also the symbols for these areas. They
proposed to be completely different from the other rectangles, using a symbol that could indicate immediately that this
rectangle contains the contesftan imageSome of the suggestions were rectangles with a big oyckecrossat the
center, or rectangles with different width for the lines, or to use different high of the rectangles for figures.
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Finally, the amount of 60 % of the users found diffiies during the evaluation. They mentioned that the
difficulties werefocused on html documents because of the high complexity, the html documents consist of many
rectanglesand itwas difficult to find the area that they searchadiser referred thahe difficulties wereonly at the
beginning until familiarize with the document and the method. Also, they found difficulties to identify the type of the
document. It was interesting the answer of a user that he wsmtegtimedo use both hands. At thed some users
mentioned that the voice of the speech synthesizer was not too clear all the time.

6.23Anal ysis the usero6s behavior

During the evaluation, webserved thenove ment s from t he wusersd finger as

task. Wehavetorent i on some necessary factors about the met hod:
First of all, some of the users explored the document following only the lines, the borders of the rectangle and

not all the rectangle, to understand thdttvof thisareal n t hi s manner, they didnodt r e«

documentThey touched only the lines of the rectangle and they got the output from the speech synthesizegse

of html documents, which comprised of many areas, ndifigrent rectangles, they received wrong output. They

touched only the lines, they got the output without understand the position of the text area and the enhpigoanea.

cases, they touched the lingth their finger out of the borderbglieving ttat the rectangle witthe text was there, but

in reality this area was empty.

In many cases, the users were pressing an empty area waiting foran dnewera use t hey di dnot
area with the content and an empty area. The reason fasitiledon was the lack of the full comprehension of the
rectangles and generally for the structurBlany parti ci pants didno6t make the mo
the rectangleas a result the lack of the full comprehension of the structure. The toseted the lines and they
receive the output from speech synthesizer but they were not able to know on which side wastehe ammd where
was empty area.his happenetbecauseitherthe users moved their hand for a while as a result to touch an emesy
orthey thought that the rectgl ¢ was found at this position (they didnd

Furthermore, users explored the structures making only a horizontatticalmovement with their handl'hey
crossed the documenbtizontally or vertically without thinking to explore the spatial position of the rectangEsey
heard the audio feedback when they touch incidentally inside a rectangle, without discover the dimensions of the
rectangle.

Most of the times, users wehesty in finding an answer, as a result to make quickly movements crossing the
documentdrom the top to the bottom orthe inversend i n some cases, they didndt wq
a rectangle.

The most significant problem was the cention between the figures and didures or the images and the
legend of the imagélhe majority of the users pressed inside the imafigure, and they waited to hear the legend of
the image. They heard the t e xthisidithedirstiparo(fa )t hoef |feiggeunrde bluot
comprehend this connection. Almost all the users pressed inside the integette legend of the image, thainority
of the users understandster a while, the connectidvetween thenand they found he | egend but t he
give an answer or they gave a wrong answ@amparing the figures of the pdf structure with all the others figures,
almost all the users found the legend of the images. The reason was that the legend in one of theguaifsdedn the
same image rectangle (the legend of the image is in the same rectangle and tfigusabcontains the general
overview of the image)

The next important issue for the evaluation came from the excel documents. The users loosed thbeine or
columns that they tried to follow as a result to change line without understand this movement. They should follow a
vertical line but suddenly, they changed line without understand this change. The point is that they gave a wrong
answer, they told #hvalue from the next line and not from the desired line even though, they heard the audio feedback
with a differentdescription

Finally, ités necessary to mention that some wusers
a result to dse the detection of the blue coltm.their effort to explore the document, they hid their finger with the
sticker with the middle finger or they bend their finger losing also the detection.

In conclusion, some users were using hmle hand to exploréhe document not only one finger or they used
both hands even though they heard the description from the rectangles only from the finger of oimesoamg cases,
they put the one hand (usually the left hand) at the top of the document and they udgit thend to explore the
structure. They used the left hand just to indentify the top of the document.

Taking into account all the previous obser vaFrstons,
of all, it would be necessary t@lused fulrectangles and not only tiperimeterof rectangles, with this wayser could
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identify the position of the area with content in contrast the empty area.

In case with the excel documents, it could be used vibration following the lines colthmns depending from
the structure of the document. The vibration could provide a manual for the blind to indentify the series of the lines or
the borders of the rectangles.

It would be necessary also, to use different symbol for the figures drguies to be understanding through the
tactile modality the content of this area not only from the speech synthesizer.

6.3 Conclusion- Summary

According to the previous analysis, the half of the users believes that the best method was the concept keyboard
and the others believe that the best method was the mouse method. On the other hand, there was a large amount of the
users who underpinned that the mouse was the worst the method. The majority of the users support that the speech
method was in average.

Taking into account the previous percentages of the users willing, the best method was the concept keyboard
including the times and the type of the errors in concept keyboard and the mouse Hetiexkr, the fact that some
users pressed on the lines of trextangles giving wrong answers, requires immediately correction and system
optimization.

In concluding, the symbol of the rectangle was com
necessary to create a different symbol for the figaresc or di ng t o t he us er sFarthamoewer s t
the connection between figures and-§igoires requirs immedateimprovement.
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7 Conclusion and Perspectivesuture Work

The implementation of this project showed basic tesabout the structure of the documents, as also the
effectiveness of the three different methods. Finally, the results from the evalpasemted he user sd needs
most necessary technologies.

This is an important step to continue a promisingppj ect whi ch coul d meet the bl
accessibility in satial information of a seriedocuments.

At the future, there are a series of interesting searching areas that could be implemented. Firsttofoad,
necessary to use full ghes instead of empty rectangles.

Furthermore, we should compare the best method with the classical approach using screen readers to find out
the easier way for blind to perceive the spatial structure of documents.

I'tds necessary alnsad,-mi@Bdu ads ea cBreaislol et ot eprrmeis en't t he
rectangles.

In real life, it would be impossible to use embossed papers to present the structure of the documents. However,
the use of dynamic dahatrix display is necessary to presentoaatically the structure in this device using
HyperBraille.

It would be absolutely necessary to develop a software about automatically inversion of the documents from
digital type to spatiail structures documents.

There is also the need to create mooeplicated structures, using more symbols about different kind of
information. In this way, it would be easy for blind people to perceive an overview of the document through the tactile
modality.

Specifically, in automatically conversion of the documefrtsm digital to twoedimensional structured
document using the necessary technology, there are some points that need more attention. For instance, it will be
interesting to find a solution in aut omainithedocumenular si on
automatic conversion, it wi || the corthéctioh betweedn the image and thee sy
legend of this image automatically, without the human help. The solution of this problem would be a challenge for the
researcher to continue this project to the next level.

It would be interesting also to create structures using image inside to texTlaigeatructure is presented in
figure 7.1. This schema would be difficult and complicated for the hiseds;they shouldprovide too much effort to
perceive this meaning of the structure, so it would be necessary to be found a way for easily access on such structures.

Image

Text

Figure 7.1: A structure of a document in future work
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This study consists in comparing three different methods to help blomlepbetter perceive the
structure different types of document. The main purpose of this evaluation is to find the best method
that helps the blinds to better understand the content of the document effectively.
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confidential and for exclusive use of the involved investigato

| was informed that my identity will not appear in any report or publication and all information
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Signature of volunteer (preceded by the words "read and approved"):
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AppendixB

Results Document: Subject nA.

Questions on the experience:
1. You have performed a series of tasks using speech synthesis method, speech -synilesand
concept keyboard.

Met hod = ééeééeeéée

Task_Ppt.1: Success/ Errors TIME

Task 1 What's the first word of
the title

Task 2. Where is the logo
image

Task 3. What is the*iword of
the paragraph with bullet

Task 4. What is the®iword in
3" subsedbn

Task 5. What's the page

number
Met hod = ééééééeéé
Task_Ppt.2: Success/ Errors TIME

Task 1. What's the first word g
the title

Task 2. Where is the image fo
fismart homeo

Task 3. What is theSword in
2" subsection

Task 4. Whats the £'word in
1% subsection

Task 5. What is the name of
lesson
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Met hod = éééééééeé

Task_Ppt.3:

Success/ Errors

TIME

Task 1. Where is the logo

Task 2. Where is the image

Task 3. What is the®iword in
1% subsection

Task 4 What is the content in
2" subsection

Task 5. What's the page
number

rrrrr

s 7z 7

Met hod = ééééeeceé

Task_Pdf.1:

Success/ Errors

TIME

Task 1. What's the first word o
the paragraph "future
investigations"

Task 2. What's the first word
of paragraph 4..1

Task 3. What's the legend of
subfigure (a) of figure 1

Task 4. What's the name of t
1t author of the 8 reference

Task 5. What's the pag
number
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s 7

Met hod = éééééeéecée

Task_ Pdf.2:

Success/ Errors

TIME

Task 1. What's the firstord of
the paragraph
categorizati orn

Task 2. Where is the image
with cycle

Task 3. What's the first word o
the paragrapfi d i s c u s s
conclusiono

Task 4. What's the name of th
1%t author of the %' reference

Task 5. What is theumber of
references?

,,,,,

s 7z 7

Met hod = ééééeeeceé

Task_ Pdf.3:

Success/ Errors

TIME

Task 1 What's the first word of
the title

Task 2. What is the’1fi a u t
keywor do

Task 3. What's the legend of
subfigure (b) of figure 1

Task 4.Where is the first
image(Prototype tactile systen

Task 5. What is theSword in

paragraph 1.1.1
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Task_Excel Articles: Success/ Errors TIME

Task 1.Where is the article
ASport NewsoO

Task 2. What are the sales of {
article ATi mes

Task 3 What are the sales of tf
article Anati o
February

Task 4. What are the total sale
for the articl

Task 5. What are the total sale
for the articl

rrrrrrrr

Task Excel Cars: Success/ Errors TIME

Task 1. Where is the car
fiRenaul t o

Task 2. What are the sales for
Renault at April

Task 3. What are sales for
Ferrari at February

Task 4. What are the total sale
for Rover

Task 5. What are the total sale
for Honda




,,,,,,,,

Task_Excel Grades: Success/ Errors TIME

Task 1.What is the name of
student Gabriel

Task 2. What is the date of birt
for the student Smith

Task 3. What is the grade in
Physics for the student Aston

Task 4. What i
averagje for the student
ATravoltao

Task 5. What i
average for the lesson Comput
science

Met hod _ éeeéééee

Task_Html.1 (LIMSI): Success/ Errors TIME

Task 1. Where is the search ar

Task 2. What is the number of
different languages

Task 3. What is the®word of
the title

Task 4. What is the®word of
the contentmain area

Task 5. Where is the main mer
area




/////

s 7z

Met hod = ééééeececé

Task_Html.2 (FORTH):

Success/ Errors

TIME

Task 1. What is the®Institute
i n Alarecsh i nsti

Task 2. Wher e
link

Task 3. Where is the area for
ifiMore research

Task 4. What is the title

Task 5. What is the®1word at
2" new in the content

s 7z 7

Met hod = éééééééeé

Task Html.3
(M2R_Interaction):

Success/ Errors

TIME

Task 1. Where is the menu

Task 2. Where is the area to lo
in

Task 3. Where is the path of
this site

Task 4. What is the"2choice
in menu area

Task 5. What is the title
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AppendixC

Evaluation Questions SubjectnA .

User Profile Date:
Age: Gender:

Informatics Level:
Expert [] Intermediate [ ] Beginner []

Braille Level (Completed only by Braille readers):
Expert [ ] Intermediate [ ] Beginner [ ]

1. Which kind of technology method do you prefer to interact with the system? (One
presentation way from questionsvaluation)

Method 1- Only Speech Synthesizer:

5 4 3 2 1
Very Good Good Average Bad Very bad

HTML

PDF

Power Paint
Excel

In general

Or “across  all

type of
documents”

Method 2- Mouse and Speech:

5 | 3 2 1
Very Good Good Average Bad Very bad

HTML

PDF

Power Point
Excel

In general

Or “across  all

type of
documents”
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Method 3- Concept Keyboard:

5 4 3 2 1
Very Good Good Average Bad Very bad

HTML

PDF

Power Point
Excel

In general

Or “across all

type of
documents”

Answer the questions with AYESO or ANOO

YES NO

2. Do you understand easily the relation between a figure
a rectangle?

3. Do you understand eagihe relation between a figure ar
the subfigures inside this figure?

4. -Would you prefer to use only one rectangle for the wi
figure or to use a rectangle for each-$iglire?

5. Did you perceive easily global structure of tlezdment?

6.
1 Do you understand the meaning of the symbols? (Rectangles, rectangles with lines, number of lines
etc). Do you think you have completely understood the meaning of the
symbols?

YES NO Ideas from users
Rectangles
Rectangles with
vertical lines to
indicate sub-sections
Rectangles with
circles to indicate lists
Text
Figures
Sub-Figures
List / bullets
Subsection
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Do you have suggestions about other symbols to use?

eéeééééececéééceecéééceeceeééeeceeeééeceeceeecéecee
eeeceééeececeééeeceececeééeeceeceééeecececééeeceececectee

7. Did you find any difficulties with this evaluation? If yes, what part of the evaluation was the
more difficult for you?

YES [] NOo[]
Notes EEE66666666606660606060666660666626066 6 666,
6666666668666 806606

8. Would you like to have different symbols for figures so as they can be perceived immediately
through tactile modality? If yes do you have a suggestion about the symbol to use?

YES [] No[]

sz 77 7

9. Classify the 3 methods: Bed: éééé é . .Averaget é é é é . Worst:  ééé.é é .

10.Notes:

a7



Appendix D

Pdf Structure
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Appendix E
Table:

Fptl | Ppt? | Fptd | Pdfl | Fdff | Pdfy | Exeel | Excel | Excel | Homl | Hool | Himl

2 Mous= v v ¥ v

Comeept o 7 - >

Keyboard
3 Speech v v v ¥

lser 1
(N1}

2 Maouse v v v b

llsar2

Cancept ' v g -
Keyboard
= Speech v v v v

1 Mauz= td v L b

User 1
[E1)

Concept 7 7 7 7

Keyboard
2 Speech v v v v

3 Maous= v - - -

Cancept v v v *
Keyboard
3 Speech Ed * + +

lsard

1 Mauz= d td v v

User 5
(X

rem—— v 7 r rd
Keyboard

Pptl Ppt2 Ppt3 Pdfl Pdf2 Pdf3 Excel Excel Excel Htmi Htmil Htmi
3
v

3 Maouze v b v b

Concept 7 - 7 -

K yhaard
1 Speeach v v v v

lsara
[ 4]

2 Mouse v . v .

lser ¥
[N1)

Cancept ' v ' v
Keyboard

3 Mous= v . v .

Usard
[y

Concept - 7 - 7

[Keyh-aard
3 Speeach v v v v

1 Mouse + v + v

Cancept v ' v '
Keyboard

Userd
(¥

1 Maous= v v v v

User 10
[N1)

Cancept ' v ' v
[Keyh-aard
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Results Analysis:

Appendix F

Speech Synthesis

|

Participants
= MW ks o~ 0w O

0 0,5 1 1,5 2 2,5

Number of errors

3,5

W html
mexcel
M pdf

W ppt

Table F.1: Number of errors from all the users for each type of documerfor the speech method

Mouse and Speech
10 :
9 —
8
g7
S 6 e —
e 4
3 —
2 —
1
] 0,5 1 1,5 2 2,5
Number of errors

3,5

W html
M excel
W pdf
mppt

Table F.2: Number of errors from all the users for each type of documenfor the mouse and speech method

Concept Keyboard
—— .
9
>
g2 7]
8 6 E—
‘E 5 7
g 4
3 ——
.
2
0 0,5 1 1,5 2 2,5

Number of Errors

3,5

W html
m excel
W pdf
W ppt

Table F.3: Number of errors from all the users for each type of documentfor the Concept keyboard
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Appendix G

Figures 6
Speech Method
7 —
6 -5
57 = html
4 = pdf
3 1 = ppt
2 m excel
1 -5
4] T T T T
Very Good Good Average Bad Very Bad

Figure 6.1: Results for the speech ntbod according to all the kinds of document

Figure 6.2 Results for themousemethod according to all the kinds of document

Figure 6.3 Results for theconcept keyboardmethod according to all the kinds of document
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