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3D Hand Tracking by Employing Probabilistic
Principal Component Analysis to Model Action Priors

Abstract

One important problem in computer vision is the estimation of the 3D pose
and full articulation of a human hand based on visual information. The solution of
this problem can facilitate the development of many applications such as human-
computer interaction, robot teleoperation and others. The main challenges concern
the high dimensionality of the problem, the occlusions due to the hand geometry
or due to the manipulation of objects, the fast hand motion and the variability of
the illumination conditions and the scene context.

This thesis addresses the problem of 3D hand pose estimation by modeling
specific hand actions using a dimensionality reduction technique, the probabilistic
Principal Component Analysis. For each of the considered actions, a parametric
subspace is learnt based on a dataset of sample action executions. We developed
two hand trackers that can perform 3D hand pose estimation either in the case of
unconstraint hand motion or in the case that the hand is engaged in some of the
modelled actions. The first tracker is based on particle filtering while the second is
based on gradient descent optimization. In both cases the goal is to fit a 3D hand
model to the available observations. Both methods employ an online criterion for
automatically switching between tracking the hand in the unconstrained case and
tracking it in the case of learnt action sub-spaces.

To train and evaluate the proposed methods, we developed a new dataset that
contains sample executions of 5 different grasp-like hand actions and hand/object
interactions. We tested the proposed methods both quantitatively and qualita-
tively. For the quantitative evaluation we relied on our dataset to create synthetic
sequences from which we artificially removed observations to simulate occlusions.
The obtained results show that the proposed methods improve 3D hand pose esti-
mation over existing approaches especially in the presence of occlusions, where the
employed action models assist the accurate recovery of the 3D hand pose despite
the missing observations.






3A INMapaxorobinorn tou Avipwnivou Xeplol UE
Xenon IIavotixne Avdivong Kiogiwv Yuvictwooy
Yo T Moviehonolnon tng Apaoctneltotntds Tou

HepiAngn

‘Eva onuavtind meoBinuo otny utoloyioTixn opaot etvon 1 extiunom tneg 3A 9éong
xou TNng OLdpdpwong Tou avidpwmivou yeplol ue Bdorn ontixn tAnpogopia. H Aoon autod
TOU TROPBAAUATOC UTOPEL Vo BLEUXOADVEL TNV AvETTUEY TOMNADY EQPUPUOYMY, OIS TNV
aAANAETBpaoT avE®TOU-UTOAOYIGTY), TOV TNHAEYELPIOUO OUTOT Xou dhha. Ot xbpleg
TEOXANOELC TOU TEEMEL XAVEL VO AVTIIETOTICEL apopolV oty UPMAY| BidoTtacy Tou
TEOBAAUNTOC, TIC ETUXOAUPELC TTIOU O@elhovIon OTN YEWUETPIA TOU YEPLOU XaL GTNY
eVOEYOUEVT) IAANAETBEUGT] TOU HE avTIXEUEVAL, TNV TAYOTNTA TWVY XIVACEWY TOU YEELOV
xa TN YETOBANTOTNTO TV cLVITXGY PWTICROY XaL Tou UTOBaUEou TNE oXNVAC.

H rapoloa epyacia aoyoleiton pe 1o pdfAnua tng TelodldoTatng extiunong tng
T6LaC TOU YEELOU UOVTEAOTIOLWVTAS CUYXEXPUIEVES OPAOELC YEQLWY UE YPNon HloC TE-
Ve petwong dStaotatotntog, Ty Hdavotiny Avdivon Kipiwv Yuvictwodhy. Ka-
Yeplo and T VewpoUUEVES EVERYELES, AVATUPLO TUTOL OF €V TUPUUETELXO UTOYWEO TOU
exTdTOL A €V GUVOAO YURAXTNELO TIXWY EXTEAECEWY aUTHS TNg Opdong. ‘Eyouue
avantdgel 800 pedodoug 3A mapaxorovinong ol onoleg Aettovpyolv elte oTny me-
elntwon yevixnic xivnone tTou yeplol elte TNy TERINTWoT ToU TO YEpL EUTAEXETOL OE
xdmota amd Tig woviehonotnuéveg evépyetee. H mpddtn pédodog Pooiletan oe yédodo
phtpaplopatoc owpoatdiny (particle filtering)eve n Sedtepn oe pla pédodo ovyxhiong
pe ehdttwon tng napoywyou (gradient descent). Kou otic 800 mepintioelc otodyog
elvon 1 Bertiotomoinom Tou Tauptdouatog evoc 3A povtéhou Tou yeptol oTic dladéot-
peg mopatneroeic. Eminpdoteta, xou ol 0o uédodol anogacilovy autéUoTo To XAUTd
Tocov 1 3A TopaxololnoT Tou yeptol Yo TEENEL Vo YiveTon VewpmvTag YEVIXT xivnon
Tou yeplov N xivnor oto mAalolo xdmolug Amd TIC LOVIEAOTIONUEVES BRAUGELS TOU.

[Mo va exmandedoouye xan Vo aloOAOYHOOUUE TS TPOTEWOUEVES UEVOBOUS, ovo-
nTOEae €va VEo GUVOAO Bedouévmy Tou TepthauBdvel delyuata exteléocwy 5 diapo-
PETIXWY EVERYELDY AAANAETBpoONG EVOS YEPLOU UE avTixelpeva. AToTiunooue Tic Tpo-
TEWOUEVES PEVHBOUC TOGO TOCOTIXE OGO xat ToTxd. o TNV Tocotixt| agloAdynon
YEYOWOTOACUUE TO GUVOAO BEBOUEVKDY TTOU avamTUYINXE, DOTE Vo BNULOURYCOUUE
cuVleTiXéC axolovdieg amd TIC OTOIEC APAULPECUUE TORATNEHOELS DOTE VoL TEOCOUOL-
wooude ENewn petproewy Aoyw emxolldewy. To anoteréopato mou mpoéxudoy
delyvouv 6Tl oL Tpotevouevee pédodol Betivouy TNy extiunon g tolag Tou Yepton
oe oyéon UE VPO TAPEVES TpooeYYioele, Wiwg mapousia emxaAlewy, 6Tou To yen-
owlomololueva povtéha dpdong Bondolv otny axplBéctepn extiunor e nolac Tou
YEQELOU XAl TNV AVTWETMOTIOT TWV EAAEITOUCKY TOQATNEOEMY.
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Chapter 1

Introduction

Computer vision is a eld of computer science and arti cial intelligence, that deals
with the problem how to extract information from digital images or video. In other
words, it seeks to simulate the human visual system. Computer vision tasks aim
to capture, analyze and understand information contained in digital images. A
signi cant number of applications such as gesture recognition for human computer
interaction, image classi cation, object recognition, scene or object reconstruction,
human motion analysis,image database indexing, medical application e.g diagnosis
aiding, autonomous driving, sign language translation and robotics lies in this area
of computer science.

The problem of e ectively observing 3D pose of human parts and understand-
ing human actions is a stimulating and fascinating topic in the computer vision
eld. Humans have the ability to solve these kind of problems e ciently and in-
stantly using the brain in contrast with computer system where the solution is
not trivial and under some circumstances almost impossible. In our work we focus
most on human hands pose estimation and gesture recognition. In real life, hand
movements are tools for communication or for manipulation of objects. Applica-
tions, that deal with these particular problems, require high accuracy, robustness
and stability. Last but not least, many challenges must be solved such as occlusions
problems, the high dimensionality of hand models, uncontrolled environments, and
fast motions.

1.1 Problem De nition

We focus on the problem of 3D hand pose estimation and gesture recognition based
on prior actions. More precisely, the goal is to use prior knowledge to estimate the
hand pose and the performed gesture. Taking into account the high dimensional-
ity of hand models, we use Probabilistic Principal Component Analysis, a linear
dimensionality reduction technique. We investigate two di erent approaches: the
rst approach performs the pose estimation using particle lters (Chapter 5.1)
while the second one using gradient based optimization (Levenberg-Marquardt)

1



2 CHAPTER 1. INTRODUCTION

algorithms (Chapter 5.2).

The observations of the scene are in the form of image sequences from RGB-D
cameras or regular color cameras. Moreover, we assumed that the visual sensors
are fully calibrated. For the purpose of our work the observations are markerless.

Prior knowledge in the form of kinematic constraints (average size of an ar-
ticulated structure, degrees of freedom (DOFs) for each articulation), or motion
dynamics (physical laws ruling the object movements, assumptions of grasp move-
ments ), provides rich information and facilitates the solution of the aforemen-
tioned problem. In our case, prior knowledge is based on the modeling of a set of
prede ned grasp motions. The main assumption in this thesis is that the nger
actions are correlated given a particular hand action such as an object grasp. In
other words, we assume that a grasp that concerns a particular object type will
be performed similarly regardless the subject that performs it.

1.2 Importance of the Problem

In real life, human hands play an important function by executing complex tasks,
manipulate objects or as sign language. By observing and understanding the con-
guration of human hands we are able to create systems that can catch, understand
and decode human activities. Human computer interaction application can greatly
bene t from a natural input system based on hand gestures and motions alone,
avoiding traditional input methods, such as keyboard and mouse. During the last
decade, hand gesture recognition proved valuable for creating interactive games
or virtual reality environments. Furthermore, hand motion can be used for sign
language recognition. Robotic applications (e.g. robotic arm tele-operation) and
medical applications (e.g. assisted surgery) both bene t from vision systems that
can estimate the human hand pose in real time.

Apart from practical usefulness for applications hand pose estimation and
tracking are interesting in a theoretical level. The human visual system exhibits
the ability to seemingly and e ortlessly perform complex tasks instantly, along
with hand pose estimation and similar problems. Algorithmic solutions to hand
or body pose estimation may aid in advancing our understanding of the inner
workings of the human mind.

1.3 Problem Di culties

One of the most challenging problem in computer vision is the tracking of a human
hand or body. An articulated hand have at least 20 DoF(Degrees of Freedom) that
need to be estimated for every frame. Exhausted search method are expensive,
requires advance of hardware and the computational complexity is high. Several
approaches have been purposed to simplify the problem. Dimensionality reduction
is one of them. Other approach is to divide the initial problem into smaller based
on the articulation of the hand.
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As mentioned before, hand tracking and gesture recognition are a challenging
problem to solve. Furthermore, the hand architecture can create occlusions based
on the camera position. That means, some parts of the hand can occlude others,
complicating the observation process. Moreover, a signi cant number of applica-
tions requires object manipulation. As a result, parts of the hand is not visible.
That generate di culties to estimate the hand pose or to recognize hand gestures.
Hierarchical approaches usually fails to deal with occlusions since parts(usually
ngers) of the hand cannot be connecting.

Hand motion speed could be a signi cant challenge. Every person perform a
hand movement or gesture in a di erent speed. If the speed is fast the motion
would contain blur and it would be di cult to estimate the hand pose. Another
challenge is to create a dataset that contain movements for the reason that the
distribution, probably will not be uniform and that could have consequences for
the modeling of the hand movement.

A large number of conditions could e ect the tracking. For example, skin
detection is sensitive to lighting condition, while the image backround may e ect
the hand segmentation. An unrealistic solution requires the tracking systems to
be under control environments that cannot e ect the procedure.

In our approach we try to deal with these particular problems using dimension-
ality reduction and prior knowledge. More speci cally, we use Probabilistic Princi-
pal Component Analysis to reduce the space dimensions and e ectively model our
speci ¢ motions. Furthermore, before training phase, we align our data to reduce
the variability of speed motions. Finally, we use prior knowledge to improve our
hand pose estimation and to avoid the problem of occlusions with hand parts and
with objects, since our majority of actions are grasps movements. In the following
sections, we analyze our methods and discuss our tracking results.



CHAPTER 1. INTRODUCTION



Chapter 2

Related Work

The hand pose estimation and gesture recognition from images presents a lot of
challenges in computer vision and arti cial intelligence elds. The high dimen-
sionality of hand models requires e cient methods and hardware requirements.
Several approaches have been proposed to reduce the high dimensional space. In
this section we discuss state of the art approaches for solving the hand pose es-
timation and gesture recognition problems. Before the overview of hand tracking
methods, we provide a quick review for linear and nonlinear dimensionality re-
duction methods. Finally, we overview the combination of tracking methods with
dimensionality reduction techniques.

2.1 Dimensionality Reduction

Real world data, such as digital images , speech signals and gene expression data
usually have a high dimensionality . In order to deal with real world data ade-
quately, its dimensionality needs to be reduced. Dimensionality reduction is the
transformation of data into a meaningful representation in a smaller dimension.
Finally, the lower dimension has a dimensionality that corresponds to the intrinsic
dimensionality of the data. Dimensionality reduction is valuable in several domains
since it gives the opportunity to handle the data easily with a lower computational
cost[33]. Depending on the data, the reduction techniques are classi ed as linear
techniques and nonlinear techniques. In the following sections we deal with these
di erent techniques.

Figure 2.1: Dimensionality reduction of data from high dimensional space to a
lower dimensional space
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2.1.1 Linear Methods

Linear dimensionality reduction techniques perform dimensionality reduction by
embedding the data into a linear subspace of lower dimensionality. The most
common method is Principal Component Analysis [55]. P.C.A has been used to
solve problems such as face recognition [72], coin classi cation [30], seismic se-
ries analysis[56], hand gesture recognition [6] among others. Other popular linear
methods are Fisher Discriminant Analysis (FDA) or otherwise, Linear Discrimi-
nant Analysis (LDA) [22, 44], multidimensional scaling(MDS) [71, 12, 7], Canonical
Correlations Analysis(CCA) [29], Maximum Autocorrelation Factors (MAF) [67],
Slow Feature Analysis (SFA) [79, 78], Su cient Dimensionality Reduction (SDR)
[24, 1], undercomplete Independent Component Analysis (ICA) [31], Linear Re-
gression [23], Factor Analysis [66]. The common characteristic of linear methods
is that the problem can be reduced to eigenvalue or generalized eigenvalue prob-
lems. On the other hand, linear techniques cannot handle complex nonlinear data
problems and can not manage well very high dimensional data.

2.1.2 Nonlinear Methods

In contrast to the linear dimensionality techniques, the nonlinear methods have
the advantage of handling complex data. More speci cally, for real world data, the
nonlinear dimensionality reduction methods provide a benet, on account of the
fact that real data is likely to form a highly nonlinear manifold. Nonlinear methods
can be classi ed into several categories. One important category is Full Spectral
Techniques that perform an eigendecomposition of a full matrix that captures the
covariance between dimensions or pairwise similarities between datapoints. Exam-
ples of these methods are Isomap [68] , Kernel P.C.A [63, 65], Maximum Variance
Unfolding [77] and Di usion Maps [39, 47].An additional technique is sparse Spec-
tral Technique that focuses on retaining local structure of the data. The famous
methods are Local Linear Embedding (LLE)[61], Laplacian Eigenmaps[5] , Hes-
sian LLE[19], Local Tangent Space Analysis (LTSA)[81]. The last category is Non
convex Technique that optimizes non convex objective function. An example is
Sammon mapping[71] that is a method for multidimensional scaling that forms an
alternative to classical scaling. Another ordinary technique is Multilayer Autoen-
donders [16, 26] that is common for training multilayer neural networks. The last
two, Locally Linear Coordination (LLC)[62] and Manifold Charting[8] construct a
mixture of local linear models and perform a universal alignment of these models.
Figure 2.2 shows the categorization of dimensionality reduction techniques.

2.2 Hand Tracking And Gesture Recognition

An extensive humber of methods have been proposed to solve the problems of
hand and body pose estimation using markerless data. Based on G. R. S. Murthy
and R. S. Jadon [46], pose estimation methods can be divided into two categories,
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Figure 2.2: Categorization of dimensionality reduction techniques.

partial or full methods according on the integrity of the output. Furthermore,
full pose estimation methods, are divided to model based and appearance based
(Figure 2.3).

Figure 2.3: Classi cation of Vision Based Hand Gesture Recognition.

2.2.1 Model based approaches

Model based approaches generate model hypotheses and compare them with visual
observations. Speci cally, using a hand model, every hypothesized hand pose is
transferred to feature space and compared to the observed features. Model based
approaches can be divided into two categories, holistic and part based. The main
di erence between these categories is that holistic uses a single hand model whereas
part-based approaches decomposes the hand model into smaller parts and tracks
each of them separately.

An Similar approach with our work is [53]. Paschalis Panteleris employed a
state-of-the-art detector to localize hands. relying on a crop of a hand in the image
was required. Then, they used the pretrained network of OpenPose for hands
to estimate the 2D location of hand joints. Finally, a non-linear least-squares
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minimization ts a 3D model of the hand to the estimated 2D joint positions,
recovering the 3D hand pose.

An interesting work using a part based approach for tracking a hand manipu-
lating an object is presented in [25]. The key contribution of the method was to
track a con guration of local parts coupled by soft constraints. Legitimate hand
con gurations are enforced by means of a MRF (Markov Random Field) model
connecting the di erent local parts. As Similar approach in[14], where they pro-
posed a method for tracking a hand that manipulated an object. The hand model
had a total 96 DoF, where each smaller part has 6 DoF for the position and ori-
entation. For every part, the objective function is de ned locally and uses depth
information from a skin color based hand segmentation.

Holistic Model based approaches on the other hand, attempt to perform lo-
cal optimization around the previous state. A. Argyros, |I. Oikonomidhs and N.
Kyriazis in [48] , proposed a model based approach to solve the problem of hand
tracking articulations. They formulated that a particular problem is an optimiza-
tion problem that minimizes between the 3D structure and appearance of hypoth-
esized 3D hand model instances, and its actual visual observations. Kinect RGBD
sensor is used for the observations. For the optimization problem they performed
PSO (Particle Swarm Optimization). In [50, 4], PSO is also applied for single and
two-hand tracking while a custom evolutionary optimization method is proposed
in [49] for these two problems. In another approach, [4] the authors proposed a
method that caught the motion of two hands that manipulated an object, where
they used the Levenberg and Marquard algorithm for the optimization problem.

Wang and Popovic [76] introduced a method for real time hand tracking and
recognition using a color glove. A simple camera captures images of the glove and
applies segmentation and normalization. Afterwards, the closest matching image
in a large database, along with its unique posture, is found. To avoid a complex
search in the hand space, a database of synthetically generated images is used for
directly matching the detected features. The bene ts of using color gloves is that
it improves detection , feature extraction and speed over approaches that operates
with bare hands. Other similar approaches are [58, 64]

(a) color glove (b) data glove

Figure 2.4: Di erent types of gloves using for tracking and recognition.
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Another approach requires the user to wear wearable systems such as data
gloves. Data gloves are one of the most popular wearable systems in computer
vision that include technological advancements, various sensors, including mechan-
ical sensors, resistive sensors, optical ber sensors, and inertial measurement units
(IMUs).All the above have been incorporated into data gloves for capturing and
recognition hand kinematics [38, 10, 54]. Using sensors attached on the ngers of
the data glove means nger motions can be observed and hand translation and
rotation estimated. The most practical sensors for data glove are the inertial
measurements units (IMUs). The reason behind this is that they can accurately
capture slight changes in nger motions and are light. Furthermore, IMUS can
provide original values, such as angular velocity, acceleration and magnetic eld.

Kortier et al.[38] and Moreira et al. [45], in 2014, separately proposed data
gloves with IMUs that contained an accelerometer, gyroscope, and magnetometer.
The purpose was to measure nger motion accurately. However, both systems
used wired transmission and caused constraints when subjects were performing
hand function evaluation tasks.Choi et al., in 2016, proposed a low-cost data glove
with 9-axis sensors [11]. However, they only handle a static validation. With-
out dynamic validation, the ROM measurement accuracy when the subject was
conducting hand evaluation tasks could not be determined. In 2017, Fang et al.
created a data glove with an attitude measurement algorithm [21]. The authors
manage both static and dynamic validation to verify the accuracy of the algorithm.
Nevertheless, the hardware design had limitations, as a result, the glove could not
be used in the case of one of its sensors being damaged.

2.2.2 Appearance based approaches

Appearance based methods typically establish a mapping from a set of image to
a discrete, nite set of hand model con gurations. Good results expected for
problems e.g hand posture recognition where a small set of known target hand
con gurations needs to be recognized. Advantage of Appearance based methods,
is that training is performed o ine and the most of the time online execution is
computationally e cient. On the other hand, generalization for such method is
not easy to manage. Moreover, for free hand motion estimation that require an
accurate estimation model based approach is more appropriate.

Numerous methods for recognizing hand gestures in static images have been
proposed over the last years using CNNs (Convolutional Neural Networks). Lianget
al. [41] proposed a multi-view framework for recognizing hand gestures using point
clouds captured by a depth sensor. They used CNNs as feature extractors and at
the end they employed an SVM classi er to classify hand gestures. Oyedotun and
Khashman [52] utilized a CNN and stacked denoising autoencoder for recognizing
24 American Sign Language hand gestures. In [37] they used two CNN architec-
tures, one lightweight CNN architecture to detect hand gestures and a deep CNN
to classify the detected gestures. Denget al. [17], have proposed a CNN based ap-
proach to detect hands and estimate rotation. The work in [17] proposes a context
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aware region proposal algorithm that uses a multi-component SVM.

In [3] they presented a method that estimate hand pose using image database
indexing methods. To improve the performance they used two novel clutter toler-
ant methods. The rst one is the approximate image-to-model chamfer distance
and the second one is a similarity measure based on probabilistic line matching.
Similar approach from [60, 35] where they present a nonlinear parametric method
for the estimation of grasp type and hand orientation from a single monocular
image. A large dataset of synthetic hand images was maintained. every dataset
was labeled with the grasp type and the orientation of the hand with respect to
the camera. In the updated work they included temporal consistency in the dis-
tance measure used for database retrieval and extended the state space to a full
joint angle representation. In [80] the purpose was to investigate the training data
problem, where the goal was to train a good classi er by a large unlabeled dataset
using a powerful learning method, Discriminant-EM(D- EM) algorithm. Hedvig
Kjellstrom in [36], introduced a method for classifying manipulation action in the
context of the objects manipulated, and classifying objects in the context of the
actions used to manipulate them is presented. Features from hand and objects
are extracted from video sequence using segmentation. Moreover, shape based
representation is used for estimation the hand and the object.

2.2.3 Hand Tracking Using Dimensinality Reduction

Based on [75] many poses (hand or body) or other problems from the computer
vision area can be represented in a low dimensional space.

As already mentioned, the dimensionality of hand models is usually high. The
intention is to reduce it to a lower space. This space can be obtained by learning
from di erent motion types [27, 18]. The main assumption is that for a hand
grasp movement the global hand position and the nger movements are extremely
correlated. There exist several possible techniques for reducing the dimensionality
of the initial space. In [20], they employed Principal Component Analysis (PCA)
to learn a lower dimensional space that describes compactly and e ectively the
human hand articulation. The purpose of this action was to reduce the initial
dimension to solve a simpler optimization problem that requires less computa-
tional e ort. Furthermore, PCA has been used to estimate pose estimation by
[34]. A dierent approach in [51] by Ormoneit et al, used PCA to learn subspace
models from cyclic motions. Other dimensionality reductions have been used to
learn embedding of multi-activity human motion data. For example, in [32] they
used ST-Isomap. However, Isomap and LLE do not provide mapping between the
latent space and the data space. Particle Itering is used for the tracking. Gaus-
sian Process Dynamical Model (GPDM), a nonlinear reduction method, had been
applied[57] for 3D human body tracking to improve the ability of the annealed par-
ticle Iter. Urtasun et al. [74] use a form of probabilistic dimensionality reduction
with a GPDM to formulate the tracking as a nonlinear least-squares optimization
problem. Tian et al. [69] use Gaussian Process Latent Variable Models (GPLVM)
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for 2D pose estimation. Particle Itering is used for the tracking.

2.2.4 Our approach

This work aims at exploiting prior knowledge about particular motions to reduce
the dimensionality of a hand model. Considering the presented literature review,
and based on [75] where they present a review and systematic comparison of these
techniques we used a variant of PCA, namely Probabilistic PCA (PPCA). From
the results they obtained, they concluded that nonlinear techniques for dimen-
sionality reduction methods are, despite their large variance, often not capable
of outperforming traditional linear techniques such as PCA. The most important
disadvantages of nonlinear methods are

they su er from the presence of trivial optimal solutions

they rely on neighbourhood graphs to model the local structure of the data
manifold

To e ectively apply PPCA in our time-series problem we used the framework
of [73]. Under this framework linear subspace models are learned from multiple
people performing the same action (e.g. grasp). Finally, we propose a modi cation
of a generative state of the art method [53] using motion priors. To perform the
tracking on the low dimensional space we implement two di erent methods: a) a
particle Iter based approach and b) a gradient based optimization based approach.

In the next sections, we analyze the theoretical background used in our work,
explain our proposed methods, describe our own dataset that contains several hand
actions and interactions with objects and present our results.
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Chapter 3

Background

This chapter presents the theoretical description of methods we used in our ap-
proach. We started with Principal Component Analysis and then we described
Probabilistic PCA and PCA Motion Model. Finally, we analyzed particle Iter
method and Levenberg Marquardt Algorithm.

3.1 Principal Component Analysis

3.1.1 PCA

Principal Component Analysis(PCA) was invented by K. Pearson[55], and was
later developed and named by H.Hotelling [28]. It has been called one of the
most valuable results from applied algebra. PCA is used abundantly in all forms
of analysis from neuroscience to computer graphics because it is a simple, non-
parametric method of extracting relevant information from confusing data sets.
With minimal additional e ort PCA provides a roadmap for how to reduce a
complex data set to a lower dimension to reveal the sometimes hidden, simpli ed
structure that often contain it. For a given set T with total data N and dimensional
size d , the g principal axesw;;j =2 1;::;qare those orthonormal axes onto which
the retained variance under projection is maximal. The rst step to solve the
problem is to estimate the covariance matrix that is equal with

X T
S= (th  th)(th  tn) (3.1)
n=1
wheret, is the data sample mean,such thatSw, = ; w;. ; is representing the

j-th largest eigenvalues.The new low-dimensional space is given by

Xn = WT(tn th) (3.2)

13
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where W = (wz; Wo; ::; Wg). The reconstruction of the initial dimensional space can
be estimated by the optimal linear reconstruction of t,,, that is proofed that is
equal to

£, = Wx, +t (3.3)

On the other hand, Principal Component Analysis has some limitations. The
most common is that PCA is a non-parametric method and as a result it can
not be a probabilistic model for observed data. Another limitation is that PCA
does not deal properly with missing data. Finally, outlying data observations can
unduly a ect the analysis.

3.1.2 Probabilistic P.C.A

People mostly prefer parametric models because it is easier to estimate a para-
metric model, easier to do predictions and the estimates have better statistical
properties compared to those of non-parametric regression.

Probabilistic Principal Component Analysis [70] attempts to tackle some of
the limitations of PCA. The most important limitation that Probabilistic P.C.A
deals with is that P.C.A is not a parametric method. In that way it is easier to
estimate the parametric model, easier to do predictions and nally, the estimates
have better statistical properties compared to P.C.A. Probabilistic PCA can be
used as a general Gaussian density model for reducing dimensions. Much more
promising is that it can be combined as a probabilistic mixture model that gives
us the opportunity to recognize, for example, the particular action of a hand based
on training dataset that has been used. To solve this problem e ciently, an EM
algorithm is used for the purpose of our work. Inthe EM approach, we consider the
latent variables X ,, to be 'missing' data. For a givent,, the value of x, is unknown
which generated it (equalization 3.3), but the joint distribution of the observed and
latent variables, p(tn;Xn) (equalization 3.4) is known. The opportunity of that
is the estimation of the corresponding complete data log-likelihood (equalization
reflog). This estimation is calculated in E step of the algorithm with respect to
the posterior distribution of x,, given the observedt,,is computed. Finally, the
calculation of the new value of W and is estimated in M step. It is important
to mention that W and  are determined, which maximize the expected complete-
data log-likelihood.This procedure continues until W is converge.

f ”tn Wxn

..2
o Vg2 )P exp 05xIxn  (3.4)

Ptnixn) = (2 2) Zexp

where d is the input dimensionality, q is the reduced dimensionalityt,,x, are the
observed data and latent data. Finally, W is the weight matrix with size d x q.
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X
Le= In p(tn; Xn) (3.5)

n=1

where N is the size of dataset and, as has already been mentiop(t,; xy) is the
joint distribution of the observed and latent data.

The parameters W, and Xn are estimated by EM algorithm that is described
below and contain the initialization step, E-Step, M-step and the reconstruction
of the initial dimensionality of the data.

Hence the initialization step is presented in the following paragraph.

W values is random numbers between 0 v 1.
sigma initialization can be a random number between 0 1

M values are initialize by using the following equalizationM = 2| + Wt W,
where | is the diagonal vector.

E-step is the calculation of the latent variable x,, with dimensionality g. To
estimate it, the following equation has been used.

<xp>=M WTt, ) (3.6)

where W is the weight matrix with size (d,q) , t, is a d-dimensional observed
data and is the mean value vector from the dataset for one particular model.

In the M-step, the goal is to maximize (equalization 5.1) with respect to W
and 2 by di erentiating the previous equalization and setting the derivatives to
zero. The result of solving the optimization problem is the following

W=SW(?2+M  W'sw)!? (3.7)

2= %tr(S swM wT) (3.8)

Where W and 2 are the new estimated values and W and 2 are the old values.Tr
is the trace function and it calculates the sum of the elements on the main diagonal
from the upper IeE, to the lower right.Lastly, S is the covariance matrix and its
equal with S= 2" N (tn Yt )T

Finally, after EM algorithm it is important to choose a criterion to nd when
W values has converge. A criterion could be the absolute di erence betweekV
and W is larger than a oat number x then continue, otherwise end EM algorithm.
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It is important to mention that others criterion can be used to estimate if the data
has converged.For example, by computing the value of the log-likelihood after each
iteration ans halting when it appears not to be changing in a signi cant manner
from one iteration to another, or just repeat the EM-algorithm for i iterations.

The last step is to reconstruct the initial dimensionality of the data. A way to
calculate the t,, is using the following equalization.

th = Wy (W W) "M <x >+ (3.9)

The Author from [70] have proved that using equalization 3.9 has the minimum
loss of information during the reconstruct

3.1.3 PCA Motion Model

Given a particular training dataset for a speci ¢ motion (hand motion or body
motion) one important issue is that a given motion can occur at di erent speeds.
Di erent speeds means that the distribution is not uniform and has consequences
for the modeling of the hand motion. An interesting technique to solve that exact
problem is presented in[73]. The main idea is to dynamically time-warp and re-
sample each training sample for a particular movement. The description of this
method is in 5.3.1 Section.

Having the dataset of M motions , Probabilistic Principal Component Analysis
is used to estimate a low dimensional space which can e ectively model the par-
ticular motion.To approximate the initial motion (high dimensional space) , the
following equation can be used.

ot i (3.10)

where is the approximate solution in high space, a the scalar coe cients, o

mean motion and ; a set of eigen-motion. For the canonical motion representation

we let the pose vary as a function of a phase parameter that is de ned to be 0

at the beginning of the motion and 1 at the end of the motion. The de nition of
is the following.

n 1
"= N1 (3.11)

where N is the number of pose and n represent the current frame. Finally, a pose
is de ned as a function of the scalar coe cients, a; and a phase value as the
following equalization
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(;a1;:am) + ai i() (3.12)

where ( ) are now eigen-poses, and o( ) is the mean pose for the speci ¢ pose.
Comparing this method with Probabilistic P.C.A and P.C.A the most important
advantages are the following

For every time t the phase is known and it follows a Gaussian distribution

Using Probabilistic P.C.A and P.C.A the mean value represents the mean
pose of our action. In contrast, in the method we are using, the mean value
represents the mean pose for a particular phase i. As a result our model
represents equally the hand motion from the beginning to its end.

For periodic motions, the phase is periodic.

3.2 Particle Filter

Particle Filter or Sequential Monte Carlo (SMC) are a set of Monte Carlo
algorithms used to solve Itering problems in Bayesian statistical inference. The
terminology was rst introduced by Del Moral [13]. In addition, the term Sequen-
tial Monte Carlo was proposed by Liu and Chen[42]. Particle Iters technique
nds applications in machine learning, image processing, engineering and robotics
and other elds.

Particle Iter uses a set of particles that represent the posterior distribution of
some stochastic processes given noisy or partial observations. Particle Iter tech-
niques provide a well-established methodology [13, 15, 40] for generating samples
from the required distribution without requiring assumptions about the state-space
model or the state distributions. Particle Iters implement the prediction-updating
updates in an approximate manner. For every particle, a likelihood weight is as-
signed to it. The weight expresses the probability that the particular particle will
be sampled from the probability density function. In the re-sampling step, the
particles with lowest weights are replaced by new patrticles in the proximity of the
particles with higher weights. Standard particle Iter algorithm follows.

A quick review follows. First z is de ned as the measurements at time step
t. X[M]; correspond to the main model andw; for the weights. Every particle
will be sampled x[i]; from the probability density function and the weights will be
updated based on the probability of X [i]; given the observationz;. Finally, particle
weights will be normalized and every particle set will be resampled according to
its weight. The output of the algorithm is the current weighted particle set.

The experiments show that the Particle Filter increases robustness, accuracy
and computational performance and as result it can be used for real world appli-
cation that involves fast motions of human hands.
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Algorithm 1 Standard Particle Filter Algorithm

Input: W([(On:?\/l]t 5 wMiNL sz

. for each particle n=1 to N do

samplex'") from P(X{iydP alxgn)")

[t
Update its weightw{™ using p(zt(”)jxﬁ]t)

1
2
3
4: end for
5
6

: Normalize the particle weights
: Resample the particle set according to its weights

m .o MmN
Output hX[o:M]t, we

3.3 Levenberg-Marguardt Algorithm

In computer science and mathematics, the Levenberg-Marquardt Algorithm or
brie y LMA is used to solve non-linear least squares problems. These minimization
problems appear especially in least squares curve tting. As already mentioned,
LMA is used in a large number of applications for solving these generic curve- tting
problems. Nevertheless, as with the most tting algorithms, the algorithm nds
minimum locations, but not necessarily the global minimum. Comparing the most
well-known algorithm LMA is more robust. On the other hand, for well-behaved
functions and reasonable starting parameters the LMA tends to be a bit slower
than the Gaussian-Newton algorithm.

The goal of LMA algorithm is for a given set of pairs(x;,y;) to estimate the
parameters v of the model so that the sum of the squares of the deviations S(v) is
minimized.

The Levenberg-Marquardt algorithm is an iterative procedure. The rst step is
to provide an initial solution for the parameter vector v. Next, for every iteration
step, the parameter vector v will be added by a value . To determine , the
function f (xj;v + ) is approximated by its linearization

f(xi;v+ ) f(xi;v)+ Ji (3.13)

where J; is the gradient of f with respect to v. The sum S(v) of square deviation
has its minimum at a zero gradient with respect to v. Adding to v the s. Taking
the derivative of S(v + ) with respect to and setting the result to zero gives

@73+ 1) =J3Ty f()] (3.14)

whereJ is the Jacobian matrix, whose i-th row equalsl; , and wheref andy are
vectors with i-th component f (x;;Vv) and y; respectively. Finally, | is the identity
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matrix and is the damping factor. The algorithm ends when the calculation step
or the reduction of sum of squares from the latest parameter vector falls below
prede ned limits.
For the purpose of our work we use Ceres Solver[2]. Ceres solver is a C++
library for modeling and solving optimization problems. We changed some parts
of the algorithm to test our work. More details in Section 5.4
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Chapter 4

Training Phase Using
Probabilistic P.C.A

In this chapter we describe the training of our PPCA model. To perform the
training we employ a dataset with example executions of a set of actions.

4.1 Dataset creation

To create the training dataset we performed the following steps:
Action sequences acquisition.
2D landmark detection.
3D parametric model pose estimation.

Alignment.

4.1.1 Sequences acquisition

The input to the system is a 640X480 RGB color image of a hand that performed
an grasp action from a commodity sensor. In our case we used a single RGB-D
sensor with acquisition rate 30 fps and VGA resolution without using the depth
information. Depth information was optional.

4.1.2 2D landmark detection and Hand model pose estimation

For the 2D keypoint detection we used the OpenPose library [9]. In short OpenPose
represents a real-time system to jointly detect human body and hand keypoints on
single images. The keypoints representation are shown in gure 4.1. In our case
we considered for the hand keypoints.

Having estimated the hand 2D keypoints for our training set, our next step
was to convert these points into a vector of 27 parameters that represent our 3D

21
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hand model. The conversion can be done using Levenberg-Marquardt Algorithm
(Section 3.3) . For the purpose of our work we use Ceres Solver[2]. Ceres solver is
a C++ library for modeling and solving optimization problems.

(@) (b) (© (d)

Figure 4.1. (a) Representation of Body Keypoints for model BODY25. (b) Repre-
sentation of Body Keypoints for model COCO. (c) Representation of Hand Key-
points. (d)Representation of Face Keypoints

4.1.3 Dataset Alignment

One disadvantage of modeling a motion is that it can occur at di erent speed.
Di erent people perform the same activity with some variability in speed. Di er-
ent speeds mean that the distribution is not uniform and has consequences for the
modeling of our motion. To avoid it we re-sampled each training set. A conse-
guence of that is that every set has the same number of frames. In our case 12
frames. To this end, our rst step was to manually identify a small number of key
postures specic for each motion. Then, linearly we time wrapped the motions
so that the key postures were temporally aligned. The accomplishment of this
procedure provided us the opportunity for every data set to be aligned and the
number of frames to be equal. It is important to mention that while one might
wish to model the global translation or rotation it was not achievable. A more
speci ¢c example of our alignment is above.

Lets, consider our rst movement. Before the data alignment the range of
frame was from 18 to 36 frames per set. The start , the middle and end( Figure
5.3) of this particular action was manually identi ed. Next we piecewise linearly
time-warped the action so that the same key postures were temporally aligned.
Lastly, we sampled our data to have 12 frames per action. The same procedures
were performed for every movement. Finally, our training set was ready to be
used.
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(a) Start (b) Middle (c) End

Figure 4.2: Key postures for the rst action that are used to align the training
data: Beginning of pose, middle of the pose and the end of it.

4.2 Training

For the purpose of our work we used a EM approach to maximising the likelihood
for Probabilistic P.C.A. As input to our algorithm, the set of a particular grasp
motion is given. Lets represent our dataset as D and speci ¢ motion set as M that
contains n motion of the identical action. Every motion is composed of 12 frames.
The mean motion , covariance S and phase de ned as

1 X
=5 (Mi) (4.1)
i=1
X
S= (M (M )T (4.2)
i=1
_n 1
TN 1 (4.3)

where the phase represent the particular frame in our motion. Its range is
[0,1] for continuous variable or [0, 11] for discrete variable. For example, if phase
is equal to 0.5 it describe our middle pose in our motion action. In training step,
phase is known. Initialization step, initialize the values W, S, M, and . The
initialization step is represented above.

Weight W with random number 0 v 1 using rand function. W size
is(d,q) where d is the initial dimension and g our low dimensional space.

We initialized 2 with 0.6
M values are initialize by equalization 4.5

and S with equalization 4.1 and 4.2 respectively.
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After initialization, Expectation Maximization(EM) algorithm is implemented

to estimates of motion models parameters. E step, or in other words Expectation
step, creates a function for the expectation of the log-likelihood evaluated using the
current estimate for the parameters. In the case under consideration, the latent
variable x,. Next step is Maximization step, or in short M-step, which computes
parameters maximizing the expected log-likelihood found on the E step. These
parameter are then used to determine the distribution of the latent variables in
the next E step. EM algorithm is an iterative method and using a termination
criteria. For the purpose of this thesis we investigated 2 criterion.

The process terminates after i iterations

The procedure terminates ifjWpew  Woigj < termination value

More speci ¢, in the present case E-step , the latent variablex, are estimated
(Equalization 4.4) given the observed data and current estimate of the model
parameters. Moreover, M is estimated as shown in equalization 4.5.

xn=M WT(M; ) (4.4)

M= 2+W'W (4.5)

where | is the diagonal vector.

In the M-step, the likelihood function is maximized under the assumption that
the latent variable are known. The estimate of the the latent variable from the
E-step are used in lieu of the actual latent variable. Equation 3.7 and 3.8 is used
to estimate W and respectively.

Finally, the reconstruction of motion action (Equalization 4.6) from latent vari-
able and estimated parameters is an approximation of our initial dataset.

X0
(;a1;:5am) K W + () (4.6)
i=0

A brief description of our training method are shown in Algorithm 2. Sums up,
in our training implementation we used a E.M algorithm to maximizing the like-
lihood for Probabilistic P.C.A combined with motion P.C.A. As input it requires
an align set of similarly motions actions. E-step is reliable for updating latent
variable x,,. On the other hand, M-step is responsible for updating W and 2. As
output, our method return the estimated parameters.
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Algorithm 2 Training using Probabilistic P.C.A
Input:  hM;i # Motion set i
. Initialization Step: , S, W, M and 2
while <Not converge> do
E-STEP:
Update M variable using W, ? estimated from Maximization step
Update x,, variable using W, 2 and mean Maximization
M-STEP:
Update W variable using latent variablex,, predicted from Expectation step
Update 2 variable using W, M and latent variablex,, predicted from Ex-
pectation step
9: end while

Output hX,;W; 2

©NO R wWNR
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Chapter 5

Hand Tracking Using
Probabilistic P.C.A

This chapter presents the methodology and main contributions of this thesis. Sec-
tion 5.3 focuses on our hand tracking method using particle Iter, while section

5.3 describes Levenberg-Marquardt Algorithm for our method. In both method,

dimensionality reduction is used to reduce initial space in hypothesis generation
step for the sake of nding the best hypothesis that explains the input observation.

Our methods are suitable for the real-time performance requirements of the hand
tracking problem, especially using Levenberg-Marquardt Algorithm.

5.1 Hand Observation

As input to our system, a 640x480 RGB image requires. For both methods a
RGB-D sensor is not necessary for our method. We extracted 2D hand keypoints
as features from our input image using OpenPose[9] library. In short, OpenPose
represents a real-time system to jointly detect human body and hand keypoints
on images. A di cult and important problem in computer vision is the estimation

of the initial state of hand or body pose. To avoid di culty, we created a 2d box
that contain our hand pose to reduce the search space.

5.2 Hand Model

The hand model[48] is formed of a palm and ve ngers. The palm is modeled
as an elliptic cylinder and two ellipsoids for caps. Each nger consists of three
cones and four spheres, except for the thumb which consists of an ellipsoid, two
cones and three spheres. The hand model has a 26-DoF(degrees of freedom) with
a representation of 27 parameters Figure 5.1. The global position of the hand
requires 3 DoF that specify the center of the palm in the global frame of reference.
The rotation of the palm is represented with 4 more DoF using the quaternion
representation of 3D rotations. The remaining 20 parameters correspond to the

27
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ngers. Speci cally, The kinematics of its nger is modeled using four parameter-
encoding angles, two for the base of the nger and two for the remaining joints.

Figure 5.1: hand model: (a) hand geometry,(b) hand kinematic and particular
models

5.3 Hand Tracking Using Particle Filter

Section 5.3 describes our method using particle Iter. Shortly, we extended stan-
dard particle Iter method using dimensionality reduction and our motion models.
Our purpose was to create hand hypothesis that satisfy the input observations
based on our motion model in a low dimension. We assumed that, if a part of
our motion model has been executed, it will completed. That allowed us to avoid
having particles that do not approximate our observations. In that direction, we
developed a simple and fast method to consider our motion models, extended the
particle Iter method that allowed us an almost real-time performance requirement
of the hand tracking problem based on the particle number.Figure 5.2 contains a
graphical illustration of the proposed method.

5.3.1 Particle Filter Method

To e ciently approximate the observed hand from our input, we use particle lter
that updates the state. Lets de ned xft”)l] , Wt(”)l, zi:tp and phasq(n)l as the set of
N particles that represent the state in previous time step t-1, the weights for every
particle, current observation, solution in the high dimensional space and phase
state respectively. As output we de ned the updated particles and weights for
time step t. Algorithm 3 sums up our main procedure. The algorithm sequentially
updates states and weights for every particle. Dimensionality reduction using
Probabilistic P.C.A is our main contribution compared with standard particle Iter
method. For clarifying reasons we divided the algorithm into 2 di erent cases based
on our input and the particles. Our algorithm description follows below

Lets consider that our previous solution was a free motion or it was at the
beginning of a motion model. In that case, we rst updated the phase for every
particle. We assumed that the phase follows a Gaussian distribution with mean
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